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Abstract

Genome-wide association studies (GWAS) for atrial fibrillation (AF) have uncovered
numerous disease-associated variants. Their underlying molecular mechanisms, espe-
cially consequences for mRNA and protein expression remain largely elusive. Thus,
novel multi-omics approaches are needed for deciphering the underlying molecular
networks.

Making use of the deeply-phenotyped AFHRI-B cohort, we integrated genomics, tran-
scriptomics and proteomics to assess genome-wide consequences of common genetic
variation for transcript and protein abundance of nearby genes by evaluating cis expres-
sion quantitative trait loci (eQTLs) and cis protein quantitative trait loci (pQTLs).
By the integration of multiple omics-modalities we identified three functional cis QTL
categories representing shared regulation affecting both transcripts and proteins, reg-
ulation of only the mRNA level (independent cis eQTLs) and variation that is only
observed on protein level (independent cis pQTLs). Additionally, we validated our
findings with classical colocalization analyses. Using public annotations, we assessed
overrepresented regulatory elements to infer possible mechanisms underlying the ge-
netic regulation.
Finally, we confirmed the relevance of the discovered QTLs by an overrepresentation of
cis eQTLs and pQTLs for GWAS loci associated with general cardiovascular disease,
arrhythmias, and specifically, atrial fibrillation.

Current research suggests, however, that cis-genetic variation only accounts for a modest
fraction of disease heritability compared to much larger contributions of trans-genetic
effects. As part of the omnigenic model, it has been hypothesized that those trans effects
can accumulate on few genes that are directly linked to the phenotype in question.
According to this model, we developed a pathway enrichment approach to identify
candidates satisfying the core gene properties in order to narrow down the search space
for trans QTL testing.
Specifically, we used a genome-wide polygenic risk score (PRS) as a proxy for trans-
genetic effects. While correcting for the strongest cis effects, we assessed the correlation
between PRS and transcript and protein expression (eQTS/pQTS) to rank genes accord-
ingly. As potential core genes are expected to share molecular function, we used Gene
Set Enrichment Analysis (GSEA) together with the Gene Ontology gene set annotations
in order to reconstruct possible biological networks.The resulting leading edge genes of
significantly enriched pathways were subsequently selected as candidates. The genetic
disease link was then evaluated by trans eQTL/pQTL testing with AF GWAS hits for
only this small subset.
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Using this novel approach, we identified two trans eQTLs and five trans pQTLs. One
of the trans eQTLs was the transcription factor (TF) NKX2-5, where we did extensive
follow-up analyses including the replication of the corresponding pQTL on protein
level, analyzing the TF network and its functional targets.
For many of our putative core genes we were able to find further literature support of
the disease link to AF or a related cardiovascular disease.

Finally, we took a closer look at molecular pathophysiology of AF via traditional dif-
ferential transcriptome and proteome analysis. Due to generally low effect sizes, we
further investigated possibilities of multi-omics pathway enrichment analysis in order
to make full use of this dataset by accumulating information about regulated processes
across different genes and modalities.
Since most pathway enrichment methods focus on only one data type, we conducted
a simulation study, which compared different multi-omics pathway enrichment ap-
proaches as well as ad-hoc combinations of analyses of single data modalities. While
using multi-omics data in general, as well as including direction of effect greatly im-
proved model performance, methods that directly integrate multiple omics only slightly
outperformed the ad-hoc combination in the case of similar pathway activations across
the different omics.
Using those insights, we identified a broad range of mechanisms, including cardiac,
metabolic and immune pathways, for different AF subtypes which were in line with
previous literature. Additionally, we observed regulation which was specific to either
transcriptomics or proteomics.
In order to make similar analyses more accessible, we also provided the EnrichmentN-
odes plugin for KNIME, an interactive graphical workflow development framework for
combining different analysis in a user-friendly way without any actual programming.
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Zusammenfassung

Genomweite Assoziationsstudien (GWAS) für Vorhofflimmern haben bereits zahlrei-
che krankheitsassoziierte Varianten aufgedeckt. Die zugrunde liegenden molekularen
Mechanismen, insbesondere die Auswirkungen auf die mRNA- und Proteinexpres-
sion, sind jedoch noch weitgehend ungeklärt. Daher sind neue Multi-omics-Ansätze
erforderlich, um die zugrunde liegenden molekularen Netzwerke zu entschlüsseln.

Basierend auf den Daten der vielfältig charakterisierten AFHRI-B-Kohorte konnten
Genomik, Transkriptomik und Proteomik kombiniert werden, um die genomweiten
Auswirkungen genetischer Varianten auf die Transkript- und Proteinvariation nahe
gelegener Gene durch die Auswertung von cis eQTLs und cis pQTLs zu bewerten. Die
Integration mehrerer Datentypen ermöglichte die Identifikation dreier funktioneller
cis-QTL-Kategorien, die entweder eine gemeinsame Regulation über Transkriptom und
Proteom hinweg darstellen oder eine Regulation, welche nur auf mRNA-Ebene (unab-
hängige cis eQTLs) beziehungsweise nur auf Proteinebene (unabhängige cis pQTLs)
beobachtet wird. Anschließend wurden die Ergebnisse mit klassischen Kolokalisie-
rungsanalysen validiert. Anhand von öffentlichen Annotationen identifizierten wir
überrepräsentierte regulatorische Elemente, um mögliche Mechanismen abzuleiten, die
der genetischen Regulation zugrunde liegen.
Die Relevanz der entdeckten QTLs konnte schließlich mit einer Überrepräsentation von
cis eQTLs und pQTLs für solche GWAS-Loci bestätigt werden, die mit allgemeinen Herz-
Kreislauf-Erkrankungen, Herzrhythmusstörungen und insbesondere Vorhofflimmern
in Verbindung stehen.

Aktuelle Forschungsergebnisse deuten jedoch darauf hin, dass die cis-genetische Varia-
tion nur einen relativ kleinen Teil zur Erblichkeit von Krankheiten beiträgt, während
trans-genetische Effekte einen wesentlich höheren Anteil erklären. Im Rahmen des
omnigenic model wurde die Hypothese aufgestellt, dass sich genetische trans-Effekte auf
wenigen Genen akkumulieren können, die direkte Auswirkungen auf den betreffenden
Phänotyp haben. Auf Grundlage dieses Modells entwickelten wir einen Ansatz, um
Kandidaten basierend auf diesen zentralen Eigenschaften zu priorisieren und auf diese
Weise den Suchraum für trans-QTL-Tests einzugrenzen.
Konkret verwendeten wir einen genomweiten polygenen Risikoscore (PRS), der die
trans-genetischen Effekte repräsentiert. Indem wir zudem für die stärksten cis-Effekte
korrigierten, konnte die Korrelation des PRS mit Transkript- sowie Proteinexpressi-
on (eQTS bzw. pQTS) genutzt werden, um die Gene entsprechend einzustufen. Des
Weiteren ist zu erwarten, dass entsprechende Gene im Zentrum molekularer Prozesse
eingebunden sind. Deshalb wurde die Gene Set Enrichment Analyse (GSEA) auf den
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so gewonnenen Rangfolgen zusammen mit Gene ontology (GO) Genannotationen
genutzt, um mögliche biologische Netzwerke zu rekonstruieren. Gene mit dem größten
Beitrag wurden sodann als potenzielle Kandidaten ausgewählt und der jeweilige Krank-
heitszusammenhang schließlich über trans eQTL/pQTL-Analysen mit AF-assoziierten
Genorten verifiziert.
Mit diesem neuartigen Ansatz identifizierten wir zwei trans eQTLs und fünf trans pQTLs.
Bei einem der trans eQTLs handelte es sich um den Transkriptionsfaktor (TF) NKX2-5,
dessen zugehöriges pQTL auf Proteinebene repliziert sowie das TF-Netzwerk und
dessen funktionelle Zielgene analysiert wurden.
Für viele unserer potentiellen core genes konnten wir in der Literatur weitere Belege
für einen Zusammenhang mit Vorhofflimmern oder einer verwandten Herz-Kreislauf-
Erkrankung finden.

Schließlich untersuchten wir die molekulare Pathophysiologie von Vorhofflimmern
mithilfe traditioneller differenzieller Transkriptom- und Proteomanalysen. Aufgrund
der allgemein geringen Effektgrößen nahmen wir mögliche Veränderungen der zuge-
hörigen Signalwege in den Blick um Effekte ähnlicher Mechanismen über verschiedene
Gene und Modalitäten hinweg zu integrieren.
Da sich die meisten Pathway Enrichment Methoden nur auf eine molekulare Modalität
beschränken, verglichen wir mit Hilfe einer Simulationsstudie verschiedene Ansätze
zur direkten Integration oder ad-hoc Kombination mehrerer Datentypen. Die besten
Ergebnisse wurden dabei unter Einbeziehung mehrer Datentypen und speziell auch der
Effektrichtung erzielt. Die direkte Integration mehrerer Modalitäten zeigte gegenüber
der ad-hoc-Kombination nur im Falle ähnlicher Aktivierungen in den verschiedenen
Omics einen leichten Vorteil.
Mithilfe dieser Erkenntnisse konnten wir ein breites Spektrum von regulierten kardialen,
metabolischen und immunologischen Prozessen für beide Subtypen des Vorhofflimmers
identifizieren. Entsprechende Mechanismen stimmten in hohem Maße mit existierender
Literatur überein und beinhalteten jeweils Prozesse, die spezifisch nur im Transkriptom
oder Proteom zu beobachten waren.
Wir stellten außerdem eine Erweiterung EnrichmentNodes des KNIME Frameworks
zur Verfügung, welche die Integration ähnlicher Analyseschritte in einer interaktiven,
grafischen Entwicklungsumgebung von Arbeitsabläufen möglich macht ohne dass
hierfür Programmierkenntnisse notwendig sind.
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1 Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia which affects more than
33 million individuals worldwide [Chugh et al., 2014]. For individuals of age 55 and
older, the life time risk of AF is estimated at one out of three individuals [Magnussen
et al., 2017, Staerk et al., 2017].

AF is characterized by a distorted electrophysiological signal transduction in the human
heart, leading to an irregular and often fast rhythm. The disorganized excitation of
the atrium prohibits proper propagation to the ventricle, which leads to constraint
contractions (Figure 1.1). Together with other comorbidities such as heart failure and
myocardial infarction, AF significantly increases the risk of stroke and death [Staerk
et al., 2017].

Pulmonary valve 

Aortic valve 
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Pulmonary artery 

Right ventricle 
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Ines Assum, created with BioRender.com 

Figure 1.1: Disrupted signal transduction in atrial fibrillation.
Schematic representation of the electrical signal conduction from the sinoatrial node through the atria and
atrioventricular node to the ventricles. Asynchronous electrical signals prevent proper stimulation of the
ventricles, resulting in an irregular and rapid rhythm as depicted in the symbolic electrocardiographic
readings. Figure created with BioRender.com using the template "Heart Anatomy" (Jean-Francis Berry).

Important risk factors for AF are age, sex, genetics and ethnicity as well as common
comorbidities such as hypertension, diabetes mellitus, coronary artery disease, chronic
kidney disease and obesity [Magnussen et al., 2017, Staerk et al., 2017, Hindricks et al.,
2021].
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1 Introduction

1.1 Systems biology of atrial fibrillation

Extensive research [Brundel et al., 2002, Corradi et al., 2008, Dobrev and Nattel, 2011,
Lin et al., 2014, Opacic et al., 2016, Sigurdsson et al., 2017, Magnussen et al., 2017,
Kanaan et al., 2019, Dobrev et al., 2019, Thomas et al., 2019, Nattel et al., 2020, Van
Ouwerkerk et al., 2020, Hindricks et al., 2021] investigating the molecular mechanisms
underlying AF as well as corresponding risk factors has been carried out over the
last decades. Due to the complex nature of human disease, interdisciplinary research
integrating clinical, molecular and genetic data with computational approaches are
needed to further our understanding of the pathophysiology of AF.

More than 100 genetic loci have been identified. Their functional mechanisms, however,
remain largely unknown [Roselli et al., 2018]. Downstream changes are in general
highly specific to the tissue of question. Left and right atrial appendage tissue has been
studied, which revealed de-regulated molecular processes such as structural remodeling
of the atrial substrate, changes in metabolism and inflammatory reactions including
fibrosis [Hindricks et al., 2021, Staerk et al., 2017, Hu et al., 2015, Tu et al., 2014].

Still, we are lacking a conclusive understanding of comprehensive disease mechanisms,
which would be highly relevant to developing and improving treatment options and
preventative measures [Hindricks et al., 2021].

1.1.1 Deeply phenotyped atrial fibrillation cohort

Disease-relevant molecular investigations are strongly restricted by the accessibility of
relevant heart tissue which leads to an inherently small sample size. With the exception
of post-mortem specimens, donor tissue can only be procured from individuals with
other cardiac conditions requiring heart surgery.

In order to assess relevant mechanisms at different steps of gene regulation, multiple
intermediate molecular data types need to be taken into account. Following this line
of action, extensive phenotyping was carried out on right atrial appendage tissue
samples from donors undergoing coronary artery bypass surgery. Together with
clinical data on AF and covariates, this represents a unique cohort integrating genomics,
transcriptomics, proteomics and metabolomics data (Figure 1.2).

1.1.2 Tissue-specific gene regulation and omics measurement techniques

Genetic variants can influence biological processes in various ways. First of all, variants
can change the amino acid sequence of a protein and therefore influence functionality.
However, only a very small fraction of the human genome contains protein-coding
information and also variants outside of these regions, also referred to as non-coding,
have been found to play a vital role in gene regulation on diverse levels.
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Transcriptome

Tissue
Affymetrix Gene Chips

102 samples, 
~ 26 376 transcripts

Tissue
LC-ESI-MS/MS

96 samples, 
~ 1 400 proteins

Blood samples
Affymetrix Gene Chips

83 samples, 
~ 5 000 000 SNPs

Serum
p180 Biocrates Kit

118 samples,
~ 165 metabolites

+ and other clinical covariatesAF

Genome Proteome Metabolome

Figure 1.2: Overview of the deeply phenotyped AFHRI-B cohort.
Heart atrial appendage samples were retrieved during coronary artery bypass surgery and used for
transcriptomics, proteomics and metabolomics profiling. Baseline blood samples were used for genotyping
and serum metabolomics. Figure created by Ines Assum and Julia Krause.
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Figure 1.3: Gene regulation in human cells.
a: Schematic representation of transcriptional regulation.
b: Protein biosynthesis, where DNA is transcribed into RNA, processed with post-transcriptional regula-
tion and translated into proteins.
Figures created with BioRender.com using the templates "Regulation of Transcription in Eukaryotic Cells"
(Biljana Atanasovska, PhD), "Histone Modification, Eukaryotic and Prokaryotic Gene Structure" and
"Structural Overview of an Animal Cell".
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1 Introduction

In order to investigate how genetic variants influence gene regulation, it is important to
understand the different steps of protein bio synthesis as summarized in Figure 1.3.
Vital steps in a human eukaryotic cell are transcription, i.e. reading the genetic code
from the deoxyribonucleic acid (DNA) to ribonucleic acid (RNA), and translation, i.e.
translating mature mRNA into proteins. In a very brief and simplified description,
chromatin consist of DNA which is condensed and wrapped around histones in
the nucleus. Epigenetic modifications of those histones can, amongst other factors,
influence accessibility of the DNA. To transcribe the RNA from the DNA of a gene,
protein complexes called the RNA polymerase bind the DNA in specific sequence
regions called promoters to initiate transcription. A typical human protein coding gene
is divided into multiple functional regions, starting at the promoter and transcription
start site (TSS), followed by the 5’ untranslated region (5’ UTR), a sequence of exons that
contain the protein-coding information and introns with non-coding sections completed
by the poly-A tail, a terminator sequence and finally the 3’ untranslated region (3’ UTR)
(Figure 1.3a).
After transcription, the unspliced mRNA is transported out of the nucleus into the
cytoplasm, processed by splicing, i.e. keeping only the exons, and potentially modified
post-transcriptionally. This product is then referred to as mature mRNA or transcript.
Finally, ribosomes translate mRNA by adding reading out base triplets and accordingly,
adding the corresponding amino-acid to a nascent protein chain, so called peptides.
Most of the time, multiple subunits with specific processing steps, modifications and
folding for each of them are needed for a functional protein (Figure 1.3b).
All of these processes are very complex and highly regulated by diverse genetic and
epigenetic mechanisms, and many of them are still poorly understood [Buccitelli and
Selbach, 2020]. Regulatory elements, such as binding sites, enhancers and silencers, can
be placed in the UTR or upstream and downstream of the gene.

Therefore, new measurement techniques have been introduced to observe and investi-
gate intermediate molecular species. Genetic variation is often considered by evaluating
single-nucleotide-polymorphism (SNP) which are regions in the genome, that differ
only by one specific base. SNP genotypes and transcriptomics can be measured by
specific microarrays. Microarrays consists of probes that omit a fluorescent signal if
they are bound by their specific counterparts. Compared to that, RNA-sequencing
(RNA-seq) enables actual sequencing of the RNA or also DNA fragments in form of
complementary DNA (cDNA) [Wang et al., 2009].
To evaluate the interaction of proteins and DNA, DNA and associated proteins are
cross-linked and fragmented. Using specific antibodies, these fragments are selected
and enriched for a protein of interest. Massively parallel sequencing is performed to
then identify the DNA regions bound by the protein of interest. The method is denoted
by the name chromatin immunoprecipitation followed by sequencing (ChIP-seq) [Park,
2009]. Following a similar idea, promoter-capture Hi-C is used to map DNA-DNA
interactions by ligating and then sequencing interacting DNA regions [Davies et al.,
2017].
Finally, untargeted and targeted mass spectrometry methods can be used to quantify
proteomics [Westont and Hood, 2004] and metabolomics [Baharum and Azizan, 2018].
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1.2 Systems genetics approach to human disease

1.2 Systems genetics approach to human disease

1.2.1 Genetics, genome-wide associations studies and complex traits

Genetic information in humans is organized as DNA on chromosomes. Since humans
are diploid organisms, they retain two copies or chromosomes for most of the genetic
information. For reproduction, one copy is randomly chosen in the context of a process
called meiosis to be passed on to the offspring. Due to crossover, recombinational and
mutational events, genetic variation is introduced at different steps of meiosis as well
as during replication of genetic information for the division of cells (mitosis).
With the rise of array measurement technologies, it became possible to evaluate a large
variety of genetic markers. Multiple variations of the same genetic sequence can occur
as we just introduced, and are denoted as alleles. The combination of the two observed
alleles for the same locus or gene of one individuum - or two single bases in the case
of SNPs - are also described by the term genotype. One key characteristic of such a
SNP is how often alternative alleles are observed compared to a reference allele in a
population of many individuals, also referred to as minor allele frequency (MAF). SNPs
with a MAF > 5 % are often described as common variants as opposed to rare variants,
that occur in only a small percentage of the population (e.g. < 1 % or < 5 %). Within the
46 chromosomes, human genetic code is organized in haplotypes, i.e. genetic regions
that are often inherited together with a lower rate of recombination. The corresponding
correlation structure, where certain variants are observed together more often than
expected only based on their allele frequency is referred to as linkage disequilibrium
(LD). By genotyping approximately one half to one million of those SNPs and imputing
further variants using reference panels including known haplotypes, it has become
possible to efficiently genotype millions of variants in ever growing cohorts.
In genome-wide association studies (GWAS), each individual SNP can further be
evaluated for an association with a certain trait. These kind of studies have discovered
thousands of disease-associated loci and improved our understanding of genetic and
phenotypic relationships [Wang and Wang, 2018], especially if a trait is influenced by a
multitude of variants across many genes. Such traits can be quantitative (e.g. height) or
categorical (e.g. disease phenotypes) and they are also referred to as complex traits.
AF is a typical example for such a polygenic, complex trait.

1.2.2 Quantitative trait locus analyses

More than 95 % of GWAS variants are localized in non-coding regions [Roselli et al.,
2018], most likely affecting expression through changes in regulatory elements rather
than changing a specific protein. Of course, in these cases, elucidating the biological
mechanisms is much more challenging and remains often elusive. Brem et al. [2002]
were one of the first to systematically evaluate the consequences of specific genetic vari-
ants on the expression of particular genes in budding yeast, considering cis expression
quantitative trait loci (eQTL), where the gene and variant are in relative close proximity
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to each other with respect to genetic position and trans eQTLs, mapping association
where the variant is located further away or even on a different chromosome. Since
then, larger studies in lymphoblastoid cell lines (LCL) investigated functional genetic
variation in humans [Lappalainen et al., 2013]. Westra et al. [2013] used trans eQTLs in
non-transformed peripheral blood samples to identify downstream effects of disease-
associated variants from genome-wide association studies. Since then, QTL analyses
in LCLs have been extended to proteomics level [Hause et al., 2014] and were used to
compare genetic consequences on mRNA, ribosomal occupancy and proteins by Battle
et al. [2015].
Proteins as end products of gene expression, directly interacting with our environment,
are especially interesting to study. Due to the easy accessibility Suhre et al. [2017],
Sun et al. [2018], Yao et al. [2018] and Ferkingstad et al. [2021] studied the plasma
proteome to map genetic risk to disease end points and identify putative causal genes
and pathways, with the latest study including over 35 000 individuals.
Regulation of gene expression in the disease context can be investigated in large cohorts
using widely accessible bio material like blood samples. Whole blood cis eQTLs were
used to study genetic effects in coronary artery disease [Joehanes et al., 2017]. However,
gene expression varies strongly across different tissues. Therefore, disease-relevant tis-
sues should be evaluated as for example left ventricle tissue samples in the case dilated
cardiomyopathy [Heinig et al., 2017]. Instead of focusing on only one specific tissue,
the GTEx consortium [Gamazon et al., 2018] systematically evaluated cis-regulatory
patterns across 54 human tissues in non-diseased donors.
The most comprehensive description of non-coding variants associated with AF so far
have been given by van Ouwerkerk et al. [2019, 2020].

1.2.3 Genetic architecture of complex polygenic traits

Even though important insights have been gained by QTL studies, a large fraction of
heritability remains elusive [Manolio et al., 2009]. As opposed to Mendelian diseases,
where the disorders are caused by specific mutations in single genes, most complex
traits are influenced by a multitude of genes which is why they are also denoted as
polygenic traits.
While mostly rare monogenic effects also exist in AF, additive polygenic effects of many
common variants explain a much higher proportion disease heritability [Choi et al.,
2020].
However, it remains difficult to quantify contributions to overall heritability due to cis
and trans effects, different effect sizes and allele frequency coupled with partly spurious
correlations in the genetic make-up and linkage disequilibrium.

1.2.3.1 The omnigenic model

To quantify the contribution of cis and trans effects on complex traits, Boyle et al. [2017]
created the theoretical omnigenic model that particularly is able to explain the following
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characteristics of complex trait heritability:

• Cis effects can only explain a modest fraction of heritability.
• Common variants account for a large proportion of the total heritability, but the

individual effect sizes of most variants are very small.
• A modest increase in per-SNP heritability in tissue-specific compared to broadly

active regulatory elements indicates that regulation is driven by factors across the
whole genome and diverse gene functional categories.

• Few rare variants with large effect sizes contribute much less to the total heritabil-
ity compared to the many common variants with very small effect sizes.

• Due to the incomparable sizes of protein-coding and non-coding regions in the
genome which both contribute to variation of a complex trait, heritability is
dominated by non-coding variants.

• While GWAS hits are strongly enriched for cis and trans eQTLs, many disease-
associated loci without an eQTL exist.

From these observations, Boyle et al. [2017] derived that the easiest model which would
explain such a behavior would be that genes can actually be divided into two classes:
few central core genes and many peripheral genes, where core genes accumulate
genetic perturbations from many different peripheral genes and master regulators.
While genetic variation can indirectly influence core gene expression by changes of
peripheral genes involved in shared gene regulatory networks, core gene function
should rather be conserved due to their vital role in biological processes. Therefore,
they are expected to directly and functionally relate to a phenotype. A more severe or
loss-of-function mutations would then be observed as a Mendelian disease.
Based on this omnigenic idea of genetic architecture, Liu et al. [2019] developed a
quantitative model describing cis and trans contributions to complex trait heritability.
They estimate, that based on actual cis and trans eQTL effect sizes, at least 70 % of
disease heritability was explained by trans effects propagated through gene regulatory
networks. Within these networks, multiple trans effects can accumulate on just a few
central genes. Identifying these trans regulations remains challenging, as the effect
size of each individual trans locus is very small [Westra et al., 2013, Võsa et al., 2021]
compared to the large multiple testing burden.

Since many genetic variants contribute to disease risk, scores that summarize the
individual overall genetic predisposition have been created [Kalsto et al., 2019, Khera
et al., 2018]. A short introduction into different classes of genetic risk scores is given in
the corresponding method section 3.2.6.

1.2.3.2 Quantitative trait scores (QTS)

Since genetic risk scores summarize genetic contributions to disease risk, it can act as
a proxy of the accumulation of trans effects [Võsa et al., 2021]. Therefore, genes that
are highly influenced by the propagation of multiple trans effects should be able to be
identified by a higher correlation of gene expression with the risk score. This concept
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of systematically assessing the correlation of transcriptomics with an (omnigenic risk)
score, has been termed expression quantitative trait score (eQTS) [Võsa et al., 2021].
The same can be applied to protein measurements which might be even more relevant
for phenotypic consequences, and is denoted as protein quantitative trait score (pQTS).

1.3 Multi-omics pathway analyses

The recent improvement of measurement technologies has lead to the evaluation of
many differential transcript or protein expression experiments. However, deriving
new insights into de-regulated biological processes from comparing differences in
expression levels between multiple groups is not always straight forward. Depending
on the effect sizes, genes appearing on the top of the differential expression result
list might only be those with very large effects, missing many relevant genes or only
identifying those which are already known. This is especially challenging in the context
of small effects limited sample sizes. Also, simple summary statistics give information
about the differences of a specific gene in varying settings, it does however not add
any information about the biological processes involved. Particularly, too few or too
many differential findings as well as the choice of a strict cutoff dividing genes in
significant and non-significant ones challenge the interpretation of such analysis results
[Subramanian et al., 2005].
Next to a single, strongly regulated gene, even smaller coordinated regulations of
multiple genes involved in the same biological function or signaling pathway might be
much more important. Therefore, techniques have been developed to infer regulated
processes from differential expression results. Such approaches often denoted as
pathway or gene set enrichment analysis make use of prior knowledge of co-regulation
of genes involved in similar biological processes and look for patterns of common
regulation of genes belonging to the same group.

Such prior knowledge can be derived from cataloging general biological knowledge
about genes and genetic interactions. This approach was taken by the Gene Ontology
(GO) Consortium building a formal representation about biological processes, cellular
components and molecular function [Carbon et al., 2019, Ashburner et al., 2000]. It is
introduced in more detail in the material section 2.2.1.
Similarly, Reactome annotations consist of a relational database for signaling and
metabolic molecules with their relations organized into biological pathways and pro-
cesses [Gillespie et al., 2022], the STRING [Szklarczyk et al., 2021] database provides
information about protein-protein interactions and the Kyoto Encyclopedia of Genes
and Genomes1 (KEGG) describes pathways for higher-level functions and utilities of
the biological system with a stronger focus on disease mechanisms just to mention a
few.

A general approach to make use of this knowledge is to evaluate how many significant

1https://www.kegg.jp/
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1.3 Multi-omics pathway analyses

genes from the analysis are overlapping with a specific set of genes of interest using the
aforementioned resources. The so-called overrepresentation analysis (ORA) evaluates
overrepresentation of significant genes in a gene set using Fisher’s exact test or a
hypergeometric distribution to evaluate statistical significance.

This comes with common challenges, such as picking the right significance threshold.
Subramanian et al. [2005] introduced gene set enrichment analysis (GSEA). Instead of
dividing genes into discrete groups, they are ranked according to their correlation with
a phenotype of interest, or more concrete, based their association evaluated through
common summary statistics. Next, for each gene set of interest, the accumulation
of genes at the top or bottom of the list - representing up- or down-regulation - are
evaluated by an enrichment score.

However, this approach leads to many false positives in case of strongly correlated
or even hierarchical annotations such as the GO categories. Therefore, going back
to significantly and not-significantly observed genes, Bauer et al. [2010] introduced
their model-based gene set analysis (MGSA) to estimate posterior probabilities for
each annotation term based on a Bayesian network model incorporating the annotation
topology.

As demonstrated by Buccitelli and Selbach [2020], regulatory mechanisms can take
effect at different steps of gene regulation and therefore, affect different omics level. To
make use of the growing availability of multi-omics data, single-omic methods can be
integrated ad-hoc on pathway level.
Alternatively, Sass et al. [2013] developed the multi-level ontology analysis (MONA)
approach that directly integrates multiple omics in one model by extending the Bayesian
network proposed by MGSA.

While the Bayesian models outperform GSEA in general in a single-omic scenario, the
impact of different factors such as the coverage of measured genes, specifically with
respect to multi-omics integration remains elusive. Also, little is known about how
the different significance cutoffs affect model performance of MGSA and MONA, and
instead of comparing direct integration in the case of MONA to an ad-hoc integration of
multiple omics on pathway level, only one omic was considered for GSEA and MGSA.
Furthermore, the correlation between omics and the similarity or differences of pathway
activations in different omics might significantly affect the choice of method.
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1.4 Aims and contributions

In summary, omics technologies opened up new opportunities to study complex human
diseases. However, new approaches are needed to integrate the different data types
and derive insights into underlying molecular mechanisms.

In particular,

1. ... gene regulation is a complex process, which is very specific to the tissue of
question. However, downstream consequences of genetic variation, which would
be vital to understand the underlying mechanisms, are mostly unknown.

2. ... more than one hundred genetic loci have been associated with AF. However,
their function and affected genes often remain elusive.

3. ... trans-genetic effects have been shown to majorly contribute to common disease.
However, current analyses are largely impaired due to the vast search space in
combination with limited sample sizes.

4. ... the omnigenic model proposes the existence of core genes. Due to their
direct link to the phenotype, these core genes could be a key component of
understanding more complex disease mechanisms. However, so far it has been
challenging to identify core genes due to complex interactions and small effect
sizes.

5. ... current measurement technologies enable the evaluation of multiple molecular
data types. However, it is difficult to leverage the full potential of multi-omics
data to derive de-regulated biological processes in AF.

In this thesis, we want to leverage the full potential of multi-omics data to better
understand underlying mechanisms of complex diseases - and specifically AF - by the
following contributions:

1. By integrating genomics, transcriptomics and proteomics data, we were able
to derive a comprehensive map of genome-wide cis-regulatory mechanisms
highlighting differences in regulation on transcript and protein level.

2. The integration of cis eQTLs and pQTLs in combination with a multitude of an-
notations makes it possible to evaluate the context of each GWAS hit individually.
Our functional cis QTL categories aid in shortlisting possible underlying mecha-
nisms or causal factors. Specifically, also non-significant associations contribute
valuable information.

3. We propose a PRS-based candidate selection approach to make targeted trans QTL
analyses possible in a relatively small clinical cohort.

4. The resulting two trans eQTLs and five trans pQTLs, as well as the analysis of the
NKX2-5 TF network with 13 identified targets result in overall 20 putative core
genes for AF.

5. We have extended existing methods for multi-omics gene set enrichment analysis
and made them accessible to a broader audience in the graphical workflow
framework KNIME. Our simulation study warranted insights on the performance
of different methods under varying underlying pathway activations. By leveraging
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1.4 Aims and contributions

the gained knowledge, we were able to identify common molecular mechanisms
underlying AF even in the case of extremely small effect sizes.

These contributions are part of manuscripts, which have either already been published
in peer-reviewed journals or are currently in preparation. Therefore, parts of this thesis
are similar to the following publications:

1. Ines Assum†, Julia Krause†, Markus O. Scheinhardt, Elke Hammer, Christian
Müller, Christin S. Börschel, Uwe Völker, Lenard Conradi, Bastiaan Geelhoed,
Tanja Zeller*, Renate Schnabel* and Matthias Heinig*. Tissue-specific multi-
omics analysis of atrial fibrillation. Nature Communications 13, 441 (2021).

2. Ines Assum†, Julia Krause†, Renate Schnabel, Tanja Zeller and Matthias Heinig.
Multi-omics pathway analysis in atrial fibrillation. (Manuscript in preparation).

On top of these, I lead or contribute to the following articles:

1. Ines Assum, ..., Matthias Heinig and Silke Szymczak. Benchmarking of gene set
enrichment methods across species. (Manuscript in preparation).

2. Julia Krause, ..., Ines Assum, Matthias Heinig, ..., Justus Stenzig*, Tanja Zeller*
An arrhythmogenic metabolite in atrial fibrillation. (Manuscript in revision).

† authors contributed equally (shared first author), * authors contributed equally (shared
last authors);

Besides contributions to the articles mentioned above, I have been leading the develop-
ment and maintenance of the following extension to the KNIME framework:

1. Ines Assum and Kristof Gilicze EnrichmentNodes https://github.com/InesAssum/
EnrichmentNodes
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1 Introduction

1.5 Outline

The general topic of this thesis is the integration of multi-omics data to infer disease-
specific gene-regulatory mechanisms.

The introduction starts with the general motivation, biological background and the
challenges of the field addressed by this thesis.

This is followed by the materials chapter with the detailed presentation of the AF
multi-omics cohort as well as some relevant, public resources.
In the methods chapter, an overview over the commonly used concepts and approaches
is given. This is then used to describe to the specific methods needed for the evaluation
of atrial specific cis- and trans-regulatory mechanisms followed by the descriptions for
multi-omics gene set enrichment analyses.

Subsequently, we present new research results and corresponding discussion on three
three topics:
In the fourth chapter, we present downstream consequences of common genetic vari-
ation on transcript and protein abundance including cis eQTL and pQTL integration
in form of functional cis QTL categories, enrichment of regulatory elements and their
overlap with known GWAS hits.

Next, we evaluate omnigenic contributions to AF resulting in the identification of two
trans eQTLs and five trans pQTLs using our novel targeted trans QTL approach. We
further investigate the NKX2-5 transcription factor network including its potential
targets, ending up with identifying overall twenty putative core genes for AF.

To assess the performance of different multi-omics gene set enrichment methods, we
conducted a simulation study including a variety of multi-omics specific factors and
simulation scenarios. We apply the results to our AF multi-omics results to identify
common mechanisms of AF and present a KNIME plugin enabling the application
of all evaluated enrichment methods as part of an interactive, graphical workflow
development framework.

Lastly, we summarize and discuss project over-arching findings including current
limitations and give an outlook to future projects and further research.
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2 Materials

2.1 Atrial fibrillation in high risk individuals-biopsy
(AFHRI-B) cohort

The AFHRI-B (Atrial fibrillation in high risk individuals-biopsy) is an epidemiological,
prospective, single center cohort study for the improvement of atrial fibrillation risk
stratification in high risk individuals. Multi-omics data used in this thesis was obtained
from 118 patients undergoing open heart coronary artery bypass surgery at the Depart-
ment of Cardiology and Department of Cardiovascular Surgery, University Medical
Center Hamburg-Eppendorf in the years 2012 to 2015 (see Figure 1.2). The observational
cohort study was approved by the Ethikkommission Ärztekammer Hamburg (PV3982)
and was performed in compliance with the Declaration of Helsinki.
The aim of this study was to increase our understanding with regard to the pathogene-
sis of AF and to find new potential therapeutic targets. Systemic protein expression is
considered as an intermediate biochemical marker of genetic variability. Multi-omics
data shall be used to identify gene expression patterns and proteins specific to AF in
atrial cardiac tissue.

In the following, we will give an overview over data collection, processing and basic
characterization necessary for downstream analyses. These descriptions will be highly
similar to the Materials and Methods sections described in previous work [Assum et al.,
2022a].

The cohort consisted of patients older than 18 years who were scheduled to undergo
open heart coronary artery bypass surgery. Patients with other or additional surgeries,
e.g. valve surgery, were excluded. During surgery, right atrial appendage tissue
remnants were collected when the extracorporeal circulation was started and shock
frozen immediately. Omics data for tissue samples, blood plasma and genotypes were
measured in multiple batches depending on the amount and quality of the material and
resources available. If measurements for the same omic were performed in multiple
batches, there were equal numbers of cases and controls in each run. For the current
analyses, N = 118 patients with omics data were available.
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2 Materials

2.1.1 Cardiovascular phenotypes and risk factors

Information on classical cardiovascular risk factors and potential confounders (age, sex,
body mass index, systolic and diastolic blood pressure, hypertension, hypertension
medication, diabetes, diabetes medication, history of myocardial infarction, smoking)
[Magnussen et al., 2017] was collected by questionnaire and from medical records.
Additionally, C-reactive protein (CRP) and N-terminal pro-brain natriuretic peptide
(NTproBNP) were available from routine pre-surgical work-up. Follow-up for AF and
other cardiovascular disease outcomes was done by questionnaire, telephone interview
and medical chart review.

Atrial fibrillation subtypes Based on patient history and routine cardiology work-
up, non-valvular prevalent AF was the clinical diagnosis used as an outcome in our
analyses. Dependent on specific parts of this thesis, we distinguished specific subtypes
of AF patients: Prevalent AF patients presented with either current AF episodes or
a prevalent AF diagnosis before the bypass surgery. In contrast, patients who only
developed AF after surgery were labeled post-operative or incident AF. Analyses which
considered prevalent and incident AF phenotypes compared only cases of this subgroup
to controls and excluded cases of incident and prevalent AF respectively, while overall
AF merged prevalent and incident AF cases.

Clinical baseline Baseline characteristics of the cohort stratified by analysis type can
be found in Table 2.1 and respective blood samples were aliquoted and stored prior to
surgery.

Table 2.1: AFHRI-B cohort baseline table.
AF, atrial fibrillation; PRS, genome-wide polygenic score; BMI, body mass index; BP, blood pressure; conc.,
concentration;

Variable All samples eQTL/eQTS pQTL/pQTS All omics
Samples measured, n (%) 118 (100) 75 (64) 74 (63) 66 (56)

Women, n (%) 13 (11) 5 (7) 4 (5) 3 (5)
Prevalent AF, n (%) 15 (13) 13 (17) 9 (12) 9 (14)

AF PRS, median (IQR) 32.40 (32.33-32.48) 32.40 (32.33-32.48) 32.40 (32.33-32.49) 32.39 (32.33-32.48)
Age, median (IQR), y 66.8 (59.5-73.5) 68.4 (60.6-73.8) 67.2 (59.7-73.7) 67.7 (60.6-73.7)

BMI, median (IQR), kg/m2 27.8 (24.8-30.4) 28.3 (25.0-30.5) 27.6 (24.8-30.5) 28.0 (25.0-30.5)
Systolic BP, median (IQR), mmHg 135 (122-145) 137 (123-146) 136 (122-145) 136 (123-145)
Diastolic BP, median (IQR), mmHg 76 (70-82) 76 (70-81) 76 (70-80) 76 (70-80)

Hypertension, n (%) 105 (89) 68 (91) 66 (89) 60 (91)
Hypertension medication, n (%) 98 (83) 64 (85) 61 (82) 56 (85)

Diabetes, n (%) 36 (31) 25 (33) 23 (31) 22 (33)
Diabetes medication, n (%) 33 (28) 24 (32) 22 (30) 21 (32)

Myocardial infarction, n (%) 45 (38) 29 (39) 30 (41) 27 (41)
Smoking, n (%) 28 (24) 14 (19) 15 (20) 13 (20)

Fibroblast-score, median (IQR) 80.43 (79.52-81.87) 80.42 (79.12-82.81) 80.26 (79.08-81.87) 80.26 (79.08-82.06)
RIN-score, median (IQR) 7.7 (7.1-8.1) 7.6 (7.1-8.1) 7.6 (7.1-8.1) 7.6 (7.1-8.1)

Protein conc., median (IQR), µg/µl 0.87 (0.45-1.31) 0.80 (0.45-1.30) 0.80 (0.45-1.32) 0.80 (0.45-1.30)
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2.1 Atrial fibrillation in high risk individuals-biopsy (AFHRI-B) cohort

2.1.2 Omics data

Overview: Analyses were performed in all samples with respective omics data which
passed appropriate quality control as stated in the preprocessing steps. This resulted in
different samples being available for different analyses, as visualized in Figure 2.1.

metabolomics

genotypes

transcriptomics

8

8

8

14

67

13

92

proteomics

Figure 2.1: Overview of overlapping omics data for different samples.
Overview of metabolomics, transcriptomics, proteomics and genotype data for the samples in the AFHRI-B.
Shown are only measurements which have passed quality control. Transcriptomics and proteomics were
derived from atrial tissue.

2.1.2.1 Genotypes

Genotype data for 83 blood samples was generated by Julia Krause and Tim Hartmann
using the Affymetrix GeneChips Genome-Wide Human SNP Array 6.0. Markus Schein-
hardt performed SNP-calling with the Birdseed v2 algorithm to turn intensities from
the CEL-files into genotypes and carried out standard quality control procedures as
described in Anderson et al. [2010] using the PLINK 1.91 software. Only SNPs with a
MAF > 0.01, a call rate > 98 % and a HWE exact test P > 10−6 passed quality control,
resulting in 749 272 SNPs. Genotypes were kindly imputed by Matthias Heinig with
IMPUTE2 [Howie et al., 2009] based on the 1000 Genomes Phase 3 genotypes [Auton
et al., 2015, Sudmant et al., 2015] (per SNP: confident genotype calls with genotype
probability > 95 %, percentage of confident genotype calls across samples > 95 %) and
included only variants with HWE P > 10−4 resulting in 5 050 128 SNPs.
To evaluate close or spurious relatedness, identity-by-descent (IBD) was investigated in
PLINK via the π̂ estimates. Maximum π̂ was 0.04, which was lower than the estimate

1https://www.cog-genomics.org/plink/1.9
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of π̂ = 0.0625 for fourth-degree relatives and well below recommended and applied
threshold of 0.1875 representing relatedness between third- and second-degree rela-
tives [Anderson et al., 2010]. In order to evaluate ancestry and population structure,
PCA was performed on the variance-standardized relationship matrix of ancestry-
informative SNPs [Anderson et al., 2010] from the merged genotype data of AFHRI-B
and 1000 Genomes samples. All samples from the AFHRI-B cohort were of central
European ancestry and showed no population substructure (see Figure 2.2).
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Figure 2.2: Evaluation of the genetic population structure of the AFHRI-B cohort compared to the
1000 Genomes individuals.
a: PCA plot on the covariance matrix of ancestry-informative SNPs over all samples including all
populations. Clear differentiation between different populations with the AFHRI-B samples clustering in
the middle of the European populations.
b: PCA plot on the covariance matrix of ancestry-informative SNPs over all European individuals.
Eigenvalues are much smaller compared to the previous analysis in (a) and the AFHRI-B cohort samples
still cluster together homogeneously.
PCA, principal component analysis; AFR, African ancestry; AMR, American ancestry; EAS, East Asian
ancestry; EUR, European ancestry; SAS, South Asian ancestry;
AFHRI, AFHRI-B cohort; CEU, Utah residents with Northern and Western European ancestry; FIN,
Finnish in Finland; GBR, British in England and Scotland; IBS, Iberian populations in Spain; TSI, Toscani
in Italy;

2.1.2.2 Genetic risk score for AF

A genetic risk score was calculated for the AFHRI-B cohort using the genome-wide
polygenic score for AF derived from the LDpred algorithm [Vilhjálmsson et al., 2015]
and published by Khera et al. [2018]. Since genetic risk scores are most meaningful when
considering their distribution across the general population, we calculated risk score
values also for unrelated, European (CEU) individuals from the 1000 Genomes Projects
[Auton et al., 2015, Sudmant et al., 2015].
For 6 730 540 variants out of 6 730 541 in the score, we merged the Phase 3 genotypes
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of the 1000 Genomes individuals (407 samples) with the genotypes of the AFHRI-B
cohort (83 samples). The Plink 1.92 function score was used to compute risk score values.
Percentiles across all 490 individuals were then used for all further analyses.

2.1.2.3 Transcriptomics in human heart tissue

The mRNA data was generated from human heart atrial appendage tissue samples
which were obtained by Lenard Conradi during coronary artery bypass surgery. Tissue
samples were directly frozen in liquid nitrogen and pulverized for further analysis.
RNA isolation, RNA assessment using the RNA integrity number (RIN), which assigns
a quality score between 1 (poor) and 10 (best), and gene expression quantification
using the HuGene 2.0 ST Arrays (Affymetrix® GeneChip WT Plus Reagent Kit) were
performed by Julia Krause.
The R bioconductor package oligo [Carvalho and Irizarry, 2010] was used to create
expression sets from the raw CEL files, to perform standard microarray background
correction, quantile-normalization per sample as well as to log-transform the data. For
all further analyses, left atrial appendage tissues and samples with a RIN-score smaller
than 6 were excluded. Microarray measurements were performed in two batches,
resulting in few biological replicates. In this case, only the one with the highest RIN-
score was kept. In order to derive gene level expression values, the mean of multiple
transcript clusters annotated to the same gene symbol was computed, resulting in
expression data for 26 376 genes in 102 right atrial appendage samples. Assessing the
expression patterns in a PCA plot (see Figure 2.3a), there was no apparent separation
of the three disease groups.

2.1.2.4 Untargeted proteomics in human heart tissue

Proteomics quantifications were kindly performed by Elke Hammer at the Proteomics
facility Greifswald: "To measure the protein concentrations of 97 right atrial appendage
samples, the tissues were homogenized using a micro dismembrator (Braun, Melsun-
gen, Germany) at 2 600 rpm for 2 minutes in 100 µl of 8M urea/2M thiourea (UT). Then
homogenates were resuspended in 300 µl of UT. Nucleic acid fragmentation was gained
by sonication on ice three times for 5 s each with nine cycles at 80 % energy using a
Sonoplus (Bandelin, Berlin, Germany). The homogenates were centrifuged at 16 000 x g
for one hour at 4 ◦C. After that, protein concentration was determined by Bradford
with BSA as standard (SE). 3 µg protein were reduced and alkylated and digested with
LysC (1:100) for 3 h followed by tryptic digestion overnight both at 37 ◦C. Subsequently
peptide solutions were desalted on C18 material (µ ZipTip). Finally mass spectrometry
analysis was performed on a LC-ESI-MS/MS machine (LTQ Orbitrap Velos). One
sample was excluded due to irregularities in the chromatographic pattern. The Rosetta
Elucidator 3.3 workflow was used to extract feature intensity and derive protein intensi-
ties by summing of all isotope groups with the same peptide annotation for all peptides

2https://www.cog-genomics.org/plink/1.9
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annotated to one protein (further parameters: Uniprot_Sprot_human_rel. 2016_05:
static modification: carbamidomethylation at Cys, variable modification: oxidation at
methionine, 2 missed cleavages, fully tryptic, filtered for peptides with FDR < 0.05 corr.
to Peptide Teller probability > 0.94 and shared peptides were excluded). Intensities for
1 419 proteins with one or more peptides (877 with 2 or more peptides) were quantified
for 96 samples, median-normalized and log10-transformed" [Assum et al., 2022a].
Although the same amount of protein (3 µg) was used for quantifications, confounding
by the original protein concentration of the sample was observed when investigating
PCA plots as depicted in Figure 2.3b. Therefore, this was used as a technical covariate
in all further analyses.
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PCA, principal component analysis; Ctrl, control;
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2.2 Public data

2.2.1 Pathway annotations

Depending on the context and discipline, the term pathway can have different meanings.
Clinical pathways are defined as step by step procedures for the treatment of medical
conditions, while a pathway in molecular biology often stands for a partial or simplified
representation of complex physiological mechanisms. In particular, metabolic pathways
often refer to specific chemical reactions in the cell and signaling pathways map the
transduction of signals by interactions modifying gene and protein expression or
regulation. A more general approach which comes closest to the meaning of pathways
in this thesis are genetic pathways as gene-regulatory networks. They are described by
groups of interacting and regulating genes on DNA, RNA, protein or metabolite level.
Pathway annotations are used to connect groups of genes or metabolites to biological
processes and pathway enrichment analysis tries to infer molecular or physiological
changes from individual patient measurements or differential expression results. This
prior knowledge is often encoded in a graph structure which can be exported into a list
of genes annotated to terms that represent specific aspects of biological processes.

2.2.1.1 Kyoto Encyclopedia of Genes and Genomes (KEGG)

KEGG3 is a database resource which maps complex biological systems, ecological
systems and molecular mechanisms of the cell to general pathways. Information is
provided on different levels, ranging from exact mechanistic equations to general
mapping of genes to biological processes. Large-scale molecular datasets, such as
genome sequencing and other high-throughput experimental technologies, were used
to create this curated database. In this thesis, we mainly focus on the human disease
pathways in the form of gene lists associated to a pathway term.

2.2.1.2 The Gene Ontology resource (GO)

The Gene Ontology (GO) resource4 [Ashburner et al., 2000, Carbon et al., 2019] provides
structured, computable knowledge regarding the function of genes and gene products.
It contains three distinct but related ontologies with annotations about the function of a
particular gene. The "Molecular Function" ontology focuses on the molecular activities
of individual gene products or molecular complexes. For "Cellular Component", classes
refer to cellular anatomy rather than processes and describe the structures, where gene
products perform their function. Finally, "Biological Process" describes larger processes
which involve multiple molecular activities.

3https://www.genome.jp/kegg/
4http://geneontology.org/
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The Gene Ontology (GO) knowledge base is structured hierarchically, with smaller,
more specific child terms being a subset of a more general parent term. While GO
provides species-agnostic annotations, in this thesis we mainly focus on annotations of
human genes by extracting lists of genes annotated to different terms of the biological
process ontology.

2.2.2 The 1000 Genomes Project

The goal of the 1000 Genomes Project [Auton et al., 2015, Sudmant et al., 2015] was to
create a reference map for genetic variants with an allele frequency of at least 1 % in
different populations.

Due to advances in sequencing technology and reduced cost connected to those,
sequencing larger amounts of complete genomes became feasible. The 1000 Genomes
Project provides a comprehensive resource on human genetic variation and the genetic
data was made freely accessible for researchers all over the world.

Even though deeply sequencing all samples still remained too expensive, sequencing
all samples to four times the genome coverage allowed an efficient detection of most
variants with a minor allele frequency larger than 1 %. This was done by combining
information across samples while leveraging the limited number of haplotypes. Se-
quencing depth was sufficient to assign high confidence genotypes to all variant sites
discovered in this project for all the 2 504 samples.

In the meantime, ongoing progress in enhancing sequencing techniques has led to even
larger and more diverse panels for genome annotations. However, to this date, it is one
of the most commonly used genetic references.

2.2.3 The Genotype Tissue Expression consortium

Extending genome annotations further to the transcript level, the aim of the Genotype-
Tissue Expression (GTEx) project [Gamazon et al., 2018] was to build a comprehensive
public resource to study tissue-specific gene expression and regulation.
Molecular assays including whole genome sequencing (WGS), whole exome sequencing
(WES) and RNA sequencing (RNA-seq) were performed on samples from nearly
1 000 individuals and 54 non-disesased tissue sites to assess general and tissue-specific
impact of genetic variation on gene expression. The GTEx Portal5 provides open access
to data including gene expression, QTLs and histology images.

For this thesis, tissue-specific transcript expression (GTEx v8 data for right atrium and
left ventricle) as well as summary statistics for atrial appendage eQTLs (GTEx v7) were
used.

5https://www.gtexportal.org/home/
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Furthermore, matched tissue-specific proteomics data was made available as part of
the publication from Jiang et al. [2020].

Gene expression as well as its regulation by genetic variants differ tremendously
between tissues. In an exemplary fashion, this is visualized in Figure 2.4 by considering
gene expression for marker genes of important cell types in the human heart as reported
in the human heart atlas [Litviňuková et al., 2020] across all tissues available in GTEx.
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3.1 Preprocessing procedures

3.1.1 Normalisation procedures

Biological data can be diverse and normally follow very various distributions. Due
to constraints of the applicability of statistical methods as well as improving the
comparability between different samples, normalization and harmonization might be
necessary.

In this regard, direct biological measurements are often distributed exponentially,
while many methods investigate linear relations in the data. Therefore, logarithmic
transformation is most commonly used as a first step of preprocessing.

Definition 3.1 (Log-transformation) Let X ∈ Rn×p be a data matrix with n observations
(e.g. samples) of p features (e.g. genes).
Then the logarithmic transformation of base b, X′ = x′ij, of X = xij is defined as

x′ij = logb(xij) ∀xij ∈ X. (3.1)

In case of negative or 0 values in the data, a pseudo count a to derive strictly positive
values can be added to the data before transformation, i.e. x′ij = logb(xij + a).

Additionally, values are often centered to mean 0 or scaled to variance 1 per row or
column depending on the context.

Furthermore, distributions can be transformed to following a normal distribution. This
is specifically important for data which did not follow a log-normal distribution and
therefore could not be transformed to a normal distribution by applying the logarithmic
transformation as defined in Definition 3.1.

Definition 3.2 (Quantile normalization) Let X ∈ Rn×p be a data matrix with n observa-
tions (e.g. samples) of p features (e.g. genes).
Let rk = (rk1 , . . . , rkp) be the corresponding vector containing the rank of feature values for
observation k across all features with xk = xkj for all j ∈ 1, . . . , p and let rl = (rl1 , . . . , rln)

be the corresponding vector containing the rank of observation values for feature l across all
observations with xl = xil for all l ∈ 1, . . . , n of the data matrix X = xij. Then the quantile
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normalization to a normal distribution per observation xk
′ = x′k· or feature xl

′ = x′·l is defined
as

x′kj = qN (µ,σ2)

( rk j

p + 1

)
∀j ∈ 1 . . . p, and (3.2)

x′il = qN (µ,σ2)

(
rli

n + 1

)
∀i ∈ 1 . . . n, (3.3)

with qN (µ,σ2) being the quantile function of a normal distribution.

In practice, the standard normal distribution N (0, 1) is most often used.

3.1.2 Imputation

With any large-scale molecular experiments, the increasing number of features mea-
sured poses a great challenge on evaluating every feature for every sample. While
many preprocessing procedures filter for appropriate quality, few missing observations
remain in many contexts. However, many downstream analyses require fully observed
data. For these cases, a k-nearest neighbor (KNN) approach was used to impute missing
observations as described in Troyanskaya et al. [2001].

Definition 3.3 (K-nearest neighbor imputation) Let X ∈ Rn×p be a data matrix with n
observations (e.g. samples) of p features (e.g. genes).
Then for every missing value xi∗ j∗ and similarity measure ρjl = ρ(x·j, x·l) for l 6= j, xi∗ j∗ is
estimated by the mean of k features with the highest similarity to j∗ observed in i∗, i.e.

x̂i∗ j∗ =
1
k

lk

∑
j=l1

xi∗ j with ρj∗ l1 ≥ ρj∗ l2 ≥ · · · ≥ ρj∗ lk ≥ ρj∗ lk+1 ≥ · · · ≥ ρj∗ lp−1 . (3.4)

After reasonable normalization (e.g. log-transformation for expression data), Euclidean
distance proved to be a sufficiently accurate norm to be used as similarity measure
[Troyanskaya et al., 2001].

3.1.3 Probabilistic estimation of expression residuals (PEER)

Population based gene expression data is often confounded by unwanted variation,
such as batch effects or unknown biological or environmental factors. Probabilistic
estimation of expression residuals (PEER) implements a Bayesian approach based
on factor analysis to infer hidden determinants across samples [Stegle et al., 2012].
Identifying and including such factors as covariates greatly improves statistical power,
e.g. in eQTL analyses.
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In that case, gene expression data is modeled as a general additive model for different
sources of variation including known and unknown factors [Stegle et al., 2010]:

X = X(1)(S) + X(2)(F) + X(3)(H) + · · ·+ ε (3.5)

S denotes the transcriptional state which might be dependent on cis-genetic variation.
F represents factors which are known, such as age, sex or known experimental or
environmental conditions. On the contrary, H models hidden factors, i.e. confounders
which are unknown. Further epistatic or environmental interactions, non-linear effects
and a noise term ε complete the model.
Based on a predefined number of hidden factors, all contributions are inferred in an
iterative approach as a joint model where gene expression follows a normal distribution
assuming we consider a gene expression matrix X ∈ Rn×p with n samples and p genes:

P(xij|x(1)ij , x(2)ij , x(3)ij , τj) = N (xij|x(1)ij , x(2)ij , x(3)ij ,
1
τj
) (3.6)

with a gamma prior on the noise precisions P(τj) ∼ Γ(τj|aτ, bτ).

Interestingly, PEER is specifically designed to be used for determining hidden factors
in cis eQTL analysis. Such hidden factors, however, can also represent trans regulation
such as coordinated changes by a transcription factor. Therefore, PEER can be used to
infer trans effect in combination with transcription factor activity inference, but it is not
suited to account for hidden confounders in trans QTL analyses [Stegle et al., 2012].

3.1.4 Correction for cell type composition

Tissue biopsies contain a variety of cell types. In atrial tissue, the most prominent
ones are atrial cardiomyocytes, fibroblasts, pericytes, endothelial cells, myeloid cells,
smooth muscle cells, lymphoid cells, adipocytes, neuronal cells and mesothelial cells in
descending order [Litviňuková et al., 2020]. The cell type composition differs between
individuals and particularly, the contribution of fibroblasts and cardiomyocytes, one of
the functionally most relevant cell types in primary atrial appendage tissue, is therefore
confounding the convoluted expression profile.
In order to correct for that, we used a fibroblast-score based on genes up-regulated in
fibroblasts compared to cardiomyocytes in rats to account for the amount of fibroblasts
in the sample AFAP1L2, ARHGAP20, CILP, CLEC3B, COL14A1, CPXM2, DCDC2, ELN,
FCRL2, FGF10, FOSB, FRAS1, ITGBL1, JAG1, KIAA1199, NOV, NRG1 and SCN7A
[Heinig et al., 2017]. For each tissue sample, the fibroblast-score was computed by
adding up expression values for the 14 genes measured by transcriptomics (AFAP1L2,
ARHGAP20, CILP, CLEC3B, DCDC2, ELN, FCRL2, FGF10, FOSB, FRAS1, ITGBL1, NOV,
NRG1, SCN7A). Since only CLEC3B and COL14A1 were measured on protein level,
the fibroblast-score for tissue samples with only proteomics but no transcriptomics
was imputed based on the existing transcriptomics-derived fibroblast-score values and
all proteomics data. Cell type correction was inferred by fibroblast- rather than by
cardiomyocyte-specific gene signatures in order to prevent interference with changes
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that are connected to structural remodeling, a common mechanism in progressing
AF [Corradi et al., 2008] which affects cardiomyocyte gene expression profiles as well
as abundance. Even though the difference was not significant, we did see a trend of
higher fibroblast scores in AF cases as visualized in Figure 3.1a.
As a validation of the fibroblast-score in human atrial tissue, we considered GTEx gene
expression from the right atrial appendage and matched score values with annotations
of fibrosis in the histology of the corresponding tissue samples. Even with this rather
coarse-grained labels, we saw higher fibroblast-scores for samples with reported fibrosis
as shown in Figure 3.1b.
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Figure 3.1: Comparison of fibroblast-score values for atrial tissue samples.
a: Fibroblast-score computed based on RNA-seq data from GTEx right atrial appendage tissues. Score
values are compared for tissue samples without and with fibrosis noted in the pathology report.
b: Fibroblast-score computed based on micro-array transcriptomics data from the AFHRI-B cohort right
atrial appendage tissues. Score values are compared for tissue samples of controls and prevalent as well
as incident AF cases.
GTEx, genotype tissue expression; AF, atrial fibrillation;

3.1.5 Principal component analysis (PCA)

One of the most commonly used dimensionality reduction techniques, the Principal
Component Analysis (PCA), was first introduced by Pearson [1901]. A lower dimen-
sional representation of the data matrix X can be derived by identifying orthogonal
projections which maximize the variance explained by the chosen directions. This is
based on the empirical estimation of the covariance matrix followed by an eigenvector
decomposition.
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Definition 3.4 (Principal Component Analysis) Let X ∈ Rn×p be a data matrix with n
observations (e.g. samples) of p features (e.g. genes).
Assume that the corresponding covariance matrix Σ ∈ Rp×p has full rank. Then it is symmetric
and positive semidefinite and has an eigenvalue decomposition Σ

ΛΣ = ΓTΣΓ (3.7)

with eigenvectors wl and eigenvalues λl .
Then the Principle Component Analysis (PCA) X′ of X, based on the first k principal components,
is defined as

X′ = (Γ ′
TXT)T with Γ ′ = (w1, . . . , wk) (3.8)

for the k largest eigenvalues λl , l ∈ 1, . . . , k and λ1 ≥ λ2 ≥ · · · ≥ λk.

Principal components can be derived for samples or features. In practice and also for
rank deficient matrices, a singular value decomposition (SVD) is often used to derive
the corresponding principal components.

3.2 Association analysis

3.2.1 Linear regression

Seal [1967] first introduced the concept of linear regression analysis. Here, we explain a
variable y given several predictors x while assuming an additive linear relation.

Definition 3.5 (Multipe linear regression) Let X = xij ∈ Rn×p+1 be a data matrix with n
observations (samples) i ∈ 1, . . . , n and p features (covariates) j ∈ 0, . . . , p.

Then the multiple linear regression model is defined as

yi = β0 + β1xi1 + · · ·+ βpxip + ε i = (3.9)

= xiβ + ε i, i = 1, . . . , n,

with xi = (1, xi1, . . . , xip) and β = (β0, . . . , βp)
T.

This is often written in matrix-vector-notation as

y = Xβ + ε (3.10)

with

y =


y1

y2
...

yn

 , X =


1 x11 . . . x1p

1 x21 . . . x2p
...

...
. . .

...
1 xn1 . . . xnp

 , β =


β0

β1

β2
...

βp

 and ε =


ε1

ε2
...

εn

 . (3.11)
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3.2.2 Logistic regression

Similarly, we can also consider logistic regression for binary variables y.

Definition 3.6 (Logistic regression) Let X = xij ∈ Rn×p+1 be a data matrix with n obser-
vations (samples) i ∈ 1, . . . , n and p features (covariates) j ∈ 0, . . . , p.
Based on the notation introduced in the multivariate linear regression model (Definition 3.5),
the logistic regression model is defined as

P(yi = 1) =
exp(β0 + β1xi1 + · · ·+ βpxip)

1 + exp(β0 + β1xi1 + · · ·+ βpxip)
, i ∈ 1, . . . , n or (3.12)

P(y = 1) =
1

1 + exp(−Xβ)
with (3.13)

y =


y1

y2
...

yn

 , X =


1 x11 . . . x1p

1 x21 . . . x2p
...

...
. . .

...
1 xn1 . . . xnp

 and β =


β0

β1

β2
...

βp

 . (3.14)

For the corresponding log odds log
(

P(y = 1)
P(y = 0)

)
we then find

log
(

P(y = 1)
P(y = 0)

)
= ln

(
P(y = 1)

1− P(y = 1)

)
= Xβ. (3.15)

Both types of regression models are evaluated in R using a maximum likelihood
approach (least squares estimator).

3.2.3 Hypothesis testing

For inference of a linear regression model, we generally assume a Gaussian error, i.e.

ε i ∼ N (0, σ2), i ∈ 1, . . . , n, (3.16)

follow a normal distribution and are independent and identically distributed (i.i.d.)
with mean zero and unknown variance σ2. For more details on linear and logistic
regression models, please refer to Fahrmeir et al. [2013].
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Definition 3.7 (Likelihood of a linear regression model) Let X = xij ∈ Rn×p+1 be a
data matrix with n observations (samples) i ∈ 1, . . . , n and p features (covariates) j ∈ 0, . . . , p
and let us assume a Gaussian error model.

Given a linear relationship between a response variable y and X, the same variance σ2 of the
distribution of y for each X and a normal distribution of y for each X, the likelihood of the
multiple linear regression model

y = Xβ + ε (3.17)

with

y =


y1

y2
...

yn

 , X =


1 x11 . . . x1p

1 x21 . . . x2p
...

...
. . .

...
1 xn1 . . . xnp

 , β =


β0

β1

β2
...

βp

 ,

ε =


ε1

ε2
...

εn

 and ε i ∼ N (0, σ2) i ∈ 1, . . . , n (i.i.d.), (3.18)

is defined as
L(θ; X) := P(y|θ) = P(y|X, β, σ2) (3.19)

and together with the Gaussian error assumption, the identity matrix I and xi = (1, xi1, . . . , xip):

L(β, σ2|y, X) ∼ N (y− Xβ, σ2I) =
1√

2πσ2
exp

(
− 1

2σ2

n

∑
i=1

(yi − xiβ)
2

)
. (3.20)

The corresponding Maximum Likelihood and least squares estimator are both given by

β̂ = (XTX)−1XTy. (3.21)

Definition 3.8 (Hypothesis testing for the coefficients of a linear regression model)
Let us assume a multiple linear regression model as defined in Definition 3.5 and Definition 3.7
with the likelihood L(β, σ2|y, X) and X ∈ Rn×p+1.
Then for given estimates β̂ of β and σ̂2 of σ2 of the multiple linear regression model Y = Xβ + ε

and null hypothesis H0 : βi = 0 as well as alternative hypothesis H1 : βi 6= 0, the i-th
regression coefficient β̂i divided by its standard error se(β̂i) follows a Student’s t-distribution,
i.e.

β̂i

se(β̂i)
∼ tn−p−1, i ∈ 1, . . . , n. (3.22)
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Definition 3.9 (Hypothesis testing for the coefficients of a logistic regression model)

Let us assume a logistic regression model with ln
(

P(y = 1)
1− P(y = 1)

)
= Xβ and X ∈ Rn×p+1 as

defined in Definition 3.6.
For given estimates β̂ of β and null hypothesis H0 : βi = 0 as well as alternative hypothesis
H1 : βi 6= 0, the i-th regression coefficient β̂i divided by its standard error se(β̂i) follows a
standard Normal distribution, i.e.

β̂i

se(β̂i)
∼ N (0, 1), i ∈ 1, . . . , n. (3.23)

3.2.4 Multiple hypothesis testing

With the growing possibilities of measuring biological markers, in particular in bioin-
formatics, statistical analyses no longer refrains to testing a single hypothesis but to
screening a large number of markers (e.g. genes) in parallel [Farcomeni, 2008]. This led
to the need of new methods to control false positive discoveries, which accumulate by
testing thousands or even millions of hypotheses at the same time. Table 3.1 introduces
common notation used in the definitions of the following paragraphs.

Table 3.1: Confusion matrix for (multiple) hypothesis testing.
Outcomes in testing m hypotheses;

H0 rejected H0 accepted Total

H0 false True positives False negatives (Type II error)
TP = N1|1 FN = N1|0 M1

H0 true False positives (Type I error) True negatives
FP = N0|1 TN = N0|0 M0

Total R (rejections) m− R m

Performance metrics

Definition 3.10 (Commonly used performance metrics) Let us consider a hypothesis test
for an experiment as described in Table 3.1 with the corresponding counts of True Positives (TP),
True Negatives (TN), False Positives (FP) and False Negatives (FN) to define the following
performance metrics:
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Accuracy: ACC =
TP + TN

TP + FN + FP + TN
(3.24)

Sensitivity: SENS =
TP

TP + FN
(3.25)

Specificity: SPEC =
TN

TN + FP
(3.26)

F1 score: F1 =
2 · TP

2 · TP + FP + FN
(3.27)

Precision: PREC =
TP

TP + FP
(3.28)

Recall: REC =
TP

TP + FN
(3.29)

False positive rate: FPR =
FP

FP + TN
(3.30)

False negative rate: FNR =
FN

FN + TP
(3.31)

False discovery rate: FDR =
FP

TP + FP
(3.32)

Note that sensitivity and recall are actually identical. However, depending on the context, the
terms sensitivity and specificity or precision and recall are often considered together. To keep in
line with common notations, both are used and defined.

Multiple hypothesis testing correction When performing a larger number of m tests,
the probability of obtaining at least one false positive test drastically increases.

Definition 3.11 (Family-wise error rate (FWER)) Let us consider a multiple hypothesis
testing experiment as introduced in Table 3.1.
To control the type I error (N1|0) in m experiments, the family-wise error rate (FWER) is defined
as

FWER := P(N1|0 ≥ 1). (3.33)

For m independent tests with a significance threshold α, we can then derive the FWER by

FWER = P(N1|0 ≥ 1) = 1− (1− α)m. (3.34)

Definition 3.12 (Bonferroni multiple hypothesis testing correction) Let us consider a
multiple hypothesis testing experiment as introduced in Table 3.1.
Then the Bonferroni P value correction for a P value pk as part of m experiments is defined as

p∗ := pk ·m (3.35)

or, equivalently, a corrected α threshold controlling the type I error is defined as

α∗ =
α

m
. (3.36)
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Definition 3.13 (False discovery proportion (FDP) and false discovery rate (FDR)) Let
us consider a multiple hypothesis testing experiment as introduced in Table 3.1.
When performing m tests with a threshold α controlling the type I error (N1|0) the false discovery
proportion (FDR) is defined as

FDP :=

{N1|0
R , if R > 0

0, if R = 0
, (3.37)

the false discovery rate (FDR) is defined as

FDR := E[FDP] (3.38)

and the positive false discovery rate (pFDR) is defined as

pFDR = q := E[FDP|R > 0]. (3.39)

Definition 3.14 (Step-up Benjamini-Hochberg FDR control) Let us consider a multiple
hypothesis testing experiment as introduced in Table 3.1.
Then for ordered P values 0 ≤ p1 ≤ · · · ≤ pm ≤ 1 from m experiments consider

qk = pk
m
k

. (3.40)

Then for the largest k∗, such that pk∗ ≤ qk∗ , the adjusted P values p∗k are defined iteratively as

p∗k :=

{
qk = pk

m
k , if k ∈ 1, . . . , k∗

min(qk, qk+1), if k ∈ k∗ + 1, . . . , m
. (3.41)

Then a hypothesis test is considered significant with respect to the FDR significance level α if
p∗k < α.

Definition 3.15 (Storey’s q-value method) Let us consider a multiple hypothesis testing
experiment as introduced in Table 3.1.
Then for a significance cutoff α with 0 < α < 1, the FDR can be approximated as

FDR(α) ≈
E[N1|0(α)]

E[R(α)]
≈ M0 · α

R(α)
≈ False positives for α

Number of significant tests for α
. (3.42)

Accordingly, we can define π0 ≡
M0

m
as the fraction of true nulls and derive an estimate

depending on a tuning parameter λ as

π̂0(λ) =
#{pj > λ for j ∈ 1, . . . , m}

m(1− λ)
. (3.43)

The estimate of π0, π̂0, can be used to derive q values controlling the FDR [Storey and
Tibshirani, 2003]. Furthermore, (1− π̂0) can also be used to evaluate replication rates
when comparing matched P value distributions of two experiments. For reasonable
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distributions of P values, π̂0 estimates should get more reliable for higher parameters
of λ.
Leveraging that, the R Bioconductor package qvalue1 automatically fits a natural cubic
spline with three degrees of freedom to several π̂0(λ) and returns a π̂0 estimate based
on the limit of λ towards 1.

3.2.5 MatrixEQTL

QTL analyses evaluate the association of genetic variants with a quantitative trait
using linear regression or ANOVA models. In a standard eQTL experiment, many
variants and genes are evaluated adding up to an extensive amount of regressions to
be computed resulting in a heavy computational burden. Therefore, more efficient
implementations to derive results were needed.

In this thesis, we will make use of the R package MatrixEQTL2 [Shabalin, 2012]. Using
special preprocessing techniques and expressing the most intense computational parts
in terms of large matrix operations as summarized in the following, they successfully
achieved a speed-up of two to three orders of magnitude compared to using the base R
implementation of linear regression analysis.

Test statistics highly depend on sample correlations. Applying certain normalization
procedures once to every SNP and gene, they significantly reduce the complexity for
deriving further computations.
Computing a test statistic is relatively cheap compared to estimating the corresponding
P value. Therefore, MatrixEQTL uses a pre-defined significance threshold set by the
user and translated to the matched test statistic, to only derive P values for associations
of interest based on test statistic cutoffs.
In order to make huge computations feasible with respect to memory requirements,
results are evaluated in blocks of 104 × 104 variables.
Similarly, a slightly modified definition of the Benjamini-Hochberg procedure is used,
summarizing the ranks of P values which were not computed:

Let p1 < p2 < · · · < pK be the P values which passed the significance threshold and m
be the total number of test performed. Then

qK =
m
K

pK and (3.44)

qk = min
(m

k
pk, qk + 1

)
for k = 1, . . . , K-1. (3.45)

1http://github.com/jdstorey/qvalue
2https://github.com/andreyshabalin/MatrixEQTL
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3.2.6 Genetic risk scores

With the growing number of GWAS studies, more and more variants associated with
disease have been discovered. Causal variants are often obscured by e.g. LD leading to
large numbers of highly correlated features.

However, it is of great interest to summarize genetic predisposition in a more dense
form. Therefore, genetic risk scores (GRS) combining multiple risk variants have been
introduced.

Definition 3.16 (Classical genetic risk score) Let X = xij ∈ Rn×p be a data matrix with
n observations (samples) i ∈ 1, . . . , n and p features (genetic variants) j ∈ 1, . . . , p coded as
absolute number of risk alleles per variant.
Then the weighted genetic risk score GRS for sample i is defined as

GRSi =
p

∑
j=1

β j · xij with weights β j, for j ∈ 1 . . . p. (3.46)

While this is a very simple concept, the selection of variants and deriving the weights β

is not.

3.2.6.1 Regression based approaches

Most algorithms tried to solve this problems using classical variable selection methods
such as LASSO [Tibshirani, 1996] or other penalized regression models, restricting the
number of variants taken into account.

Another class of commonly used approaches is summarized by the thresholding and
pruning term. For existing GWAS summary statistics, considering a specific significance
cutoff, variants are ordered based on their association with the trait of question. Starting
with the most significant variant, only this variant is kept while all variants in close
proximity and in high LD are removed. Finally, only one representative SNP per LD
clump is selected for the GRS across the whole genome. Corresponding weights in the
risk score are often derived from the original GWAS summary statistics.

Of course, many more variations and extensions exist.

3.2.6.2 LDpred based genome-wide polygenic risk scores

In contrast, a new class of genome-wide polygenic risk scores (PRS) derived using
the LDpred algorithm [Vilhjálmsson et al., 2015] have been recently used with great
success [Khera et al., 2018]. The general idea is to rather consider only a fraction
of variants, denoted by ρ, to be actual causal and adjust the corresponding weights
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of correlated variants rather than excluding them from the analysis. These PRS are
based on a Bayesian approach modeling the posterior mean effect using a point-normal
mixture prior which is dependent on LD information and the tuning parameter ρ.
For details, please refer to the original publication [Vilhjálmsson et al., 2015].
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3.3 Pathway enrichment methods

3.3.1 Gene set enrichment analysis (GSEA)

Subramanian et al. [2005] and Mootha et al. [2003] introduced the concept of gene set
enrichment analysis (GSEA), where a list of genes was ranked based on the correlation
with a phenotype. Using this ranking, it can be assessed whether a predefined set of
genes is accumulating at the top (i.e. positive correlation) or bottom (i.e. negative corre-
lation) as visualized in Figure 3.2. Similarly, a test statistic can be used for the ranking
and genes belonging to the same pathway can be defined as one corresponding gene
set. In order to assess statistical significance, the original publication proposed applying
a weighted Kolmogorov-Smirnov-like statistic described theoretically in Hollander et al.
[2015]. The final enrichment score (ES) was then defined as the maximum deviation
from zero per gene set when running down the ranked list. Empirical P values were
derived by permuting phenotype labels of the original data, recalculating the gene
ranking and ES in order to estimate the null distribution of the ESs.
Permuting phenotype labels and recomputing the statistics can be computationally
quite demanding. Alternatively, for each gene set of the same size, only gene labels
can be permuted instead. As also introduced by Subramanian et al. [2005], empirical
P values can then derived by comparing the actual ES values to the random null
distribution.

Power point (zum bearbeiten) 1

Ctrls Cases Gene     
Set 1

Gene     
Set 2

Gene     
Set 3

+

-

G
enes ranked

by
T value

Gene Set 2 up-
regulated in cases

Gene Set 3 down-
regulated in cases

Figure 3.2: Basic idea of
gene set enrichment ana-
lysis.
Given the summary statis-
tics of a differential ex-
pression experiment, genes
can be ranked according to
their correlation with the
phenotype. Different gene
sets based on pathway an-
notations can then be eval-
uated by assessing if genes
belonging to the same gene
set accumulate at top or bot-
tom of the gene ranking.
Ctrls, controls;

This procedure was extended by Korotkevich et al. [2019] who provided an efficient
implementation with the R Bioconductor package fgsea3. Let R be a list of gene level
statistics with Ri > Rj for i < j for n genes thus, i ∈ H = {1, 2, . . . , n}, and let T be a
list of gene sets representing pathway annotations.

3https://bioconductor.org/packages/release/bioc/html/fgsea.html
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3.3 Pathway enrichment methods

For gene set t ∈ T with size |t| = k and the summed ranks NR = ∑i∈t |Ri|, the
enrichment score ES(t) for gene set t is defined based on the running sum ESi(t)

ESi(t) =


0 if i = 0,

ESi−1(t) + 1
NR |Ri| if 1 ≤ i ≤ n and i ∈ t,

ESi−1(t)− 1
n−k if 1 ≤ i ≤ n and i /∈ t

(3.47)

as
ES(t) = ESi∗ where i∗ = arg max

i
|ESi|. (3.48)

Empirical P values for the null distribution of the ES for a gene set of size k can then be
derived by permutation analysis.

3.3.2 Bayesian approaches for modeling pathway activations

GSEA in its original formulation as described above has some significant shortcomings
with respect to highly overlapping gene sets, as already discussed in the original
publication [Subramanian et al., 2005].

Instead of testing each category separately for enrichment, Bayesian approaches can
estimate a posterior probability for each term to be active by updating the distribution
for a hypothesis based on evidence from a differential expression experiment. This is
realized by a Bayesian network, which we will introduce in more detail in the following.

Complementary to GSEA, a significance cutoff is chosen and each gene is therefore
observed as either not significant (inactive or off) or significant (active or on).
The core of such a Bayesian network model is based on three layers: the term layer T,
the hidden gene layer H and the observation layer O. Nodes between the term and
hidden gene layer are connected based on the gene set annotations and activations are
modeled with the observation layer. Additionally, we have a prior for each term being
active, as well as false positive (α) and false negative (β) probabilities for observing the
hidden state of each gene as visualized in Figure 3.3.

Definition 3.17 (Bayesian network base model) Based on Figure 3.3, the term, hidden
gene and observation layer can be modeled as boolean variables that can be active (1, on) or
inactive (0, off). For each hidden gene Hi, we can define the set of terms it is annotated to as
T(Hi). Accordingly, we consider a hidden node active if any of the terms T(Hi), which Hi is
annotated to, is active, i.e.

P(Hi = 1|T) =
{

1 if ∃Tj ∈ T(Hi) : Tj = 1

0 otherwise.
(3.49)

Depending on the state of a hidden node, we can compare the corresponding observation and
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derive error rates α and β:

P(Oi = 1|Hi) =

{
1− α if Hi = 1 (true positives, states match)

α if Hi = 0 (false positives, hidden node is inactive)
(3.50)

P(Oi = 0|Hi) =

{
1− β if Hi = 0 (true negatives, states match)

β if Hi = 1 (false negatives, hidden node is active)
(3.51)

p

T1

T2

T3

H2

H1

H5

H4

H3

prior term layer 
annotations

hidden layer 
gene response

observation layer 
genes

error rates 

α

β

O2

O1

O5

O4

O3

Figure 3.3: Bayesian network modeling pathway activations.
Nodes in the term, hidden and observation layer are modeled as boolean nodes. All terms share a prior p
and the edges connecting terms and hidden nodes are defined by e.g. pathway annotations or a similar
gene set collection. Hidden nodes are connected to their corresponding observation. All observations
share the same false positive (α) and false negative (β) probabilities.

In the following, we will present two implementations including extensions of this base
model. However, first let us introduce some basic concepts from statistics:

Definition 3.18 (Conditional probability) For two events A and B and P(B) 6= 0, the
conditional probability of A given B is true, P(A|B), is defined as

P(A|B) = P(A ∩ B)
P(B)

. (3.52)

Definition 3.19 (Statistical independence) Two events A and B are independent A⊥B if
and only if their joint probability equals the product of their probabilities, i.e.

P(A ∩ B) = P(A)P(B) for A 6= B. (3.53)
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Theorem 3.1 (Bayes’ theorem) Let A and B be events and P(B) 6= 0. Let P(A) and P(B)
be the (marginal) probabilities of observing A and B, let P(A|B) be the conditional probability
of event A occurring given that B is true and P(B|A) be the conditional probability of event B
occurring given that A is true, respectively. Then

P(A|B) = P(B|A)P(A)

P(B)
for A 6= B. (3.54)

Bayes’ theorem is often used in statistics for Bayesian inference. In this case, a posterior
probability - P(A|B) in the above notation - is derived using a prior probability P(A)

and additional information, e.g. a likelihood function, P(B|A) from either observed
data or a statistical model. The marginal likelihood P(B) is independent of A and
therefore does not change the probabilities of different events A.

3.3.3 Model-based gene set analysis (MGSA)

Model-based gene set analysis (MGSA) [Bauer et al., 2010] models the state propagation
from terms to nodes using local probability distributions based on the Bayesian network
introduced in Definition 3.17 and Figure 3.3.
Following the scheme of the model, for known values of the prior p, false positive rates
α and false negative rates β, the joint probability distribution can be derived as

P(T, H, O) = P(T)P(H|T)P(O|H) (3.55)

= P(T)
n

∏
i=1

P(Hi|T)P(Oi|Hi),

leveraging the graph structure of the network in Figure 3.3 and the link between term
and hidden node activations from Definition 3.17.

Let noh|T = |{i|Oi = o ∧ Hi = h}| be the number of genes observed as true positives,
true negatives, false positives and false negatives based on the configurations of combi-
nations of o, h ∈ {0, 1} given a set of active terms T. By using Bernoulli distributions,
the probability to observe gene activations given T can be written as

P(O|T) =
n

∏
i=1

P(Hi|T)P(Oi|Hi) (3.56)

= αn10|T (1− α)n00|T (1− β)n11|T βn01|T .

The marginal probabilities (i.e. specifically P(T)) cannot be derived analytically, there-
fore a Metropolis-Hastings algorithm based on a Marcov chain Monte Carlo (MCMC)
method is used. By performing a random walk over the term and parameter configura-
tions, the target distribution P(T|O) is sampled asymptotically. Detailed descriptions
on the underlying theory and implementations can be found in Andrieu et al. [2003],
Diaconis [2009] and Diaconis and Saloff-Coste [1998].
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Briefly, new states are sampled based on a proposal density function QT(·|Tt) for
the current state Tt by considering N(Tt), the number of possible transitions to a
neighborhood by changing the state of only one term. If the new configuration (Tu) fits
the observed data better, it is accepted as a next step with a higher probability. Taking
into account the transition probabilities and Bayes’ theorem, the acceptance probability
can be simplified and written as

Paccept(Tt, Tu) =
P(O|Tu)P(Tu)N(Tt)

P(O|Tt)P(Tt)N(Tu)
. (3.57)

Let C(Tj) bet the number of sampled configurations where term Tj was active. Then a
posterior for Tj, P(Tj|O), can be derived as the fraction of iterations, where the term Tj
was active, i.e.

P(Tj|O) ≈
C(Tj)

L
with l the number of iterations after the burn-in phase.

Now this needs to be adjusted to the case of unknown α and β which must be considered
in the joint probability distribution, i.e.

P(p, T, H, α, β, O) = P(p)P(T|p)P(H|T)P(α)P(β)P(O|H, α, β) (3.58)

with uniform priors U(0, 1) on p, α and β.

Details concerning the proposal density depending on state and parameter transi-
tions as well as determination of the neighborhoods specifying the application of the
Metropolis-Hastings algorithm as shown in Algorithm 3.1, can be found in the original
publication [Bauer et al., 2010].

Algorithm 3.1 (Metropolis-Hastings algorithm to sample posterior term probabilities)
Input: Observations O, number of steps L.
Initialize Tt ← (0, . . . , 0)︸ ︷︷ ︸

m times

;

For l = 1, . . . , L
Tu ∼ QT(·|Tt), i.e. chosse a neighbor candidate by either
· toggling a term
· exchanging an active term with an inactive one

a← P(O|Tu)P(Tu)N(Tt)

P(O|Tt)P(Tt)N(Tu)
r ∼ U(0, 1)

If r < a then
Tt ← Tu

end
end
Return Approximation of ther posterior term probabilities

(P(T1 = 1|O), . . . , P(Tm = 1|O)) =

(
C(T1)

L
, . . . ,

C(Tm)

L

)
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3.3.4 Multi-level ontology analysis MONA

Multi-level ontology analysis (MONA)4 [Sass et al., 2013] is relying on the same base
model as described in Definition 3.17 and Figure 3.3.
Compared to MGSA, instead of uniform distributions for priors p, α and β, a Beta-
function Beta(a, b) is chosen.
The MONA is based on a modular framework, where different extensions for the
hidden and observation layer can be added on top of the original base model.

3.3.4.1 MONA cooperative model

The authors extend the base model to a two-omics cooperative model suited for the
integration of two molecular modalities, e.g. transcriptomics and proteomics.

To this end, they introduce a second set of observations (OI
i , OI I

i ) and error rates (αI , βI ,
αI I , βI I) that still refer to the same hidden node Hi:

P(OI
i = 1|Hi) =

{
1− αI if Hi = 1 (true positives, states match)

αI if Hi = 0 (false positives, hidden node is inactive)
(3.59)

P(OI
i = 0|Hi) =

{
1− βI if Hi = 0 (true negatives, states match)

βI if Hi = 1 (false negatives, hidden node is active)
(3.60)

P(OI I
i = 1|Hi) =

{
1− αI I if Hi = 1 (true positives, states match)

αI I if Hi = 0 (false positives, hidden node is inactive)
(3.61)

P(OI I
i = 0|Hi) =

{
1− βI I if Hi = 0 (true negatives, states match)

βI I if Hi = 1 (false negatives, hidden node is active)
(3.62)

By linking the different observations OI
i , OI I

i to the same hidden node Hi, term activa-
tions and both observations layers are coupled directly. However, since observations
may heavily depend on the type of measurement technique they were derived from,
false positive and false negative error rates are shared for all nodes occurring in one
omic, but modeled separately for the different omic types I and I I.

4https://www.helmholtz-munich.de/icb/research/labs/computational-cell-maps/projects/
mona/index.html
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3.3.4.2 Bayesian inference implementation

While the MCMC approach asymptotically provides a sampler of the target distribution,
it has potentially long runtimes and is very specific to the model design.
To avoid the corresponding convergence issues, the authors made use of expectation
propagation (EP) to infer the marginal probabilities. EP approaches approximate a
target distribution in a factorized form. The Kullback-Leibler (KL) divergence,

KL(p||q) =
∫

p(x) log
p(x)
q(x)

dx, (3.63)

can be used as a measure to assess differences of distributions. Therefore, the factorized
marginal probabilities can be estimated by iteratively minimizing the KL divergence.

In the case of the two-omics cooperative model, the posterior depends on the parameter
vector

θ = {p, T, H, αI , αI I , βI , βI I}. (3.64)

Similarly to the MGSA joint probability (Equation 3.58), the posterior P(θ|O) can be
factorized as

P(θ|O) =
P(T|p)P(O|H, αI , αI I , βI , βI I)P(H|T)P(αI)P(αI I)P(βI)P(βI I)P(p)

P(O)
(3.65)

=
1

P(O)

K

∏
k=1

fk(θ), (3.66)

with the K different factors fk(θ) to infer.

Instead of sampling the full posterior distribution, each factor fk(θ) is approximated
based on minimizing the Kullback-Leibler divergence by matching the first two mo-
ments resulting in the following algorithm 3.2 [Sass et al., 2013]:

Algorithm 3.2 (Expectation propagation for approximating the MONA model posterior)
Input: Factorized posterior

P(θ|O) =
1

P(O)

K

∏
k=1

fk(θ).

Initialize Gaussian term approximations f̃k(θ), k ∈ 1, . . . , K;
Repeat

For j = 1, . . . , K
Update f̃ j such that

f̃ j(θ)∏
i 6=j

f̃i(θ) minimizes KL-divergence from f j(θ)∏
i 6=j

f̃i(θ)

end
until all f̃ j(θ) converged;
Approximate

P(O) ≈ Z̃ =
∫ K

∏
k=1

f̃k(θ)d θ;
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Return Approximation Q(θ|O) of P(θ|O) with

Q(θ|O) =
1
Z̃

K

∏
k=1

f̃k(θ);

Additionally, Sass et al. [2013] also introduce an inhibitory model for the analysis of
miRNA interference for mRNAs. Since this variation was not used in this thesis, we
chose to focus on the cooperative model only. However, it does show the flexibility of
the approach in tailoring the underlying network architecture to the assumed regulatory
mechanism.
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3.4 Methods for quantitative trait loci analyses

This section is based on and partly identical to the publication by Assum et al. [2022a]
and also available as a preprint on bioRxiv5,6:
Tissue-specific multi-omics analysis of atrial fibrillation7

Ines Assum†, Julia Krause†, Markus O. Scheinhardt, Christian Müller, Elke Hammer,
Christin S. Börschel, Uwe Völker, Lenard Conradi, Bastiaan Geelhoed, Tanja Zeller*, Re-
nate B. Schnabel* and Matthias Heinig*, Nature Communications 13, 441 (2022). Authors
marked with † or * contributed equally to this work.
Code related to this project is available at https://github.com/heiniglab/symatrial8

[Assum and Heinig, 2021].

Unless stated otherwise explicitly, the Benjamini-Hochberg procedure was used to
estimate the false discovery rate (FDR) per omic type and to account for multiple
hypothesis testing.

Definition 3.20 (Highly variable genes) Let mG be the median expression and σ2
G be the

variance of transcript measurements of gene G across N observations (samples). Then a gene i
can be defined as highly variable, if for the variance σ2

G and estimates β̂0, β̂1 of the linear model

log(σ2
G) ∼ β0 + β1 ·mG + ε and

σ2
Gi

> exp
(

β̂0 + β̂1 ·mG + 3 · σ̂2 (β̂1
))

. (3.67)

Partial correlations The R package ppcor [Seongho, 2015] was used to evaluate partial
correlations.

3.4.1 Genotypes, transcriptomics and proteomics data

For QTL analyses, outliers in the expression data which coincide with rare genotypes
can lead to false positive findings. For SNPs with less than three individuals having
an homozygous-minor-allele genotype, all samples with homozygous-minor-allele
genotype were therefore recoded to heterozygous genotype.
Preprocessing of the transcriptomics and proteomics data was described in sections
2.1.2.3 and 2.1.2.4. The technical covariates RIN-score (RIN) and the protein concen-
tration of the original tissue sample (prot. conc.) were used in further analyses where
appropriate.
Matched genotypes and mRNA measurements were available for 75 out of 102 individ-
uals with expression data for 26 376 genes. Similarly, proteomics data were available
for 75 individuals. The 1 337 proteins suitable for cis QTL analysis contained 62 missing

5https://www.biorxiv.org/content/10.1101/2020.04.06.021527v1
6https://www.biorxiv.org/content/10.1101/2020.04.06.021527v2
7https://doi.org/10.1038/s41467-022-27953-1
8https://doi.org/10.5281/zenodo.5094276
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values (0.06 % of all values). As PEER factors can only be inferred from datasets without
missing values, proteomics were imputed using the KNN-method implemented in the
R bioconductor package impute9.

3.4.1.1 Protein analysis using Western blot

Transcription factors show much lower abundance compared to other structural proteins
in atrial tissue. Therefore, the TF NKX2-5 was specifically assessed by Julia Krause using
Western blot analysis: "Human atrial tissue samples (15 mg each) were pulverized in
liquid nitrogen and lyzed with M-PER Mammalian Protein Extraction Reagent (Thermo
Scientific) supplemented with protease inhibitor. Protein concentrations were measured
using a BCA assay (Thermo Scientific). The same amount of protein for each sample
was heated at 95 ◦C for 10 minutes in 1x Laemmli. Proteins were separated on a 10 %
SDS-PAGE gel and transferred to nitrocellulose membranes. Membranes were blocked
with 5 % skim milk in TBS-T for 1 hour. Staining with the primary antibody was
performed overnight at 4 ◦C, and secondary antibody staining for 1 hour at room
temperature. The following primary antibodies were used: NKX2-5 (ab205263, 1:1 000),
alpha actinin (CST #3134, 1:1 000), GAPDH (CST #3683, 1:2 000). The following HRP-
conjugated secondary antibody was used: goat anti-rabbit IgG (PI-1000-1, 1:10 000). The
antibodies were visualized with enhanced chemiluminescence (ECL) detection reagent
(Bio-Rad #1705060) or the SuperSignal West Pico PLUS chemiluminescent substrate
(Thermo Scientific #34579). The membranes were reprobed with GAPDH antibody after
incubation with stripping buffer (Thermo Scientific #46430) for 4 minutes, washing
and blocking with 5 % skim milk in TBS-T. Antibody detection was performed with
a chemiluminescence imaging system (FUSION Solo S). Blot analyses were achieved
with the Image Lab software (Bio-Rad 6.1)." [Assum et al., 2022a].

3.4.1.2 Protein-per-mRNA ratios

mRNA and protein measurements were per-sample quantile-normalized and log-
transformed in the course of standard data preprocessing. In order to assess individual
relative protein-per-mRNA ratios, measurements were additionally quantile-normalized
per gene before computing the difference of the (log-transformed) values.

3.4.1.3 Residuals

For each gene, we evaluated variation shared between omic levels across the individuals.
Therefore, residuals were computed using linear regression analysis on the per-sample
quantile-normalized, log-transformed mRNA and protein values. Residuals were then

9https://bioconductor.org/packages/release/bioc/html/impute.html
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derived from evaluating the following models as illustrated in Figure 3.4:

mRNA ∼ β0 + β1 · protein + ε for mRNA residuals and (3.68)

protein ∼ β0 + β1 ·mRNA + ε for protein residuals. (3.69)

Covariates were not included in the computation of residuals but used for further
analyses.
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Figure 3.4: mRNA and protein residual derivation for the gene MYOZ1.
a: Transcript-protein correlation and visualization of the definition of mRNA residuals based on model
3.68.
b: Protein-transcript correlation and visualization of the definition of protein residuals based on model
3.69.

3.4.2 Annotations

3.4.2.1 Genome annotations

Ensembl BioMart [Kinsella et al., 2011] GRCh37.p13 hg19 annotations were used as
genome annotations. Specifically, transcript start and end, transcription start site
(TSS) and exon annotations per gene were downloaded10. Additionally, promoter
regions were derived from the Gencode [Frankish et al., 2019] v31lift3711 basic and long
non-coding RNA transcript start annotations.

10http://feb2014.archive.ensembl.org/biomart/martview/
11https://www.gencodegenes.org/human/release_19.html
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Table 3.2: Ensembl variant effect prediction (VEP) consequences of variants.
Table source data taken from
http://www.ensembl.org/info/genome/variation/prediction/predicted_data.html.

Display term SO description SO accession IMPACT
Transcript ablation A feature ablation whereby the deleted region includes a transcript feature SO:0001893 HIGH
Splice acceptor variant A splice variant that changes the 2 base region at the 3’ end of an intron SO:0001574 HIGH
Splice donor variant A splice variant that changes the 2 base region at the 5’ end of an intron SO:0001575 HIGH
Stop gained A sequence variant whereby at least one base of a codon is changed, resulting in a

premature stop codon, leading to a shortened transcript
SO:0001587 HIGH

Frameshift variant A sequence variant which causes a disruption of the translational reading frame,
because the number of nucleotides inserted or deleted is not a multiple of three

SO:0001589 HIGH

Stop lost A sequence variant where at least one base of the terminator codon (stop) is
changed, resulting in an elongated transcript

SO:0001578 HIGH

Start lost A codon variant that changes at least one base of the canonical start codon SO:0002012 HIGH
Transcript amplification A feature amplification of a region containing a transcript SO:0001889 HIGH
Inframe insertion An inframe non synonymous variant that inserts bases into in the coding sequence SO:0001821 MODERATE
Inframe deletion An inframe non synonymous variant that deletes bases from the coding sequence SO:0001822 MODERATE
Missense variant A sequence variant, that changes one or more bases, resulting in a different amino

acid sequence but where the length is preserved
SO:0001583 MODERATE

Protein altering variant A sequence_variant which is predicted to change the protein encoded in the coding
sequence

SO:0001818 MODERATE

Splice region variant A sequence variant in which a change has occurred within the region of the splice
site, either within 1-3 bases of the exon or 3-8 bases of the intron

SO:0001630 LOW

Incomplete terminal
codon variant

A sequence variant where at least one base of the final codon of an incompletely
annotated transcript is changed

SO:0001626 LOW

Start retained variant A sequence variant where at least one base in the start codon is changed, but the
start remains

SO:0002019 LOW

Stop retained variant A sequence variant where at least one base in the terminator codon is changed, but
the terminator remains

SO:0001567 LOW

Synonymous variant A sequence variant where there is no resulting change to the encoded amino acid SO:0001819 LOW
Coding sequence variant A sequence variant that changes the coding sequence SO:0001580 MODIFIER
Mature miRNA variant A transcript variant located with the sequence of the mature miRNA SO:0001620 MODIFIER
5 prime UTR variant A UTR variant of the 5’ UTR SO:0001623 MODIFIER
3 prime UTR variant A UTR variant of the 3’ UTR SO:0001624 MODIFIER
Non coding transcript
exon variant

A sequence variant that changes non-coding exon sequence in a non-coding tran-
script

SO:0001792 MODIFIER

Intron variant A transcript variant occurring within an intron SO:0001627 MODIFIER
NMD transcript variant A variant in a transcript that is the target of NMD SO:0001621 MODIFIER
Non coding transcript
variant

A transcript variant of a non coding RNA gene SO:0001619 MODIFIER

Upstream gene variant A sequence variant located 5’ of a gene SO:0001631 MODIFIER
Downstream gene variant A sequence variant located 3’ of a gene SO:0001632 MODIFIER
TFBS ablation A feature ablation whereby the deleted region includes a transcription factor bind-

ing site
SO:0001895 MODIFIER

TFBS amplification A feature amplification of a region containing a transcription factor binding site SO:0001892 MODIFIER
TF binding site variant A sequence variant located within a transcription factor binding site SO:0001782 MODIFIER
Regulatory region ablation A feature ablation whereby the deleted region includes a regulatory region SO:0001894 MODERATE
Regulatory region
amplification

A feature amplification of a region containing a regulatory region SO:0001891 MODIFIER

Feature elongation A sequence variant that causes the extension of a genomic feature, with regard to
the reference sequence

SO:0001907 MODIFIER

Regulatory region variant A sequence variant located within a regulatory region SO:0001566 MODIFIER
Feature truncation A sequence variant that causes the reduction of a genomic feature, with regard to

the reference sequence
SO:0001906 MODIFIER

Intergenic variant A sequence variant located in the intergenic region, between genes SO:0001628 MODIFIER

3.4.2.2 Variant Effect Predictions

Depending on the type and localization of variants in protein-coding or non-coding
regions, different consequences of genetic variation for transcripts and proteins can be
observed. Ensembl Variant Effect Predictions (VEP) [McLaren et al., 2016] catalogue
most likely effects of sequence variants in a comprehensive fashion represented by
different labels (see Table 3.2).

For our dataset, VEP based on rs-ID-gene-pairs were obtained from the BioMart
GRCh37.p13 hg19 download page. VEP were downloaded from the Ensembl Biomart
GRCh37.p13 based on SNP rs-IDs. The label "Missense" was used to summarize all pos-
sible missense consequences of the variant (gained stop codon, a frameshift/amino-acid
altering/protein-altering variant, a lost start/stop codon, an inframe insertion/dele-
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tion).

3.4.2.3 GWAS catalog

The GWAS catalog12 [Buniello et al., 2019] systematically summarizes the results of
GWAS across various traits such as diseases, measurements or other phenotypes. Traits
are organized in 17 categories in the EFO-mapping13, of which we were interested in
cardiovascular measurements (EFO_0004298) and cardiovascular disease (EFO_0000319).
We will refer to those two categories as "cardiovascular traits". We further defined the
label "arrhythmias", including the subset of traits annotated to atrial fibrillation, cardiac
arrhythmia, sudden cardiac arrest, supraventricular ectopy, early cardiac repolarization
measurement, heart rate, heart rate variability measurement, P wave duration, P wave
terminal force measurement, PR interval, PR segment, QRS amplitude, QRS complex,
QRS duration, QT interval, R wave amplitude, resting heart rate, RR interval, S wave
amplitude and T wave amplitude. Finally, we also considered the specific group "AF"
of terms connected to AF based on the traits Atrial fibrillation and QT interval.

Table 3.3: ChromHMM chromatin states for the 15 state model.
Table source data taken from
https://egg2.wustl.edu/roadmap/web_portal/chr_state_learning.html.

State no. Mnemonic Description Open chromatin
1 TssA Active TSS 1
2 TssAFlnk Flanking Active TSS 1
3 TxFlnk Transcr. at gene 5’ and 3’ 0
4 Tx Strong transcription 0
5 TxWk Weak transcription 0
6 EnhG Genic enhancers 1
7 Enh Enhancers 1
8 ZNF/Rpts ZNF genes & repeats 0
9 Het Heterochromatin 0
10 TssBiv Bivalent/Poised TSS 1
11 BivFlnk Flanking Bivalent TSS/Enh 1
12 EnhBiv Bivalent Enhancer 1
13 ReprPC Repressed PolyComb 0
14 ReprPCWk Weak Repressed PolyComb 0
15 Quies Quiescent/Low 0

3.4.2.4 Chromatin states

Since no epigenetic annotations were available for the AFHRI-B cohort, we relied
on public data from the Roadmap Epigenomics project [Roadmap Epigenomics Con-
sortium et al., 2015] for chromatin states. The ChromHMM 15 state model core-
marks presented in Table 3.3 trained on human heart right atrial appendage tissue

12https://www.ebi.ac.uk/gwas/, downloaded 2019-11-26
13https://www.ebi.ac.uk/gwas/api/search/downloads/trait_mappings, downloaded 2019-11-26
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(E104_15_coreMarks_dense.bed) were therefore used. As noted in the "Open chromatin"
column in Table 3.3, these states were also used to filter for open chromatin regions
with possible active TF binding.

3.4.2.5 Binding sites

Transcription factor binding sites (TF BS) TF BS were based on ChIP-seq data from
the ReMap TF database [Chèneby et al., 2018] (ReMap 2018 v1.214) and GSE13383315,
which contained NKX2-5 BS from human iPSC-derived cardiomyocytes [Benaglio et al.,
2019]. As those annotations were not tissue-specific, only binding sites for TFs with a
median expression of log(TPM + 1) ≥ 1 in GTEx right atrial appendage tissue and a
minimal overlap of 25 bp with open chromatin regions (see Table 3.3) were considered.
Further fine mapping for functional NKX2-5 BS was performed for the transcription
factor activity analyses. Promoter were annotated as 2 000 bp upstream and 200 bp
downstream of Gencode v31lift37 [Frankish et al., 2019] basic and long non-coding
RNA transcript start positions and extended for regions linked to those by promoter-
capture HiC data16 in human iPSC-derived cardiomyocytes [Montefiori et al., 2018] (E-
MTAB-6014, capt-CM-replicated-interactions-1kb.bedpe). NKX2-5 BS were considered
functional, if they had a 50 bp overlap with open chromatin (see Table 3.3) and promoter
regions.

miRNA BS miRNA BS were obtained from TargetScan 7.217 [Agarwal et al., 2015]
choosing the option of default predictions for conserved target sites of conserved
miRNA families.

RNA-binding protein binding sites (RBP BS) Toray Akcan provided RBP BS derived
from HepG2 and K562 cell line eCLIP data of the ENCODE18 Project Consortium
[Dunham et al., 2012, Davis et al., 2018] (https://www.encodeproject.org). Initial
peak calling was based on the ENCODE uniform processing pipeline. Bed-files were
then filtered for a positive enrichment as well as a Fisher P value > −log10(0.05).
Finally, overlapping peaks were merged.

14http://pedagogix-tagc.univ-mrs.fr/remap/download/remap2018/hg19/MACS/remap2018_nr_
macs2_hg19_v1_2.bed.gz

15https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE133833
16https://www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-6014/
17http://www.targetscan.org/vert_72/vert_72_data_download/Predicted_Target_Locations.

default_predictions.hg19.bed.zip
18https://www.encodeproject.org/report/?type=Experiment&status=released&replicates.

library.biosample.donor.organism.scientific_name=Homo+sapiens&biosample_ontology.
classification=cell+line&assay_title=eCLIP&limit=all
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3.4.3 Evaluation of cis QTLs in atrial tissue

3.4.3.1 Cis QTL covariates including PEER factors

Expression analysis in human tissues remains challenging due to confounding factors,
such as biological differences in cell-type compositions or technical variation of the
measurement technique. As many of those confounders are actually not known,
methods to estimate these unknown factors have been developed. One of these methods,
PEER [Stegle et al., 2012], has been introduced at the beginning of this thesis in section
3.1.3. It has been shown that PEER factors can successfully account for known and
unknown confounders in gene expression data when used as covariates for cis QTL
analyses [Lappalainen et al., 2013, Gamazon et al., 2018]. Moreover, they can either be
used in combination or even instead of known covariates [Gamazon et al., 2018] and
the number of PEER factors used in the analyses is a hyperparameter which can be
used to boost QTL discoveries [Lappalainen et al., 2013]. In this thesis, the package
PEER19 in R 3.5.1 was used for the estimation of PEER factors.
For QTL analyses, the following models were evaluated (for the results see Figure 4.2
and Table 3.4):

1. One to 30 PEER factors without additional covariates.
2. One to 30 PEER factors and the fibroblast-score.
3. One to 30 PEER factors and the first three genotype principal components.
4. One to 30 PEER factors, covariates age, sex, BMI, disease status (overall AF) and

the fibroblast-score.
5. One to 30 PEER factors, covariates age, sex, BMI, disease status, fibroblast-score

and the first three genotype principal components.

3.4.3.2 Cis QTL computation

For QTL computations, the cis range was set 106 bp. QTLs were evaluated using a
linear model with additive (0 for homozygous major allele, 1 for heterozygous, 2 for
homozygous minor allele) coding of the genotypes (see models 3.70 and 3.71) and the R
package MatrixEQTL20 [Shabalin, 2012]. Dominant-recessive and ANOVA models were
avoided to minimize the discovery of spurious associations. Additionally, all analyses
were performed for per-sample quantile-normalized as well as additional per-gene
quantile-normalized expression values in order to limit the influence of outliers. The
covariate sets and number of PEER factors for the final QTL computations as shown in
Table 3.4 were chosen according to the highest number of discoveries of genes with at

19https://github.com/PMBio/peer/
20https://github.com/andreyshabalin/MatrixEQTL
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least one significant QTL based on a Benjamini-Hochberg FDR < 0.05:

expr ∼ β0 + β1 · SNP + ∑
i

β1+iPEERi + ε and (3.70)

ratio ∼ β0 + β1 · SNP + β2 · fibroblast-score + ∑
i

β2+iPEERi + ε. (3.71)

Table 3.4: Number of PEER factors and covariates for QTL computations.
Combination of normalization and covariate options used for the final QTL computations including
sample size and degrees of freedom.
QTL, quantitative trait locus; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait
loci; res eQTL, expression residual quantitative trait loci; res pQTL, protein residual quantitative trait loci;
ratioQTL, ratio quantitative trait loci;

QTL type Normalization Covariate set Number of PEER factors N df

eQTL
Per sample and gene
quantile-normalization

PEER factors only 12 75 61

pQTL
Per sample and gene
quantile-normalization

PEER factors only 10 75 63

res eQTL
Per sample and gene
quantile-normalization

PEER factors only 8 66 56

res pQTL
Per sample and gene
quantile-normalization

PEER factors only 12 66 52

ratioQTL
Per sample and gene
quantile-normalization

PEER factors and
fibroblast-score

9 66 54

Due to LD, the SNP correlation structure leads to blocks of linked SNPs all having a
significant QTL. In order to assess the number of independent QTL loci per gene and
omic type, LD clumping was performed with the software Plink21 (parameters R2 = 0.5,
clump size 250 kb, for FDR based summary statistics: primary FDR cutoff 0.05 and
secondary FDR cutoff 0.8, for P value based summary statistics: primary P value cutoff
10−5 and secondary P value cutoff 0.05). For each LD clump, we will considered the
lead SNP of the clump as a representative of the associated loci.

3.4.3.3 Definition of functional cis QTL categories

We used a residual regression approach to assess shared and independent effects of
cis genetic variants on different omics levels. For residual mRNA and residual protein
values (see Equation 3.68-3.69), variation shared between the omics has been removed.
Therefore, if a QTL is shared between mRNA and protein, we should observe an eQTL
and pQTL, but both the residual eQTL and the residual pQTL should disappear (see
also overview Table 3.5). Similarly, for a truly independent eQTL we would expect to
see an eQTL as well as residual eQTL in the absence of a pQTL and residual pQTL
and respectively, we can define an independent pQTL as a pQTL and residual pQTL
without an eQTL or residual eQTL.
The grouping of QTLs by those three distinct categories relied on statistical cutoffs

21https://www.cog-genomics.org/plink/1.9
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(FDR </> 0.05) and was used to identify extreme cases. Mixed forms of the different
mechanisms exist and might be missed by this approach (as also shown in Table 3.5).
On the other hand, observing an eQTL and pQTL for the same SNP with the same
direction of effect does not necessarily implicate a truly shared QTL, as shown in the
example in Figure 3.5.

Table 3.5: Definition of functional cis QTL categories.
Integration of multi-omics QTL summary statistics to assess functional cis QTL categories.
QTL, quantitative trait locus; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;
res eQTL, expression residual quantitative trait loci; res pQTL, protein residual quantitative trait loci;

Functional QTL category eQTL pQTL res eQTL res pQTL

Shared cis eQTL/pQTL
1

(FDR < 0.05)
1

(FDR < 0.05)
0

(FDR > 0.05)
0

(FDR > 0.05)

Independent cis eQTL
1

(FDR < 0.05)
0

(FDR > 0.05)
1

(FDR < 0.05)
0

(FDR > 0.05)

Independent cis pQTL
0

(FDR > 0.05)
1

(FDR < 0.05)
0

(FDR > 0.05)
1

(FDR < 0.05)

Weak shared eQTL/pQTL
1
1

1
1

1
0

0
1

Weak independent eQTL
1

(FDR < 0.05)
0

(FDR > 0.05)
0

(FDR > 0.05)
0

(FDR > 0.05)

Weak independent pQTL
0

(FDR > 0.05)
1

(FDR < 0.05)
0

(FDR > 0.05)
0

(FDR > 0.05)

3.4.3.4 Colocalization analysis

Approximate Bayes Factor analyses can be applied to estimate causal variants un-
derlying eQTL and pQTL summary statistics per gene. In this thesis, the R package
coloc [Giambartolomei et al., 2014] with the coloc.abf() function was used. The results
supplied estimates of the posterior probabilities for the following five hypotheses:

• H0 (no causal variant):
No significant association of the considered SNPs with none of the traits.

• H1 (causal variant for trait 1 only):
One variant which is causal for the signal for the first trait (i.e. expression/eQTL),
but not the second (i.e. proteomics/pQTL).

• H2 (causal variant for trait 2 only):
Corresponds to a causal variant only for trait 2 (pQTL) and no association with
expression.

• H3 (two distinct causal variants):
Associations with the trait are caused by two different variants.

• H4 (one common causal variant):
Associations with both traits are caused by the same variant.
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Figure 3.5: Assessing shared and independent effects using residual analysis.
a: Strong QTL on mRNA and protein level.
b: Strong QTL for both mRNA residuals and protein residuals, even though shared effects were removed
by the residual computation (based on Equations 3.68 and 3.69).
c: Even though the effects of the same SNP on mRNA and protein are independent, transcript and protein
are still highly correlated (two-sided Spearman’s rank correlation of ρ = 0.36, P = 0.0031).
Schematic representation is based on real data of the gene COQ5 and SNP rs12309824.
eQTL, expression quantitative trait locus; pQTL, protein quantitative trait locus; SNP, single-nucleotide
polymorphism;

When evaluating posterior probabilities, we considered the sum for H1 and H3 for
independent eQTLs as well as the sum for H2 and H3 for independent pQTLs. Posterior
probabilities ≥ 0.5 were used as threshold to classify colocalization.

3.4.3.5 Enrichment of functional elements

In order to evaluate whether specific functional elements or a specific chromatin context
were enriched in QTLs, we compared annotations of SNP-gene pairs from QTLs to
non-QTLs similar to analyses performed by Battle et al. [2015]. The null hypothesis
was estimated from non-QTL SNP-gene pairs in a similar context with respect to MAF
of the SNP and distance to the TSS. This was carried out using the following steps:

1. The target set was defined as either
• the top SNP (FDR < 0.05) per gene or
• the top 5 SNPs (FDR < 0.05) per gene.

2. For each of the SNP-gene pairs defined in step 1, we sampled 100 SNP-gene pairs
with

• a FDR > 0.05,
• a similar MAF (difference ≤ 0.05) and
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• a similar distance of the SNP to the nearest TSS of the corresponding gene
(difference ≤ 1 000 bp).

For the ranking of SNPs per gene the eQTL FDR was used for eQTLs, the pQTL FDR
for pQTLs, the pQTL FDR for shared cis eQTLs/pQTLs, the residual eQTL FDR for
independent cis eQTLs and the residual pQTL FDR for independent cis pQTLs. After
selecting the target and sampling the background set, annotations were compared for
each of the 15 chromatin states as well as genomic regions like exons, splice sites (10 bp
around exon start and end positions), 5’ and 3’ UTRs, TF, RNA-binding protein or
miRNA binding sites and whether the SNP mutation was known to have a missense
mutation or nonsense-mediated decay as consequence. Fisher’s exact test was used to
compute odds-ratios and enrichments on the QTL-by-annotation contingency tables.

3.4.3.6 GWAS overlap and enrichments

The web service SNiPA22 [Arnold et al., 2015] was used to find proxies (EUR population,
R2 > 0.8) for all SNPs from the GWAS catalog which were annotated to traits assigned
to the EFO terms cardiovascular measurements EFO_0004298, cardiovascular disease
EFO_0000319 and rheumatoid arthritis (RA) EFO_0000685. For every original GWAS
hit and every gene, we then selected the strongest proxy-gene pair as QTL to annotate
the GWAS hit.
For further quantifying a general enrichment of GWAS hits in QTLs, we evaluated for
every SNP tested for QTL association if it possessed a significant QTL (FDR < 0.05) or if
it was a proxy (R2 > 0.8) for a GWAS hit belonging to the trait categories cardiovascular
traits, arrhythmias, AF or RA. Cross tables for the corresponding GWAS annotations
and significant eQTLs as well as pQTLs were constructed and tested for enrichment
using Fisher’s exact test.

22https://snipa.helmholtz-muenchen.de/
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3.4.4 Quantitative trait scores and gene regulation in trans

3.4.4.1 eQTS and pQTS rankings

Expression quantitative trait score (eQTS) and protein quantitative trait score (pQTS)
rankings were derived through the correlation of transcriptomics and proteomics data
with the polygenic risk score (PRS) percentiles by the following linear models:

mRNA ∼ β0 + β1 · PRS + β2 · age + β3 · sex + β4 · BMI + β5 · sysBP + β6 ·CRP +

+ β7 ·NT-proBNP + β8 · RIN + ∑
i

β8+iSNPi + ε (3.72)

protein ∼ β0 + β1 · PRS + β2 · age + β3 · sex + β4 · BMI + β5 · sysBP + β6 ·CRP +

+ β7 ·NT-proBNP + β8 · protein conc. + ∑
i

β8+iSNPi + ε (3.73)

For each gene, ∑i βiSNPi describes the independent cis QTL loci represented by the
lead SNP identified in LD clumping. They were included as covariates additionally to
age, sex, BMI, systolic blood pressure (sysBP), C-reactive protein (CRP) and N-terminal
prohormone of brain natriuretic peptide (NT-proBNP) to account for the cis-genetic
effects possibly contained in the PRS to ensure that eQTS and pQTS rankings are
focused on trans-genetic effects. Summary statistics, especially T values for the PRS (β1)
in Equations 3.72 and 3.73, were used to define the eQTS and pQTS.

3.4.4.2 Pathway enrichment analysis

Gene set enrichment analysis (GSEA) [Subramanian et al., 2005] was used to identify
molecular mechanisms which were driven by trans-genetic effects by selecting gene sets
enriched for particularly high and low QTS values. To be able to evaluate whether AF-
specific mechanisms can be detected, Gene Ontology biological processes represented by
the MSigDB v6.1 gene set collection23 (c5.bp.v6.1.symbols.gmt.txt) [Subramanian et al.,
2005, Ashburner et al., 2000, Carbon et al., 2019] which rely on molecular interactions,
have been used. In order to prevent circular argumentation and bias, disease-specific
annotations like the KEGG human disease pathways were avoided.
GSEA computations were performed with the Bioconductor R package fgsea [Korotke-
vich et al., 2019] running 100 000 permutations on the eQTS and pQTS T value rankings.
Gene sets with at least 15 and a maximum of 500 transcripts as well as at least 15 and a
maximum of 500 proteins were considered.
Leading edge genes supplied by the fgsea analysis were considered drivers of the gene
set enrichment and used for further analyses.

23https://www.gsea-msigdb.org/gsea/msigdb/genesets.jsp?collection=BP

55

https://www.gsea-msigdb.org/gsea/msigdb/genesets.jsp?collection=BP
https://bioconductor.org/packages/release/bioc/html/fgsea.html
https://www.gsea-msigdb.org/gsea/msigdb/genesets.jsp?collection=BP


3 Methods

3.4.4.3 SNP and gene candidate selection for trans analyses

The multiple testing burden of the trans analyses were reduced by largely restricting the
SNP and gene candidates which were to be tested. To derive the final 108 SNP candi-
dates, all AF GWAS hits annotated with atrial fibrillation in the GWAS catalog [Buniello
et al., 2019] were further filtered for a MAF ≥ 0.1 and pruned for selecting only one
representative per LD block (highest GWAS P value [Roselli et al., 2018], R2 > 0.5 by
SNiPA [Arnold et al., 2015]).
In order to select the gene candidates, we carried out a power analysis for trans eQTL
detection using the 108 SNPs, a fixed sample size of N = 74 and the strongest trans eQTL
with 21.8 % of variance explained from the eQTLGen Consortium [van der Wijst et al.,
2020]. Power calculations for the F test revealed that, with a Bonferroni-adjusted signifi-
cance level of 5 % and a power of at least 50 %, 23 genes can be tested in this setting
(see Figure 5.7). Therefore, the next step was to select the 23 most promising genes.
Specifically, we used two criteria: First, potential candidate genes needed to be leading
edge genes of a significantly enriched gene set (FDR < 0.05) and second, due to the
hierarchical structure of the GO biological processes, genes driving the enrichment
of multiple gene sets should be prioritized as they are contained in parent terms as
well as smaller, more specialized child terms. Accordingly, 1 261 transcripts for 81
significantly enriched gene sets were reduced to 23 genes which appeared in the leading
edge of enriched pathways 14 or more times. The same procedure was applied for
proteomics, but since there was only one significantly enriched biological process, no
further prioritization could be applied and all 152 proteins were kept for trans pQTL
testing.

3.4.4.4 Trans QTL computations

Trans QTLs were calculated with the R package MatrixEQTL [Shabalin, 2012] for 108
SNPs (AF GWAS hits), 23 transcripts and 152 proteins. The additive SNP effect and
covariates age, sex, BMI, systolic blood pressure, C-reactive protein, N-terminal prohor-
mone of brain natriuretic peptide, the fibro-score and RIN-score/protein concentration
for transcripts/proteins were included in the linear models 3.74 and 3.75. Since PEER
factors can in general account for broad changes in gene expression as potentially caused
by important TFs, they might overcorrect and remove desired variation. Therefore, it
was suggested to use PEER factors only for cis but not trans analyses [Lappalainen
et al., 2013].

mRNA ∼ β0 + β1 · SNP + β2 · age + β3 · sex + β4 · BMI + β5 · sysBP + β6 ·CRP +

+ β7 ·NT-proBNP + β8 · fibroblast-score + β9 · RIN + ε (3.74)

protein ∼ β0 + β1 · SNP + β2 · age + β3 · sex + β4 · BMI + β5 · sysBP + β6 ·CRP +

+ β7 ·NT-proBNP + β8 · fibroblast-score + β9 · protein conc. + ε (3.75)
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3.4.4.5 NKX2-5 trans pQTL evaluation

The logarithm of NKX2-5 protein intensities normalized to alpha-actinin were used to
evaluate the rs9481842-NKX2-5 trans pQTL. The same additive linear model and the
same covariates as in the original trans QTL computations were used with exception of
sex, which was dropped because only one female sample was included in this analysis
(Equation 3.76).

NKX2-5 protein ∼ β0 + β1 · rs9481842 + β2 · age + β3 · BMI + β4 · sysBP + β5 ·CRP +

+ β6 ·NT-proBNP + β7 · fibroblast-score + ε (3.76)

3.4.4.6 Definition of NKX2-5 targets

Downstream consequences of the SNP rs9481842 via the TF NKX2-5 were evaluated
using genomics, transcriptomics and proteomics data as well as publicly available anno-
tations such ChIP-seq binding sites, promoter-capture HiC and chromatin marks. The
data integration and selection procedure is also visualized in Figure 5.12 in Chapter 5.

To define the TF targets, the following linear regression models were evaluated:

• Association of GWAS SNP with target transcript (trans eQTL):

target transcript ∼ β0 + β1 · rs9481842 + β2 · fibroblast-score + β3 · RIN + ε

(3.77)

• Independent effects of the SNP on target transcript which are not mediated by
the TF transcript:

target transcript ∼ β0 + β1 · rs9481842 + β2 · TF transcript +

+ β3 · fibroblast-score + β4 · RIN + ε (3.78)

• Association of target protein with TF transcript:

target protein ∼ β0 + β1 · TF transcript + β2 · fibroblast-score +

+ β3 · protein conc. + ε (3.79)

• Association of GWAS SNP with target protein (trans pQTL) for Table 5.10:

target protein ∼ β0 + β1 · SNP + β2 · fibroblast-score + β3 · protein conc. + ε

(3.80)

Only genes with both transcriptomics and proteomics data were considered and the
following four properties were evaluated to define the NKX2-5 TF targets:

a) The target gene has a functional NKX2-5 binding site with an overlap of a ChIP-
seq BS, an open chromatin state and a promoter or promoter interacting region
(HiC) as described in section 3.4.2.5.
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The effect of the GWAS SNP is mediated by the NKX2-5 TF:

b) The target gene has an trans eQTL for the GWAS SNP rs9481842, therefore β1 < 0
and P(β1) < 0.05 for model 3.77.

c) The association disappears when considering the TF transcript expression, i.e. the
eQTL is mediated by NKX2-5 and P(β1) > 0.2 for model 3.78.

Finally, the TF should highly influence protein intensities of the target gene:

d) There is a strong positive correlation of the target protein with the NKX2-5 tran-
script.
We evaluated model 3.79 for all remaining candidates and performed FDR cor-
rection on the corresponding P values. All genes with FDR(P(β1)) < 0.05 and
T(β1) > 0 (for model 3.79) were defined as functional NKX2-5 targets.

3.4.4.7 Differential proteome analysis for AF

Prevalent AF was the phenotype fitting best to the AF definition used in the PRS. There-
fore, protein intensities from these cases were compared to controls in the AFHRI-B
cohort while excluding post-operative AF cases. Stringent adjustment for confounders
and cardiovascular risk factors was carried out by including covariates (= covs) age,
sex, BMI, diabetes, sysBP, hypertension medication, myocardial infarction, smoking
status, fibroblast-score and protein concentration in model 3.82:

protein ∼ β0 + β1 ·AF + ∑
cov ∈ covs

βcov · cov + ε (3.81)

3.4.4.8 Replication in independent datasets

Replication in the GSE128188 dataset The GSE128188 dataset24 [Thomas et al., 2019]
contained RNA-seq transcriptomics from atrial appendage tissue of males undergoing
coronary artery bypass grafting and/or atrial/mitral valve repair or replacement
surgery for ten AF cases as well as ten controls. Processing was performed using the
R bioconductor edgeR [Robinson et al., 2010] functions calcNormFactors() and rpkm()
in order to obtain log-transformed TMM-based RPKMs. AF differential expression
summary statistics from the original publication were provided by the authors Thomas
et al. [2019].
In order to replicate the down-regulation of NKX2-5 targets in this independent dataset,
GSEA was performed on the log fold changes while ranking significant genes before
non-significant ones. The ten left and right atrial appendage samples as well as the
mean of cases and the mean of controls were scaled and centered per gene to produce
the comparable values which were visualized.

24https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE128188
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Replication in the PXD006675 dataset The PXD006675 repository25 [Doll et al., 2017]
provided deep mass spectrometry proteomics of six left atrial tissue samples (three AF
cases as well as three controls). AF differential protein expression summary statistics
from the original publication were provided by the authors Doll et al. [2017].
In order to replicate the down-regulation of NKX2-5 targets in this independent dataset,
GSEA was performed on the log fold changes while ranking significant genes before
non-significant ones. Proteomics data of triplicates for three AF cases and three controls
were median normalized per measurement and log-transformed. All samples as well
as the mean of the AF cases and the mean of the controls were scaled and centered per
gene to produce the comparable values which were visualized.

25https://www.ebi.ac.uk/pride/archive/projects/PXD006675
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3.5 Methods for multi-omics enrichment analyses

3.5.1 Differential expression analysis for atrial fibrillation

Differential analyses were carried out for transcriptomics and proteomics measurements.
In general, we considered three different possible linear regression models as defined
in Equation 3.82 adjusting for different sets of risk factors:

• Model A
covs: age, sex and RIN-score/protein concentration;

• Model B
covs: age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial infarc-
tion, smoking status, RIN-score/protein concentration and fibroblast-score;

• Model C
covs: age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial in-
farction, smoking status, CRP, NTproBNT, RIN-score/protein concentration and
fibroblast-score;

expression ∼ β0 + β1 ·AF + ∑
cov ∈ covs

βcov · cov + ε (3.82)

Model A does not take into account important confounders. Model C is very restrictive
as discussion is still ongoing if either NTproBNT is a biomarker for independent heart
failure or if its increase might also be directly caused by AF. Therefore, model B was
used for the differential expression analyses for mRNA and protein abundance.

3.5.2 Extensions to the MONA console app

The original implementation of the MONA framework26 [Sass et al., 2013] is a Windows
executable using the Microsoft .NET Framework 4.0 for the model inference. Instead of
the graphical user interface, Andreas Kopf provided an implementation of MONA as a
command line tool which is based on C# code compiled into a Windows executable
that was run using mono27 including the .NET framework on unix-based systems.

The following extensions of the MONA console app were realized by either adjusting
the input files or adapting the corresponding C# code used to generate the model
design.

26https://www.helmholtz-munich.de/icb/research/labs/computational-cell-maps/projects/
mona/index.html

27https://www.mono-project.com/
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3.5.2.1 Adding direction of effect

No modification of the original code is needed to include direction of effect. Only the
corresponding assignment matrix, terms, observations and the potential missingness
vector need to be modified.

For the corresponding observations for the molecular modality X with measurements
{Xi} we define

OX,+
i =


1 if up-regulation observed for Xi

0 if down-regulation observed for Xi and

0 if no-regulation observed for Xi

(3.83)

OX,−
i =


0 if up-regulation observed for Xi

1 if down-regulation observed for Xi.

0 if no-regulation observed for Xi

(3.84)

The corresponding assignment matrix also needs to take into account up- and down-
regulation of the terms and hidden states. Therefore, the original assignment matrix A
with rows (H1, H2, . . . , Hp) and columns (T1, T2, . . . , Tk) needs to be extended to

A+/− =


A 0

0 A


(3.85)

where A+/− has rows (H+
1 , H+

2 , . . . , H+
p , H−1 , H−2 , . . . , H−p ) and columns

(T+
1 , T+

2 , . . . , T+
p , T−1 , T−2 , . . . , T−p ).

Irrespective of whether the observations OX,+
i /OX,−

i are up- or down-regulated, they
still share the same error rates αX and βX as visualized in Figure 6.2 for the case of the
two-omics cooperative model.

Also note, that for the MONA console app not the full assignment matrix is used, but
each row is representing a hidden node and the corresponding terms are reported as
numbers, i.e. i− 1 for term Ti and multiple terms separated by commas.

3.5.2.2 Adding a third molecular modality

In order to add a third omic to the cooperative model, the model setup needed to be
modified. To make the integration of e.g. transcriptomics and metabolomics possible,
in addition to a third observation layer, we also had to adjust the code to take into
account missingness for all three omics.
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A compiled version of the MONA console app - containing the three-omics cooper-
ative model as algorithm number 8 - is available in the binaries folder of the enrich
Docker container and in the src/library/binaries folder of the EnrichmentNodes reposi-
tory https://github.com/InesAssum/EnrichmentNodes.
It can be called from a unix-like system including the needed requirements by the
following command:

mono <path_to/MonaConsoleApp.exe> 8 <path_assignment_matrix>
<path_observations_omic1> <path_term_names> <path_output_file> 1
<path_observations_omic2> <path_observations_omic3>
<path_missings_omic1> <path_missings_omic2> <path_missings_omic3>

Additionally, the MonaConsoleApp2.exe executable includes as two-omics cooperative
model (algorithm number 7) an implementation taking into account two inputs with
missingness information for both omics.

3.5.3 A simulation study to benchmark multi-omics enrichment methods

Code used to derive the simulations and evaluate the results is available as part of
the EnrichmentNodes repository https://github.com/InesAssum/EnrichmentNodes
on GitHub at src/R/simulation_study.

All analyses were performed with R version 4.1.1.

3.5.3.1 Simulation of summary statistics

Pathway annotations The MSigDB KEGG pathways c2.cp.kegg.v7.2.symbols.gmt28

[Subramanian et al., 2005, Ashburner et al., 2000, Carbon et al., 2019] were used as gene
set annotations.

Simulation scenarios We evaluated different simulation scenarios with respect to
three different properties and all their combinations (overall 18 settings).
For shared pathway activations, six gene sets were randomly sampled to be active in
both omics. Only gene sets with more than ten measured genes for the second omic
were included. For the independent pathway activations, three gene sets for each omic
were sampled independently. Again, only gene sets with more than ten genes measured
in the corresponding omic were considered.
The coverage was set to 30 %, to 100 % and to around 10 % when using the actual
measured proteins of the AFHRI-B cohort. Only proteins with corresponding transcript
measurements were considered.

28https://www.gsea-msigdb.org/gsea/msigdb/genesets.jsp?collection=BP
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As correlation between omics, we considered ρ ∈ {0.2, 0.3, 0.8}, with again ρ = 0.2
being closest to the actual data.

Sampling scheme and thresholds For each scenario we used the following procedure
to simulate two-omics correlated summary statistics:

1. For each replicate
a) Ground truth:

Define the true regulated genes and pathways.
• Start by selecting gene sets which should be regulated for either one or

both omics.
• Select a sign for up- or down-regulation for each regulated gene set.
• Assign all regulated genes by following the gene set annotations for

each of the omics, taking into account coverages of each omic.
• Assign the corresponding sign based on the sign of the gene set for each

gene. If a gene is occurring in multiple regulated gene sets, then the
sign is sampled randomly based on the frequency of the different signs
for the corresponding pathway.

b) Simulate summary statistics:
Based on this ground truth, multi-omics summary statistics will be simulated.
While including varying combinations of error rates, they will all be built on
the same set of regulated pathways.

• Simulate the background of unregulated, multi-omics Z scores taking
into account the correlation parameter ρ.

• Simulate Z scores for all genes which are regulated in either one of the
omics based on Equations 6.9, 6.10 and 6.11 taking into account the
predefined error rates.
The signal is resampled if the deviation of the assigned error rate from
the observed error rate is too large.
If resampling the signal does not lead to the desired results, also the
background sampling is repeated.

c) Save data:
Save simulated multi-omics summary statistics. Collapse results across all
combinations of error rates into one file in order to avoid too many small
files.

2. Diagnostics:
Detailed diagnostics about the different simulated datasets for each replicate
including preset and actual error rates are collapsed and returned together with
visualizations and information about the maximum deviation. A parameter file
including all parameters, the used seed and time needed for the simulation is
created in the end and added to the result folder.

Above, we have given a more technical representation of the simulation scheme. For
a detailed description of the rationale and Equations 6.9, 6.10 and 6.11, refer to the
corresponding results section 6.3.
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For our simulation study, we evaluated all scenarios with a standard deviation of
σBG = 2 for the background normal distribution and adjusted the standard deviation
for the signal normal distribution dependent on the pre-set false positive rate α as
σsig(α) = 1.5− α.

Data was simulated for most of the combinations of false positive and false negative
error rates α, β ∈ {10−6, 0.01, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5, 0.6} with 100 replicates
for each of the combinations of error rates for each of the 18 different simulation
scenarios.

When simulating the data, we set the thresholds described in Table 3.6 depending on
the pre-defined error rates to satisfy accurate actual error rates in the data. If the error
rates in the data deviated too much, the signal distribution was resampled 100 times. If
the threshold was still not met, the background distribution was resampled up to 50
times. If after that the threshold was still not met, the closest match was chosen.

Table 3.6: Maximum deviation from the desired error rates.
Data was simulated for α, β ∈ {10−6, 0.01, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5, 0.6}, for other combinations
of error rates thresholds should be adjusted.

Desired error rate for ε ∈ {α,β} ε < 10−4 10−4 ≤ ε < 0.01 0.01 ≤ ε < 0.1 ε ≥ 0.1
Maximum allowed deviation δ δ < 10 · ε δ < 2 · ε δ < ε/3 δ < 0.01

Data structure of the simulated data The simulated data per replicate is saved into
one file consisting of a list with the simulations for each combination of error rates α

and β. Data was bundled this way to avoid too many small files. All the computations
are optimized to only read in all data per replicate once and then applied to all different
error rates.

sim.data.all[["alpha_beta"]]

sim.data

spec1 spec2 meta.data

ac4ve.terms
act.terms

ac4ve.genes
act.genes.spec1
act.genes.spec2
parameters

Figure 3.6: Data structures for the simulated correlated multi-omics summary statistics.
Simulation data is structured as nested lists. Each replicate consists of lists for each of the combinations of
error rates, where each of those lists contains three slots (a data.frame spec1, a data.frame spec2 and a list
meta.data). meta.data contains five data.frames and seven additional parameters.
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For each setting, simulated data is again a list of lists, containing the simulated summary
statistics for omic 1, omic 2 and meta data which contain the information about the
ground truth and parameters important for deriving thresholds for significance.
More specifically, the columns id, statistic and significant were used in the simulation
evaluation.

3.5.3.2 Enrichment analysis

For all methods, all gene sets with a size between ten and 500 were evaluated for the
first omic. For the second omic, all gene sets with a size between five and 500 were
considered, unless the coverage was 100 %, then the minimal threshold was set at ten
in line with the first omic.

Gene set enrichment analysis (GSEA) GSEA was applied using the Bioconductor R
package fgsea 1.18.029 whose implementation is described in Korotkevich et al. [2019]
using the fgsea function with parameter eps = 0.
For applying GSEA to P values, the absolute simulated Z scores were used together
with the parameter scoreType = "pos".

Model-based gene set analysis (MGSA) MGSA was applied using the mgsa() func-
tion (with default parameters) which is part of the Bioconductor R package mgsa
1.40.030 [Bauer et al., 2010].
MGSA including direction of effect was evaluated based on the same transformation
to the set of observed genes and the pathway annotations as described in the method
section 3.5.2.1.

Single MONA and the MONA cooperative model All MONA models were run
using the MonaConsoleApp. The standard option 1 for the first parameter of the Beta
distribution was used for priors.

3.5.4 Multi-omics pathway enrichment for atrial fibrillation in human atrial
tissue

Just as in the simulation study, MSigDB KEGG pathways c2.cp.kegg.v7.2.symbols.gmt31

[Subramanian et al., 2005, Ashburner et al., 2000, Carbon et al., 2019] were used as gene
set annotations.

29http://bioconductor.org/packages/fgsea/
30http://bioconductor.org/packages/mgsa
31https://www.gsea-msigdb.org/gsea/msigdb/genesets.jsp?collection=BP
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All gene sets with at least one available gene were used. To account for interference
due to very small gene sets, the exact amount of genes measured for each gene set are
visualized with the posterior results in Figure 6.13.

Transcriptomics and proteomics differential expression results according to model
B (covariates: age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial
infarction, smoking status, RIN-score/protein concentration and fibroblast-score) with
a P value significance threshold of 0.25 were used.

3.5.5 EnrichmentNodes - a multi-omics enrichment extension for KNIME

Source code to create our EnrichmentNodes plugin is available on GitHub https:
//github.com/InesAssum/EnrichmentNodes.
The knime folder contains all the specification needed to build the nodes using the
Generic KNIME nodes node generator. To run nodes from the EnrichmentNodes plugin,
the enrich Docker container (with R 4.1.1) is needed which is available on Docker Hub
https://hub.docker.com/repository/docker/inesassum/enrich and can be easily
pulled via command line: docker pull inesassum/enrich:latest
Source files to build the Docker container and all example data for the EnrichmentNodes
plugin can be found in the src folder.

3.5.5.1 Plugin development using KNIME for developers and GKN

In this section, we describe the development of custom nodes which can be imported
as plugins of the Konstanz Information Miner (KNIME) [Berthold et al., 2009] using
Generic KNIME nodes (GKN)32.

Used software versions and dependencies EnrichmentNodes were developed with
the KNIME SDK 4.3.4 and Java 8 on macOS Catalina 10.15.7. Updated installation
instructions, also for future versions, can be found on GitHub https://github.com/
knime/knime-sdk-setup.

The EnrichmentNodes plugin was build using the following software versions and
dependencies:

• Git33

• OpenJDK 834 JavaSE-1.8 (AdoptOpenJDK (OpenJ9) 8 [1.8.0_275])
• Eclipse IDE for RCP and RAP Developers35, Version: 2020-03 (4.15.0), Build id:

20200313-1211
32https://github.com/genericworkflownodes/GenericKnimeNodes
33https://git-scm.com/downloads
34https://adoptopenjdk.net/
35https://www.eclipse.org/downloads/packages/release/2021-03/r/eclipse-ide-rcp-and-rap-developers
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• Docker Desktop 3.3.3 (64133)36

• Apache Ant(TM) version 1.10.9

Node development for GKN nodes Generic KNIME nodes are an easy way to turn
command line tools into KNIME nodes [Fillbrunn et al., 2017]. All executables can
either be supplied in a specific folder or a Docker container can be used to run the
commands.

In our case, we implemented the second version. All information needed for the plugin
generation have to be supplied in a specific form of the following structure:

• plugin.properties
This is a text file containing information about the plugin package, name and
version. For each node, it also specifies the corresponding executable or the
Docker container to use.

• descriptors
This folder contains the main information about the graphical interface to set input,
output and parameters for a tool. Each node has its own .ctd file mapping the
options selected in the graphical interface to the command line tool. Additionally,
the mime.types text file sets specific file categories for all input and output files,
making file handling and display possible.

• payload
Any binaries needed to run the included tools have to be saved here. In case of
using a Docker container, this folder can be omitted. Otherwise, subfolders for
the different operating systems need to exist.

• icons
If specific icons should be displayed for the extension when starting KNIME or if
the symbol representing nodes in the node repository should be adjusted, these
icons have to be placed here.

• contributing-plugins
Another optional folder which can be used to place dependencies such as OSGI
bundles and Eclipse plugin projects.

• DESCRIPTION
A text file like a Readme with a description of the nodes.

• LICENSE
All licensing information for any used software needs to be placed in this text file.

• COPYRIGHT
This text file contains the copyright information for the project, including e.g.
authors and institutions.

Figure 6.14 in the results section 6.5 gives an example for a very simple .ctd file for
a "Hello world" node. The easiest way to generate custom plugins is to start using

36https://www.docker.com/products/docker-desktop
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an existing tool, e.g. our EnrichmentNodes37 or the ImmunoNodes38 [Schubert et al.,
2017].

Protocol to run the GKN node generator Once the node template is prepared, the
following steps are necessary to create the plugin.

1. Build Generic KNIME nodes:
Starting with a copy of the GenericKnimeNodes repository on Git Hub, one needs
to change into the corresponding folder and run ant ., e.g.

cd /Users/example/work
git clone https://github.com/genericworkflownodes/GenericKnimeNodes
cd GenericKnimeNodes
ant .

2. Build the plugin template:
Still at the local copy of the GenericKnimeNodes repository, the plugin template
has to be built by calling ant -Dplugin.dir= on the full path to the plugin
template without a trailing slash, e.g.

ant -Dplugin.dir=/Users/example/work/EnrichmentNodes/knime

This will create a folder generated_plugins.
3. Install the KNIME SDK:

• In Eclipse, the git project is imported via:
File→ Import→ Git→ Projects from Git File→ Clone URI
using the URI: https://github.com/knime/knime-sdk-setup.

• Next, the master branch and the desired releases branch needs to be
selected.
EnrichmentNodes were created using the releases/2020-12 branch, i.e.
KNIME SDK 4.3.4.

• Finally, the project is imported via
Import existing Eclipse projects, selecting all projects and then Finish.

4. Load the KNIME SDK:
In the Eclipse Project Explorer, the target platform is loaded by navigating to
knime-sdk-setup→ or.knime.sdk.setup→ KNIME-AP-complete.target
and a double click on KNIME-AP-complete.target.
Resolving the target platform might take quite some time. In case of errors
occurring after the target platform was loaded, one might still be able to proceed
as most errors will not hinder the node creation.

5. Import GenericKnimeNodes and the new plugin in Eclipse:
• In Eclipse, the GKN are imported by selecting

File→ Open Projects from File System....
• The build of the new plugin is imported as

File→Import→ General→ File System→ From directory

37https://github.com/InesAssum/EnrichmentNodes
38https://github.com/FRED-2/ImmunoNodes/
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by navigating to the corresponding folder, e.g.
/Users/example/work/GenericKnimeNodes/generated_plugins/,
selecting all projects and clicking Finish.

6. Run KNIME SDK and the node generator:
• In the Eclipse Project Explorer, the KNIME SDK is started with a right click

on KNIME-AP-complete.target→ Run As→ Run Configurations... with
the following settings:

• On the left: Eclipse Application→ KNIME Analytics Platform.
• On the right: Main→ Run a product:→ org.knime.product.KNIME_PRODUCT

and the matching Java Runtime Environment→ Execution environment:,
e.g. JavaSE-1.8 (AdoptOpenJDK (OpenJ9) 8 [1.8.0_275])
and confirming via Run.
The KNIME Analytics Platform should now be starting. Again, the platform
might need some time to load.

7. Export plugin as a .jar file:
• For easy installation without the KNIME SDK, plugins can be exported as

.jar files by navigating to the plugin in the Eclipse Project Explorer.
• A right click on the top folder of the plugin opens the dialog

Export→ Deployable plug-ins and fragments→ Next > and after select-
ing the corresponding plugin, it can be saved by choosing the destination
folder via Directory→ Browse and confirming with Finish.

• The plugin will be saved as a .jar file in a folder plugins at that destination.
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4 Multi-omics analysis of atrial-specific
cis-regulatory mechanisms

In this chapter, we use cis quantitative trait loci (QTL) analyses to better understand
consequences of genetic variation to transcript and protein expression with a special
focus on the challenges and benefits of integrating multi-omics data.

This chapter is based on and partly identical to the publication by Assum et al. [2022a]
and also available as a preprint on bioRxiv1,2:
Tissue-specific multi-omics analysis of atrial fibrillation3

Ines Assum†, Julia Krause†, Markus O. Scheinhardt, Christian Müller, Elke Hammer,
Christin S. Börschel, Uwe Völker, Lenard Conradi, Bastiaan Geelhoed, Tanja Zeller*, Re-
nate B. Schnabel* and Matthias Heinig*, Nature Communications 13, 441 (2022). Authors
marked with † or * contributed equally to this work.
Code related to this project is available at https://github.com/heiniglab/symatrial4

[Assum and Heinig, 2021].

Genome-wide association studies (GWAS) for atrial fibrillation (AF) have uncovered
numerous disease-associated variants. The largest studies to date consisted of more
than one million individuals, including more than 60 000 cases [Roselli et al., 2018,
Nielsen et al., 2018], enabling investigation of the contribution of common and also rare
genetic variant to AF risk. More than 100 distinct genetic loci have been identified to
be associated with atrial fibrillation [Nielsen et al., 2018] and the total SNP-heritability
of AF estimated by those studies ranged between 11.2 % and 22.4 %. Genome-wide
significant common genetic variants explain around 5 % of the total AF variability [Choi
et al., 2020]. Despite the strong heritable component, it still remains very challenging to
pinpoint underlying genetic mechanisms as 95 % of GWAS hit lie in non-coding regions
of the genome [Roselli et al., 2018]. Previous efforts of identifying regulatory elements
which are altered by AF-associated variants uncovered possible consequences for target
gene expression [van Ouwerkerk et al., 2020]. However, for most AF-associated loci,
causal variants, genes and the propagation of effects from transcript to protein level
remain largely elusive.
Transcriptional as well as post-transcriptional regulation play a vital role in any bi-
ological process. Thus, novel multi-omics approaches which take into account tran-
scriptomics and proteomics are needed to advance our current understanding of

1https://www.biorxiv.org/content/10.1101/2020.04.06.021527v1
2https://www.biorxiv.org/content/10.1101/2020.04.06.021527v2
3https://doi.org/10.1038/s41467-022-27953-1
4https://doi.org/10.5281/zenodo.5094276
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complex molecular networks. Furthermore, vast differences of gene regulation have
been observed between different tissues [Gamazon et al., 2018]. Therefore, in order to
investigate potential causes of diseases, it is mandatory to study appropriate tissues,
which remains particularly challenging for cardiovascular and neurological diseases.
The matched genotypes, mRNA and protein measurements available in the AFHRI-B
cohort offered a unique opportunity to study consequences of genetic variation on
transcript and protein abundance specific for human atrial tissue.

4.1 Downstream consequences of common genetic variants on
transcript and protein abundance for nearby genes

Here, we present a multi-omics analysis which uses genomics, transcriptomics and
proteomics of human atrial tissue to better understand how genetics are related to
molecular changes and further on, cardiovascular phenotypes. The first aim was to
systematically integrate omics data and identify genome-wide cis-regulatory mecha-
nisms on transcript as well as protein level. A common approach to investigate those
mechanisms is to consider tissue-specific cis-acting expression quantitative trait locus
(eQTL), where genetic variants affect the transcription of nearby genes. Cis eQTL in
human atrial tissue have already been performed by the GTEx consortium which will be
used as a replication for our results. We will further consider the genetic cis-regulation
of proteins, which has been first described in our publication Assum et al. [2022a]
and extend on integrating transcriptomics and proteomics in order to better describe
possible regulatory mechanisms.

Microarray transcriptomics and mass spectrometry-based proteomics in human atrial
tissue for patients undergoing coronary artery bypass surgery were available for
cis quantitative trait locus (QTL) analyses.

4.1.1 Correlation between mRNA and protein

As expected from other studies [Civelek and Lusis, 2014, Hause et al., 2014, Battle et al.,
2015, Liu et al., 2016, Sun et al., 2018, Eraslan et al., 2019, Jiang et al., 2020], correlation
of transcriptomics and proteomics is limited. In this dataset, the 79 matched samples
showed a median correlation of 0.15 per gene and 0.21 per sample (see also Figure 4.1).
Linear models predicting protein abundance from transcript expression can be used
to describe the variance shared across omics by evaluating the R2 per gene, which
was estimated at 0.027 per gene and 0.044 per sample. General variability in gene
expression also affects correlation between mRNA and protein, as shown by the higher
correlation of highly variable genes (see Definition 3.20) with a median correlation per
gene of 0.23.
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Figure 4.1: Transcript and protein correlations in the AFHRI-B cohort.
a: Median transcript and protein expression and their correlation per gene.
b: Histogram of the mRNA and protein correlation per gene. Genes with a corresponding cis eQTL in the
AFHRI-B cohort are highlighted.
c: Histogram of the mRNA and protein correlation per sample. Correlations show much less variability.
eQTL, expression quantitative trait locus;

4.1.2 Natural cis-genetic variation of the human atrial transcriptome and
proteome

Cis expression quantitative trait loci (cis eQTLs) were calculated using over 4.8 million
genetic variants and expression values for 16 306 genes for 75 individuals. Similarly,
cis protein quantitative trait loci (cis pQTLs) were evaluated for over 2.3 million SNPs in
a cis range of 1 337 proteins for 75 individuals. Matched genotypes, transcriptomics and
proteomics data were available for 66 individuals to integrate data for the computation
of cis ratio quantitative trait loci (ratioQTLs), cis residual expression quantitative trait
loci (cis res eQTLs) and cis residual protein quantitative trait loci (cis res pQTLs) on
almost 2.5 million variants and 1 243 genes (Table 4.1).
PEER factors [Stegle et al., 2012, Lappalainen et al., 2013] can be used to correct for
known as well as unknown confounders when assessing disease-independent effects
of cis-genetic variants. The numbers of PEER factors were optimized for the maximal
amount of discoveries with the results summarized in Figure 4.2 and Table 4.1. For the
final set of PEER factors used, we also confirmed that they correlate with the cohort
covariates and therefore were able to pick up confounders such as cardiovascular risk
factors and technical covariates which is visualized in Figure 4.3.
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of genes with at least one QTL variant with a FDR < 0.05 for different combinations of normalization,
number of PEER factors used in the regression and additional covariates. Black dots mark the chosen
number of PEER factors and covariates as the maximal number of discovered QTL genes at a FDR < 0.05.
QTL, quantitative trait loci; PEER, probabilistic estimation of expression residuals; FDR, false discovery
rate; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; res eQTL, expression
residual quantitative trait loci; res pQTL, protein residual quantitative trait loci; ratioQTL, ratio quantitative
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Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]https:
//doi.org/10.1038/s41467-022-27953-1.

Table 4.1: Summary of tested data and discovered cis quantitative trait loci.
Significant cis QTLs in human heart right atrial appendage tissue for mRNA and protein measurements
for FDR < 0.05 (according to Benjamini-Hochberg procedure) and P value < 10−5. Loci denote the number
of independent loci derived by LD-clumping.
QTL, quantitative trait loci; FDR, false discovery rate; LD, linkage disequilibrium; eQTL, expression
quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio quantitative trait loci; N, sample
size.
Table and legend adapted from Assum et al. [2022a] https://doi.org/10.1038/s41467-022-27953-1.

Results for all available transcriptomics and proteomics measurements:
Tested: FDR < 0.05: P < 10−5:

SNPs Pairs Genes Pairs Genes Loci Pairs Genes Loci N
eQTL 4 861 118 56 139 851 16 306 57 403 1 058 1 657 40 267 552 870 75
pQTL 2 323 504 4 508 654 1 337 4 081 91 139 2 543 45 71 75

Results only for genes with both transcriptomics and proteomics measurements:
eQTL 2 249 758 4 198 168 1 243 4 603 124 201 3 218 64 109 75
pQTL 2 249 758 4 198 168 1 243 3 906 87 133 2 406 42 66 75

ratioQTL 2 249 758 4 198 168 1 243 563 16 23 575 18 27 66
res eQTL 2 249 758 4 198 168 1 243 2 261 63 99 1 504 41 62 66
res pQTL 2 249 758 4 198 168 1 243 1 316 34 45 1 194 29 38 66
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Figure 4.3: Correlation of PEER factors with common risk factors of AF and technical covariates. Pear-
son correlation of different PEER factors and known risk factors or technical covariates.
a: Transcriptomics analysis: Fibroblast-score and RIN-score highly correlate with PEER factors used in the
final cis eQTL analysis.
b: Proteomics analysis: Fibroblast-score and original sample protein concentration highly correlate with
PEER factors used in the final cis pQTL analysis.
PEER, probabilistic estimation of expression residuals; QTL, quantitative trait loci; AF, (prevalent) atrial
fibrillation; RIN, RNA integrity number; BMI, body mass index; diasBP, diastolic blood pressure; sysBP,
systolic blood pressure; HF, heart failure; MI, myocardial infarction; CRP, C-reactive protein; NT-proBNP,
N-terminal prohormone of brain natriuretic peptide;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

4.1.3 Replication

In order to validate our findings, we compared our QTLs for different sets of covariates
to the GTEx atrial appendage eQTLs [Gamazon et al., 2018] and across tissues to plasma
pQTLs [Sun et al., 2018]. We further used Storey’s q-value method which estimates
the fraction of true null hypotheses π̂0 based on the distribution of matched sets of P
values in another dataset. A replication rate can then be determined by considering the
corresponding fraction of true discoveries 1− π̂0.

4.1.3.1 GTEx replication

We used GTEx v7 [Gamazon et al., 2018] cis eQTLs for right atrial appendage tissue to
compare to the cis QTL results from the AFHRI-B cohort. First, data was filtered for
overlapping SNPs and genes, to then compare the most significant marker for each gene
with a significant eQTL (significance threshold nominal P < 1×10−5) from one dataset
to the other as shown in Figure 4.4. None of the eQTLs significant in both cohorts
showed discordant effects. Furthermore, of all genes represented in both studies (54 %),
62 % replicated and 87 % showed concordant effects (therefore 25 % had concordant
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effects without significance).
Second, we evaluated the general replication rate of our eQTLs in the GTEx data. Effect
sizes for the best eQTL showed a very high correlation of 0.81 (P = 2.3× 1071) and
using Storey’s q-value method [Storey and Tibshirani, 2003], we estimated a replication
rate of 85 %. Conversely, if we checked the top GTEx SNPs per gene, that were also
available for the AFHRI-B cohort, 85 % showed concordant allelic effects but only 7.8 %
replicated. Even though the large differences in sample size might have lead to shifted
significance levels and therefore explain the low number of replicated loci, the high
agreement of effect sizes represents a high concordance of the two datasets.
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Figure 4.4: Comparison of cis eQTL and pQTL results to GTEx cis eQTLs in atrial appendage tissue.
a: Comparison of effect sizes of eQTLs in the GTEx and AFHRI cohort for i) the top significant cis eQTL
per gene in GTEx (P < 1× 10−5) and ii) the top significant cis eQTL per gene in AFHRI (P < 1× 10−5).
b: Comparison of effect sizes of eQTLs in the GTEx and AFHRI cohort for i) all significant cis eQTL
SNP-gene pairs in GTEx (P < 1× 10−5) and ii) all significant cis eQTL SNP-gene pairs in AFHRI (P
< 1× 10−5).
c: Comparison of effect sizes of eQTLs in GTEx and pQTLs in the AFHRI cohort i) the top significant
cis eQTL per gene in GTEx (P < 1× 10−5) and ii) the top significant cis pQTL per gene in AFHRI (P
< 1× 10−5).
All cutoffs refer to uncorrected, nominal P values derived by two-sided tests. Permutation tests were
performed for all reported GTEx results, all data from the AFHRI cohort was evaluated by T tests.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; GTEx, Genotype-Tissue
Expression project;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.
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4.1 Downstream consequences of common cis-genetic variants on transcripts and proteins

4.1.3.2 Plasma pQTLs

Plasma pQTLs from the Sun et al. [2018] study were filtered for cis regions and overlap-
ping proteins when mapping the aptamer-based multiplex protein assay (SOMAscan)
to gene symbols used in the AFHRI-B proteomics. As this was a comparison of blood
plasma with heart tissue and different measurement technologies, naturally expression
and detection of transcripts and proteins differed significantly. None of our significant
cis pQTL genes (nominal P value P < 1× 10−5) were measured in the plasma pQTL
study and of all our significant cis eQTL genes (P < 1 × 10−5), only AKR1B1 was
measured as a plasma protein. Comparing the top significant plasma cis pQTLs per
gene to the AFHRI-B cis pQTLs and cis eQTLs, we still observe a clear correlation of
effect sizes (Figure 4.5), even though significance varies.
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Figure 4.5: Comparison of cis eQTL and cis pQTL results to plasma cis pQTLs.
a: Comparison of effect sizes of the top significant plasma cis pQTL per gene (P < 1× 10−5) to the
AFHRI-B cis pQTLs.
b: Comparison of effect sizes of the top significant plasma cis pQTL per gene (P < 1× 10−5) to the
AFHRI-B cis eQTLs.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;

4.1.3.3 Replication across different covariate sets

The amount of discovered QTLs varied when using different sets of covariates including
various numbers of PEER factors. Since covariate sets were optimized for the maximum
amount of discoveries, it was necessary to show that there was no inflation by false
discoveries.
We therefore compared effect sizes for all SNP-mRNA pairs which were significant
with any of the sets of covariates. The corresponding Pearson’s correlation ranged
between 0.954 and 0.988 with replication rates based on Storey’s q-value method of over
99 %. Figure 4.6a is a scatter plot of the effect sizes of all SNP-mRNA pairs which were
significant for either only PEER factors as covariates or the most comprehensive set of
covariates, including PEER factors, age, sex, BMI, disease status, the fibroblast-score
and three genotype principal components.
The same was observed for proteins, where the Pearson’s correlation of effect sizes
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for all significant SNP-protein pairs (see Figure 4.6b) for any of the sets of covariates
ranged between 0.956 and 0.980. Q-value based replication rates were larger than 99 %
as well.
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Figure 4.6: Correlation between cis eQTL/pQTL effect sizes computed using different sets of covari-
ates.
a: Comparison of cis eQTL effect sizes for all SNP-mRNA pairs significant (FDR < 0.05) when using either
twelve PEER factors alone or six PEER factors, age, sex, BMI, disease status, the fibroblast-score and three
ancestry prinicpal components as covariates.
b: Comparison of cis pQTL effect sizes for all SNP-protein pairs significant (FDR < 0.05) when using either
ten PEER factors alone or ten PEER factors, age, sex, BMI, disease status, the fibroblast-score and three
ancestry prinicpal components as covariates.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;

Another possibility to assess reliability of results is to consider replication rates for an
independent dataset. We therefore compared the cis QTLs for the different covariate
sets to the GTEx atrial appendage eQTLs and estimated the replication rates (Storey’s
q-value method) which are summarized in Table 4.2. Replication rates where much
higher when comparing all SNP-gene pairs instead of only the top eQTL per gene,
but were almost identical when using twelve PEER factors only and when taking into
account PEER factors, age, sex, BMI, disease status, fibroblast-score and three ancestry
principal components.

4.1.4 Overlap of cis eQTLs and pQTLs

Local genetic variation can influence biological processes on various levels, including
transcriptional and post-transcriptional regulation [Hause et al., 2014, Battle et al.,
2015, Eraslan et al., 2019] and can therefore affect mRNA and protein abundance
independently. In the following, we therefore functionally characterize and compare
cis-genetic effects on transcript and protein level. While many studies still rely heavily
on transcriptomics measurements due to differences in effort and feasibility compared
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Table 4.2: Replication rates of cis eQTLs for the AFHRI-B cohort in the GTEx dataset for different sets
of eQTL covariates.
The fraction π̂0 of true null hypothesis was estimated from P values using Storey’s q-value method. The
replication rate between the datasets was then determined as 1− π̂0.
eQTL, expression quantitative trait loci; PEER, probabilistic estimation of expression residuals; FDR, false
discovery rate; BMI, body mass index; PC, principal component;

Significance cutoff
(AFHRI-B cohort)

Considered
associations

Twelve PEER factors
Six PEER factors,

age, sex, BMI, disease status,
fibroblast-score and three ancestry PCs

FDR < 0.05 All SNP-gene pairs 92 % (π̂0 = 0.08) 91 % (π̂0 = 0.09)
FDR < 0.05 Top eQTL per gene 59 % (π̂0 = 0.41) 60 % (π̂0 = 0.40)

P < 1× 10−5 All SNP-gene pairs 95 % (π̂0 = 0.05) 94 % (π̂0 = 0.06)
P < 1× 10−5 Top eQTL per gene 85 % (π̂0 = 0.15) 85 % (π̂0 = 0.15)

to proteomics technologies, proteins abundances have been suggested as more direct
determinants for phenotypic consequences of QTLs [Battle et al., 2015].
Therefore, we considered the mRNA and protein correlation as well as the overlap of
matched cis QTLs. Figure 4.7 visualizes the distribution of cis eQTLs and cis pQTLs
(see also Table 4.1) and its overlap across the genome.

Moreover, we were able to evaluate in detail, which cis eQTL and pQTL loci overlap.
Therefore, we compared the effect sizes of each top cis QTL per gene from one omic
to the other as shown in Figure 4.8a. Of all 1 243 genes with transcriptomics and
proteomics data, 124 genes had a significant cis eQTL (FDR < 0.05). The top eQTL
per gene was also a significant pQTL (FDR < 0.05) for only 10 % of the hits, but 74 %
showed concordant effects. Using Storey’s q-value method, we estimated a replication
rate of 32 % and effect sizes showed a correlation of 0.58. Similarly, of 87 genes with
transcript and protein measurements and a significant pQTL (FDR < 0.05), only 14 %
also had an eQTL for the top pQTL per gene while 22 % showed concordant effects
with a q-value based replication rate of 50 % (Figure 4.8b) and a Pearson correlation of
effect sizes of 0.66.
Additionally, SNP-gene pairs can be evaluated instead of the top QTL per gene only.
Comparing all significant cis eQTLs to pQTLs, 14 % (642 out of 3 906) replicated and
74 % had concordant effects. Conversely, 16 % of pQTLs were replicated by eQTLs and
81 % had concordant effects. The correlation of effect sizes ranged between 0.58 and
0.75.

4.1.4.1 Cis eQTL/pQTL overlap in other studies

First of all, as this was the first study of pQTLs in human tissue, no comparable dataset
was available. However, there have been other pQTL studies working with e.g. plasma
[Sun et al., 2018] or lymphoblastoid cell lines (LCL) [Battle et al., 2015].
Sun et al. [2018] compared their pQTLs to eQTLs from the GTEx project [Gamazon
et al., 2018]. For 40 % of the identified plasma pQTLs they found a corresponding eQTL
in any of the GTEx tissues. Only half of them (19 %) were found in whole blood, the

79



4 Multi-omics analysis of atrial-specific cis-regulatory mechanisms

1

2

3
4

5

6

7
8

9
10

11

12
13 14 15

16
17

18
19

20
21

22

Significant cis  eQTLs and pQTLs (FDR<0.05)

Figure 4.7: Significant cis eQTLs, cis pQTLs and their overlap.
Circular plot of the significant cis eQTLs (blue) and pQTLs (purple) at a FDR cutoff of 0.05 (dotted line, plot
created using the R package circlize [Gu et al., 2014]). Considering only genes with both transcriptomics
and proteomics measurements, we visualized the overlap of significant eQTLs and pQTLs in the circle
center. In total, the lead SNP-gene pair of 200 QTL clumps in 124 genes had a significant eQTL and 133
loci in 87 genes a significant pQTL. Only 19 lead variants (13 genes) had an eQTL and pQTL for the same
gene. The numbers in brackets represent the number of significant SNP-gene pairs.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; QTL, quantitative trait loci;
FDR, false discovery rate; LD, linkage disequilibrium; SNP, single nucleotide polymorphism;
Figure and legend adapted from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/1, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.

tissue type closest to plasma. Additionally, according to the supplemental information
given by the authors, the overlap was even smaller when considering heart tissues.
In this case, less than 7.5 % of plasma pQTLs had a matched eQTL in GTEx atrial
appendage or left ventricle tissue. Depending on the tissue, 12 % to 21 % of GTEx
eQTLs had a matched plasma pQTL which is comparable to 17 % observed for our
dataset.
Battle et al. [2015] evaluated consequences of genetic variants in LCLs by consider-
ing matched genotypes, transcriptomics, ribosome occupancy and protein abundance.
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Figure 4.8: Between-omic comparison of cis QTL results.
a: Effect size of the top significant cis eQTL per gene (FDR < 0.05) to its matched pQTL.
b: Effect size of the top significant cis pQTL per gene (FDR < 0.05) to its matched eQTL.
c: Effect sizes of all significant cis eQTL SNP-gene pairs (FDR < 0.05) to the matched pQTLs.
d: Effect sizes of all significant cis pQTL SNP-gene pairs (FDR < 0.05) to the matched eQTLs.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; SNP, single-nucleotide
polymorphism; FDR, false discovery rate;
Figure and legend adapted from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Considering eQTL SNP-gene pairs, 35 % were also found on protein level and vice
versa, 67 % of pQTLs were also eQTLs. Even though these replication rates were much
higher than in our study, there were multiple important differences which explain the
differing results: First, the coverage of proteins was much higher, as 4 381 proteins were
measured. Second, a less stringent cutoff of FDR < 0.1 was chosen and multiple testing
adjustment was only applied to the significant SNP-gene pairs in the discovery dataset.
Third, transcriptomics as well as proteomics were obtained with different measurement
techniques. Finally, a similar study by Hause et al. [2014] also evaluated cis eQTLs
and pQTLs in LCLs and actually found no overlapping cis pQTLs and cis eQTLs at a
significance threshold of FDR < 0.05.
As also shown in our data, different methods to assess replication rates lead to different
results. Significant SNP-gene pairs or lead SNPs per gene can be evaluated. Addition-
ally, LD information can be included by taking the lead SNP per LD regions (r2 ≥ 0.8
for Sun et al. [2018]) per gene. Different datasets, replication rates and methods to
assess the overlap are also summarized in Table 4.3.
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Table 4.3: Overlap of cis eQTLs and pQTLs in other studies.
Comparison of cis eQTL/pQTL overlap in previously published studies compared to our dataset. Informa-
tion about plasma pQTL overlap with GTEx eQTLs is either based on the Sun et al. manuscript (marked
with "paper") or derived from the Sun et al. supplementary table S8 (marked with "suppl.", [Sun et al.,
2018]).
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; FDR, false discovery rate;
LCL, lymphoblastoid cell line; GTEx, Genotype-Tissue Expression project;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Cohort / datasets Overlap of cis pQTLs with cis eQTL Overlap of cis eQTLs with cis pQTL
AFHRI cohort:
QTL genes n = 21 (24 %) n = 21 (17 %)
AFHRI cohort:
SNP-gene pairs n = 642 (16 %) n = 642 (14 %)
LCL Hause et al. [2014]: none at FDR < 0.05 none at FDR < 0.05
LCL Battle et al. [2015]:
SNP-gene pairs 67 % 35 %
Plasma pQTL Sun et al. [2018] to all GTEx tissues:
Lead SNPs for same gene, high LD regions (r2 ≥ 0.8) n = 224 (40 %) (paper)
All sentinel SNPs listed in the Sun et al. supplements n = 320 (∼40 %) (suppl.)
Plasma pQTL Sun et al. [2018] to GTEx whole blood: cis eQTL: P < 1.5×10−11

Lead SNPs for same gene, high LD regions (r2 ≥ 0.8) n = 117 (19 %) (paper) 12.2 % (paper)
All sentinel SNPs listed in the Sun et al. supplements n = 152 (∼19 %) (suppl.)
Plasma pQTL Sun et al. [2018] to GTEx heart tissue:
Lead SNPs for same gene, high LD regions (r2 ≥ 0.8)
All sentinel SNPs listed in the Sun et al. supplements n = 60 (∼7.5 %) (suppl.)
Plasma pQTL Sun et al. [2018] to GTEx liver: cis eQTL: P < 1.5×10−11

Lead SNPs for same gene, high LD regions (r2 ≥ 0.8) n = 70 () (paper) 14.8 % (paper)
All sentinel SNPs listed in the Sun et al. supplements n = 126 (∼16 %) (suppl.)
Plasma pQTL Sun et al. [2018] to GTEx monocytes: cis eQTL: P < 1.5×10−11

Lead SNPs for same gene, high LD regions (r2 ≥ 0.8) n = 52 () (paper) 14.7 % (paper)
All sentinel SNPs listed in the Sun et al. supplements n = 94 (∼12 %) (suppl.)

Additionally, we can also evaluate the correlation of mRNA and protein values across
samples for every gene while separating genes without and with an eQTL. As shown
in Table 4.4, correlations between mRNA and protein were very similar between the
AFHRI-B cohort (AFHRI-B eQTL and GTEx eQTL annotations) and the Hapmap LCL
data. The results are also visualized in Figure 4.9 with the stronger separation in panel
c being due to a generally lower correlation of mRNA and protein for genes without an
eQTL.

Table 4.4: Correlation between mRNA and protein for cis eQTL genes.
Comparison of median R2 and correlation dependent on existing eQTL annotations. Compared are AFHRI
genes non cis eQTL vs. Cis eQTL genes, AFHRI-B genes without an cis eQTL in the GTEx atrial appendage
data vs. genes with eQTL in GTEx [Gamazon et al., 2018] and Hapmap LCL [Battle et al., 2015] data
without and with an eQTL for the LCL computations.
eQTL, expression quantitative trait score; LCL, lymphoblastoid cell line; GTEx, Genotype-Tissue Expression
project;
Table taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a] https://doi.
org/10.1038/s41467-022-27953-1.

AFHRI-B cohort AFHRI-B cohort Hapmap LCL data
Measure Non cis eQTL cis eQTL Non GTEx cis eQTL GTEx cis eQTL LCL non cis eQTL LCL cis eQTL
Median(R2) 0.0265 0.0378 0.0243 0.0354 0.0205 0.0376
Mean(R2) 0.0634 0.0868 0.0604 0.0771 0.0466 0.0798
Median(correlation) 0.145 0.174 0.137 0.175 0.105 0.176
Mean(correlation) 0.163 0.195 0.156 0.188 0.110 0.185
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Figure 4.9: Pearson correlation between transcript and protein levels dependent on cis eQTL annota-
tions in different datasets.
a: AFHRI cohort and cis eQTLs. Histogram and cumulative density function.
b: AFHRI cohort and GTEx cis eQTLs annotations. Histogram and cumulative density function.
c: Hapmap LCL data and Hapmap LCL cis eQTL annotations. Histogram and cumulative density function.
eQTL, expression quantitative trait loci; LCL, lymphoblastoid cell line;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

4.1.5 Functional cis QTL categories

In general, high correlation between mRNA and protein indicates good data quality,
however information about divergent effects in the two omics might be even more
valuable. Specifically, genetic variation which does not progress to protein level might
possibly be discarded while variants influencing protein abundance directly might be
highly relevant.
Functionally characterizing cis-regulatory variants remains challenging due to the
diverse mechanisms of potential transcriptional and post-transcriptional regulation.
However, analyzing shared and independent effects of mRNA and protein helps
narrowing down the number of possible regulations to consider. In this work, we
explored three ways of grouping QTLs in three categories of shared effects across
mRNA and protein, effects only present on mRNA level and effects exclusive to
proteomics:

• Lead SNP of a LD clump:
LD-clumping can be performed taking both eQTL and pQTL summary statistics
per gene into account. For each clump, the eQTL and pQTL of the lead SNP can
be evaluated as a proxy.

• Colocalization analysis:
Approximate Bayes’ Factor analysis evaluates shared or independent causal
variants based on the paired summary statistics per gene.

• Residual regression approach:
QTL computations on the residuals enable the evaluation of variance shared
across the omics versus independent effects for each variant but does not include
the LD structure.
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If we consider all SNP-gene pairs with mRNA and protein measurements (4 198 168
pairs for 2 249 758 SNPs and 1 243 genes) and either a significant cis eQTL or cis pQTL
(FDR < 0.05), then only 8.2 % overlapped, i.e. only 642 out of 4 603 eQTLs were also
one of the 3 906 pQTLs. Similarly, when performing LD-clumping on both eQTL and
pQTL summary statistics, 314 independent loci for 190 genes with an eQTL or pQTL
were identified (200 for eQTLs and 133 for pQTLs), of which only 19 (approx. 6.1 %)
overlapped, i.e. the lead SNP was a significant eQTL and pQTL (FDR < 0.05).

4.1.5.1 Residual regression approach

As described in the methods (see 3.4.1.3, 3.4.3.3), residual QTLs were computed by
taking advantage of the matched individual transcriptomics and proteomics data. These
results were combined to assign three types of functional cis QTL categories (results
shown in Table 4.5).
First, we defined truly shared cis eQTLs/pQTLs as all SNP-gene pairs with a significant
eQTL and pQTL, where additionally both residual eQTLs and pQTLs vanished, i.e.
the variant-specific variation was removed by computing the residuals and therefore
shared across both omics. In total, 430 shared cis eQTLs/pQTLs for eleven different
genes or the lead SNP of 14 independent LD clumps for eight genes were defined based
on that. These shared QTLs represent the classical case of transcriptional regulation
which progresses to protein level.
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Figure 4.10: Definition of shared cis eQTLs/pQTLs.
Shared eQTLs/pQTLs represent QTLs where the effect of transcriptional regulation translates into mRNA
and protein abundance exemplified by the significant SNP-gene pair rs9664184-MYOZ1. No corresponding
ratioQTL can be observed as the genetic variation is shared across both omics levels.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio quantitative
trait loci; TssA, active transcription start site; UTR, untranslated region; TFBS, transcription factor binding
site; RBP, RNA binding protein; SNP, single-nucleotide polymorphism; IQR, interquartile range;
Figure adapted from Assum et al. [2022a] https://www.nature.com/articles/s41467-022-27953-1/
figures/2 licensed under CC BY 4.0 https://creativecommons.org/licenses/by/4.0/ including sup-
plementary materials [Assum et al., 2022b].

Similarly, we defined independent cis eQTLs as all the SNP-gene pairs with a significant
eQTL and residual eQTL but no pQTL or residual pQTL. Besides the strong eQTL,
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we also required that the residual eQTL was significant in order to prevent false
identification of an independent eQTL in case of only attenuated pQTL effect sizes.
We found 1 593 such independent eQTLs for 37 genes which can be reduced to 62
lead SNPs of independent loci in 34 genes. Here, next to transcriptional regulation,
there are additional factors preventing the mRNA changes to take effect on protein
level. Although this phenomenon is often observed, the underlying cause often remains
elusive. Possible mechanisms could be the adaptation of translational rates, protein
degradation, protein complex formation and interfering long-noncoding RNAs [Liu
et al., 2016, Eraslan et al., 2019].
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Figure 4.11: Definition of independent cis eQTLs.
Independent eQTLs depict variants with regulation on mRNA but not on protein level displayed by the
significant SNP-transcript pair rs2070594-ATP5C1.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio quantitative
trait loci; TssA, active transcription start site; UTR, untranslated region; TFBS, transcription factor binding
site; RBP, RNA binding protein; SNP, single-nucleotide polymorphism; IQR, interquartile range;
Figure adapted from Assum et al. [2022a] https://www.nature.com/articles/s41467-022-27953-1/
figures/2 licensed under CC BY 4.0 https://creativecommons.org/licenses/by/4.0/ including sup-
plementary materials [Assum et al., 2022b].

Lastly, independent cis pQTLs were defined accordingly as SNP-gene pairs with a
significant pQTL and residual pQTL but no eQTL or residual eQTL. Such QTLs which
are only observable on protein level were found for 1 083 SNP-gene pairs for 21 genes,
also represented by 25 lead variants of LD clumps for 19 genes. As opposed to the two
categories before, independent pQTLs are only regulated on post-transcriptional level.
Cis QTL variants can possibly influence RNA binding proteins (RBPs) which influence
mRNA translation [Robert and Pelletier, 2018] and lead to the changes on protein level
only.
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Figure 4.12: Definition of independent cis pQTLs.
Independent pQTLs represent variants which show regulation only on protein level as shown for the
SNP-protein pair rs3916-ACADS. Genetic influence is not observable on transcript level.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio quantitative
trait loci; TssA, active transcription start site; UTR, untranslated region; TFBS, transcription factor binding
site; RBP, RNA binding protein; SNP, single-nucleotide polymorphism; IQR, interquartile range;
Figure adapted from Assum et al. [2022a] https://www.nature.com/articles/s41467-022-27953-1/
figures/2 licensed under CC BY 4.0 https://creativecommons.org/licenses/by/4.0/ including sup-
plementary materials [Assum et al., 2022b].
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4.1 Downstream consequences of common cis-genetic variants on transcripts and proteins

Table 4.5: Summary of tested data and discovered cis quantitative trait loci.
Significant cis QTLs (FDR < 0.05) in heart atrial appendage tissue for mRNA and protein measurements.
Loci denote the number of independent loci derived by LD-clumping.
QTL, quantitative trait loci; FDR, false discovery rate; LD, linkage disequilibrium; eQTL, expression
quantitative trait loci; pQTL, protein quantitative trait loci; res eQTL, residual expression quantitative trait
loci; res pQTL, residual protein quantitative trait loci; N, sample size;
Table and legend adapted from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Tested: FDR < 0.05:
SNPs Pairs Genes Pairs Genes Loci (genes) N

eQTL 2 249 758 4 198 168 1 243 4 603 124 201 (124) 75
pQTL 2 249 758 4 198 168 1 243 3 906 87 133 (87) 75

res eQTL 2 249 758 4 198 168 1 243 2 261 63 99 (63) 66
res pQTL 2 249 758 4 198 168 1 243 1 316 34 45 (34) 66

Shared eQTL/pQTL 2 249 758 4 198 168 1 243 430 11 14 (8) 66
Independent eQTL 2 249 758 4 198 168 1 243 1 593 37 62 (34) 66
Independent pQTL 2 249 758 4 198 168 1 243 1 083 21 25 (19) 66

4.1.5.2 Colocalization analysis

Another common way to compare shared or independent effects between two modalities
is colocalization analysis. Using Approximate Bayes’ Factors, posterior probabilities
for the five different hypothesis were derived for each of the LD clumps with either
an eQTL or pQTL. For 18 out of 19 LD clumps, where the lead SNP was a significant
eQTL and pQTL for the same gene, colocalization analysis suggested a shared causal
variant, i.e. the posterior probability for H4 was larger than 0.5. A significant eQTL
without a pQTL was found for 181 LD clumps. Colocalization analysis suggested an
independent eQTL (H1 > 0.5) only for 64 of those. Vice versa, an independent pQTL
(H2 > 0.5) was suggested for 33 out of 114 LD clumps.

Figure 4.14 summarizes the results of all three approaches. While there was strong
agreement between the colocalization and residual approach, colocalization analysis
tended to be more strict. This was to be expected by the additional individual in-
formation used for the regression analysis, as also illustrated by the example of the
gene COQ5 which is visualized in Figure 3.5. On the other hand, there were clumps
classified by each approach exclusively for all three categories.

In summary, our three functional cis QTL categories characterized extreme cases of
regulation, which is also visualized in Figure 4.1.5.1. While the overall correlation of
effect sizes of eQTLs and pQTLs is very high, clearly different regulatory mechanisms
influence gene expression at different levels, manifesting in differences between tran-
scriptomics and proteomics.
For a specific locus, all QTL types can be evaluated to get a better understanding of the
strength of the genetic effects on transcript and protein expression and therefore reduce
the number of possible mechanisms to investigate. This can be used to, first, pinpoint
the specific mechanism, and second, to also prioritize between different candidate SNP
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Figure 4.14: Characterization of significant cis eQTLs, cis pQTLs and their overlap.
a: Characterization of overlapping eQTL and pQTL loci. All 19 LD clumps (based on eQTL and pQTL
summary statistics) where the lead SNP-gene-pair was a significant eQTL and pQTL were classified as a
shared QTL by either our residual regression approach or colocalization analysis.
b: Characterization of eQTL loci without a corresponding pQTL. Only 83 out of 181 LD clumps (based
on eQTL and pQTL summary statistics) which had a lead SNP-gene-pair with a significant eQTL but no
pQTL were classified as an independent eQTL by either our residual regression approach or colocalization
analysis.
c: Characterization of pQTL loci without a corresponding eQTL. Only 42 out of 114 LD clumps (based
on eQTL and pQTL summary statistics) which had a lead SNP-gene-pair with a significant pQTL but no
eQTL were classified as an independent pQTL by either our residual regression approach or colocalization
analysis.
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; QTL, quantitative trait loci;
FDR, false discovery rate; LD, linkage disequilibrium; SNP, single nucleotide polymorphism;
Figure and legend adapted from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/1, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.

and gene sets. In order to get a clearer idea of possible mode of actions, we can also
functionally annotate all SNP-gene pairs and query enrichments of specific regulatory
elements for the different QTL types.

4.1.6 Enrichment cis QTLs for functional elements

Each SNP-gene pair was functionally annotated using public data such as chromatin
states, gene annotations, transcription factor, mRNA and RBP binding sites as well
as predictions for possible missense mutations or variants which introduce nonsense-
mediated decay. Enrichments of functional elements were then evaluated for the single
most significant QTL SNPs or the five most significant QTL SNPs per gene, ranked on
the eQTL P value for eQTLs, pQTL P value for pQTLs, ratioQTL P value for ratioQTLs,
pQTL P value for shared cis eQTLs/pQTLs, res eQTL P value for independent cis eQTLs
and res pQTL P value for independent cis pQTLs. The results for different types of
QTLs are summarized as heatmaps in Figure 4.15a-b and presented in more detail in
Figure 4.16. In general, stronger enrichments were observed for the top five QTL SNPs,
possibly due to the higher number of QTL SNPs used for the comparisons: 4 040 SNPs
for 1 058 genes for eQTLs, 324 SNPs for 91 genes for pQTLs, 53 SNPs for 16 genes for
ratioQTLs, 51 SNPs for eleven genes with a shared cis eQTL/pQTL, 151 SNPs for 37
genes with an independent cis eQTL and 73 SNPs for 21 genes with an independent
cis pQTL.
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Figure 4.15: Enrichment of functional elements for different cis QTL categories.
a: Annotations of the top five cis QTL hits per gene were compared to a background distribution (100
background SNPs per QTL SNP) matched for MAF and distance to TSS. Displayed are odds ratios which
represent enrichment or depletion, stars mark P values < 0.05 for the corresponding Fisher’s exact test
(two-sided).
b: Same as a, but for only the top cis QTL SNP per gene.
c: Enrichment of cis eQTL hits close to the nearest TSS.
QTL, quantitative trait loci; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;
ratioQTL, ratio quantitative trait loci; UTR, untranslated region; TF, transcription factor; BS, binding site;
NMD, nonsense-mediated decay; TSS, transcription start site; FDR, false discovery rate;
Figures a and c as well as the legend are adapted from the supplementary material Assum et al. [2022b] [As-
sum et al., 2022a] https://doi.org/10.1038/s41467-022-27953-1.

In line with previous studies [Lappalainen et al., 2013], eQTL SNPs were enriched in
transcriptionally active or enhancer regions, such as chromatin states TssA (active tran-
scription start site) or Enh (enhancer) but depleted in heterochromatin (Het), repressed
(weak repressed polycomb ReprPCWk) and quiescent (Quies). When comparing the
distance of an eQTL SNP to the nearest transcription start site (TSS), there is a strong
enrichment of QTLs close to the TSS (see Figure 4.15c). Similar results - enrichments
for TssA/Enh and depletion for ReprPCWk regions - were observed for pQTL SNPs.
Furthermore, regulatory regions like the 3’ and 5’ UTR were significantly enriched for
eQTL SNPs. Exons and splice sites were enriched for eQTLs (Figure 4.15a, Figure 4.16a)
as well as pQTLs (Figure 4.15b, Figure 4.16b).

Considering the functional cis QTL categories (see Figure 4.15a-b and Figure 4.16b),
variants with a shared cis eQTLs/pQTLs were enriched for regions of active TSS (chro-
matin state TssA). Independent cis eQTL variants were more often found in enhancer
regions or overlapping with TF BS as well as within splicing sites. As already found
by Battle et al. [2015], variants of protein specific QTLs which were comparable to our
independent cis pQTL were significantly more often located in exons. Furthermore,
even though not significant, independent pQTL variants appeared more often in RBP BS.
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Figure 4.16: Enrichment of functional elements for different cis QTL categories.
a: Visualizations of the enrichment of functional elements for the top five cis eQTL and top five cis pQTL
hits per gene. The filled dots represent the the estimated odds ratios with error bars for the 95 % confidence
intervals (left panels). The right panels represent the absolute number of QTL SNPs evaluated (total bar
length) and the fraction of those SNPs with the corresponding SNP-gene annotation (grey filling).
b: Similarly to a, enrichment results of functional elements for the top five SNPs per gene for the three
functional cis QTL categories are shown. Left panels depict odds ratios with 95 % confidence intervals
and right panels show absolute numbers of QTL SNPs.
QTL, quantitative trait loci; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;
ratioQTL, ratio quantitative trait loci; UTR, untranslated region; TF, transcription factor; BS, binding site;
NMD, nonsense-mediated decay; TSS, transcription start site; FDR, false discovery rate;

Additionally, nine out 1 083 SNPs (for four out of 21 genes), as shown in Table 4.6,
were missense mutation which changed the amino acid sequence of the corresponding
protein. Three of those (rs1801690, rs3858340 and rs1126501) were located in regions
which were used for the protein identification and quantification, but none of those
mutated peptides could be identified in any of the samples. This is in line with low
or non-existent expression, specifically since the peptides in question were among the
most abundant for the corresponding proteins and should - if expressed - be above the
limit of detection.

In summary - especially in consideration of the small sample size - enrichments clearly
reflect plausible links to assumed modes of action for the different QTL types.
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Table 4.6: Missense mutations for independent cis pQTLs.
Missense mutations for all SNPs with an independent cis pQTLs with their corresponding allele and
amino acid changes.
pQTL, protein quantitative trait loci;

SNP Chromosome Position Gene Allele change Amino acid change
rs2186564 chr11 77 583 266 AAMDC G>A Val>Met
rs1799958 chr12 121 176 083 ACADS G>A Gly>Ser
rs1801690 chr17 64 208 285 APOH C>G Trp>Ser
rs8178847 chr17 64 216 815 APOH C>T Arg>His
rs52797880 chr17 64 216 854 APOH A>G Ile>Thr
rs3858340 chr10 121 436 286 BAG3 C>T Pro>Leu
rs10761084 chr9 107 531 152 NIPSNAP3B G>C Ala>Pro
rs3739741 chr9 107 533 175 NIPSNAP3B C>G Ala>Gly
rs1126501 chr12 10 875 488 YBX3 T>C Thr>Ala

4.1.7 Overlap with GWAS hits

Thousands of loci associated to cardiovascular diseases have been discovered in GWAS.
For most of them, however, the functional mechanisms how genetics actually influence
specific phenotypes remain unknown, especially due to differences in gene expression
for different tissues.
QTL analyses are an important tool to investigate genotype-phenotype relationships
by simultaneously analyzing gene expression changes and genetic associations for the
same variants to pinpoint possible causal SNPs, genes and biological mechanisms.

First of all, any genetic variation which influences a trait needs to alter gene or protein
expression. In this case, we were specifically interested in traits related to atrial tissue
and therefore systematically evaluated any overlap of cis QTLs with SNPs annotated
to any term in the categories cardiovascular disease (EFO_0000319) or cardiovascular
measurements (EFO_0004298) in the GWAS catalog [Buniello et al., 2019]. The results
are shown in Table 4.7 and visualized in Figure 4.17a.

Indeed, the most prevalent traits overlapping with cis QTL was (prevalent) atrial
fibrillation with 17 eQTLs and four pQTLs. The individual GWAS loci and QTL SNP-
gene pairs are listed in Table 4.8. While we only evaluated the best QTL per gene
per GWAS hit, not all entries in the GWAS catalog were independent. Therefore, loci
like the MYOZ1 10q22.2 appear more than once in this table. To remove that bias, we
additionally evaluated the QTL-GWAS overlap on the combined cis eQTL/pQTL LD
clumped results. Therefore, we first filtered our QTLs for all SNPs matching the Roselli
et al. [2018] AF GWAS and then retained only the best eQTL/pQTL per LD clump per
gene. Similarly to the enrichment of functional annotations, for each eQTL/pQTL hit we
further sampled 100 background SNPs which matched for MAF and distance to the TSS,
in order to then compare the number of SNPs with an AF GWAS P value < 5× 10−8. As
shown in Figure 4.18 and Table 4.9, we observed a strong enrichment of genome-wide
significant SNPs for cis eQTL (P = 0.0016) and pQTL (P = 0.012) lead variants.
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Table 4.7: Cis QTLs overlapping with GWAS hits.
Number of significant cis QTLs (FDR < 0.05) overlapping with variants annotated to cardiovascular traits
in the GWAS catalog (or proxy with R2 > 0.8).
QTL, quantitative trait loci; GWAS, genome-wide association study; COPD, Chronic obstructive pulmonary
disease; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio
quantitative trait loci; res pQTL, protein residual quantitative trait loci; res eQTL, expression residual
quantitative trait loci;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1, licensed under CC BY 4.0 https://creativecommons.
org/licenses/by/4.0/.

Trait eQTL pQTL ratioQTL res pQTL res eQTL
Atrial fibrillation 15 3 0 0 0

Pulse pressure 12 1 0 0 0
Coronary artery disease 5 0 0 0 0

QT interval 5 0 0 0 0
Creatine kinase levels 1 1 1 1 0

COPD or resting heart rate (pleiotropy) 2 1 0 0 0
PR interval 3 0 0 0 0

Serum uric acid levels 2 0 0 0 1
Incident atrial fibrillation 1 1 0 0 0

Large artery stroke 2 0 0 0 0
Sudden cardiac arrest 2 0 0 0 0

Age-related disease endophenotypes 1 0 0 0 0
Birdshot chorioretinopathy 1 0 0 0 0

Carotid plaque burden (smoking interaction) 1 0 0 0 0
Circulating myeloperoxidase levels (serum) 1 0 0 0 0
Conotruncal heart defects (inherited effects) 1 0 0 0 0

Coronary artery disease (...) 1 0 0 0 0
Heart rate 1 0 0 0 0

Hematology traits 1 0 0 0 0
Homocysteine levels 1 0 0 0 0

Ischemic stroke 0 0 0 1 0
Left atrial antero-posterior diameter 1 0 0 0 0

Migraine 1 0 0 0 0
Peripheral arterial disease (...) 1 0 0 0 0

Prevalent atrial fibrillation 1 0 0 0 0
QRS complex (Sokolow-Lyon) 1 0 0 0 0

Resting heart rate 1 0 0 0 0
RR interval (heart rate) 1 0 0 0 0

Venous thromboembolism 1 0 0 0 0

When evaluating possible functional mechanisms for GWAS hits, analyses are often
focused on transcriptomics information only. However, genetic variants can also just
affect protein expression, such as the independent cis pQTL of the SNP rs1801690 for
the gene APOH which was also a GWAS hit for creatine kinase levels (Figure 4.17b).
Patients with the CG genotype show much lower levels of the APOH protein. Indeed,
the C to G substitution changes the amino acid sequence, such that the Trypsin is
switched to a Serin in the corresponding peptide. Slightly elevated transcript expression
for patients with the CG genotype might be explained by a possible compensation
approach.
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Overlap between significant cis−QTLs and
cardiovascular traits from the GWAS catalog
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Figure 4.17: Overlap of cis QTL associations with GWAS hits annotated in the GWAS catalog.
a: Overview of significant cis eQTLs and pQTLs (FDR < 0.05) overlapping with GWAS hits for different
disease traits.
b: Independent pQTL for GWAS hit creatine kinase levels. Shown are the non-significant cis eQTL as
well as the significant cis pQTL and ratioQTL for the SNP rs1801690 and the gene APOH (FDR < 0.05).
Statistics were derived based on two-sided T tests for N = 75 (eQTLs), N = 75 (pQTL) and N = 66
(ratioQTL) biologically independent samples. A FDR < 0.05 per omic based on the Benjamini-Hochberg
procedure was applied to assess significance and to account for multiple comparisons. In the boxplots, the
lower and upper hinges correspond to the first and third quartiles (the 25th and 75th percentiles). The
median is denoted by the central line in the box. The upper/lower whisker extends from the hinge to the
largest/smallest value no further than 1.5·IQR from the hinge.
c: For three different trait categories (cardiovascular traits, arrhythmias and atrial fibrillation) as well as
rheumatoid arthritis as a negative control, the enrichment of GWAS hits at significant cis QTLs (FDR < 0.05)
was evaluated. Enrichments were calculated based on Tables 4.10 using Fisher’s exact test (two-sided).
Odds ratios are presented with their 95% CI.
QTL, quantitative trait loci; GWAS, genome-wide association study; SNP, single-nucleotide polymorphism;
eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; ratioQTL, ratio quantitative
trait loci; CI, confidence interval; IQR, interquartile range;
Figure and legend adapted from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/3, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.
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Figure 4.18: Enrichment of AF GWAS hits for cis QTLs (LD clumps).
AF GWAS annotations (P < 5× 10−8) for cis eQTL/pQTL LD clump lead
variants (FDR < 0.05) compared to a non-QTL background set. Enrich-
ments were calculated using Fisher’s exact test (two-sided). Odds ratios
are presented with their 95% CI.
AF, atrial fibrillation; GWAS, genome-wide association study; QTL, quan-
titative trait loci; LD, linkage disequilibrium; eQTL, expression quan-
titative trait loci; pQTL, protein quantitative trait loci; CI, confidence
interval;

We already evaluated that the lead variants of an cis eQTL or pQTL LD clump is more
likely to be associated with AF based on the SNP-specific GWAS P value than a matched
background SNP without a QTL. Similarly, we checked more general GWAS annotations
starting with all SNPs and their high LD proxies (R2 > 0.8) listed with a GWAS hit for
any trait belonging to cardiovascular measurements and cardiovascular diseases. We
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4 Multi-omics analysis of atrial-specific cis-regulatory mechanisms

Table 4.8: Overlap of cis QTLs with GWAS loci for atrial fibrillation.
QTL hits that overlap with GWAS hits for atrial fibrillation in the GWAS catalog (or proxy with R2<0.8).
QTL, quantitative trait loci; GWAS, genome-wide association study; eQTL, expression quantitative trait
loci; pQTL, protein quantitative trait loci;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1, licensed under CC BY 4.0 https://creativecommons.
org/licenses/by/4.0/.

Region QTL variant Reported variant Reported gene QTL gene QTL type Pubmed-ID First author
2p13.3 rs13028508 rs10165883 SNRNP27 SNRNP27 eQTL 29892015 Roselli C
10q22.2 rs10824026 rs10824026 SYNPO2L MYOZ1 eQTL 29290336 Nielsen JB
3q22.3 rs6791611 rs1278493 PPP2R3A PCCB eQTL 30061737 Nielsen JB
5q31.2 rs9327807 rs2040862 WNT8A, NPY6R, FAM13B eQTL 30061737 Nielsen JB

MYOT, FAM13B
2q33.1 rs159321 rs295114 SPATS2L SPATS2L eQTL 29892015 Roselli C
2q33.1 rs1347551 rs3820888 SPATS2L SPATS2L eQTL 30061737 Nielsen JB
3q26.33 rs2339798 rs4855074 GNB4 GNB4 eQTL 29892015 Roselli C
3q26.33 rs2339798 rs4855075 GNB4 GNB4 eQTL 29892015 Roselli C
1q32.1 rs951366 rs4951258 NUCKS1, SLC41A1 NUCKS1 eQTL 30061737 Nielsen JB
1q32.1 rs951366 rs4951261 NUCKS1 NUCKS1 eQTL 29892015 Roselli C
10q22.2 rs3740293 rs60212594 SYNPO2L MYOZ1 eQTL 29892015 Roselli C
10q22.2 rs10824026 rs6480708 SYNPO2L MYOZ1 eQTL 29892015 Roselli C
2p13.3 rs13028508 rs6546550 ANXA4/GMCL1 SNRNP27 eQTL 28416818 Christophersen IE
2p13.3 rs13028508 rs6546553 GMCL1 SNRNP27 eQTL 29892015 Roselli C
2p13.3 rs13028508 rs6747542 GMCL1, ANXA4 SNRNP27 eQTL 30061737 Nielsen JB
10q22.2 rs10824026 rs7394190 SYNPO2L MYOZ1 eQTL 28416818 Christophersen IE
1q32.1 rs951366 rs951366 NUCKS1 NUCKS1 eQTL 29892015 Roselli C
10q22.2 rs10824026 rs10824026 SYNPO2L MYOZ1 pQTL 28416818 Christophersen IE
10q22.2 rs3740293 rs60212594 SYNPO2L MYOZ1 pQTL 29892015 Roselli C
10q22.2 rs12570126 rs6480708 SYNPO2L MYOZ1 pQTL 29892015 Roselli C
10q22.2 rs12570126 rs7394190 SYNPO2L MYOZ1 pQTL 28416818 Christophersen IE

Table 4.9: Enrichment of AF GWAS hits for cis QTLs LD clumps.
AF GWAS annotations (P < 5× 10−8) for cis eQTL/pQTL LD clump lead variants (FDR < 0.05) compared
to a non-QTL background set.
AF, atrial fibrillation; GWAS, genome-wide association study; QTL, quantitative trait loci; LD, linkage
disequilibrium; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; CI, confidence
interval;

Cis eQTL Atrial fibrillation: Cis pQTL Atrial fibrillation:
LD clump GWAS P < 5× 10−8 LD clump GWAS P < 5× 10−8

False True False True
Background SNP 109 187 313 Background SNP 16 015 85

Lead variant 1 085 10 Lead variant 157 4

summarized those as cardiovascular traits and then cross-referenced whether the SNP-
gene pair had a significant cis QTL. Enrichments were then calculated using Fisher’s
exact test which showed a very strong enrichment of eQTLs (P = 5.0× 10−13) and the
trend of an enrichment for pQTLs (P = 0.13). Accordingly, we evaluated traits connected
to arrhythmias, specifically atrial fibrillation, cardiac arrhythmia, sudden cardiac arrest,
supraventricular ectopy, early cardiac repolarization measurement, heart rate, heart
rate variability measurement, P wave duration, P wave terminal force measurement, PR
interval, PR segment, QRS amplitude, QRS complex, QRS duration, QT interval, R wave
amplitude, resting heart rate, RR interval, S wave amplitude and T wave amplitude.
GWAS hits for those traits were strongly enriched for both cis eQTLs (P = 5.7× 10−13)
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and pQTLs (P = 7.6× 10−4), only exceeded by the enrichments of AF traits (Atrial
fibrillation or QT interval) with P = 2.2× 10−16 for eQTLs and P = 1.3× 10−5 for pQTLs
as visualized in Figure 4.17c. Furthermore, we evaluated GWAS hits for rheumatoid
arthritis (RA), a disease non-specific to atrial tissue, as a negative control. No significant
cis eQTLs or pQTLs overlapped with any of the RA loci. Cross tables for all the
comparisons can be found in Table 4.10.

Table 4.10: Enrichment of GWAS hits at significant cis QTLs.
Cross tables show for each SNP tested in the cis eQTL or pQTL analyses, whether it had a significant
eQTL/pQTL and whether it was annotated as a GWAS hit for the different trait categories.
QTL, quantitative trait loci; GWAS, genome-wide association study; eQTL, expression quantitative trait
loci; pQTL, protein quantitative trait loci;

Cardiovascular traits: Arrhythmias: Atrial fibrillation: Rheumatoid arthritis:
GWAS hit GWAS hit GWAS hit GWAS hit

eQTL SNP False True False True False True False True
False 4 774 845 33 718 4 779 722 33 777 4 780 685 33 784 4 780 976 33 822
True 6 599 104 1 722 45 759 38 468 0

Cardiovascular traits: Arrhythmias: Atrial fibrillation: Rheumatoid arthritis:
GWAS hit GWAS hit GWAS hit GWAS hit

pQTL SNP False True False True False True False True
False 2 295 616 2 401 2 298 465 2 402 2 298 998 2 402 2 299 168 2 408
True 3 849 7 1 000 6 467 6 297 0

Due to the strong enrichment of AF-associated variants with cis QTL results, we further
investigated specific AF loci. One of the strongest genetic associations was a locus near
the SYPOL2L gene. As already reported before, the most likely causal gene is MYOZ1
which shows a strong cis eQTL and pQTL, where the QTL P values strongly correlate
with the genetic association reported by Roselli et al. [2018]. Out of seven genes with
overlaps of eQTLs and AF GWAS hits from the GWAS catalog, only MYOZ1 and PCCB
were measured on protein level.
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4.2 Discussion

4.2.1 Summary

We systematically mapped genome-wide cis-regulatory consequences of common vari-
ants on the expression of transcripts and proteins in human atrial tissue. Integrating
genotype, mRNA and protein measurements enabled us to better understand poten-
tial functional mechanisms. Large differences were found between the effects on the
different omic levels where the genetic variant would affect mRNA or protein exclu-
sively. This results in severe restrictions, when considering the overlap of regulation on
transcript and protein level.

4.2.2 Omic-specific regulation

A possible explanation for proteome-specific pQTLs are post-transcriptional regulatory
elements which are affected by the corresponding variants. This was supported by the
finding in our and other studies [Battle et al., 2015], showing that those SNPs were
actually enriched in the coding sequence.
While our study was the first to integrate genomics, transcriptomics and proteomics
data in human atrial tissue, similar missing co-regulation was already observed when
comparing cis-pQTLs in human plasma to cis-eQTLs in GTEx tissues [Sun et al., 2018]
as shown in Table 4.3. In addition, instead of using post-mortem tissues, our results
were derived from tissue samples of living donors harvested while undergoing surgery.
Post-mortem tissues potentially only show restricted or changed pathway regulation
e.g. for metabolims.
Notably, we have observed slightly larger differences between omics, however, certain
factors need to be considered when comparing to other studies, such as inherent differ-
ences between heterogeneous human tissue and cell-type specific lymphoblastoid cell
lines [Battle et al., 2015], different stringency in significance cutoffs and applying multi-
ple testing correction as well as different transcriptomics and proteomics measurement
techniques.

4.2.3 Limitations

The benefits and the necessity of studying this highly specialized tissue were of course
closely connected to limiting biological and technical factors.

Difficulties in accessibility resulted in challenges such as a restriction of the sample
size. Furthermore, tissue samples are commonly very heterogeneous with respect to
their cellular composition. Both factors majorly impact the statistical power of our QTL
analysis and prohibited the application of common models for inferring causality of
molecular regulation, such as Mendelian randomization [Lawlor et al., 2008, Smith and
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Hemani, 2014].
To date, higher quality expression data can be acquired with RNA-sequencing technol-
ogy instead of using micro-arrays.
Additionally to general tissue heterogeneity, muscle tissue of the human heart is charac-
terized by very high contributions of mitochondrial and sarcomere proteins [Gramolini
et al., 2007]. This results in a lack of detection of proteins which are only present in
very low molecular numbers such as TFs and is therefore explained by a systematic
failure to detect those proteins, not due to restrictions based on data quality.
Just like blood samples, also tissue specimens are a mixture of diverse cell-types. While
estimating the different cell-type compositions of every tissue sample remains challeng-
ing, we did include a correction taking into account the amount of fibroblasts as one of
the most important cell types next to cardiomyocytes. The utilized fibroblast-score was
derived from gene expression values for a fibroblast-specific gene signature previously
used and published by Heinig et al. [2017].

Finally, most of those restrictions also limited the amount of publicly available functional
genomic annotations for our tissue type, including for example binding sites of TFs,
miRNAs and RBPs.

4.2.4 Conclusion

In summary, compared to other studies [Battle et al., 2015, Sun et al., 2018, Hause et al.,
2014] we investigated differences in cis-genetic regulation specific to human atrial tissue.
The observation of large differences in transcript and protein expression as well as
their regulatory mechanisms proves the need and advantages of multi-omic integration
for a better understanding of molecular changes as consequences to common genetic
variation.
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5 Omnigenic effects and trans-regulatory
networks in atrial fibrillation

In the following, we introduce the use of quantitative trait loci (QTL) and polygenic risk
scores (PRS) to investigate consequences of genetic variation to transcript and protein
expression and how this can establish a link between GWAS hits and transcription
factor regulation in the human atria.

This chapter is based on and partly identical to the publication by Assum et al. [2022a]
and also available as a preprint on bioRxiv1,2:
Tissue-specific multi-omics analysis of atrial fibrillation3

Ines Assum†, Julia Krause†, Markus O. Scheinhardt, Christian Müller, Elke Hammer,
Christin S. Börschel, Uwe Völker, Lenard Conradi, Bastiaan Geelhoed, Tanja Zeller*, Re-
nate B. Schnabel* and Matthias Heinig*, Nature Communications 13, 441 (2022). Authors
marked with † or * contributed equally to this work.
Code related to this project is available at https://github.com/heiniglab/symatrial4

[Assum and Heinig, 2021].

We present a candidate selection approach which incorporates genotypes, transcript
and protein expression in combination with public annotations, such as gene set and
GWAS annotations, to prioritize SNPs and genes for trans QTL testing. By exploiting
properties described for core genes, which are central, disease-associated genes in
the context of the omnigenic model described in the introduction (section 1.2.3.1), we
reduce the possible search space and therefore make trans analyses possible in settings
where sample size is highly restricted.
The integration of new methods as well as our deeply phenotyped AFHRI-cohort
enabled the analyses of genetic contributions of AF and elucidate the complex network
of specific cases of transcription factor regulation.

1https://www.biorxiv.org/content/10.1101/2020.04.06.021527v1
2https://www.biorxiv.org/content/10.1101/2020.04.06.021527v2
3https://doi.org/10.1038/s41467-022-27953-1
4https://doi.org/10.5281/zenodo.5094276
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5.1 Omnigenic effects and trans-regulatory networks in atrial
fibrillation

GWAS studies and cis QTL analyses have been integrated to identify possible causal
SNPs and genes underlying genetic causes of cardiovascular disease. While GWAS loci
were enriched for significant cis eQTLs and pQTLs, for the majority of AF-associated
loci, the molecular mechanisms remain unknown. A possible explanation are the more
complex, polygenic and additive effects of genes not only acting on genes close to the
variant of interest, but also on genes which are located at a greater distance.

5.1.1 Investigation of the omnigenic architecture of atrial fibrillation

Compared to the more than 100 identified AF loci [Roselli et al., 2018, Nielsen et al.,
2018], Wang et al. [2019b] found 1 931 genes which were genetically influenced and
associated with AF using a multi-omics approach leveraging GWAS, epigenome-wide
association study (EWAS) and transcriptome-wide association study (TWAS) results.
Furthermore, tissue-specific gene interaction plays a vital role in understanding disease
relevant molecular networks.
Similarly, Choi et al. [2020] investigated the contribution of rare genetic variants by
identifying genes with loss of function (LOF) mutations associated to AF and only
identified one gene TTN. Only a small fraction (0.44 % of the corresponding cohort)
were carriers and therefore, the TTN LOF mutations only explained 0.2 % of AF
variability. Compared to that, considering the top 0.44 percentile of individuals with
the highest polygenic risk score (PRS), the PRS explained 4.7 % of AF susceptibility
[Choi et al., 2020].

Given the limited number of GWAS hits which could be explained by cis eQTLs and
pQTLs 4.1.7, trans QTLs, where the variant is distant to the target gene, as well as more
complex genetic or epigenetic interactions need to be investigated [van Ouwerkerk
et al., 2019, Westra et al., 2013, Lemire et al., 2015]. This is in line with the estimates
from the omnigenic model [Boyle et al., 2017], where trans associations contribute more
than 70 % of disease heritability [Liu et al., 2019].
Even though the sum of all trans contributions is supposed to contribute to most
of the heritability, effect sizes of each individual locus are often very small [Westra
et al., 2013, Võsa et al., 2021]. However, important disease-relevant genes in the center
of gene-regulatory networks can accumulate multiple trans effects by propagation
within biological processes. Genes with extremely high impact on phenotypes often
show less severe genetic variation due to evolutionary pressure but in turn, smaller
changes in gene expression are often directly linked to disease [Boyle et al., 2017].
Therefore, core genes, i.e. central genes which accumulate trans genetic effects and are
directly functionally connected to a phenotype, play a vital role in understanding gene
regulation and disease mechanism.

A central hypothesis which we will use to identify putative AF core genes, is that in
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general, genome-wide polygenic risk scores (PRSs) can act as proxies of cumulated
trans associations [Võsa et al., 2021] and can be used for AF risk prediction [Kalsto
et al., 2019, Khera et al., 2018]. Võsa et al. [2021] postulate that we can investigate
trans-regulated genes by evaluating the correlation of PRSs with transcript or protein
expression. Due to the already small effect sizes, the additive representation of genetic
effects in the PRS as well as other factors influencing gene expression, correlations are
expected to be rather small.

5.1.1.1 Genome-wide polygenic scores for atrial fibrillation

As a first step, we evaluated different approaches of computing the PRS and their
association with AF. With risk scores being a continuous measure, the distribution of
risk score values across healthy and diseased individuals is more important than the
actual risk score values. Therefore, having a representative background distribution
for non-diseased individuals is of great importance. Taking this into account, the PRS
published by Khera et al. [2018] was computed not only on the AFHRI-B cohort, but it
was calculated together with unrelated individuals from the 1000 Genomes project. The
distribution of the risk score values was highly similar in the two cohorts (Figure 5.1a),
with slightly higher values in the AFHRI-B cohort caused by the enrichment of disease
cases in this cohort (Figure 5.1b). To include these shifts also when only considering
AFHRI-B patients, we used percentiles of the risk score, calculated across all individuals
for the final analysis as shown in the lower panel of (Figure 5.1b).
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Figure 5.1: PRS distribution across different cohorts.
a: Similar PRS value distribution for the 1000 Genomes and AFHRI-B cohort.
b: Comparison of raw versus percentile-transformed PRS values across the 1000 Genomes and AFHRI
cohort.
PRS, genome-wide polygenic risk score;

The PRS includes 6 730 540 SNPs, of which all but one were measured in the 1000
Genomes cohort with an overall genotyping rate of 99.9 %. The plink function score
computes risk score values, by summing over the number of risk alleles multiplied
by the SNP weight for each variant. Missing individual SNP contributions to the
score are imputed by the expectation based on SNP weight and MAF inferred from
all non-missing genotypes. As to be expected by the chip design and corresponding
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imputation quality, the coverage was much lower for the AFHRI-B cohort, where 66.5 %
of SNPs were measured in at least 80 % of the individuals.

Rare variants often have larger effect sizes in GWAS or, in this case, SNP weights in
the risk score as they correlate with the original GWAS signal. However, rare variants
often also show a lower genotyping rate due to the smaller allele frequency. Therefore,
a higher number of 57.5 % SNPs with weights ranging in the top quartile of the score
had a genotyping rate which was below the 80 % threshold in the AFHRI-B cohort.
Due to their rare occurrence, rare variants contribute relatively little to the overall
heritability compared to common genetic variation, as also stated by Weng et al. [2017],
where 20.4 % out of a total SNP heritability of 22.1 % (MAF ≥ 0.01) were attributed to
common variants (MAF ≥ 0.05).

Since almost all variants were measured for the 1000 Genomes cohort, we were able
to evaluate any changes between the full PRS and a risk score restricted to a subset of
SNPs.

When including only non-missing variants (genotyping rate per SNP > 80 %) in our
smaller cohort, there were only subtle differences, resulting in a Pearson correlation of
0.96 (P = 9.7×10−226) (Figure 5.2a).
Similarly, we can quantify the information contained in the missing SNPs by considering
the proportion of variance for the total score, which is explained by the subset. While
all higher weight SNPs which make up 25 % of variants account for 79 % of variance (R2

in a linear regression model), all non-missing variants in the AFHRI-B cohort covered
92 % (R2) of the total risk score variance, even though more than half of the higher
weight SNPs were missing.
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Figure 5.2: Comparison of polygenic risk score variation.
Scores computed on slightly varying SNP sets for lower confidence or missing genotypes show consistently
high positive correlation.
a: For the 1000 Genomes cohort, a score with all SNPs was compared to a score restricted to SNPs with a
genotyping rate > 80 % in the AFHRI-B cohort.
b: For the AFHRI-B cohort, a score with all SNPs which passed quality control was compared to a score
computed on all available dosages independent of confidence in the imputation call.
c: For the AFHRI-B cohort, a score computed on all available SNP dosages was compared to a score
evaluating only SNPs with high confidence imputation calls and a per-SNP genotyping rate > 80 %.
SNP, single-nucleotide polymorphism;
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5.1 Omnigenic effects and trans-regulatory networks in atrial fibrillation

We further assessed the influence on the score, when using unfiltered, including low
confidence dosages rather than missing genotype values, in order to derive the score for
our AFHRI-B cohort. Here, an even higher Pearson correlation of 0.98 (P = 3.2×10−58)
was observed (Figure 5.2b).

Finally, we evaluated the correlation between the dosage derived risk score values and
the score computed only on the high confidence SNPs with also high genotyping rate
(> 80 % per SNP) which showed again a Pearson correlation of 0.97 with a P value of
3.9×10−54.

If we want to utilize the polygenic risk score as a proxy for accumulated trans-genetic
disease susceptibility, we need to evaluate its association with AF. Figure 5.3a-c shows
the discrimination between AF cases and controls for the three scores described above.
While the restriction to non-missing variants shows a slight increase in disease discrimi-
nation, the use of low confidence imputation dosages decreased risk score performance.
The best performing score, however, was achieved by taking the percentile-transformed
values of the original score with a T value of -2.0 and P value of 0.026 (Figure 5.4a).
Additionally, we observed a strong decrease of performance when only considering the
top GWAS SNPs as incorporated in the 97 SNP score published by Kloosterman et al.
[2020] which was recovered from the PGS catalog5.
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Figure 5.3: Comparison of polygenic risk score performance.
Performance of different variants of the polygenic risk score to discriminate between AF cases and
controls.
a: The original genome-wide polygenic score, estimated together with unrelated individuals of the
1000 Genomes cohort and evaluated for prevalent AF in the AFHRI-B cohort.
b: Score performance with respect to AF when using all available SNP dosages independent of confidence
in the imputation call for risk score derivation.
c: Better separation of prevalent AF cases and controls in the AFHRI-cohort, when restricting evaluated
SNPs to those with a per-SNP genotyping rate > 80 %.
d: Limited differentiation between AF cases and controls for a score including only 97 top GWAS variants.
AF, atrial fibrillation; GWAS, genome-wide association study; SNP, single-nucleotide polymorphism;

5http://www.pgscatalog.org/
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5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

5.1.1.2 Genetic and non-genetic contributions to atrial fibrillation risk

We established the percentile-transformed PRS as most informative in our cohort (Fig-
ure 5.3, Figure 5.4a). To underline the importance of the genetic risk to AF susceptibility,
we compared the contribution of the PRS to other classical risk factors such as age,
sex, BMI, blood pressure and CRP or NTproBNP measurements. Results from the full
logistic regression model are shown in Table 5.1 and visualized in Figure 5.4b. Of all
considered factors, the PRS has the largest estimated β value and the second largest R2

contribution (McFadden’s pseudo R2, age: 0.091, AF PRS percentiles: 0.034). Therefore,
we established the genetic risk represented by our score as a vital predictor for disease.
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Figure 5.4: Genome-wide polygenic score adds relevant information in classifying atrial fibrillation
disease status.
a: Percentiles of the atrial fibrillation polygenic risk score by disease status (T = -1.8, P = 0.043, one-sided
t-test, N = 67).
b: Logistic regression results for common risk factors of AF. Significant and comparably strong effect for
the PRS variable (β = 4.3, P = 0.048, two-sided z-test, N = 64, df = 51). Data are presented as log-odds
ratio +/- standard error.
In the boxplots, the lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The median is denoted by the central line in the box. The upper/lower whisker extends from
the hinge to the largest/smallest value no further than 1.5·IQR from the hinge.
AF, atrial fibrillation; PRS, genome-wide polygenic score; BMI, body mass index; BP, blood pressure; MI,
myocardial infarction; CRP, C-reactive protein; NT-proBNP, N-terminal prohormone of brain natriuretic
peptide; IQR, interquartile range;
Figure and legend adapted from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

5.1.2 Investigation of AF core genes

In this part, we want to present a pathway enrichment approach to make trans QTL
analyses feasible in clinical cohorts with a limited sample size. We efficiently integrate
public annotations such as GWAS hits, PRS information and prior biological knowledge
in order to narrow down the search space of trans QTLs.
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5.1 Omnigenic effects and trans-regulatory networks in atrial fibrillation

Table 5.1: Logistic regression results for genetic and non-genetic contributions in AF.
Logistic regression to assess the contribution of different AF risk factors. Besides age, the polygenic risk
score percentiles are the most important feature based on McFadden’s pseudo R2 with a large effect size.
McFadden’s pseudo R2 for the whole model was 0.44.
AF, atrial fibrillation; PRS, genome-wide polygenic score; BMI, body mass index; BP, blood pressure; MI,
myocardial infarction; CRP, C-reactive protein; NT-proBNP, N-terminal prohormone of brain natriuretic
peptide;

β Std. error Z value P value McFadden’s pseudo R2

Intercept -40 14 -2.78 0.0052
AF PRS (percentiles) 4.3 2.2 2.0 0.048 0.034
Age 0.22 0.095 2.3 0.023 0.091
Sex (female) -1.5 1.6 -0.92 0.36
BMI 0.52 0.20 2.6 0.0092 0.029
Diabetes -0.32 1.0 -0.31 0.76
Systolic BP 0.022 0.044 0.51 0.61
Diastolic BP 0.0058 0.067 0.087 0.93
Hypertension 3.2 2.4 1.4 0.17
MI -0.82 1.0 -0.81 0.42
Smoking -1.4 1.6 -0.87 0.38
Heart failure -1.9 1.4 -1.3 0.19
CRP 0.33 0.14 2.4 0.016 0.023
NTproBNP 8.7×10−4 4.5×10−4 1.9 0.053

One key hypothesis of the omnigenic model introduced by Liu et al. [2019] is the
existence of core genes. Very important properties which we want to leverage in this
context is their central role in biological networks, the genetic association as well as
the direct link to the phenotype. Moreover, due to those properties the investigation
of core genes is of great interest to better understand molecular disease mechanisms.
Therefore, we applied the following steps to identify putative AF core genes visualized
in Figure 5.5:

1. We were interested in genes which accumulate trans-genetic effects. Taking the
PRS percentiles as a proxy for overall accumulated genetic effects, for each gene
we calculated the association between risk score values and transcript (expression
quantitative trait score, eQTS) as well as protein expression (protein quantitative
trait score, pQTS) as previously proposed by Võsa et al. [2021]. To ensure rankings
based on trans effects only, we additionally included the lead LD clump variant
for each locus with a significant cis eQTL or pQTL for the corresponding gene in
the linear regression model to compute the eQTSs/pQTSs.

2. Since core genes should be in the center of biological networks, we used GO
biological process annotations as a simplified version to represent the biological
networks propagating trans effects and identify groups of genes with shared
biological functions. We therefore proceeded with applying gene set enrichment
analysis (GSEA) [Subramanian et al., 2005, Korotkevich et al., 2019] on the eQTS
and pQTS rankings to integrate the corresponding prior knowledge. Candidate
genes for trans QTL testing were identified from the top genes which came up in
the leading edge, i.e. driving the enrichment, of multiple terms.
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5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

3. Finally, we were interested in both possible trans regulation as well as potential
core genes. Hence, we evaluated any candidate transcript or protein for associa-
tion with the top independent GWAS SNPs and defined putative core genes as all
genes with a significant trans eQTL or pQTL. Additionally, disease association
was supported by analyzing AF differential protein abundance.
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Figure 5.5: Graphical illustration of the strategy for trans QTL analysis to identify AF-relevant genes.
a: Overview: Based on patient-specific PRS values for AF correlated with transcript and protein expression,
we performed GSEA to preselect genes for trans eQTL and pQTL analyses from the leading edge of
enriched pathways. Core genes were identified as significant trans eQTLs or trans pQTLs. We further
assessed their functional targets to investigate the genotype-phenotype relationship in the context of AF.
b: Identified core genes as trans eQTLs (blue), trans pQTLs (purple) (FDR < 0.2) and functional NKX2-5
targets (light purple).
PRS, genome-wide polygenic risk score; GSEA, gene set enrichment analysis; QTS, quantitative trait
score; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci; FDR, false discovery
rate; AF, atrial fibrillation; blue, green or gray dots = core gene candidates; red dots = core genes with
trans eQTL/pQTL; stars = functional targets of core genes;
Circular plots were created with the R package circlize [Gu et al., 2014].
Figure and legend taken from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/4, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.

5.1.2.1 Evaluation of the accumulation of genetic effects using polygenic risk
scores

Each of the 26 376 transcripts and 1 469 proteins was associated with the PRS percentiles
while taking into account any significant, independent cis QTL for that gene by the
lead SNP of the corresponding LD clump based on the results from chapter 4. As to
be expected due to the convolution, small effect sizes and limited number of samples
(N = 74 for eQTS, N = 73 for pQTS), there were no significant associations when
correcting for multiple testing. Genes were further ranked by their T value, with the 36
top eQTS genes (P < 0.002) and 24 top pQTS genes (P < 0.05) listed in Table 5.2 and
Table 5.3.
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5.1 Omnigenic effects and trans-regulatory networks in atrial fibrillation

Table 5.2: Top eQTS genes.
Linear regression results of transcript expression associating with the polygenic risk score for AF. Two-
sided t-tests were derived from a linear model with covariates and cis SNPs. As T values were further
used for ranking genes and not to assess statistical significance, no adjustments for multiple comparisons
were applied.
eQTS, expression quantitative trait score; AF, atrial fibrillation; SNP, single-nucleotide polymorphism; N,
sample size; df, degrees of freedom;

Gene β T value P value N Df
LOC105377927 0.311 4.10 0.000116 74 65
SEMA3F -0.254 -3.95 0.000196 74 65
LOC105371436 -0.306 -3.89 0.000240 74 65
STEAP3 -0.343 -3.80 0.000326 74 65
FBXL7 0.201 3.69 0.000465 74 65
VTN -0.415 -3.68 0.000476 74 64
WDR82 0.159 3.66 0.000501 74 65
MIR544A 0.577 3.62 0.000570 74 65
NR1I2 0.266 3.59 0.000639 74 65
SNORD91A 0.384 3.58 0.000664 74 65
PLCL1 0.383 3.57 0.000668 74 65
LOC105374629 0.218 3.53 0.000758 74 65
LOC729080 0.282 3.53 0.000780 74 65
OIP5-AS1 0.225 3.52 0.000805 74 65
TXNDC12-AS1 -0.330 -3.50 0.000846 74 65
CRELD2 -0.189 -3.48 0.000896 74 65
CEP85L 0.226 3.45 0.00100 74 65
FKBP11 -0.330 -3.41 0.00112 74 65
SLC22A24 -0.268 -3.39 0.00119 74 65
VAT1L -0.520 -3.39 0.00119 74 65
TFIP11 0.242 3.37 0.00128 74 65
LOC105377151 0.283 3.36 0.00131 74 65
TRIM43 0.239 3.36 0.00132 74 65
MIR376A2 0.481 3.35 0.00133 74 65
UPK1A-AS1 0.277 3.35 0.00134 74 65
WAC-AS1 0.226 3.33 0.00142 74 65
LOC101928257 0.212 3.33 0.00145 74 65
LOC105374674 0.230 3.31 0.00152 74 65
LINCR-0002 -0.196 -3.31 0.00152 74 65
FAM78A 0.219 3.31 0.00152 74 64
CFAP57 -0.232 -3.30 0.00157 74 65
TMPRSS9 -0.221 -3.29 0.00163 74 65
KLKB1 0.616 3.27 0.00171 74 65
RUNDC3A-AS1 0.255 3.27 0.00173 74 65
SGK2 -0.275 -3.24 0.00191 74 65
C1orf56 0.273 3.23 0.00195 74 65

107



5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

Table 5.3: Top pQTS genes.
Linear regression results of protein expression associating with the polygenic risk score for AF. Two-sided
t-tests were derived from a linear model with covariates and cis SNPs. As T values were further used
for ranking genes and not to assess statistical significance, no adjustment for multiple comparisons was
applied.
pQTS, protein quantitative trait score; AF, atrial fibrillation; SNP, single-nucleotide polymorphism; N,
sample size; df, degrees of freedom;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Gene β T value P value N Df
NAMPT -0.158 -3.07 0.00315 73 63
MARK1 -0.176 -2.58 0.0121 73 64
GYG1 0.0941 2.57 0.0125 73 64
AOC3 0.157 2.51 0.0146 73 64
PGM2 -0.184 -2.46 0.0167 73 64
CD36 0.0986 2.45 0.0171 73 64
CDIPT 0.126 2.40 0.0195 73 64
RPL37AP8 0.214 2.35 0.0219 73 64
RPL37L 0.214 2.35 0.0219 73 64
RAB2A 0.113 2.32 0.0235 73 64
RPS4X 0.102 2.27 0.0263 73 64
RPL39 -0.148 -2.23 0.0292 73 64
MYO1C 0.0818 2.20 0.0311 73 64
PCBP2 -0.0961 -2.20 0.0314 73 64
ERP44 -0.0954 -2.17 0.0337 73 64
BLVRA -0.110 -2.15 0.0350 73 64
NIPSNAP3A -0.0955 -2.13 0.0376 73 61
XRCC6 -0.0651 -2.06 0.0431 73 64
CLIC4 -0.0771 -2.04 0.0460 73 64
BCL11B 0.139 2.02 0.0479 73 64
TALDO1 -0.0884 -2.01 0.0488 73 64
MAP1LC3B 0.121 2.00 0.0495 73 64
MAP1LC3B2 0.121 2.00 0.0495 73 64
RPL13A -0.170 -2.00 0.0498 73 64

5.1.2.2 PRS-based pathway enrichment approach for candidate gene selection

Gene set enrichment analysis was utilized to identify genes which share molecular
function and, at the same time, accumulate trans effects. Due to the genetic association
with AF, resulting enriched processes should also be connected to the phenotype AF.
Indeed, when using the GO biological processes which are a very general representation
of molecular networks and not linked to any specific diseases a priori, we identify
processes highly relevant to the trait studied.

Using the eQTS ranking evaluating both positive and negative enrichments, 81 GO bi-
ological processes listed in Table 5.4 were enriched at a Benjamini-Hochberg FDR
adjusted P value of 0.05. Many of them were connected to heart muscle or en-
ergy metabolism, such as Generation of precursor metabolites and energy (GO:0006091),
Regulation of cardiac muscle contraction (GO:0055117), Cardiac muscle tissue develop-
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ment (GO:0048738) and, especially relevant for an arrhythmia, Regulation of heart rate
(GO:0002027) (see also Figure 5.6a-d).

Furthermore, arrhythmias are connected to pathways involving calcium homeostasis
which we find also represented in the three significantly enriched terms Regulation
of release of sequestered calcium ion into cytosol by sarcoplasmic reticulum (GO:0010880),
Regulation of cardiac muscle contraction by regulation of the release of sequestered calcium
ion (GO:0010881) and Regulation of cardiac muscle contraction by calcium ion signaling
(GO:0010882) as shown in Figure 5.6e-g.
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Figure 5.6: eQTS gene set enrichment results.
a-d: Visualization of the enrichment (FDR < 0.05) of selected GO biological processes connected to heart
muscle and energy metabolism.
e-g: Enrichment of three gene sets (FDR < 0.05) in the context of calcium homeostasis.
eQTS, expression quantitative trait score; GO, gene ontology; FDR, false discovery rate;

On protein level, one GO biological process was significantly enriched (FDR < 0.05,
Table 5.5). The corresponding term Small molecule metabolic process (GO:0044281) was
again connected to metabolism.

The GO biological processes annotations are organized in a hierarchical fashion with
more general, large gene sets consisting of smaller, more specialized child terms. Genes
driving the enrichment of a specific term will also drive the enrichment of higher-level
parent terms. Therefore, we selected genes for trans eQTL testing only if they were
contained in the leading edge of multiple enriched gene sets.
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Table 5.4: Enriched GO terms for the eQTS GSEA.
GSEA results on eQTS T value rankings. Shown are all GO terms enriched at FDR < 0.05 (Benjamini-
Hochberg procedure to account for multiple comparisons of the two-sided, permutation-derived P values).
Size refers to the number of genes in the gene set after removing those not evaluated for eQTS. Full
summary statistics on all tables are available under https://doi.org/10.5281/zenodo.5080229.
GO, Gene Ontology; eQTS, expression quantitative trait score; GSEA, gene set enrichment analysis; NES,
normalized enrichment score; FDR, false discovery rate;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

GO ID GO term NES P value FDR Size
GO:0006091 Generation of precursor metabolites and energy 2.03 1.61×10−5 0.00397 268
GO:0003012 Muscle system process 1.85 1.61×10−5 0.00397 264
GO:0015980 Energy derivation by oxidation of organic compounds 2.21 1.65×10−5 0.00397 197
GO:0045333 Cellular respiration 2.40 1.69×10−5 0.00397 129
GO:0022900 Electron transport chain 2.17 1.74×10−5 0.00397 86
GO:0003015 Heart process 2.17 1.75×10−5 0.00397 80
GO:0006119 Oxidative phosphorylation 2.35 1.76×10−5 0.00397 75
GO:0006942 Regulation of striated muscle contraction 2.13 1.76×10−5 0.00397 74
GO:0055117 Regulation of cardiac muscle contraction 2.11 1.77×10−5 0.00397 63
GO:0033108 Mitochondrial respiratory chain complex assembly 2.26 1.78×10−5 0.00397 57
GO:0097031 Mitochondrial respiratory chain complex I biogenesis 2.38 1.80×10−5 0.00397 46
GO:0009060 Aerobic respiration 2.32 1.80×10−5 0.00397 48
GO:0002455 Humoral immune response mediated by circulating -2.22 2.25×10−5 0.00397 46

immunoglobulin
GO:0006956 Complement activation -2.27 2.27×10−5 0.00397 52
GO:0019724 B cell mediated immunity -2.02 2.32×10−5 0.00397 76
GO:0072599 Establishment of protein localization to endoplasmic -2.29 2.36×10−5 0.00397 90

reticulum
GO:0030216 Keratinocyte differentiation -1.99 2.37×10−5 0.00397 97
GO:0070972 Protein localization to endoplasmic reticulum -2.07 2.40×10−5 0.00397 109
GO:0006413 Translational initiation -1.93 2.44×10−5 0.00397 127
GO:0006612 Protein targeting to membrane -2.03 2.46×10−5 0.00397 141
GO:0006959 Humoral immune response -1.77 2.48×10−5 0.00397 153
GO:0008544 Epidermis development -1.69 2.60×10−5 0.00398 244
GO:1903034 Regulation of response to wounding -1.57 2.80×10−5 0.00410 386
GO:0090257 Regulation of muscle system process 1.79 3.31×10−5 0.00465 184
GO:2000257 Regulation of protein activation cascade -2.16 4.43×10−5 0.00537 33
GO:0031424 Keratinization -2.05 4.51×10−5 0.00537 48
GO:0002920 Regulation of humoral immune response -2.07 4.51×10−5 0.00537 47
GO:0072376 Protein activation cascade -1.95 4.63×10−5 0.00537 74
GO:0072521 Purine-containing compound metabolic process 1.59 4.70×10−5 0.00537 356
GO:0006936 Muscle contraction 1.79 4.91×10−5 0.00537 217
GO:0009141 Nucleoside triphosphate metabolic process 1.79 4.95×10−5 0.00537 201
GO:0072350 Tricarboxylic acid metabolic process 2.11 5.43×10−5 0.00571 37
GO:0006941 Striated muscle contraction 1.93 6.95×10−5 0.00706 90
GO:1903115 Regulation of actin filament-based movement 2.08 7.28×10−5 0.00706 32
GO:0009913 Epidermal cell differentiation -1.82 7.34×10−5 0.00706 137
GO:0006937 Regulation of muscle contraction 1.84 8.45×10−5 0.00790 139
GO:0048738 Cardiac muscle tissue development 1.82 1.02×10−4 0.00924 129
GO:0055006 Cardiac cell development 1.99 1.08×10−4 0.00955 47
GO:0010881 Regulation of cardiac muscle contraction by regulation 2.08 1.11×10−4 0.00962 18

of the release of sequestered calcium ion
GO:0000184 Nuclear-transcribed mRNA catabolic process, -1.80 1.19×10−4 0.0100 103

nonsense-mediated decay
GO:0050727 Regulation of inflammatory response -1.59 1.33×10−4 0.0109 274
GO:0086004 Regulation of cardiac muscle cell contraction 2.01 1.47×10−4 0.0117 27
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GO ID GO term NES P value FDR Size
GO:0002443 Leukocyte mediated immunity -1.69 1.49×10−4 0.0117 160
GO:0090150 Establishment of protein localization to membrane -1.60 1.56×10−4 0.0119 241
GO:0000209 Protein polyubiquitination 1.65 1.63×10−4 0.0122 229
GO:0055086 Nucleobase-containing small molecule metabolic process 1.47 1.83×10−4 0.0134 476
GO:0042787 Protein ubiquitination involved in ubiquitin-dependent 1.75 2.20×10−4 0.0155 126

protein catabolic process
GO:0010882 Regulation of cardiac muscle contraction by calcium ion 2.03 2.21×10−4 0.0155 22

signaling
GO:0098901 Regulation of cardiac muscle cell action potential 2.01 2.41×10−4 0.0165 19
GO:1901657 Glycosyl compound metabolic process 1.56 2.53×10−4 0.0170 327
GO:0002673 Regulation of acute inflammatory response -1.84 2.78×10−4 0.0180 69
GO:0009123 Nucleoside monophosphate metabolic process 1.63 2.78×10−4 0.0180 219
GO:0030855 Epithelial cell differentiation -1.43 2.89×10−4 0.0184 469
GO:0008016 Regulation of heart contraction 1.61 3.29×10−4 0.0201 205
GO:0003013 Circulatory system process 1.53 3.31×10−4 0.0201 343
GO:0070252 Actin-mediated cell contraction 1.86 3.35×10−4 0.0201 70
GO:0030048 Actin filament-based movement 1.78 3.65×10−4 0.0213 89
GO:0010880 Regulation of release of sequestered calcium ion into 1.97 3.68×10−4 0.0213 24

cytosol by sarcoplasmic reticulum
GO:0002027 Regulation of heart rate 1.82 4.37×10−4 0.0249 82
GO:0060306 Regulation of membrane repolarization 1.94 4.75×10−4 0.0267 28
GO:0040029 Regulation of gene expression, epigenetic 1.61 5.30×10−4 0.0292 193
GO:0043588 Skin development -1.57 6.11×10−4 0.0332 202
GO:0002064 Epithelial cell development -1.58 6.54×10−4 0.0349 177
GO:0044033 Multi-organism metabolic process -1.66 6.80×10−4 0.0358 121
GO:0045165 Cell fate commitment -1.54 6.95×10−4 0.036 218
GO:0061448 Connective tissue development -1.57 7.31×10−4 0.0367 183
GO:0060968 Regulation of gene silencing 1.85 7.37×10−4 0.0367 47
GO:0002063 Chondrocyte development -1.99 7.42×10−4 0.0367 21
GO:0033561 Regulation of water loss via skin -2.00 7.80×10−4 0.0381 18
GO:0002066 Columnar/cuboidal epithelial cell development -1.86 8.11×10−4 0.0385 45
GO:0009896 Positive regulation of catabolic process 1.46 8.12×10−4 0.0385 372
GO:0060537 Muscle tissue development 1.52 8.42×10−4 0.0388 252
GO:0061136 Regulation of proteasomal protein catabolic process 1.60 8.50×10−4 0.0388 167
GO:0018149 Peptide cross-linking -1.82 8.63×10−4 0.0388 54
GO:0061035 Regulation of cartilage development -1.82 8.65×10−4 0.0388 57
GO:0099623 Regulation of cardiac muscle cell membrane 1.92 9.64×10−4 0.0427 19

repolarization cytosol by sarcoplasmic reticulum
GO:0061061 Muscle structure development 1.44 9.92×10−4 0.0429 399
GO:1903522 Regulation of blood circulation 1.50 9.95×10−4 0.0429 273
GO:0045669 Positive regulation of osteoblast differentiation -1.80 1.02×10−3 0.0437 56
GO:0050818 Regulation of coagulation -1.70 1.05×10−3 0.0439 85
GO:0014013 Regulation of gliogenesis -1.71 1.06×10−3 0.0439 87

Table 5.5: Enriched GO term for the pQTS GSEA.
GSEA results on pQTS T value rankings. Shown is the GO term enriched at FDR < 0.05 (Benjamini-
Hochberg procedure to account for multiple comparisons of the two-sided, permutation-derived P values).
Size refers to the number of genes in the gene set after removing those not evaluated for pQTS.
GO, Gene Ontology; pQTS, protein quantitative trait score; GSEA, gene set enrichment analysis; NES,
normalized enrichment score; FDR, false discovery rate;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

GO ID GO term NES P value FDR Size
GO:0044281 Small molecule metabolic process -1.68 1.34×10−5 0.0270 332
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To assess the number of genes to be considered in the trans analysis together with
108 SNPs representing independent AF GWAS loci, Matthias Heinig performed a
power analysis. Based on the sample size of 74 individuals, 108 SNPs to be tested,
a Bonferroni-adjusted P value of 0.05 and the strongest trans eQTL in blood with an
effect size of 21.8 % (R2) [van der Wijst et al., 2020], we determined that no more than
23 genes could be tested with a power of 50 %.
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Figure 5.7: Trans eQTL power analysis.
Power analysis for the strongest trans eQTLs (effect size 21.8 %), considering 74 samples, 108 SNPs, α < 0.05
and Bonferroni correction. 23 genes correspond to 50% power.
eQTL, expression quantitative trait loci; SNP, single-nucleotide polymorphism;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

We therefore selected only the 23 genes appearing most often of all the 1 261 leading
edge genes for trans eQTL testing, in this case all genes from the leading edges of at
least 14 different significantly enriched gene sets which are listed in Table 5.6. For the
23 genes selected, only 14 were measured on protein level.

For proteins, we could not apply the same strategy, as there was only one significantly
enriched gene set (FDR < 0.05). We therefore proceeded with all 152 leading edge
proteins (Table 5.7) to the trans pQTL analysis.
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Table 5.6: Transcriptomics core gene candidates extracted from eQTS GSEA leading edge.
Transcripts that appeared in 14 or more GSEA (on eQTS) leading edges for enriched GO terms (FDR < 0.05).
eQTS, expression quantitative trait score; GSEA, gene set enrichment analysis; #, number of times that the
gene appeared in the leading edge;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Gene # Gene # Gene # Gene # Gene #
ANK2 23 MYH7 21 DMD 18 NKX2-5 15 NDUFS6 14
RYR2 23 CACNA1C 20 SCN5A 18 TNNT2 15 NDUFV2 14
CAV3 22 PKP2 20 KCNJ2 17 CALM1 14 TNNI3 14

ATP1A2 21 TAZ 20 PLN 17 CALM3 14
GJA5 21 SLC8A1 19 MYL2 16 MYBPC3 14

Table 5.7: Proteomics core gene candidates extracted from pQTS GSEA leading edge.
Proteins that appeared in the leading edge of the significantly enriched pQTS gene set (FDR < 0.05).
pQTS, protein quantitative trait score; GSEA, gene set enrichment analysis;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Gene Gene Gene Gene Gene Gene Gene
ABHD10 APOC1 COX5A GBAS MPST NME1 PRELP
ACAD10 AQP1 COX6C GCDH MSRA NT5C PRKAR2B
ACADVL ATP1B1 CRAT GLRX MTAP OGDH PTGES2

ACAT1 ATP5A1 CS GLUD1 MTHFD1 OGN PTGR2
ACO1 ATP5D CYB5R3 GOT1 NAMPT OLA1 QDPR
ACO2 ATP5F1 CYC1 GPD1L NDUFA10 OXCT1 SDHA

ACSBG2 ATP5J2 CYGB GPI NDUFA3 P4HB SDHB
ADA BCAT2 DBT GSS NDUFA5 PAFAH1B1 SDHD
ADI1 BDH1 DCXR GSTO1 NDUFA7 PAM SLC25A11
ADK BGN DDAH2 HIBADH NDUFA9 PCCA SLC25A12

AHCY BRP44 DLAT HPRT1 NDUFB10 PCCB STOML2
AK4 C3 ECH1 HSD17B10 NDUFB11 PCYOX1 SUCLA2

AKR1A1 CA1 ECHS1 HSD17B4 NDUFB2 PDE5A SUCLG1
AKR7A2 CA3 ECI2 IDH2 NDUFB3 PDHA1 TALDO1

ALDH1A1 CAT ENO1 IDH3A NDUFB8 PDXK TPI1
ALDH1A2 CBR1 ENO3 IVD NDUFB9 PEPD UQCR10

ALDH2 CKM ERLIN2 LHPP NDUFC2 PGK1 UQCRC2
ALDH4A1 COQ3 ESD MCCC1 NDUFS3 PGM1 UQCRFS1
ALDH5A1 COQ5 ETFA MCCC2 NDUFS4 PGM2 VCAN
ALDH6A1 COQ7 ETFB MCEE NDUFS7 PGM5 WARS
ALDH7A1 COQ9 FH ME2 NDUFS8 PPA1
APOBEC2 COX4I1 FMOD ME3 NDUFV1 PRDX4
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5.1.2.3 Trans QTL analyses for atrial fibrillation core gene candidates

QTL analyses were performed for 108 AF GWAS hits with 23 transcripts on 74 samples
for trans eQTLs and 152 proteins on 73 samples for trans pQTLs.

We identified two significant trans eQTLs (FDR < 0.2): rs11658168-TNNT2, with the
transcript encoding a cardiac structural protein and rs9481842-NKX2-5, where the
regulated gene was a cardiac-specific transcription factor (TF). The TNNT2 protein
which was also measured, was not associated to the same SNP (see also Table 5.8).

Using the same significance threshold (FDR < 0.2), we found five trans pQTLs for two
SNPs (rs11588763-CYB5R3/NDUFB3/NDUFA9/DLAT, rs11658168-HIBADH) with all
proteins connected to metabolism with HIBADH being a mitochondrial enzyme, as
well as NDUFA9, NDUFB3 and DLAT being mitochondrial enzyme subunits. Only
DLAT showed a nominal significant association of the DLAT transcript for the SNP
rs11588763 (P = 0.0126), but with opposing effect sizes (Table 5.8).

Table 5.8: Trans QTL results.
Significant trans eQTLs and pQTLs for a FDR < 0.2 (Benjamini-Hochberg procedure to account for multiple
comparisons per omic). Two-sided t-tests were performed on 23 transcripts with 74 samples and 152
proteins with 73 samples of human heart right atrial appendage tissue for 108 variants associated with
atrial fibrillation from the GWAS catalog (or their proxy, if the GWAS SNP was not measured). Calculations
were carried out using the SNP rs11658168 as a proxy for the GWAS SNP rs9675122 as well as rs11588763
instead of the GWAS SNP rs34292822.
QTL, quantitative trait loci; eQTL, expression quantitative trait loci; pQTL, protein quantitative trait loci;
FDR, false discovery rate;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend adapted from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Variant Gene Trans eQTL Trans pQTL
SNP Chr Position Transcript Chr β T value P value FDR fi T value P value FDR

rs11658168 chr17 7 406 134 TNNT2*,++ chr1 -0.517 -4.27 6.43×10−5 0.0812 -0.213 -1.42 0.160 0.928
rs9481842 chr6 118 974 798 NKX2-5** chr5 -0.593 -4.27 6.54×10−5 0.0812

Variant Gene Trans eQTL Trans pQTL
SNP Chr Position Protein Chr β T value P value FDR β T value P value FDR

rs11588763 chr1 154 813 584 CYB5R3 chr22 -0.119 -0.527 0.600 0.998 -0.786 -4.89 6.86×10−6 0.113
rs11588763 chr1 154 813 584 NDUFB3+ chr2 0.291 1.31 0.193 0.973 -0.916 -4.44 3.56×10−5 0.133
rs11658168 chr17 7 406 134 HIBADH chr7 -0.144 -0.861 0.393 0.997 -0.512 -4.43 3.66×10−5 0.133
rs11588763 chr1 154 813 584 NDUFA9++ chr12 0.257 1.16 0.249 0.985 -0.752 -4.42 3.85×10−5 0.133
rs11588763 chr1 154 813 584 DLAT chr11 0.470 2.56 0.0126 0.759 -0.716 -4.40 4.05×10−5 0.133

5.1.3 NKX2-5 transcription factor network

5.1.3.1 NKX2-5 trans pQTL

In line with general low abundance of transcription factors compared to other proteins
in heart tissue, the NKX2-5 protein was not detectable by mass spectrometry. Therefore,
Julia Krause performed additional Western blot experiments to analyze transcription
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factor levels in remaining tissue samples. Differential protein abundance for the
SNP rs9481842 was clearly visible by two different housekeepers alpha-actinin and
GAPDH as shown in Figure 5.8. Alpha-actinin was chosen for the final measurements
and indeed, we were able to replicate the trans eQTL with the respective significant
rs9481842-NKX2-5 trans pQTL in a linear regression (β = -0.45, T = -2.9, P = 0.049,
N = 29, df = 21, two-sided t-test, Figure 5.9).
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Figure 5.8: Western blot analysis for NKX2-5 quantification.
a: Exemplary additional Western blot image for alpha-actinin (100 kDa), GAPDH (37 kDa) and NKX2-5
(30-42 kDa) for N = 8 biologically independent samples with different genotypes. The membrane was
cut in two parts to stain for alpha-actinin and NKX2-5 in parallel. The NKX2-5 membrane was reprobed
with GAPDH antibody after incubation with stripping buffer. In total, five Western blots for NKX2-5
and alpha-actinin were performed to measure N = 29 biologically independent samples (presented in
Figure 5.9).
b: Quantification of the NKX2-5 trans protein quantitative trait loci for housekeepers alpha-actinin and
GAPDH (N = 8 independent biological samples).
c: Raw, absolute quantifications of alpha-actinin, GAPDH and NKX2-5 (N = 8 independent biological
samples).
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

115

https://doi.org/10.1038/s41467-022-27953-1


5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

Alpha−actinin
(raw intensities)

NKX2−5
(raw intensities)

NKX2−5 normalized
to alpha−actinin

TT TG GG TT TG GG TT TG GG

−2

−1

0

1

2

16

17

18

19

16

17

18

19

rs9481842

Lo
g(

In
te

ns
ity

)

Batch (Gel)

Run 1

Run 2

Run 3

Run 4

Run 5

rs9481842

TT

TG

GG

Western blot intensities for NKX2−5 antibody and house keeper alpha−actinin

Figure 5.9: Replication of the NKX2-5 trans eQTL on proteomics level using Western blot analysis.
Association of rs9481842 genotypes with NKX2-5 protein expression and the housekeeper alpha-actinin (5
different Western blots, N = 29).
In the boxplots, the lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The median is denoted by the central line in the box. The upper/lower whisker extends from
the hinge to the largest/smallest value no further than 1.5·IQR from the hinge.
eQTL, expression quantitative trail loci; IQR, interquartile range;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

5.1.3.2 NKX2-5 transcription factor activity

We were further interested in the downstream consequences of the transcription factor
variability. Based on genome-wide transcriptomics data, we estimated the NKX2-
5 transcription factor activity (TFA) from gene expression and the number of most
likely functional binding sites (BS). BS were derived from tissue-specific public annota-
tions, starting with NKX2-5 ChIP-seq data from human iPSC-derived cardiomyocytes
[Benaglio et al., 2019] which were fine-mapped for promoter and open chromatin
regions. Promoter regions were first determined using Gencode genome annotations
[Frankish et al., 2019] as well as regions linked to those by promoter-capture HiC in
human iPSC-derived cardiomyocytes [Montefiori et al., 2018] and then overlapped with
open chromatin regions defined by ChromHMM chromatin states for human atrial
appendage tissue [Roadmap Epigenomics Consortium et al., 2015].

TFA was then computed by summing over the number of functional binding sites mul-
tiplied by Z-score transformed expression values for each of the 9 960 genes. While we
observed a very strong Pearson correlation between the SNP rs9481842 and the NKX2-5
transcript (ρ = -0.43, P = 1.4×10−4, two-sided Pearson’s correlation, Figure 5.10a), we
still saw a more subtle genome-wide expression change with respect to the GWAS
SNP when considering the TFA (ρ = -0.13, P = 0.145, one-sided Pearson’s correlation,
Figure 5.10b). More importantly, the measured NKX2-5 transcript values and the
estimated TFA activity, which are directly molecularly related, show a high positive
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correlation of ρ = 0.36 (P = 1.3×10−4, one-sided Pearson’s correlation, Figure 5.10c).
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Figure 5.10: Causal modeling of NKX2-5 and TF activity.
a: Trans eQTL rs948182-NKX2-5 (two-sided Pearson’s correlation).
b: Dependence of TF activity on rs9481842 (one-sided Pearson’s correlation).
c: Correlation between NKX2-5 transcript and TF activity (one-sided Pearson’s correlation).
In the boxplots, the lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The median is denoted by the central line in the box. The upper/lower whisker extends
from the hinge to the largest/smallest value no further than 1.5·IQR from the hinge. N = 75 independent
biological samples are displayed.
eQTL, expression quantitative trait loci; TF, transcription factor; IQR, interquartile range;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

In order to investigate causality in linking the different measurements, we used partial
correlation analysis to support our hypothesis of the SNP variability being propagated
from transcript to TFA changes. Indeed, the SNP-TFA correlation decreased drastically
when conditioning on transcript expression, while the SNP-transcript correlation re-
mained relatively unchanged when considering the TFA. Additionally, we saw a small
decrease in the transcript-TFA correlation when conditioning on the SNP genotype as
summarized in Table 5.9.

Table 5.9: Partial correlation analysis of NKX2-5 expression linking the SNP rs9481842 and TF activity.
Two-sided Pearson’s correlation tests unless stated otherwise.
TF, transcription factor; *one-sided Pearson’s correlation test;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Measure SNP and NKX2-5 mRNA SNP and TF activity NKX2-5 mRNA and TF activity
Correlation -0.43 (P = 1.4×10−4) -0.13 (P = 0.13)* 0.36 (P = 1.3×10−4)*

Partial correlation -0.41 (P = 3×10−4) 0.007 (P = 0.95) 0.3 (P = 0.011)
Condition TF activity NKX2-5 mRNA SNP

To some extent, the estimated TFA can also be used as a correlate of the NKX2-5
protein levels. We therefore further investigated the relation between NKX2-5 transcript,
protein and TFA. For all three entities, the dependence on the GWAS SNP rs9481842 is
summarized in Figure 5.11a-c.
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As described previously, we have observed significant differences between transcript
and protein expression. Again, we found a rather modest correlation of only 0.14
(ρ = 0.14, P = 0.47, two-sided Spearman’s rank correlation) between NKX2-5 transcript
and protein abundance as shown in Figure 5.11d. On the contrary, the inferred TFA
was a good representation of actual observed protein measurements with a correlation
of 0.42 (ρ = 0.42, P = 0.026, two sided Spearman’s rank correlation, Figure 5.11e).
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Figure 5.11: Inferred transcription factory activity strongly correlates with protein intensity.
a: Trans eQTL of the SNP rs9481842 and the transcription factor NKX2-5 discovered by our polygenic
risk score based enrichment approach for trans QTL gene candidate selection using microarray mRNA
quantifications in N = 75 biologically independent samples (two-sided Spearman’s rank correlation,
ρ = -0.38, P = 0.00086).
b: Trans pQTL validation of the rs9481842-NKX2-5 trans eQTL in remaining tissue samples using Western
blot analysis in N = 29 biologically independent samples (two-sided Spearman’s rank correlation, ρ = -0.41,
P = 0.029).
c: Estimated transcription factor activity inferred by genome-wide transcriptomics data and independent
tissue or cell type specific annotations in N = 75 biologically independent samples (one-sided Spearman’s
rank correlation, ρ = -0.13, P = 0.14).
d: Correlation between the NKX2-5 mRNA and protein in N = 29 biologically independent samples
(two-sided Spearman’s rank correlation).
e: High two-sided Spearman’s rank correlation between the inferred NKX2-5 transcription factor activity
and actual protein intensities in N = 29 biologically independent samples.
In the boxplots, the lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The median is denoted by the central line in the box. The upper/lower whisker extends from
the hinge to the largest/smallest value no further than 1.5·IQR from the hinge.
eQTL, expression quantitative trait loci; SNP, single-nucleotide polymorphism; QTL, quantitative trait loci;
pQTL, protein quantitative trait loci; IQR, interquartile range;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.
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5.1.3.3 NKX2-5 targets

With the rs9481842 we discovered a new link between a GWAS variant and a very
important TF in the human heart with a significant trans eQTL, a significant trans pQTL
and more subtle consequences for general gene expression patterns (Figure 5.13b-d).
However, NKX2-5 most likely acts as a key regulator of further disease-relevant genes
which would be of great interest (Figure 5.13a).

We therefore analyzed genes which showed strong regulation of the SNP rs9481842 via
the NKX2-5 transcript on mRNA and protein level and identified 13 specific targets
which we also considered as putative core genes.

As visualized in Figure 5.12 and described in section 3.4.4.6, we first used the most
likely functional TF BS from the estimation of the TFA (a) and selected all those genes
which were measured on mRNA and protein level and had at least one BS.
We then evaluated whether the association of the SNP with the target transcript was
most likely due to the NKX2-5 TF, i.e. if any significant association of the target
transcript with the SNP (b) disappeared when including the NKX2-5 transcript (c) in
the corresponding linear model. We further only selected the genes with the strongest
correlation of the target protein with the NKX2-5 transcript (d) resulting in the 13
proteins PPIF, MYL4, CKM, MYL7, PGAM2, TNNC1, CYC1, ETFB, PRDX5, AK1,
ALDOA, TCAP and TOM1L2.
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Figure 5.12: Definition of functional NKX2-5 targets.
Functional NKX2-5 targets were derived in a three step process: first, by the presence of a most likely
functional TF BS, second by a likely regulation of target transcript by the SNP through the TF, and finally,
we checked for strong regulation of the target protein by the TF.
TF, transcription factor; BS, binding site; SNP, single-nucleotide polymorphism;
Figure and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Neither the rs9481842-target pQTL, nor the AF phenotype were used to derive the
NKX2-5 targets, yet a very consistent down regulation of all target protein levels in
prevalent AF cases was observed as shown in Figure 5.13e.
When quantifying the disease association, the 13 NKX2-5 targets were highly negatively
enriched with a GSEA P value of 7.17×10−5 (ES = -0.781, NES = -2.18).
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Figure 5.13: NKX2-5 activity controlled by AF GWAS variant rs9481842.
a: Graphical illustration of NKX2-5 TF target gene analysis in AF.
b: Strong trans eQTL of the SNP rs9481842 with the NKX2-5 transcript for N = 75 independent biological
samples.
c: Validation of the NKX2-5 trans eQTL on protein level (trans pQTL) using Western blot analysis in
remaining tissue samples (N = 29 independent biological samples).
d: NKX2-5 activity estimation based on target mRNA expression stratified by the rs9481842 genotype for
N = 75 independent biological samples.
e: Depicted are functional NKX2-5 targets with the number of TF binding sites (column 1), trans eQTL
strength (columns 2-4), trans pQTL strength (columns 5-7) and protein level in AF (columns 8-9). The
color scale represents median transcript or protein values per group (=columns). Residuals corrected for
fibroblast-score and RIN-score/protein concentration with subsequent normal-quantile normalization per
gene were used to calculate the medians per group. A quantitative description of the qualitative results
presented in the heatmap can be found in Table 5.10 and Table 5.12.
In the boxplots, the lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The median is denoted by the central line in the box. The upper/lower whisker extends from
the hinge to the largest/smallest value no further than 1.5·IQR from the hinge.
AF, atrial fibrillation; QTL, quantitative trait loci; BS, binding site; IQR, interquartile range;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias.
Figure and legend taken from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/5, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.
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Table 5.10: NKX2-5 target correlations with trans eQTL SNP rs9481842 and NKX2-5 transcript as well
as AF disease association.
All associations were computed by two-sided t-tests based on a linear model with covariates (fibroblast-
score, RIN-score or protein concentration). Correlations of SNP rs9481842 with target transcript
(trans eQTL) and target protein (trans pQTL) were evaluated as well as the correlation between NKX2-5
transcript expression and target protein expression. FDR based on the Benjamini-Hochberg procedure
was only assessed for a preselected subset of genes when evaluating the correlation between the TF and
target protein expression (see methods and Figure 5.12). Proteomics differential expression results are the
same as reported in Table 5.12, were derived by two-sided t-tests and additionally included common risk
factors for AF as covariates (age, sex, BMI, diabetes, systolic blood pressure, hypertension medication,
myocardial infarction and smoking) in the linear model.
SNP, single-nucleotide polymorphism; BS, number of binding sites; AF, atrial fibrillation; eQTL, expression
quantitative trait loci; pQTL, protein quantitative trait loci; FDR, false discovery rate;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

NKX2-5 target SNP rs9481842 NKX2-5 target protein Disease association
trans eQTL trans pQTL association protein and AF

Gene BS β P value β P value β P value FDR β P value
PPIF 1 -0.131 0.0081 -0.0388 0.0145 0.172 2.10× 10−4 0.00824 -0.0342 0.261
MYL4**,++ 1 -0.087 0.00921 -0.0359 0.0820 0.211 3.98× 10−4 0.00824 -0.0270 0.509
CKM++ 2 -0.115 0.0101 -0.0188 0.303 0.180 4.56× 10−4 0.00824 -0.0875 0.00705
MYL7 5 -0.125 0.0038 -0.0298 0.177 0.208 4.74× 10−4 0.00824 -0.0421 0.304
PGAM2++ 2 -0.214 0.00307 -0.0293 0.284 0.255 7.35× 10−4 0.0107 -0.175 0.000452
TNNC1* 7 -0.0699 0.0359 -0.00809 0.623 0.147 1.69× 10−3 0.0211 -0.0557 0.0929
CYC1 3 -0.121 0.00278 -0.00651 0.749 0.175 3.16× 10−3 0.0307 -0.0946 0.0360
ETFB**,++ 2 -0.0924 0.0110 -0.0336 0.0563 0.152 3.39× 10−3 0.0307 -0.0553 0.105
PRDX5 6 -0.0710 0.00641 -0.0149 0.307 0.131 3.52× 10−3 0.0307 -0.0524 0.0789
AK1 3 -0.0654 0.0268 -0.0224 0.190 0.138 4.17× 10−3 0.0312 -0.0669 0.0341
ALDOA++ 7 -0.0555 0.0469 -0.00187 0.909 0.125 5.50× 10−3 0.0368 -0.0646 0.0341
TCAP* 5 -0.114 0.00707 -0.0365 0.266 0.244 6.90× 10−3 0.0429 -0.0178 0.779
TOM1L2 2 -0.0886 0.0157 -0.0292 0.222 0.170 8.16× 10−3 0.0473 -0.0771 0.0849
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5.1.4 Validation and replication

Due to the highly specific cohort, replication of the exact analyses in an independent
dataset was not feasible. We still proceeded to validate or replicate as many parts of
the analysis as possible.

5.1.4.1 Disease links in literature

A key property of AF core genes is the direct link to disease. As mutations affecting
the function of core genes might have severe consequences, core genes are likely to be
causal for rare, Mendelian disorders.

In this context, NKX2-5, MYL4 and ETFB mutations are known to be causal for AF or
other arrhythmias [Jhaveri et al., 2018, Huang et al., 2013, Orr et al., 2016, Florian and
Yilmaz, 2019] whereas TNNT2, TNNC1 and TCAP mutations are the genetic reason for
different cardiomyopathies [Hershberger et al., 2009, Parvatiyar et al., 2012, Hayashi
et al., 2004] (see Table 5.11).

Table 5.11: Disease annotations for putative core genes and functional targets in literature.
Findings relating putative core genes and functional targets to cardiovascular phenotypes.
AF, atrial fibrillation; DCM, Dilated cardiomyopathy; HCM, Hypertrophic cardiomyopathy;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend adapted from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Gene Finding Clinical phenotypes First Author
TNNT2*,++ TNNT2 mutations DCM Hershberger et al. [2009]

Lower TNNT2 protein expression (human atrial tissue) AF Doll et al. [2017]
NKX2-5** NKX2-5 mutations including loss of function mutation Arrhythmia, AF Jhaveri et al. [2018], Huang et al. [2013]
NDUFA9++ Impaired complex I function (human atrial tissue) AF, diabetes Kanaan et al. [2019]
NDUFB3+ NDUFB3 deficiency Cardiomyopathy El-Hattab and Scaglia [2016]
MYL4**,++ Mutation in MYL4 Familial AF Orr et al. [2016]

Lower MYL4 protein expression (human atrial tissue) AF Doll et al. [2017]
CKM++ Lower CKM protein expression (human atrial tissue) AF Tu et al. [2014], Doll et al. [2017]

Lower CKM protein expression (human myocardial tissue) HCM Coats et al. [2018]
(Coats Suppl. Table 3)

PGAM2++ Lower PGAM2 protein expression (human atrial tissue) AF Tu et al. [2014]
Lower PGAM2 protein expression (human myocardial tissue) HCM Coats et al. [2018]

(Coats Suppl. Table 3)
TNNC1* Mutation in TNNC1 Cardiomyopathy Parvatiyar et al. [2012]
ETFB**,++ Lower ETFB protein expression (human atrial tissue) AF Tu et al. [2014]

ETFB mutation Arrhythmias, HCM, Florian and Yilmaz [2019]
DCM, conduction defects

ALDOA++ Lower ALDOA protein expression (human atrial tissue) AF Tu et al. [2014]
Lower ALDOA protein expression (human myocardial tissue) HCM Coats et al. [2018]

(Coats Suppl. Table 3)
TCAP* TCAP gene mutations HCM, DCM Hayashi et al. [2004]
TOM1L2 Differentially expressed AF together with Dalal et al. [2015]

neurocognitive decline

Additionally, many of our putative core genes were differentially expressed or had
impaired function on protein level in human atrial or myocardial tissue for AF or
other arrhythmias (TNNT2, NDUFA9, MYL4, CKM, PGAM2, ETFB, ALDOA and
TOM1L2) [Doll et al., 2017, Coats et al., 2018, Tu et al., 2014, Dalal et al., 2015] or for
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cardiomyopathies (NDUFB3) [El-Hattab and Scaglia, 2016].

A more detailed description of the literature annotations can be found in Table 5.11
and multiple genes as stated by Wang et al. [2020] were also either identified by their
integrative omics approach or mentioned in the OMIM database [Amberger et al., 2015].

5.1.4.2 AF association

One of the most important characteristics of our putative core genes is the disease
association. By better understanding the function of specific genes and their link to AF,
we can learn more about complex molecular causes.

Table 5.12: Putative core genes and functional targets with disease association.
Proteomics differential abundance results in human atrial appendage tissue for prevalent AF. Two-sided
t-tests were calculated as part of a multiple linear regression model including the AF-related covariates
sex, age, BMI, diabetes, systolic blood pressure, hypertension medication, myocardial infarction, and
smoking status (see methods differential protein analysis, N = 78, df = 66). The Benjamini-Hochberg
procedure was used to asses FDR and account for multiple comparisons.
AF, atrial fibrillation; BMI, body mass index; QTL, quantitative trait loci; FDR, false discovery rate;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend taken from Assum et al. [2022a] https://doi.org/10.1038/s41467-022-27953-1.

Protein AF association
Gene Chr Type β T value P value FDR
TNNT2*,++ chr1 trans eQTL -0.0609 -1.61 0.113 1.00
NKX2-5** chr5 trans eQTL
CYB5R3 chr22 trans pQTL -0.0212 -0.662 0.511 1.00
NDUFB3+ chr2 trans pQTL -0.0631 -1.35 0.182 1.00
HIBADH chr7 trans pQTL -0.0454 -1.24 0.218 1.00
NDUFA9++ chr12 trans pQTL -0.0533 -1.20 0.235 1.00
DLAT chr11 trans pQTL -0.0231 -0.579 0.564 1.00
PPIF chr10 NKX2-5 target -0.0342 -1.13 0.261 1.00
MYL4**,++ chr17 NKX2-5 target -0.0270 -0.664 0.509 1.00
CKM++ chr19 NKX2-5 target -0.0875 -2.78 0.00705 0.120
MYL7 chr7 NKX2-5 target -0.0421 -1.04 0.304 1.00
PGAM2++ chr7 NKX2-5 target -0.175 -3.70 0.000452 0.00813
TNNC1* chr3 NKX2-5 target -0.0557 -1.71 0.0929 1.00
CYC1 chr8 NKX2-5 target -0.0946 -2.14 0.036 0.545
ETFB**,++ chr19 NKX2-5 target -0.0553 -1.65 0.105 1.00
PRDX5 chr11 NKX2-5 target -0.0524 -1.79 0.0789 1.00
AK1 chr9 NKX2-5 target -0.0669 -2.17 0.0341 0.545
ALDOA++ chr16 NKX2-5 target -0.0646 -2.17 0.0341 0.545
TCAP* chr17 NKX2-5 target -0.0178 -0.282 0.779 1.00
TOM1L2 chr17 NKX2-5 target -0.0771 -1.75 0.0849 1.00

Our trans analyses expanded on the TF NKX2-5, whose function in the context of
cardiac development [Anderson et al., 2018], congenital heart disease [Akazawa and
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Komuro, 2005] and of course AF [Huang et al., 2013, Jhaveri et al., 2018, Benaglio et al.,
2019] has been extensively investigated.
Additionally, most of the proteins were known to affect key mechanisms relevant for
AF, such as MYL4, MYL7, TNNC1 and TCAP for contractile function and PPIF, CKM,
AK1, PGAM2, CYC1, ETFB and ALDOA for metabolism.
We further analyzed the association of prevalent AF for all putative core genes while
adjusting for common non-genetic risk factors of AF (Table 5.12). With CKM, PGAM2,
CYC1, AK1 and ALDOA, five out of 13 NKX2-5 targets were significantly associated
(nominal P value < 0.05).

We further reanalyzed existing transcriptomics and proteomics datasets in order to
assess the AF disease association as well as the co-regulation of NKX2-5 targets by the
TF.

5.1.4.3 GSE128188

Table 5.13: Putative core genes and functional targets differential expression in the GSE128188 dataset.
RNA-seq differential expression results for AF in right and left atrial appendage tissue. Statistics were
calculated using edgeR’s exact test and were reported from the original authors of the study. FDRcore
denotes Benjamini-Hochberg false discovery rate applied only on the 20 putative core genes listed below.
AF, atrial fibrillation; logFC, logarithm of the fold change; QTL, quantitative trait loci; FDR, false discovery
rate;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

mRNA AF association mRNA AF association
(right atrial appendage) (left atrial appendage)

Gene Type logFC P value FDR FDRcore logFC P value FDR FDRcore

TNNT2*,++ Trans eQTL -0.117 0.382 1.00 0.616 -0.191 0.152 0.983 0.522
NKX2-5** Trans eQTL -0.121 0.431 1.00 0.616 -0.104 0.498 1.00 0.712
CYB5R3 Trans pQTL -0.00112 0.993 1.00 0.993 0.0529 0.672 1.00 0.829
NDUFB3+ Trans pQTL -0.293 0.0443 0.554 0.272 -0.113 0.439 1.00 0.701
HIBADH Trans pQTL -0.236 0.0817 0.686 0.272 -0.147 0.277 1.00 0.522
NDUFA9++ Trans pQTL -0.138 0.285 0.971 0.571 -0.0964 0.456 1.00 0.701
DLAT Trans pQTL -0.0498 0.735 1.00 0.817 -0.0373 0.800 1.00 0.889
PPIF NKX2-5 target -0.0746 0.615 1.00 0.724 0.0145 0.922 1.00 0.922
MYL4**,++ NKX2-5 target -0.549 0.000681 0.0546 0.0136 -0.412 0.0107 0.338 0.214
CKM++ NKX2-5 target -0.208 0.239 0.941 0.571 -0.194 0.271 1.00 0.522
MYL7 NKX2-5 target -0.352 0.0731 0.658 0.272 -0.271 0.167 1.00 0.522
PGAM2++ NKX2-5 target -0.521 0.00292 0.129 0.0292 -0.367 0.0359 0.596 0.359
TNNC1* NKX2-5 target -0.0311 0.833 1.00 0.877 0.167 0.259 1.00 0.522
CYC1 NKX2-5 target -0.237 0.11 0.77 0.315 -0.158 0.287 1.00 0.522
ETFB**,++ NKX2-5 target -0.0999 0.460 1.00 0.616 -0.0513 0.704 1.00 0.829
PRDX5 NKX2-5 target -0.226 0.074 0.660 0.272 -0.230 0.0688 0.764 0.459
AK1 NKX2-5 target -0.136 0.357 0.998 0.616 -0.180 0.225 1.00 0.522
ALDOA++ NKX2-5 target -0.0992 0.492 1.00 0.616 -0.0568 0.694 1.00 0.829
TCAP* NKX2-5 target -0.164 0.277 0.967 0.571 -0.170 0.259 1.00 0.522
TOM1L2 NKX2-5 target -0.098 0.493 1.00 0.616 0.0205 0.886 1.00 0.922
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Thomas et al. [2019] evaluated RNA-seq data6 from human right and left atrial tissue
for AF cases and controls. We were able to replicate the down regulation of the 13
NKX2-5 targets in patients with AF compared to controls in sinus rythm in both right
and left atrial samples (Figure 5.14 and Table 5.13).
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Figure 5.14: AF association of NKX2-5 and its functional targets in the GSE128188 dataset.
Log-transformed TMM-based RPKM RNA-seq expression counts for AF cases and controls in sinus rythm
in right (a) and left (b) atrial tissue.
AF, atrial fibrillation; TMM, trimmed mean of M-values; RPKM, reads per kilobase of transcript per
million mapped reads; SR, sinus rythm;

6https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE128188
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Figure 5.15: Replication of the core gene candidate AF association and NKX2-5 target coexpression in
independent datasets.
Published proteomics data (PXD006675) as well as RNA-seq data (GSE128188, GTEx) generated from
human atrial tissue samples were used for replication.
a: Centered and scaled values of the mean mRNA or protein expression in AF controls and cases, with
stronger effects on protein level. GSEA P values quantify the negative association of NKX2-5 targets with
respect to AF. Sample sizes per column: 69 controls, 14 prevalent AF cases, 69 controls, 14 prevalent
AF cases (AFHRI, all right atrial appendage); five controls, five AF cases (GSE128188, both right atrial
appendage); five controls, five AF cases (GSE128188, both left atrial appendage); three controls, three AF
cases (PXD006675, both left atrium). A quantitative description of the qualitative results presented in the
heatmap can be found in Table 5.12-5.14.
b: Coexpression of NKX2-5 with the 13 identified NKX2-5 transcription factor targets (Pearson’s correla-
tion). Quantified is the correlation between NKX2-5 and its targets on mRNA level for mRNA datasets
and the correlation between the NKX2-5 transcript expression with the target protein concentrations for
the AFHRI proteomics (NKX2-5 not quantified in proteomics). Sample sizes used for the computation
of correlations: 102 AFHRI mRNA, 96 AFHRI protein, 372 GTEx, ten GSE128188 right as well as ten left
atrial appendage samples.
AF, atrial fibrillation; Ctrl, control i.e. individuals in sinus rhythm; GSEA, gene set enrichment analysis
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias.
Figure and legend adapted from Assum et al. [2022a] https://www.nature.com/articles/
s41467-022-27953-1/figures/6, licensed under CC BY 4.0 https://creativecommons.org/licenses/
by/4.0/.

Similarly, we were also able to observe the collective negative disease association for
the GSEA analysis (right atrium: P = 0.00593 and left atrium: P = 0.0248).
The differential expression results provided by the original authors are also listed in
Table 5.13 and relative gene expression abundance compared to several other datasets
is visualized in Figure 5.15a.

We were additionally interested in the co-expression of NKX2-5 and its identified
targets. In right atrial tissue, we observed an overall high correlation of more than 0.5
for nine out of the 13 targets, with the most correlated being the TOM1L2 gene with
ρ = 0.81 and the lower ones being PPIF (ρ = 0.16), PRDX5 (ρ = 0.26), CKM (ρ = 0.38)
and MYL4 (ρ = 0.46). Even stronger co-expression was found for the left atrial samples
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with the lowest being again PPIF and PRDX5 with a very strong correlation of ρ = 0.54
and CKM even going up to a ρ = 0.87. All results can be found in Figure 5.15b.

5.1.4.4 PXD006675

For the same purpose of replication, we investigated proteomics data7 from Doll et al.
[2017] which provided protein measurements of different anatomical regions of the
human heart and additionally compared left atrial protein in three AF cases as well as
in three controls.

Similar to our dataset, also in this case the NKX2-5 protein was not measured, but we
were able to assess the differential protein abundance for our putative core genes as
listed in Table 5.14 based on the findings of the original authors.

Table 5.14: Putative core genes and functional targets AF disease association for the proteomics dataset
PXD006675.
Proteomics differential abundance results in human left atrial appendage tissue for AF. Two-sided t-tests
were calculated and are reported from the original authors of the study.
AF, atrial fibrillation; QTL, quantitative trait loci; FDR, false discovery rate;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
Table and legend taken from the supplementary material Assum et al. [2022b] [Assum et al., 2022a]
https://doi.org/10.1038/s41467-022-27953-1.

Protein AF association
Gene Type Difference P value Significant FDR
TNNT2*,++ Trans eQTL -1.300 0.000973 yes 0.0185
NKX2-5** Trans eQTL
CYB5R3 Trans pQTL 0.260 0.113 0.195
NDUFB3+ Trans pQTL -0.195 0.611 0.726
HIBADH Trans pQTL -0.197 0.504 0.638
NDUFA9++ Trans pQTL -0.075 0.727 0.727
DLAT Trans pQTL -0.409 0.0284 0.0674
PPIF NKX2-5 target -0.124 0.711 0.727
MYL4**,++ NKX2-5 target -1.480 0.00594 yes 0.0376
CKM++ NKX2-5 target -0.955 0.00499 yes 0.0376
MYL7 NKX2-5 target -0.771 0.0188 0.0562
PGAM2++ NKX2-5 target -0.776 0.0207 0.0562
TNNC1* NKX2-5 target 0.293 0.692 0.727
CYC1 NKX2-5 target -0.723 0.0187 0.0562
ETFB**,++ NKX2-5 target 0.562 0.127 0.201
PRDX5 NKX2-5 target -0.647 0.0142 0.0562
AK1 NKX2-5 target -0.609 0.0561 0.107
ALDOA++ NKX2-5 target -0.644 0.0391 0.0825
TCAP* NKX2-5 target 0.531 0.360 0.489
TOM1L2 NKX2-5 target 0.288 0.183 0.268

TNNT2, MYL4 and CKM were differentially expressed after proteome-wide FDR

7https://www.ebi.ac.uk/pride/archive/projects/PXD006675
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5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

correction (FDR < 0.05). Moreover, nine out of 13 functional NKX2-5 targets were
negatively associated with AF as visualized in Figure 5.15a and we were also able to
replicate the collective down regulation in AF with a GSEA P value of P = 2.43×10−3.
As NKX2-5 was not measured, we were not able to assess co-expression with the TF
targets.

5.1.4.5 GTEx project

Finally, although the GTEx project [Gamazon et al., 2018] does not have any disease
phenotypes, it offers mRNA as well as protein measurements [Jiang et al., 2020] across
different tissues and our putative core genes showed high tissue-specific expression
(Figure 5.16).

Median mRNA expression of core gene candidates per tissue in GTEx (log(TPM), scaled per gene)
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Median protein expression of core gene candidates per tissue in GTEx (standard z−scores)
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Figure 5.16: Tissue specific mRNA and protein expression profiles of putative core genes in GTEx.
Median mRNA (a) and protein (b) expression of putative core genes across all GTEx tissue types.
GTEx, genotype tissue expression;
*Mutation known to affect cardiovascular phenotypes; **Mutation known to affect arrhythmias;
+Differential expression or functional impairment for cardiovascular phenotypes; ++Differential ex-
pression or functional impairment for arrhythmias;
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5.1 Omnigenic effects and trans-regulatory networks in atrial fibrillation

On mRNA level, transcript expression patterns of the heart tissues atrial appendage
and left ventricle were almost identical and both were similar to skeletal muscle
(Figure 5.16a) while those of whole blood and pancreas were most distinct. Rather low
expression was observed for the rest of the tissues, especially coronary, aorta and tibial
arteries.

The highest protein abundance of the core genes was observed in heart and muscle
tissues followed by brain cerebellum/cortex, liver, adrenal gland and stomach tissues
(Figure 5.16b). Other tissues showed mostly very low abundance of putative core genes.

The similarity of the heart and muscle tissues could be due to genes involved in shared
biological functions such as TNNC1 and TCAP for contractile processes. Likewise,
CKM is up-regulated on mRNA and protein level for the same tissues.

Finally, we were once again able to assess the co-expression of NKX2-5 and its targets
using the RNA-seq data. In this case, independent of any disease context, we still saw
a very strong correlation of all 13 functional targets with the NKX2-5 transcript ranging
from ρ = 0.43 to ρ = 0.70 as shown in Figure 5.15.
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5 Omnigenic effects and trans-regulatory networks in atrial fibrillation

5.2 Discussion

5.2.1 Summary

In this chapter, we established genome-wide polygenic risk scores as a proxy for
accumulated genetic risk for AF which strongly represents trans effects and introduced
the concept of core genes in the context of AF.

We carried out eQTS and pQTS analyses including a correction for cis effects in order
to evaluate genetic contributions to gene variability. The following GSEA did not only
recognize biological processes impacted by genetics, but also identified processes highly
relevant for AF. Based on the leading edge genes from the GSEA results, we were able to
prioritize a small subset of genes for trans QTL testing. By evaluating only independent
GWAS SNPs together with those few transcripts and proteins, we narrowed down
our search space such that trans analyses were feasible on our rather small clinical
cohort which led us to discover two trans eQTLs as well as five trans pQTLs. Trans QTL
genes were mostly involved in cardiac development, contractile function and energy
metabolism.

We further investigated the trans eQTL between the GWAS SNP rs9481842 with un-
known function and the TF NKX2-5 which is a key regulator of the heart development
and strongly associated with AF and other arrhythmias. By estimating TFA from
genome-wide transcriptomics data, we were able to show subtle but global expression
changes with respect to the GWAS SNP. Using Western Blot analysis, we created inde-
pendent protein measurements of NKX2-5 in remaining tissue samples and replicated
the trans eQTL on protein level. We further identified 13 most likely functional NKX2-5
targets whose protein expression showed a collectively strong association with AF. We
validated the disease link as well as the co-expression with NKX2-5 of those 13 targets
in two independent cohorts each.

In summary, we were able to identify 21 putative AF core genes consisting of two
trans eQTLs, five trans pQTLs and 13 NKX2-5 targets. We accumulated various sources
of replicating the disease link using molecular data and literature annotations. Finally,
our results can help to improve our understanding of the molecular disease pathology
underlying AF and can be used for hypothesis generation and target prioritization.
Additionally, our approach can also be used for other disease applications.

5.2.2 Targeted trans-QTL approach

Our PRS-based candidate selection approach leveraged specific characteristics of AF
core genes [Boyle et al., 2017]. Accumulated trans effects were represented by the
PRS and taken into account using the eQTS/pQTS analyses [Võsa et al., 2021], while
correcting for the most important, often stronger cis associations per gene. The central
role of genes at the core of complex biological networks was assured by the GSEA
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analysis and by taking only leading edge genes into account. By choosing the GO
biological processes gene set annotations instead of e.g. KEGG, we avoided introducing
bias towards known human disease pathways, as the focus of the gene ontology is more
to categorize groups of genes interacting in the same processes than deriving signature
pathways for specific diseases. Finally, testing only independent AF GWAS loci for
trans QTL associations with the selected candidates came with four desired properties:
First, considering only really independent loci drastically reduces the amount of variants
to test. Second, core genes are indeed expected to be enriched for trans QTLs. Third,
even though by rather small effect sizes, trans-associated variants of core genes should
also be enriched for GWAS hits. Finally, by choosing only AF-associated loci, we select
for trans QTLs with a specific disease link.

Due to the tissue-specific omics data, we were able to identify trans-genetically influ-
enced pathways which were highly specific for cardiac processes and comparable to
results obtained from Wang et al. [2020], who investigated AF-associated genes and
pathways from diverse sources of multi-omics data.
Enriched pathways on transcriptome level mostly identified processes involved in
cardiac muscle contraction, signal transduction and metabolism, with the last also
being relevant for the proteome enrichments. As to be expected, the same was true for
the predominant function of the two identified trans eQTLs and the five trans pQTLs,
which strongly associated with mitochondrial processes. All of these mechanisms have
been described to be relevant for molecular changes in AF in previous studies [Opacic
et al., 2016, Iwasaki et al., 2011, Ghezelbash et al., 2015].

5.2.3 Differences in transcriptomics and proteomics enrichment and
trans QTLs

Similarly to the previous chapter analyzing cis QTLs, also trans QTLs showed significant
differences on transcript and protein level as shown in Table 5.8. For trans eQTLs,
NKX2-5 was not originally measured but replicated on protein level in independent
measurements using Western blot analysis. For TNNT2, the corresponding protein
was associated with a P value of 0.16 showing at least a trend in the same direction of
effect. None of the putative core genes had a significant trans association when testing
a corresponding set of transcripts.
Additionally, we decided to consider different candidate genes on transcript and protein
level. As an alternative, we could have prioritized genes based exclusively on the eQTS
results, but then only 14 out of 23 genes tested for trans eQTLs would have been
available for trans pQTL analysis as they were also measured on protein level.

Also in literature, a detailed description of the overlap between trans eQTLs and pQTLs
is currently not available, especially not in heart tissue due to missing comparable
datasets. Other studies in plasma have focused on cis eQTL/pQTL analysis [Sun et al.,
2018] or considered both the overlap of cis and trans eQTLs/pQTLs but found no
overlap for trans QTLs [Yao et al., 2018]. Finally, Suhre et al. [2017] replicated plasma
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trans pQTLs in other proteomics datasets, but did not consider matched eQTL data.

Next to sample size restrictions influencing power, missing overlap could be due to
other genetic factors confounding the associations, general effects of post-transcriptional
regulation and also epigenetic or environmental influences.

5.2.4 NKX2-5 transcription factor network and transcription factor activity

The TF NKX2-5 plays a vital role in human heart development [Anderson et al., 2018]
and is specifically known for its relation with cardiac arrhythmias, such as susceptibility
to familial AF [Huang et al., 2013, Jhaveri et al., 2018]. While linking genetic variation
in NKX2-5 to AF, those studies are lacking relevant mechanistic insights. Previous
work describes altered cis-regulatory elements in NKX2-5 binding sites to overlap with
GWAS hit for AF [Benaglio et al., 2019], which we now extend to trans-regulatory
considerations of NKX2-5 to an AF-associated GWAS variant.

In order to investigate downstream effects of the NKX2-5 TF, we assessed genome-wide
consequences in the form of TFA as well as influences on specific target genes.
The TFA was inferred using promoter annotations [Frankish et al., 2019], epigenetic
information on atrial appendage specific chromatin states [Roadmap Epigenomics Con-
sortium et al., 2015], cardio myocyte specific HiC-promoter capture interactions [Mon-
tefiori et al., 2018], cardio myocyte specific NKX2-5 binding sites [Benaglio et al., 2019]
and genome-wide transcriptomics data from our AFHRI-B cohort. The strong changes
in TFA derived from functional NKX2-5 target gene expression and its strong correla-
tion with the NKX2-5 transcript strongly suggest significant effect of the TF on target
gene expression.
The TFA can be additionally viewed as an effective proxy for NKX2-5 protein expres-
sion, validated by the higher correlation of TFA with actual protein measurements
derived by Western blot compared to correlation between NKX2-5 transcript and pro-
tein expression. Still, the strong correlation between NKX2-5 mRNA and estimated TFA
confirmed consequences of genetic variation on NKX2-5 and its resulting consequences
on NKX2-5 targets.
Due to its more direct link, a stronger rs9481842-NKX2-5 trans eQTL as well as pQTL,
compared to the association of rs9481842 with the TFA, actually fit the assumed under-
lying causal mechanism.

The TFA was derived by a weighted sum of target gene expression assuming NKX2-5
to act as a transcriptional activator. Positive correlation between the NKX2-5 transcript
and the TFA as well as the NKX2-5 protein validated this hypothesis, which is also in
line with previous studies [Anderson et al., 2018, Benaglio et al., 2019], even though
NKX2-5 can potentially also act as a transcriptional repressor of ISL1 as reported by
Anderson et al. [2018] and Dorn et al. [2015].

Extending the general concept of TFA, we identified 13 specific NKX2-5 targets which
were most likely strongly influenced by NKX2-5 and therefore also by the AF GWAS
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SNP rs9481842. Indeed, most of the target genes are known to be involved in contractile
function and metabolism which are highly relevant for AF pathophysiology. As they
were derived exploiting regulatory links, public annotations and molecular data without
taking the clinical phenotype into account, the collective down-regulation of NKX2-5
target protein abundance with respect to AF serves as an independent validation of the
disease link.

5.2.5 Validation and replication

All analyses were performed on a to this day unique cohort integrating genotypes,
transcript and protein measurements in human atrial tissue in a case control cohort of
atrial fibrillation. Therefore, replication of all results in an independent cohort was not
possible. Instead, we validated and replicated different parts of our findings whenever
feasible.

Regulated pathways identified by our eQTS and pQTS gene set enrichment analyses
were very similar to results obtained by Wang et al. [2020].
All trans eQTL and most of the trans pQTL genes were already mentioned to be
either differentially expressed for or have mutations associated with arrhythmias or
cardiovascular disease [Hershberger et al., 2009, Doll et al., 2017, Jhaveri et al., 2018,
Huang et al., 2013, Kanaan et al., 2019, El-Hattab and Scaglia, 2016, Orr et al., 2016, Tu
et al., 2014, Coats et al., 2018, Parvatiyar et al., 2012, Florian and Yilmaz, 2019, Hayashi
et al., 2004, Dalal et al., 2015] as we described in detail in Table 5.11 and Table 5.13-5.14.
Specifically, we replicated the down-regulation of the 13 identified NKX2-5 targets in
an independent RNA-seq dataset of left and right atrial appendage samples GSE128188
[Thomas et al., 2019] and in a cohort with left atrial appendage protein measurements
PXD006675 [Doll et al., 2017] where AF case-control data was available.

Additionally, co-expression of NKX2-5 and its targets was replicated in GTEx atrial
appendage tissue and the GSE128188 dataset (Figure 5.15b).

5.2.6 Limitations

Similarly to the cis QTL analysis, the same challenges with respect to measurement
techniques, tissue heterogeneity and cell type composition apply.
Specifically, the missing coverage of transcription factors on protein level might lead to
a lack of discovering corresponding trans pQTLs, as was the case with NKX2-5 which
was additionally measured via Western blot analysis.
Additionally, the sample and effect size considerations are especially important in the
context of trans QTL analyses and strongly limit the power. Hence, it was only our
targeted trans QTL approach which made the analysis feasible with this small sample
size.

Focusing more deeply on the disease aspect, the relevance of right atrial appendage
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tissue has to be questioned, as AF is known to originate from the pulmonary vein
ostia. However, several studies have proved the relevance of atrial appendage tissue to
assess AF GWAS hits [Roselli et al., 2018] or derived disease-mechanisms and candidate
genes [Mayr et al., 2008, Martin et al., 2015]. Specifically keeping in mind that those
tissue samples are not post-mortem specimens with potentially impaired metabolism,
they serve as an accurate proxy for analyzing atrial impairment.

5.2.7 Conclusion

We derived a PRS-based candidate selection approach which uses gene set enrichment
analysis in order to prioritize genes for trans eQTL and pQTL testing. By integrating
multiple data sources and integrating them with molecular cohort data, we were able to
reduce the search space enough to make such kind of analyses feasible in comparably
small clinical cohorts. Of course, similar approaches can be generalized and applied to
other traits as well.

Most importantly, being the first study to investigate consequences of genetic variation
in human heart tissue on protein level, we provided new insights into trans regulation
of proteins in atrial tissue by detecting two trans eQTLs and five trans pQTLs.
We further proposed mechanistic insights on the link between the GWAS SNP rs9481842
and the TF NKX2-5 as well as evaluated the disease association of AF for 13 specific
NKX2-5 targets and replicated their connection to AF in two independent datasets.

In conclusion, we identified putative core genes of AF inspired by the omnigenic model.
We investigated AF specific genetic variation and its consequences on transcript and
protein levels to better understand molecular changes in AF. Our analyses suggest
strong candidates for future follow-up analyses including molecular characterizations
and experimental gene prioritization to enable clinical translation.
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6 Multi-omics gene set enrichment for
atrial fibrillation

Atrial fibrillation (AF) represents the most common atrial arrhythmia in the general
population [Benjamin et al., 2019]. However, the disease is highly complex and despite
similar cardiovascular risk factors, the underlying molecular pathology differs severely.
Possible mechanisms that are involved and may also contribute differently to different
AF subtypes range from ion channel modulation, inflammation, atrial fibrosis to cardiac
developmental pathways [Staerk et al., 2017].

Additionally, proteomics analyses in human atrial tissue identified de-regulated genes
involved in metabolism, specifically connected to mitochondria [Tu et al., 2014]. Since
especially the tissue-specific molecular mechanisms underlying AF remain difficult to
investigate, more research is needed to gain a better understanding and derive potential
therapeutic targets.
With atrial tissue transcript and protein measurements available in the AFHRI-B cohort,
we aim to better understand those mechanisms, which molecular phenotypes are
affected and if certain effects manifest on different omics layers. For details on the
cohort, the available molecular data, its preprocessing and the disease phenotypes,
please refer to section 2.1.

The work of this chapter is currently being prepared for publication: Ines Assum†, Julia
Krause†, Renate Schnabel, Tanja Zeller and Matthias Heinig. Multi-omics pathway
analysis in atrial fibrillation. (Manuscript in preparation).

6.1 Multi-omics differential expression analyses

We first evaluated transcriptomics and proteomics measurements for differential ex-
pression of prevalent and incident AF in right atrial appendage tissue samples from our
AFHRI-B cohort as visualized in Figure 6.1. Using Benjamini-Hochberg FDR correction
per omic and AF subtype, none of the genes were differentially expressed on either
mRNA or protein level at any common FDR significance level like 0.05, 0.1 or even 0.2
(Table 6.1 and Table 6.2).

Due to the very small effect sizes, even when applying less stringent significance cutoffs,
we could not identify a clear group of genes that could be followed up on. Alternatively,
pathway enrichment analysis can be more suitable to infer regulated biological processes
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while leveraging our multi-omics data. For this, different methods were available for
evaluation, including some unpublished extensions to existing methods that we will
introduce in the following sections.
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Figure 6.1: Transcriptomics and proteomics differential expression results.
Transcriptomics and proteomics differential expression results for prevalent and incident AF in the
AFHRI-B right atrial appendage tissues. Two-sided t-tests were applied as part of a multiple linear
regression model including covariates age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial
infarction, smoking status, RIN-score/protein concentration and fibroblast-score to correct for confounding
factors and multiple testing correction was carried out by inferring the false discovery rate based on
the Benjamini-Hochberg procedure. AF, atrial fibrillation; BMI, body mass index; sysBP, systolic blood
pressure; RIN, RNA integrity number;

Table 6.1: Transcriptomics AF differential expression results.
Transcriptomics differential expression results for prevalent and incident AF in the AFHRI-B right atrial
appendage tissues. Two-sided t-tests were applied as part of a multiple linear regression model including
covariates age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial infarction, smoking status,
RIN-score and fibroblast-score to correct for confounding factors and multiple testing correction was
carried out by inferring the false discovery rate based on the Benjamini-Hochberg procedure.
AF, atrial fibrillation; BMI, body mass index; sysBP, systolic blood pressure; RIN, RNA integrity number;
FDR, false discovery rate;

Transcript Prevalent AF association Transcript Incident AF association
β T value P value FDR β T value P value FDR

NBEAL2 0.235 4.31 5.26×10−5 0.534 TMEM116 0.226 4.30 5.02×10−5 0.997
KLF8 0.234 4.25 6.57×10−5 0.534 CAPN6 -0.528 -3.96 1.69×10−4 0.997
OR51M1 0.220 4.18 8.36×10−5 0.534 IL18R1 0.276 3.84 2.56×10−4 0.997
ST8SIA6-AS1 -0.233 -4.02 1.47×10−4 0.534 KCNJ1 0.125 3.81 2.85×10−4 0.997
UCMA -0.280 -3.99 1.60×10−4 0.534 LOC105374887 0.155 3.75 3.47×10−4 0.997
PIGS 0.162 3.94 1.87×10−4 0.534 HTR2A -0.374 -3.72 3.82×10−4 0.997
ZNF337 0.230 3.94 1.88×10−4 0.534 LOC105378431 0.179 3.70 4.06×10−4 0.997
GNAL -0.324 -3.92 2.01×10−4 0.534 LOC105370728 0.339 3.69 4.24×10−4 0.997
HTR1F -0.311 -3.91 2.08×10−4 0.534 CHST10 -0.152 -3.67 4.56×10−4 0.997
ETNPPL -0.460 -3.90 2.20×10−4 0.534 ZCCHC3 -0.148 -3.66 4.61×10−4 0.997
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Table 6.2: Proteomics AF differential abundance results.
Proteomics differential abundance results for prevalent and incident AF in the AFHRI-B right atrial
appendage tissues. Two-sided t-tests were applied as part of a multiple linear regression model including
covariates age, sex, BMI, diabetes, sysBP, hypertension medication, myocardial infarction, smoking status,
protein concentration and fibroblast-score to correct for confounding factors and multiple testing correction
was carried out by inferring the false discovery rate based on the Benjamini-Hochberg procedure.
AF, atrial fibrillation; BMI, body mass index; sysBP, systolic blood pressure; FDR, false discovery rate;

Protein Prevalent AF association Protein Incident AF association
β T value P value FDR β T value P value FDR

PRDX1 -0.105 -3.80 3.21×10−4 0.248 HEBP1 -0.0733 -2.92 4.74×10−3 0.995
PGAM2 -0.175 -3.70 4.52×10−4 0.248 GAA -0.125 -2.88 5.25×10−3 0.995
GGT5 0.177 3.60 6.12×10−4 0.248 GAPDH 0.0366 2.49 1.51×10−2 0.995
LBP 0.275 3.56 7.11×10−4 0.248 PSMA1 0.0418 2.43 1.75×10−2 0.995
ISOC1 -0.117 -3.44 1.02×10−3 0.248 FBLN1 -0.108 -2.37 2.06×10−2 0.995
EMILIN1 0.161 3.34 1.38×10−3 0.248 OSBPL7 -0.204 -2.35 2.15×10−2 0.995
MYBPHL -0.242 -3.31 1.52×10−3 0.248 KRT19 -0.188 -2.33 2.27×10−2 0.995
VCAN 0.161 3.30 1.60×10−3 0.248 CYB5R1 0.0710 2.22 3.00×10−2 0.995
PRDX6 -0.0797 -3.29 1.64×10−3 0.248 SELENBP1 -0.0796 -2.19 3.20×10−2 0.995
ENTPD5 0.332 3.28 1.69×10−3 0.248 KRT8 -0.165 -2.19 3.22×10−2 0.995

6.2 Multi-omics pathways enrichment analysis

Differential expression analysis has become one of the most commonly used tools to
interpret changes in molecular data. However, if very few or too many genes reach
significance, interpretation of the results becomes extremely challenging. Instead of
looking at each single gene individually, we are interested in a more general up- or
down-regulation of multiple interacting genes, that e.g. are influencing the same
molecular mechanism. In this case, smaller but consistent regulation of multiple genes
often gives a better understanding of possible underlying biological mechanisms.

6.2.1 Inferring regulated biological pathways from differential expression
results

Prior knowledge has been accumulated in numerous databases with pathway anno-
tations such as Gene Ontology [Carbon et al., 2019, Ashburner et al., 2000], KEGG,
STRING [Szklarczyk et al., 2021] and can be used for overrepresentation analysis (ORA)
to infer regulated processes.

Several challenges have been addressed by different methods. With their GSEA ap-
proach, Subramanian et al. [2005] quantified the enrichment of specific gene set at the
top or bottom of a ranked list. By taking into account the ranking instead of dividing
genes into significant and non-significant genes, they circumvented the problem of
picking arbitrary significance thresholds.
Bayesian models, such as MGSA proposed by Bauer et al. [2010] and MONA by Sass
et al. [2013], greatly improved on better estimating the importance of hierarchical or
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strongly overlapping gene sets. Notably, MONA was the first approach integrating
multiple omics.

As we introduced in the previous chapters [Assum et al., 2022a], regulatory mecha-
nisms can take effect at different steps of gene expression or even be influenced by
environmental factors. Furthermore, the observation of specific types of regulation may
be hindered by technical restrictions of specific measurement techniques, creating the
strong need for multi-omics pathway considerations

However, while the Bayesian models outperform GSEA in general, the impact of
choosing different significance cutoffs is unclear, also contrary to GSEA, both Bayesian
approaches do not include the direction of effect. Also, little is known about how
different coverages, or missing values in general, change the performance of different
methods. Furthermore, individual model performance may strongly depend on types
of regulation in the multi-omic data and currently, no specific recommendations for the
use of different approaches exist.

To evaluate those questions and make specific recommendations, we propose a multi-
omics simulation study focused on integrating transcript and protein measurements
to compare the different methods across different simulation scenarios, significance
cutoffs, protein coverages and correlation between omics.

First of all, we introduce different extensions to the existing MONA models to achieve
best performance in recovering regulated processes in multi-omics data.

6.2.2 Extensions of the existing MONA models

The unique strength of MONA is the direct integration of multiple omics layers, which
we described in the methods section 3.3.4. However, with the original design taking
only P value cutoffs to evaluate the active/not-active observation of a gene, direction of
effect was lost. This is a major restriction, as we will show later on.
Moreover, the original implementation was restricted to two modalities with the
additional constraint that only nodes that were available for the first omic layer could
also be evaluated for the second, but not vice versa.

6.2.2.1 Adding direction of effect to the pathway enrichment for MONA

Any kind of gene set annotation can be realized by the Bayesian network by manipula-
tion the edges between the term and the hidden layer. In this case, instead of having
one term per pathway which is connected to one representation of a gene, we can split
each term Tj, j = 1, . . . , n into an up-regulated T+

i and down-regulated T−i version.
Accordingly, we also need two hidden nodes H+

i and H−i for each original node Hi,
i = 1, . . . , m, requiring also up-regulated and down-regulated observations OmRNA,+

i
and HmRNA,−

i for the first, as well as Oprot,+
i and Hprot,−

i for the second omic layer as
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visualized in Figure 6.2. All observations of one omic layer, both up-regulated and
down-regulated still share the same error rates α and β.

Instead of just taking into account if a regulation was observed or not for the original
cooperative model, we now supply additional information about the direction of effect.
As an example of t-test results with a significance threshold of 0.05, this would read
then:

OmRNA,+
i =

{
1 if P < 0.05∧ T > 0 for mRNAi

0 otherwise
(6.1)

OmRNA,−
i =

{
1 if P < 0.05∧ T < 0 for mRNAi

0 otherwise
(6.2)

Oprot,+
i =

{
1 if P < 0.05∧ T > 0 for proteini

0 otherwise
(6.3)

Oprot,−
i =

{
1 if P < 0.05∧ T < 0 for proteini

0 otherwise
(6.4)
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Figure 6.2: MONA cooperative model direction of effect extension.
By doubling all term, hidden and observation nodes into an up-regulated and a down-regulated node, we
can include the direction of effect information from the differential analysis into the observation layer of
the Bayesian network. Therefore, separate posteriors for up- and down-regulation of the different terms
can be estimated. Error rates α and β are shared across up- and down-regulated observation nodes.
MONA, multi-level ontology analysis; α, false positive rate, β, false negative rate;
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6.2.2.2 Extending the cooperative MONA model to a more flexible, three omics
version

The original cooperative model implementation only allowed for hidden nodes of the
second omic layer to be evaluated, if their corresponding node in the first omic layer was
observed. By extending the hidden and observation layer, the model can be extended
to three molecular modalities. Additionally, we added missingness information for the
first omic layer. That way, also omics that don’t map to common hidden gene nodes,
such as metabolites can be analyzed together with e.g. transcript and protein data as
visualized in Figure 6.3.
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Figure 6.3: MONA cooperative model extension to three omics modalities.
The cooperative MONA model was extended to include three modalities. An addition of missingness
information in all considered omic levels also allows the integration of different omics with identifiers that
do not map to the same hidden nodes, such as genes and metabolites.
MONA, multi-level ontology analysis; α, false positive rate, β, false negative rate;
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6.3 Multi-omics simulation study

With our extensions of the MONA models that can now take direction of effect into
account, we have addressed a major drawback of this method compared to GSEA.
While the cooperative MONA methods shows a clear benefit of analyzing multiple
omics at the same time, little is known about the comparable performance of ad-hoc
integration of single-omic methods on pathway level.
Furthermore, the effects of coverage or the choice of a significance threshold for MGSA
and MONA have not been considered in detail. Similarly, different characteristics
of pathway activations might strongly influence the performance of the various ap-
proaches.

In order to give sound recommendations on which method performs best under differ-
ent assumptions, we performed a simulation study that evaluated and compared all
models on the same simulated data. Next to different underlying pathway activations,
we included simulation scenarios incorporating predefined false positive and false
negative error rates.
Based on the idea of power analysis, we simulated summary statistics that can be used
to represent correlated multi-omics differential expression results with predefined error
rates. The false positive rate α should represent the false positive hits in the analysis, as
well as the false negative rate β should represent the false negative, i.e. not discovered,
hits.

6.3.1 Sampling procedure

Key assumption of our simulation study was to take KEGG gene set annotations
as a ground truth of how genes are interacting with respect to important biological
processes. Based on those annotations, we can simulate data to represent summary
statistics from a differential expression analysis. By analyzing those data, we can
evaluate the performance of different pathway enrichment methods. The complete
procedure is visualized in Figure 6.4.
In this context, we also often refer to gene sets as pathways. While this is technically
not correct, we do use the gene sets as a proxy for real world pathways representing
e.g. disease-specific processes or signaling pathways.

Starting with a subset of regulated pathways, we can simulate all genes not involved in
any of those pathways with Z scores of a background distribution of non-significant
hits. Gene from regulated pathways can then be sampled from a shifted distribution.

The top right of Figure 6.4 further shows the exact derivation of Z score rankings.
Here, we chose the background distribution Qbg being normally distributed with mean
0, i.e. Qbg ∼ N (0, σ2

bg). If the signal distribution is also a normal distribution with
variance σ2

sig, then we can shift the signal distribution by a mean µsig to satisfy the error
rates α and β. In our case, we want to simulate the two sided background distribution,
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Figure 6.4: Graphical abstract of the simulation study including sampling procedure.
Summary statistics for unregulated and regulated genes are modeled as overlapping normal distributions
characterized by parameters dependent on pre-defined error rates.
Based on a ground truth of active gene sets with specific signs, Z scores representing statistical testing
from the background or signal distribution are assigned to every gene.
These simulated summary statistic allow the evaluation of different models by either taking Z score
cutoffs including the sign or the absolute Z scores to mimic P values. MONA 1D denotes the single-omic,
MONA2D the multi-omics cooperative model implementation of MONA. MGSA +/-, MONA 1D +/- and
MONA 2D +/- indicate the extensions which take into account direction of effect.
GS, gene set; BG, background; TP, true positives; FP, false positives; FN, false negatives; TN, true negatives.
MONA, multi-level ontology analysis; MGSA, model-based gene set analysis; GSEA, gene set enrichment
analysis;

match it with only a positive signal distribution and assign the sign of the signal
distribution later. Therefore, for µsig, we need to take into account that all but half of
the α tail of the background distribution needs to overlap with the β tail of the signal
distribution.
Hence, we choose µsig based on the cutoff γα based on the quantiles of the normal
distribution and the corresponding β error rate, i.e.

γα = −q(
α

2
, µ = 0, σ2 = σ2

bg) (6.5)

µsig = γα − q(β, µ = 0, σ2 = σ2
sig). (6.6)

Furthermore, if we consider two correlated omics T and P with an overall correlation
of ρ, we can simulate the summary statistics of both omics together based on the sum
of multiple bivariate normal distributions. For each gene, we consider if it belongs to
the background or signal distribution, while allowing genes to be active in both or only
single omics, i.e.
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Q(T, P) = Qbg(T, P) + QTsigPbg(T, P) + QTbgPsig(T, P) + QTsigPsig(T, P) (6.7)

Qbg(T, P) = N
((

0
0

)
,

(
σ2

bg ρ · σ2
bg

ρσ2
bg σ2

bg

))
(6.8)

QTsigPbg(T, P) = N
((

µsig
0

)
,

(
σ2

sig ρ · σsig · σbg

ρ · σbg · σsig σ2
bg

))
(6.9)

QTbgPsig(T, P) = N
((

0
µsig

)
,

(
σ2

bg ρ · σbg · σsig

ρ · σsig · σbg σ2
sig

))
(6.10)

QTsigPsig(T, P) = N
((

µsig
µsig

)
,

(
σ2

sig ρ · σ2
sig

ρ · σ2
sig σ2

sig

))
. (6.11)

By additionally adjusting the choice of the variance for the background and signal
distribution, we can ensure proper sampling for a diverse combination of error rates.

6.3.1.1 Implementation of the summary statistics simulation

Based on the theoretical distributions shown in equations 6.7-6.11, we can now simulate
summary statistics while always checking how much the actual sampled representations
match the original, predefined error rates.

For each scenario we use the following procedure:

1. Ground truth:
For each replicate, we define the truly regulated pathways incl. the sign of
regulation per omic based on the current simulation scenario. Accordingly, active
genes inherit the sign of regulation based on the sign of the corresponding
pathway(s).

2. Simulate summary statistics:
The background multi-omics summary statistics are sampled according to Qbg ∼
N (0, σ2

bg) with specific protein coverage and correlation parameter ρ and then
the scores of regulated genes are overwritten based on equations 6.9, 6.10 and
6.11.
Summary statistics for the different combinations of pre-defined error rates for
one replicate are all sampled according to the same ground truth.

3. Diagnostics:
Due to the sampling, small deviations between the preset and actual error set
can occur. In case of larger discrepancies, sampling is repeated and detailed
diagnostics are recorded for all datasets.
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6.3.2 Simulation scenarios

At the core of our simulation study, we were interested in evaluating different type
of simulation scenarios. We always include scenarios, which are as close to reality
as possible to make decisions on how to treat existing data. Additionally, further
simulations also allow us to investigate the influence of different factors and the
corresponding impact on the results.

In summary, we simulated data for different main factors, including:

• Regulated pathways:
Pathways can be either regulated on both omics (shared effects) or different
omics can also have different pathways that are regulated. Here, we evaluated
an independent scenario, where three pathways were regulated in each omic
independently and a shared scenario, with six pathways regulated each in both
omics.

• Coverage (of e.g. proteomics):
Usually, one omics is more challenging to measure. However, lack of identification
of effects might be to the restriction in observation and might majorly influence
the need and gain of multi-omics integration. We therefore evaluate simulation
settings based on actual measured proteins, 30 % of genes measured on proteomics
level and also if all genes are available on transcript and protein level.

• Correlation (between omics):
Our simulation procedure includes a parameter for the strength of correlation
between the different omics. In this case, we simulate different datasets for weak
(ρ = 0.2) correlation between omics as well as a correlation of ρ = 0.3 and high
correlation of ρ = 0.8.

An example what the simulated Z scores for both omics look like is shown in Figure 6.5.

6.3.3 Evaluated methods and performance measurements

This simulation study focused on methods applied to summary statistics to evaluate the
enrichment or overrepresentation of differentially expressed genes in specific categories
of gene sets. While the MONA cooperative model is able to directly integrate multiple
omics, GSEA, MGSA and the single-omic MONA results need to be integrated on gene
set level after running it on each omic layer separately. We propose two versions of
ad-hoc integration, considering additive effects, i.e. checking for gene sets found active
in either omic (OR combination) as well as overlapping effects, i.e. counting only gene
sets found active in both omics (AND combination).
Additionally, we point out, that for GSEA we use the running-sum approach to derive
the enrichment score, which is then evaluated based on a weighted Kolmogorov-
Smirnov-like statistic. Empirical P values were derived by permuting gene lists as
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Figure 6.5: Example of the simulated Z score summary statistics.
Simulation of correlated transcript and protein test statistics based on the combination of four bivariate
normal distributions describing genes that are inactive in both omics, active only in transcriptomics, active
only in proteomics or active in both omics.
FPR, false positive rate; FNR, false negative rate;

implemented in the fgsea package1 [Korotkevich et al., 2019] rather than permuting
class labels of the individual level expression data which was the focus of the original
publication [Subramanian et al., 2005].

For GSEA results, significant gene sets were defined based on a FDR-corrected (Benjamini-
Hochberg procedure) P value with a significance cutoff of either 0.05 or 0.01. MGSA
and the different MONA models estimate posterior probabilities for a gene set to be
active. Posterior cutoffs of 0.5 and 0.6 were used to determine active gene sets. All the
evaluated methods and their characteristics are also summarized in Table 6.3.

To evaluate the performance of the different methods, we focused on the capabilities
to recover the gene sets that were simulated to be active. We therefore used classical
metrics for classification methods such as accuracy, the F-score, sensitivity/recall,
specificity, precision and false positive/negative as well as the false discovery rate.

Since we evaluated many different simulation scenarios using different parameter
settings, different combinations of preset error rates and many replicates, we considered
average rates calculated across all replicates for each simulation scenario.
Additionally, we considered the fraction of replicates, where the exact simulated ground
truth was recovered.

1https://bioconductor.org/packages/release/bioc/html/fgsea.html
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Table 6.3: Overview of the different methods evaluated.
GSEA, gene set enrichment analysis, MGSA, model-based gene set analysis, MONA, multi-level ontology
analysis.

Method Data Omics Integration Input Direction
(type of ranking) level (data type) of effect

GSEA P values Single-omic
Gene sets

(OR / AND)
Continuous No

Signed GSEA
Signed P value
or test statistic

Single-omic
Gene sets

(OR / AND)
Continuous Yes

MGSA P values Single-omic
Gene sets

(OR / AND)
Binary No

Signed MGSA
Signed P value
or test statistic

Single-omic
Gene sets

(OR / AND)
Binary Yes

Single MONA P values Single-omic
Gene sets

(OR / AND)
Binary No

Single MONA signed
Signed P value
or test statistic

Single-omic
Gene sets

(OR / AND)
Binary Yes

MONA P values Multi-omics Genes Binary No

Signed MONA
Signed P value
or test statistic

Multi-omics Genes Binary Yes

6.3.4 Benchmarking results

To evaluate the performance of the different methods, we first compared the results for
each individual method across the different simulation scenarios. Next, we assessed
differences and similarities between the different methods to conclude the best approach
in a specific context.
Results in this main text have been restricted to the most important comparisons. More
detailed visualizations are provided in the Appendix A.

6.3.4.1 GSEA performance

GSEA applied to P value rankings We first evaluated GSEA performance when
applied to rankings without direction of effect in a scenario where all gene sets were
active in both omics (Supplementary Figure A.1A). Overall accuracy was higher for the
combination using overlapping effects, i.e. the AND integration as shown in Supple-
mentary Figure A.1Aa and A.1Ae. Both evaluation approaches have in general a very
high sensitivity in picking up activated pathways until very high false positive rates
(Supplementary Figure A.1Ab and A.1Af) in the simulated scenarios, at the same time,
as previously discussed [Subramanian et al., 2005, Bauer et al., 2010], GSEA struggles
with many false positive findings. Interestingly, this improves with higher preset false
positive and false negative error rates in the simulation scenarios (Supplementary
Figure A.1Ac). Compared to looking for additive effects using the OR combination
of single-omic results, evaluating overlapping active pathways with the AND com-
bination reduces the number of false positives (Supplementary Figure A.1Ag). Less
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false positives outweigh the small disadvantage in sensitivity of the OR combination
compared to the AND combination, however, when considering exact matches, GSEA
is almost never able to recover the simulated ground truth as representatively shown
for a coverage of 30 % and a correlation of 0.3 in Figure 6.6Aa.

Overall, the GSEA sensitivity is more attenuated by high false positive rates of the
simulation setting than by high false negative rates.

Similar results were found for different pathway active in different omics as shown
in Supplementary Figure A.1B. Due to the different activations in the different omics,
sensitivity is much lower when evaluating the AND combination counting only overlap-
ping pathways found in both omics (Supplementary Figure A.1Bb and A.1Bf). On the
other hand, specificity is greatly increased as visualized in Supplementary Figure A.1Bg
compared to Supplementary Figure A.1Bc.

When comparing the shared and independent effects in different omics scenarios,
accuracy is improved for the independent effects by gaining power in specificity at the
cost of much lower ability to identify actual activated pathways.

GSEA applied to rankings including direction of effect Instead of classical P value
rankings, GSEA can also be applied to rankings based on either signed P values or any
other suitable test statistic with direction of effect. While this improves the already high
sensitivity for simulation scenarios with high preset false positive and false negative
error rates (Supplementary Figure A.2Ab, A.2Af and A.2Bb), performance using the
AND combination approach remains unchanged with comparable low sensitivity for
the scenarios with independent pathways activated in different omics (Supplementary
Figure A.2Bf).

Conversely, specificity remains unchanged (Supplementary Figure A.2Bg) and is slightly
decreased in all but the aforementioned scenario (Supplementary Figure A.2Ac, A.2Ag
and A.2Bc), which in summary leads to a very slight decrease in accuracy (Supplemen-
tary Figure A.2Aa, A.2Ae and A.2Be).

Dependence on GSEA enrichment score FDR cutoff Finally, we also evaluated the
dependence of GSEA performance on different FDR cutoffs (Figure 6.6). In general,
more stringent cutoffs showed slightly better results. For active gene sets shared across
omics selecting only the top six gene sets improved performance, especially when using
the information of direction of effects (Figure 6.6Ac). For independent gene sets active
across omics, GSEA performance was overall very poor but best including direction of
effect and combining information across omics by adding up effects (OR combination)
at a FDR < 0.01.
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Figure 6.6: Summary of GSEA performance dependence on significance cutoffs.
To simplify visualizations, a subset of scenarios showing only data for a coverage of 30 % and a correlation
of 0.3 between transcripts and proteins was chosen. We evaluated the percentage of cases, where the exact
ground truth was recovered when evaluating enrichment results using a FDR < 0.05, FDR < 0.01 and the
top six ranked gene sets.
Contrary to all other visualizations, the color code was restricted to a range of 0 % to 10 % instead 0 % to
100 % for better visibility.
GSEA, gene set enrichment analysis; FDR, false discovery rate;

6.3.4.2 MGSA performance

MGSA applied to absolute Z scores We first evaluated MGSA performance when
applied to simulated rankings without direction of effect in a scenario where all gene
sets were active in both omics (Supplementary Figure A.3A). Overall accuracy was
close to one with the exception of very high false positive rates α of the simulated data.
It was higher for the combination using overlapping effects, i.e. the AND integration as
shown in Supplementary Figure A.3Ae compared to the additive combination (OR) in
Supplementary Figure A.3Aa. Both evaluation approaches have a very high sensitivity
in picking up activated pathways across all evaluated false positive and false negative
rates α/β (Supplementary Figure A.3Ab, A.3Af and A.3Bb) in both simulated scenarios,
with the exception of the overlapping combination (AND) for independent pathways
across omics (Supplementary Figure A.3Bf). For this specific case, sensitivity was close
to zero except for very high preset false positive rates of the simulation scenario, where
it was still smaller than 0.5.

When evaluating how good the exact simulated ground truth was recovered, MGSA
showed very high percentage of successes for the OR-combination except for very high
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6.3 Multi-omics simulation study

false positive rates ≥ 0.4 (Supplementary Figure A.3Ad and A.3Bd) for all simulation
scenarios. Best performance was achieved using overlapping results across omics with
the AND-combination for shared pathway activations across omics (Supplementary
Figure A.3Ah) while almost never reconstructing activated pathways for independent
effects between omics.

MGSA applied to Z scores When including direction of effect, i.e. evaluating Z scores
representing either signed P values or a signed test statistic, almost perfect reconstruc-
tion of the simulated ground truth was achieved with both MGSA combinations OR
and AND (Supplementary Figure A.4A). While in the case of the analysis excluding
direction of effect was sensitive to high false positive rates α in the simulated dataset,
only very high false negative rates impede the recovery of all simulated datasets
when the sign of the test statistic was taken into account as shown in Supplementary
Figure A.4Ad and A.4Ah.

The very same applies to MGSA performance when analyzing scenarios with different
pathways being active in both omics and evaluating additive effects based on the OR-
combination (Supplementary Figure A.4Ba-A.4Bd). However, in the case of combining
multi-omics results by assessing overlapping effects (AND combination), active gene
sets can no longer be picked up resulting in close to zero sensitivity and consequently,
no reconstruction of the simulated ground truth (Supplementary Figure A.4Be-A.4Bh).

Dependence on the MGSA posterior cutoff Similar to GSEA, also for MGSA we
evaluated the dependence on the choice of posterior cutoffs to consider a gene set as
active. No significant differences were observed for using a posterior cutoff of 0.5 or
more stringently 0.6 which is shown by comparing Figure 6.7Aa to Figure 6.7Ab and
Figure 6.7Ba to Figure 6.7Bb. While those are again arbitrary choices of thresholds,
the U-shaped distribution of posterior probability clearly supports this finding. Addi-
tionally, Figure 6.7 clearly demonstrates the improved performance when including
direction of effect (panels: Test statistic versus P value).
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Figure 6.7: MGSA performance dependence on significance cutoffs.
To simplify visualizations, a subset of scenarios showing only data for a coverage of 30 % and a correlation
of 0.3 between transcripts and proteins was chosen. We evaluated the percentage of cases, where the exact
ground truth was recovered when evaluating enrichment results using a posterior > 0.5 and posterior > 0.6.
MGSA, model-based gene set analysis;
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6 Multi-omics gene set enrichment for atrial fibrillation

Overall MGSA performance is also summarized in Figure 6.8.
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Figure 6.8: Performance overview of multi-omics combination of MGSA and MONA single-omic
methods
Multi-omics analysis of simulated data using single-omic OR and AND combinations for MGSA and
MONA. Percentage of cases, where the exact simulated pathway activations were recovered from either
absolute Z scores or original Z scores across different simulation scenarios including shared and inde-
pendent effects of pathway activations between omics, various combinations of coverage, correlation and
error rates.
MGSA, model-based gene set analysis; MONA, multi-level ontology analysis;
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6.3 Multi-omics simulation study

6.3.4.3 MONA performance

Single-omic MONA results Capabilities of the single-omic MONA model were very
similar to those of the MGSA. Almost perfect accuracy and specificity was observed
across all evaluation types and simulation scenarios (Supplementary Figure A.5 and
A.6). Sensitivity was only close to zero when evaluating overlapping effects (AND
combination) in simulation scenarios with independent pathway activations across
omics (Supplementary Figure A.5Bf and A.6Bf) resulting also in poor outcomes when
considering the exact recovery of gene sets simulated as active.

Again, taking into account direction of effect greatly improved the performance by in-
creasing the exact reconstruction of simulated pathways also for very high false positive
rates α (Supplementary Figure A.5Ad, A.5Ah and A.5Bd compared to Supplementary
Figure A.6Ad, A.6Ah and A.6Bd). Almost perfect performance was achieved by using
the additive combination of single omic results (OR) across all scenarios with only a
very slight decrease for very high false negative rates β (Supplementary Figure A.6Ad
and A.6Bd).

Results for the single-omic MONA performance are summarized in Figure 6.8.

Similarly to MGSA, choosing a significance cutoff for the single MONA model posterior
of 0.5 or 0.6 did not significantly impact performance as shown in Figure 6.9 which was
also confirmed by the shape of the posterior distribution.

OR AND

P
 v

al
ue

s
Te

st
 s

ta
tis

tic

0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6 0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

False positive rate α

Fa
ls

e 
ne

ga
tiv

e 
ra

te
 β

Single MONA results − cutoff: posterior > 0.5a
OR AND

P
 v

al
ue

s
Te

st
 s

ta
tis

tic

0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6 0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

False positive rate α

Fa
ls

e 
ne

ga
tiv

e 
ra

te
 β

Single MONA results − cutoff: posterior > 0.6b

0 25 50 75 100
Percentage of exact matches (%)

Single−omic MONA results for shared activated pathways between omicsA

OR AND

P
 v

al
ue

s
Te

st
 s

ta
tis

tic

0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6 0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

False positive rate α

Fa
ls

e 
ne

ga
tiv

e 
ra

te
 β

Single MONA results − cutoff: posterior > 0.5a
OR AND

P
 v

al
ue

s
Te

st
 s

ta
tis

tic

0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6 0

0.
01

0.
05 0.

1

0.
15 0.

2

0.
3

0.
4

0.
5

0.
6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

0

0.01

0.05

0.1

0.15

0.2

0.3

0.4

0.5

0.6

False positive rate α

Fa
ls

e 
ne

ga
tiv

e 
ra

te
 β

Single MONA results − cutoff: posterior > 0.6b

0 25 50 75 100
Percentage of exact matches (%)

Single−omic MONA results for different activated pathways for each omicB

Figure 6.9: Single-omic MONA performance dependence on significance cutoffs.
To simplify visualizations, a subset of scenarios showing only data for a coverage of 30 % and a correlation
of 0.3 between transcripts and proteins was chosen. We evaluated the percentage of cases, where the exact
ground truth was recovered when evaluating enrichment results using a posterior > 0.5 and posterior > 0.6.
MONA, multi-level ontology analysis;
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6 Multi-omics gene set enrichment for atrial fibrillation

MONA multi-omics integration results When applying the MONA two-omics coop-
erative model to our simulated transcriptomics and proteomics differential expression
results for shared activated pathways across omics, we observe better performance
than by any other method evaluated so far when using absolute Z scores (Supple-
mentary Figure A.7Aa-A.7Ad). By additionally taking into account the direction of
effect, i.e. evaluating the original Z scores, we reach almost perfect accuracy (Sup-
plementary Figure A.7Ae), sensitivity (Supplementary Figure A.7Af) and specificity
(Supplementary Figure A.7Ag) with a percentage of exact matches recovering the
simulated ground truth in over 94 % of all runs in more than 80 % of all simulation
scenarios (Supplementary Figure A.7Ah).

Conversely, sensitivity drops significantly when evaluating simulation scenarios with
independent pathways active in different omics (Figure 6.10Ba). Approximately only
half of the gene sets that were simulated to be active are recovered in most cases (Supple-
mentary Figure A.7Bb), which is further investigated in the following section including
Figure 6.11B. Direction of effect only slightly increases the sensitivity (Supplementary
Figure A.7Bf) with the largest improvement shown for simulation scenarios with a
100 % coverage of proteomics and a higher correlation in the simulated dataset. While
overall accuracy (Supplementary Figure A.7Ba and A.7Be) and specificity (Supplemen-
tary Figure A.7Bc and A.7Bg) remain high due to the imbalance in active and inactive
pathways, we accordingly observe a clear drop to almost zero for the percentage of
exact matches to the ground truth (Supplementary Figure A.7Bd and A.7Bh). The only
exception are consequently the scenarios with very high coverage and high correlation
between omics but even those settings are highly sensitive to very small false positive
rates α in the simulated data.
Additionally, for the scenarios with a 100 % coverage (see also Figure 6.10Bb), the best
overall performance is achieved for the highest false negative rates combined with very
low false positive rates. This is contrary to what was observed for the other methods,
where performance decreased for higher false positive and false negative error rates.

When considering different posterior cutoffs of 0.5 and 0.6 in Figure 6.10, no significant
difference can be observed, which was also confirmed by the shape of the posterior
distribution.

Comparing single-omic MONA combination to direct MONA integration Finally,
we want to compare the single MONA combination approaches to the direct MONA
multi-omics integration.

In Figure 6.11A (first column), we summarize the results for shared pathways across
omics. When including direction of effect, the direct multi-omics integration (Fig-
ure 6.11Aa) outperforms all other methods, followed by the OR-combination (Fig-
ure 6.11Ab) and the AND-combination (Figure 6.11Ac).

Considering independent pathways activated in different omics, even when taking
direction of effect into account, the direct multi-omics integration (Figure 6.11Ba)
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6.3 Multi-omics simulation study

MONA multi−omics integration results for shared activated pathways between omicsA MONA multi−omics integration results for different activated pathways for each omicB
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Figure 6.10: MONA direct multi-omics integration performance dependence on significance cutoffs.
For the MONA cooperative two-omics model we evaluated the percentage of cases, where the exact
ground truth was recovered when evaluating enrichment results using a posterior > 0.5 and posterior > 0.6.
MONA, multi-level ontology analysis;

performs mostly very poorly and only the AND-combination (Figure 6.11Bc) shows
even worse results. In contrast, the OR-combination (Figure 6.11Bb) shows a very robust
strong performance comparable to that in the shared-effects setting. The performance of
the MONA multi-omics integration is due to a strong bias of identifying gene sets active
in the first omic layer exclusively from the multi-omics observations (Figure 6.11Bd),
while missing those of the second omic. A similar behavior of only detecting the gene
sets active in the second omic (Figure 6.11Be) - even for full coverage of the second
omic - is not observed. As the single-omic MONA OR-combination does not show such
restrictions, the ability of identifying active gene sets in the first omic from the first omic
summary statistics (Figure 6.11Bf) and recovering active gene sets in the second omic
type from the second omic summary statistics (Figure 6.11Bg) is only dependent on
the general coverage and correlation parameters of the simulation scenario, i.e. higher
coverages for any omic facilitate the reconstruction of the correct pathways.

Finally, when evaluating the capability of inferring all pathways from both omics using
only the summary statistics for one omic, this is not possible for any of the simulated
scenarios (Figure 6.11Bh and Figure 6.11Bi).

6.3.5 Conclusion and comparison of all evaluated methods

In summary, our simulation study clearly showed the importance of direction of effect,
which strongly improved the performance of all methods.

Compared to all other approaches, GSEA showed much poorer results as shown in
Figure 6.12, which is mostly connected to false positive discoveries. Due to their
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6 Multi-omics gene set enrichment for atrial fibrillation
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Figure 6.11: Comparison of single-omic MONA combinations and direct multi-omics MONA integra-
tion.
MONA multi-omics results for activated pathways that were shared across omics (panel A), and different
pathways being active in different omics (panel B). The color code represents the percentage of exact
matches of recovered pathways compared to the simulated ground truth.
A: Shared pathway activations across omics:
Aa: MONA multi-omics integration; Ab: Single-omic MONA OR-combination; Ac: Single-omic MONA
AND-combination.
B: Independent pathway activations in different omics:
Ba: MONA multi-omics integration; Bb: Single-omic MONA OR-combination; Bc: Single-omic MONA
AND-combination.
Bd: MONA multi-omics integration, recovering pathways active in the first omic (using information
from both omics); Be: MONA multi-omics integration, recovering pathways active in second omic (using
information from both omics).
Bf: Single-omic MONA for the first omic, recovering pathways active in the first omic; Bg: Single-omic
MONA for the second omic, recovering pathways active in the second omic.
Bh: Single-omic MONA for the first omic, recovering all active pathways from both omics (using informa-
tion from the first omic only); Bi: Single-omic MONA for the second omic, recovering all active pathways
from both omics (using information from the second omic only).
MONA, multi-level ontology analysis;
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6.3 Multi-omics simulation study

common underlying model, MGSA and the single MONA were comparable, with
MONA performing slightly better in the case of not taking direction of effect into
account (Figure 6.8).

The MONA multi-omics cooperative model was only superior to the single-omic meth-
ods for the shared effect scenarios as shown in Figure 6.12A, specifically Figure 6.12Ad.
In the case of independent pathways activated in the different omics, mostly the activa-
tions from the first omic layer were recovered leading to basically no exact cases of full
reconstruction of the simulated activations (Figure 6.12Bd).
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Figure 6.12: Summary: comparison of model performance across the different simulation scenarios.
Each method evaluated with direction of effect and including the combination of two omics by evaluating
additive effects (OR integration) for GSEA, MGSA and MONA as well as the direct integration with the
MONA cooperative model.
Aa-Ad: Percentage of exact reconstruction of the simulated ground truth for shared pathways across the
different omics for GSEA, MGSA, single-omic MONA and MONA multi-omics cooperative model.
Ba-Bd: Percentage of exact reconstruction of the simulated ground truth for independent pathways in
different omics for GSEA, MGSA, single-omic MONA and MONA multi-omics cooperative model.
GSEA, gene set enrichment analysis; MGSA, model-based gene set analysis; MONA, multi-level ontology
analysis;

The MONA OR-integration (Figure 6.12Ac and Figure 6.12Bc) showed extremely robust
and almost always best performing results.
Specifically, the high performance also holds true for very high false positive α and
false negative β rates in the simulated data (Figure 6.12) and was not sensitive to the
specific posterior cutoff to determine activated pathways (Figure 6.9).

Next, we use the knowledge gained from our simulation study to apply it to the
pathway enrichment analysis of our atrial fibrillation cohort AFHRI-B.
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6 Multi-omics gene set enrichment for atrial fibrillation

6.4 Multi-omics pathway enrichment analysis of atrial
fibrillation in the AFHRI-B cohort

In section 6.1, we evaluated differentially expressed genes in human atrial tissue
transcriptomics and proteomics for the two AF subtypes prevalent and incident AF.
Overall effect sizes were very low, which together with the relatively small sample
size resulted in no differentially expressed genes even with very relaxed significance
thresholds.
However, as introduced by Subramanian et al. [2005], consistent up- or down-regulation
of multiple genes in the same pathway may actually be more informative, than single
differentially expressed genes.

To proceed with the pathway enrichment analysis of this dataset, we took into ac-
count the results of the previous section 6.3 evaluating different gene set enrichment
approaches. Our simulations showed that the evaluation of additive effects by a single-
omic MONA model gives the most robust results, and that shared effects across omics
are best identified using the multi-omics MONA cooperative model (Figure 6.12). We
therefore chose to apply both approaches while including direction of effect for the
most accurate outcome.

Analogously to the good performance even for high false positive rates, i.e. less
stringent P value cutoffs, we chose a threshold of P < 0.25 for all analyses. A KEGG
gene set was considered up- or down-regulated, if its posterior exceeded the threshold
of 0.5. To better visualize the results, we used a signed posterior, i.e. adding a minus
sign to the posterior in case of down-regulation. We further evaluated prevalent AF
and post-operative or incident AF separately.

All pathway enrichment results are summarized in Figure 6.13. Since the coverage of
an omic is strongly influencing enrichment results, we also added a heat map showing
the pathway size and the number of genes measured on each omic level as well as for
both omics.

6.4.1 Prevalent atrial fibrillation pathway enrichment results

We first considered the AF subtype of prevalent AF. Applying the single-omic MONA
model on transcript level, three pathways were significantly up-regulated (Figure 6.13):
ubiquitin mediated proteolysis, the insulin signaling pathway and RIG-I-like recep-
tor signaling pathways. Even though the activations were rather small, these three
pathways belong to recurrent groups of pathways involved in metabolism, cellular
processes and immune response that were most seen across the different omics and
AF subtypes and represent major factors of known AF disease pathology [Staerk et al.,
2017, Hindricks et al., 2021].

A much stronger signal was observed on protein level, where overall 25 pathways
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Figure 6.13: Pathway enrichment results for AF.
AF multi-omics pathway enrichment results for the AFHRI-B cohort. The heat map in grey-scales depicts
the total size of each gene set, as well as the number of genes measured in transcriptomics, proteomics
and in both. Darker shades represent a higher coverage. The single-omic MONA model was first applied
to transcriptomics and proteomics separately. From those results, the multi-omics OR combination was
derived. Both omics were subsequently analyzed together with the MONA cooperative model (multi-omics
integration). Two AF subtypes were considered, the first four columns of the colored heat map show the
results for prevalent AF, the fifth to eight column the results for incident AF.
AF, atrial fibrillation; MONA, multi-level ontology analysis;

were estimated to be significantly changed. Down-regulated metabolic pathways
involved in energy, lipid and carbohydrate metabolism were the most prominent.
Changed metabolism affecting pathways such as the fatty-acid metabolism or more
specific, oxidative phosphorylation and the biosynthesis of unsaturated fatty acids with
matching down-regulation of the associated proteins has been described before [Tu
et al., 2014]. Similarly, proteins of pathways associated with carbohydrate metabolism
like TCA cycle, glycolysis/gluconeogenesis, pyruvate and starch/sucrose metabolism
were also collectively down-regulated just as described before by Tu et al. [2014].
Furthermore, we find two more pathways that are highly relevant in this disease context,
a down-regulation of cardiac muscle contraction and the calcium signaling pathway.
In contrast to the transcriptome analysis no inflammatory pathways came up for
proteomics, probably due to the low amount of proteins measured for those specific
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6 Multi-omics gene set enrichment for atrial fibrillation

pathways.

The MONA cooperative model multi-omics integration showed an overall profile that
was very similar to the single-omic MONA proteomics results but with attenuated sizes
of the posteriors.

6.4.2 Incident atrial fibrillation pathway enrichment results

The inflammatory response is in general very important for the pathophysiology of
AF [Hu et al., 2015], but Watt et al. [2021] acknowledged its specific role in post-
operative AF. Indeed, this was confirmed by the single-omic MONA model, as the
majority of pathways that were up-regulated in transcriptomics were connected to
pro-inflammatory pathways such as T cell receptor signaling pathway, chemokine
signaling pathway and natural killer cell mediated cytotoxicity.
In addition, multiple pathways involved in amino-acid and nucleotide metabolism were
up-regulated, while the ECM receptor interaction was the only one down-regulated.

A much smaller signal was found on protein level with a down-regulation of the
lysosome and up-regulation of ECM-receptor interaction, purine metabolism and
apoptosis.

When evaluating the multi-omics cooperative MONA model, the pathway activations
were almost identical to those of the transcript data with a similar strong focus on
inflammatory pathways.

6.4.3 Summary

In summary, we found various groups of pathways activated for each of the AF subtypes
that were in line with known mechanism in literature. Strong differences between the
different single-omic analyses were observed with most of the activations replicated in
the multi-omics approach. Different omics showed stronger signals for different AF
subtypes with prevalent AF results being dominated by metabolic pathways on protein
level and incident AF showing various regulated immune pathways on transcript level.
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6.5 EnrichmentNodes - a KNIME plugin to perform
multi-omics enrichment analyses

When interpreting differential expression results, most tools do not offer more sophisti-
cated analyses than simple overrepresentation analysis, such as AmiGO2 [Carbon et al.,
2009] or Panther3 [Mi et al., 2019]. Additionally, they mainly only consider one omic
level.

To make multi-omics pathway enrichment analyses more accessible, we created the
EnrichmentNodes4 plugin for the KNIME framework.
The Java-based Konstanz Information Miner (KNIME) KNIME Analytics Platform5 [Berthold
et al., 2009] is an open source project for interactive data analysis using visual workflows
to build pipelines in a graphical user interface.
Topic specific nodes add functionality by encoding single analysis steps and can be
incorporated into analysis pipelines via drag-and-drop.

6.5.1 Generic KNIME nodes

To further facilitate the development of new nodes, the Generic KNIME nodes (GKN)6 [Fill-
brunn et al., 2017] node generator can create custom nodes by mapping command line
tools into a graphical user interface. This opens up a lot of flexibility with respect to
the tools and dependencies, while it retains the easy accessibility of visual interaction.
Additionally, tools can be run using a specified docker container instead of the host
system, making it possible to provide operating system independent solutions.

An example of how to build a Hello-World node is shown in Figure 6.14.

Examples for easy graphical interfaces to more complex programming tasks us-
ing generic workflow nodes are the OpenMS package for mass spectrometry analy-
sis7,8 [Pfeuffer et al., 2017], the SeqAn library for efficient sequence analysis9,10 [Döring
et al., 2008] and ImmunoNodes11 an immunoinformatics toolbox [Schubert et al., 2017].

2http://amigo.geneontology.org/amigo
3http://www.pantherdb.org/
4https://github.com/InesAssum/EnrichmentNodes
5https://www.knime.com/knime-analytics-platform
6https://github.com/genericworkflownodes/GenericKnimeNodes
7https://github.com/genericworkflownodes/de.openms.knime
8https://openms.de
9https://github.com/genericworkflownodes/de.openms.knime

10https://www.seqan.de/
11https://github.com/FRED-2/ImmunoNodes

159

http://amigo.geneontology.org/amigo
http://www.pantherdb.org/
https://github.com/InesAssum/EnrichmentNodes
https://www.knime.com/knime-analytics-platform
https://github.com/genericworkflownodes/GenericKnimeNodes
https://github.com/genericworkflownodes/de.openms.knime
https://openms.de
https://github.com/genericworkflownodes/de.openms.knime
https://www.seqan.de/
https://github.com/FRED-2/ImmunoNodes


6 Multi-omics gene set enrichment for atrial fibrillation

Figure 6.14: Summary of R-based Generic KNIME node development.
Process of creating generic workflow nodes for KNIME. Here, starting from a R script, the graphical user
interface options are designed. Using the parameters configured in a KNIME workflow and selecting
where output files should be saved, inputs for the corresponding R script are mapped to shell commands
and run by a specified docker. After executing a node, output or error messages are directly accessible in
KNIME and the result has been saved as a text file.
KNIME, Konstanz Information Miner;

6.5.2 EnrichmentNodes

Goal of the EnrichmentNodes plugin was to provide access to multi-omics pathway
analyses without any programming. The graphical interface makes the setup of
parameters easy and intuitive. Instead of complicated file handling, data is provided
by supplying the path to the corresponding tables, e.g. excel files.

6.5.2.1 Enabling multi-omics enrichment analyses

Leveraging docker containers for platform independent and reproducible research
A docker container with all necessary tools including various packages and R version
4.1.1 has been created to run all the analyses. Its source files are available on GitHub
and the docker image named enrich is also accessible via Docker Hub12.
On top, being based on a RStudio rocker13, i.e. a docker from the rocker project
including a RStudio server installation14, larger computational projects can be easily

12https://hub.docker.com/repository/docker/inesassum/enrich
13https://www.rocker-project.org/
14https://www.rstudio.com/
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6.5 EnrichmentNodes - a KNIME plugin to perform multi-omics enrichment analyses

carried out in a reliable and reproducible fashion.

Installation instructions Installing EnrichmentNodes requires only a few steps.

1. Visit https://www.knime.com/downloads.
Download and install the KNIME Analytics Platform (Version 4.3.4 or higher).

2. Visit https://www.docker.com/products/docker-desktop.
Download and install Docker Desktop (including creating a Docker id).

3. Download the EnrichmentNodes plugin
https://github.com/InesAssum/EnrichmentNodes/blob/master/export_plugin/
en.enrichment_2.0.1.2.jar

4. Place it in the folder C:/Programme/KNIME x.x.x/plugins (on Windows) and
/Applications/KNIME x.x.x.app/Contents/Eclipse/plugins (on Mac OS).

The docker image for running the analyses will be automatically pulled from the
Docker Hub when needed.

6.5.2.2 EnrichmentNodes functionalities

Currently, our EnrichmentNodes offer the gene set enrichment methods described in
this thesis including the simulation of correlated multi-omics summary statistics.

For all the pathway enrichment methods, i.e. GSEA, the single-omic MONA model,
MGSA as well as the MONA two-omics and three-omics cooperative model, example
datasets are included in the docker, so that all nodes can be tested without providing
individual input data. Additionally, we provide a function to acquire commonly
used pathway annotations for multiple biological species (i.e. human, mouse, rat
and zebrafish), convert and save them in .gmt format, which is both readable as a
tab-separated text file and convenient to use with our enrichment framework.

An overview of the KNIME Analytics Platform and our EnrichmentNodes can be found
in Figure 6.15.

6.5.2.3 EnrichmentNodes data structures

The gene set enrichment analysis tools implemented in our EnrichmentNodes work on
mostly rankings or sets of significant genes derived from summary statistics.
To be able to access all necessary information, we expect specifically named columns in
the input data tables. Depending on the analysis, either rankings, a ranking including
a cutoff or a set of significant genes are needed:

• Identifier information, that must match the names used in the annotations must
be in a column named id.
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Figure 6.15: Overview and example workflow for the EnrichmentNodes Generic KNIME node plugin.
Example for using EnrichmentNodes with the KNIME Analytics Platform. Nodes from the EnrichmentN-
odes plugin can be selected via the folder EnrichmentNodes under Community Nodes in the Node
repository. Using the KNIME Explorer, workflows can be managed. Pipelines can be built and executed in
the graphical workspace and information about the different nodes is displayed on the right.
In the left lower part of the workspace, we show an example for combining the getGMT node to get
WikiPathways annotations and use them to simulate multi-omics summary statistics. The resulting files
containing the simulated data (.tar.gz file), quality control information about the sampling (.tar.gz file)
and a text file with the used parameters are then saved locally.
Every gene set enrichment analysis node can be run without additional input using supplied example
data. Progress information and the top ten pathways are displayed in the Std Output of every node.
KNIME, Konstanz Information Miner;

• P values: type == "pvalue"
Analyses will be performed on P value information contained in the column
pvalue, which should contain positive values. Smaller values are considered
more regulated. If the direction of effect should be included, the parameter sign
must be set to "yes" and an additional column sign must be included.
For MGSA and MONA, a cutoff to determine significance must be provided as
cutoff parameter.

• Scores, rankings, fold change or test statistic: type == "score"
Analyses will be performed on the ranking contained in the column score. Bigger
absolute values are considered more regulated. If the direction of effect should
be included, the parameter sign must be set to "yes". Up- or down-regulation is
inferred from the sign of the score unless an additional column sign is available.
If present, information from that column is used.
For MGSA and MONA, a cutoff to determine significance must be provided as
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cutoff parameter.
• Set of significant observations: type == "significant"

This only applies to MGSA and MONA. Analyses will be performed on binary
0/1 or False/True information in the column significant. If the direction of effect
should be included, the parameter sign must be set to "yes" and an additional
column sign must be supplied to determine up- or down-regulation.

Enrichment results will be summarized as a table and the top ten regulated gene sets
will also be printed as node Std output. Additionally, the summary, the original result
R object as well as information on the method and parameters used are saved as a .RDS
file.
Examples for input information (Figure 6.16a), the summary table (Figure 6.16b) and
the R object (Figure 6.16) are visualized in Figure 6.16. For MONA, the enrichment
results are a simple table with the term names and inferred posterior. However, for
GSEA a similar table contains lists with leading edge information that could impair
readability and is therefore removed for the summary and for MGSA, it is an object of
class MgsaMcmcResults.

Neuherberg, August 19th, 2020

/ 26Ines Assum 1

Input informa4on (table): Results summary (table): Results R object (.RDS file):a b c

Figure 6.16: Data structures used for running EnrichmentNodes.
Example for input data (a), results summary table (b) and detailed results R object for the single MONA
analysis (c).
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6.6 Discussion

In this chapter, we focused on analyzing the differences between AF patients and con-
trols in sinus rhythm using atrial tissue transcriptomics and proteomics data. The small
effect sizes together with a very heterogeneous phenotype resulted in no significantly
differentially expressed transcripts or proteins after multiple testing correction.

We further evaluated different methods and custom extensions to apply pathway en-
richment analysis on a multi-omics dataset. We conducted a simulation study to make
informed decisions on diverse parameters and evaluate performance of the different
methods and across various simulation scenarios, including realistic scenarios but also
exploring hypothetical settings taking into account pathway activations in different
omics, second-omic layer coverage of genes measured and correlation between omics.
The ad-hoc combination of single-omic MONA approaches proved to be the most
robust and performed extremely well across all simulated scenarios, while the direct in-
tegration of multi-omics in the MONA cooperative model only showed rather negligible
benefits in case of shared pathways across omics.

Therefore, we applied both the single-omic MONA approach with the multi-omic OR
combination as well as the direct multi-omics MONA integration cooperative model
to our AF cohort with taking into account direction of effect. We recovered specific
differences between omics and AF subtypes with respect to metabolic changes and
immune responses. Most of the identified processes were directly related to the disease
phenotype, such as cardiac muscle contraction or in line with current literature on the
topic describing e.g. inflammation and changes in the energy metabolism [Tu et al.,
2014, Hu et al., 2015, Staerk et al., 2017].

In the following, we would like to address specific challenges at the different steps that
were just summarized.

6.6.1 Differential expression analysis

The lack of detection of differentially expressed genes or proteins can have multiple
reasons. As mentioned before, new measurement technologies could reduce the noise
level and increase sensitivity. Additionally, we are dealing a with small sample size
and with rather small effect sizes which restricts the statistical power. Tissue samples
in general display varying cell type composition. Moreover, donor specific effects
including risk factors and comorbidities further contribute to substrate heterogeneity.
Heterogeneity is additionally observed for the AF phenotype. We considered the two
subtypes of prevalent and incident AF, but even more forms of AF exist and further
research on the characterization of those patients and possible subgroups are needed.
Finally, tissue specimens were derived from living donors, that still retained most of
their cardiac function. Therefore, physiological changes are limited compared to those
observable in deceased donors or from animal models.
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6.6.2 Simulation study

Pathway enrichment analysis was a possible solution to overcome the limitations
of individual gene differential expression analysis, additionally we wanted to make
use of our multi-omics data available for the AFHRI-B cohort. However, currently
there is a very limited amount of multi-omics gene set enrichment methods available.
Each method comes with its own challenges including what cutoffs to use to define
significance in the differential analysis as well as to determine significantly enriched or
activated pathways.
As part of this thesis, we also introduced two extensions to the MONA model, making
it possible to take into account direction of effect and properly combining gene-centered
data modalities with e.g. metabolite data.

The significance threshold for the differential analyses directly influences the probability
of including false positive and false negative findings. Therefore, we wanted to evaluate
how different false positive and false negative rates, the coverage and the correlation
between omics and different simulation scenarios for the activated pathways impacted
the different methods.
Our simulation approach inspired by classical power analysis allowed us to model
simulated multi-omics summary statistics with pre-defined false positive and false
negative rates in the form of Z scores mimicking a test statistic. By using one set of
input, we were able to apply and evaluate all the different methods utilizing these
scores.

When broadly comparing the different methods, all of them profited from the consider-
ation of direction of effect. Higher coverage of the second omic and higher correlation
between omics improved performance with the strongest effects being observed for the
cases with full coverage of the second omic.
Overall, GSEA performed much worse than MGSA and MONA. For the ad-hoc in-
tegration of multi-omics on pathway level, we determined that combining additive
effects between omics was more accurate than evaluating the overlap, as MGSA and
the single-omic MONA were not prone to false positive activations even with very high
false positive rates in the simulations. This is especially important when considering
the choice of the significance cutoff for the original differential expression results.

The second central aim was to uncover how to gain most from multi-omics data. As
reported before, the MONA cooperative multi-omics model [Sass et al., 2013] outper-
formed the single MONA and MGSA single-omic approaches for shared pathways
across omics. This was also true, when applying the ad-hoc multi-omics OR and AND
combinations. However, with our simulation study, we also specifically addressed the
scenario of pathways being exclusively activated in one omic only and how multi-omics
integration approaches recover those. Here, the MONA cooperative model showed a
much poorer performance than the single-omic OR-combination. Additionally, running
the single-omic methods separately first also gives more information about what effects
being how strongly observed on the different levels. This might give important insights
and have consequences with respect to follow-up experiments or validation of biological
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hypotheses.
The reduced performance of the multi-omics MONA cooperative model was due to
a surprising bias of detecting activations from the first omic layer only, which was
an artifact of the current implementation and not based on the underlying Bayesian
network model. Similarly, this is also the most likely explanation for the counterintu-
itive increase in performance for higher false negative rates for scenarios with a 100 %
coverage of the second omic. Additionally, interference due to the artificial nature of the
simulated data cannot be ruled out either, even though no similar problems occurred
for any of the other methods. These uncertainties need to be taken into account when
interpreting corresponding results where independent pathway activations between
omics are possible.

Finally, it has to be mentioned, that while GSEA was performing worse in comparison
to the other methods, it is the only one giving concrete information about what
genes might be driving the enrichment by the leading edge returned for each pathway.
Unfortunately, GSEA completely looses all information about any significance threshold,
which is still incorporated in all Bayesian approaches.

In conclusion, the best method to use for multi-omics data highly depends on the
research question at hand. Specifically, false positive results have to be taken into
account for GSEA, at the same time the additional leading edge genes can provide
valuable information on which genes drive the enrichment. Due to this fact, GSEA was
chosen for our targeted trans QTL approach [Assum et al., 2022a].
MGSA and the single-omic MONA method are very comparable, however, the MGSA
implementation as a R package15,16 is much more convenient than the current imple-
mentation of MONA, which on unix systems is run as a Windows application using
the mono framework17.
If the research question is to accumulate evidence across different omics to uncover
the same kind of activation, the MONA cooperative model is best suited. Here, we
focused on transcriptomics and proteomics data integration, where the OR combination
of multiple data types proved most reliable across all simulation scenarios. As a next
step, this could be extended to also incorporate other omics, such as metabolomics.

6.6.3 AFHRI-B AF pathway enrichment

Using the insights gained from the simulation study, we applied the single- and multi-
omics MONA approaches to the AFHRI-B differential expression results of atrial tissue
transcriptomics and proteomics for prevalent and incident AF.

As described in detail in the previous chapters, we again observe large differences in
the different omics.
Next to actual biological effects, also technical factors, i.e. the measurement of relevant

15https://www.bioconductor.org/packages/release/bioc/html/mgsa.html
16https://github.com/sba1/mgsa-bioc
17https://www.mono-project.com/
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genes can be the reason. Therefore, we included the gene set sizes of each gene set and
coverage across the different omics as a heat map in Figure 6.13. In general, around
90 % of the genes annotated in the KEGG pathways were measured on transcript level
while only around 10 % were available in proteomics.
Diverging activations, such as the disagreement in regulation of the ECM receptor
interaction, which is up-regulated in one omic and down-regulated in the other can also
be caused due to different groups of individual genes being observed and activated in
the different omics.

We first analyzed the prevalent AF subtype. Multiple metabolic pathways were iden-
tified as being regulated, including multiple gene sets associated to mitochondrial
metabolism. The involvement of such pathways has been discussed in depth by Tu et al.
[2014]. Similar groups of genes were also identified in our trans pQTL analysis [As-
sum et al., 2022a], with a focus of the genetic variation and molecular consequences
on protein level to AF. Additionally, the two very specific pathways cardiac muscle
contractions and calcium signaling pathway were highly relevant with respect to the
arrhythmogenic disease that we consider.
While we saw the strongest effects on protein level, one single metabolic pathway was
discovered in transcriptomics by the up-regulation of insulin signaling pathway. This
finding is specifically interesting in the context of diabetes being a major risk factor
[Staerk et al., 2017] of AF and more follow-up analyses due to the complex nature of
possible interactions are necessary.
Most of the pathways not regulated on transcriptome but on protein level had sufficient
coverage of the respective mRNA. Here, technical limitations of microarray measure-
ments compared to RNA-sequencing as already discussed in the previous chapters
might be a possible explanation. More importantly though, a general lack of correlation
between transcript and protein abundance, especially when considering cross sample
variation for the same gene, has been observed consistently [Schwanhäusser et al., 2011,
Liu et al., 2016, Edfors et al., 2016, Wang et al., 2019a, Eraslan et al., 2019, Jiang et al.,
2020] and variation on protein level is significantly driven by post-transcriptional regu-
lation. Such mechanisms have been underreported due to the focus on transcriptomics
experiments.

For post-operative AF, the majority of identified pathways were involved in inflamma-
tion. This is again in accordance with literature, where inflammation does not only
play a crucial role in general AF pathogenesis [Hu et al., 2015], but Watt et al. [2021]
specifically identified the up-regulation of various inflammatory genes in left atrial
tissue samples of patient developing post-operative AF.
Although the dis-regulated ECM receptor interaction may indicate changes in tissue
structure which are commonly observed in AF patients, it is difficult to draw specific
conclusion especially due to discrepancy of transcript and protein results.
The same holds true for the interpretations of activations for the pathways leishmaniasis,
RIG-I-like receptor signaling pathway and Parkinson’s disease. Follow-up analyses
focusing on the specific genes and pathways annotations are therefore needed.
Furthermore, multiple pathways are connected to cellular processes that are relevant in
many general biological processes. At this point, no clear interpretation of the exact
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involvement of those mechanisms in the context of AF can be derived.

Given the insights by our simulation study about how pathway activations in the
different omics are recovered and the strong bias towards the first omic layer, it is very
interesting to observe that the majority of the regulated gene sets on protein level were
also replicated by the multi-omics approach. Since we observe most of the relevant
genes in this pathway, missing coverage should not to be the reason. Hence, most
likely activations were not strong enough to be picked up in the transcriptomics data
alone, but some signal might still be contained even on this level, leading to the higher
posterior in the multi-omics model.
On the same note, it is not surprising that the activated pathways identified on transcript
level for incident AF were replicated on multi-omics level rather than those on protein
level, specifically since the coverage of proteomics for the relevant pathways was
extremely low.

In summary, we see the strongest single-omics activations for each of the AF subtypes
are also represented by the multi-omics integration. The prevalent AF phenotype
shows most effects on protein level, while incident AF is more pronounced in transcrip-
tomics. As prevalent AF may include more long-term changes compared to incident AF
expedited by newly introduced stress through cardiac surgery, differences in the regu-
lation of transcription and translation might also be explained by different timescales
[Schwanhäusser et al., 2011, Liu et al., 2016].

6.6.4 EnrichmentNodes

In the last part of this chapter, we present the EnrichmentNodes plugin enabling the use
of all the different pathway enrichment methods as easily and convenient as possible.
We specifically addressed researchers from an experimental rather than computational
background.

Therefore, we implemented basic R functions performing diverse pathway enrichment
techniques as generic KNIME nodes in the KNIME framework. This enables the
creation of complex workflows by selecting and connecting the corresponding analysis
steps as single nodes in a graphical user interface.

All that is required is the installation of KNIME, Docker and the Generic KNIME nodes.
From there, our EnrichmentNodes plugin can be installed by adding a single file in a
corresponding folder.
While this is very convenient on the user side, KNIME plugin creation and maintenance
comes with some challenges for the developers. Documentation was in parts incomplete,
outdated or missing. This was specifically true for automatic deployment using the
buckminster tool18, which is why those options were not pursued further.

Our data structures are kept very general by providing a basic summary table, a list

18https://projects.eclipse.org/projects/tools.buckminster
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of used parameters and also a highly flexible slot for any kind of method-specific
object, which makes it easily extendable to other methods. Additionally, separate
docker images can be specified for each node. Therefore, independent development for
different analysis nodes is possible in case of conflicting dependencies.

In the case of computational support or high performance computing infrastructure, the
setup of other graphical workflow managers, such as Galaxy [Afgan et al., 2018] might
be better suited. Also, for more computationally versed end user, we highly recommend
making use of our docker available at https://hub.docker.com/r/inesassum/enrich.
This docker offers a Rstudio session with all pre-installed dependencies and R functions
used for the enrichment analyses described in this thesis. Additionally, even more
enrichment and simulation methods are available in this setting, such as random
forest-guided pathway analysis19 [Seifert et al., 2020], and get extended continuously.
Furthermore, it is much more flexible to use and adapt. Hence, to build custom
pipelines and workflows, Nextflow [DI Tommaso et al., 2017] or Snakemake [Köster
et al., 2021] might be better suited than the KNIME implementation.

6.6.5 Current limitations and outlook

Altogether, we showed the importance of integrating multiple omics and evaluating
grouped activations rather than single gene associations. However, some limitations
need to be taken into account.

First, in this specific case we used data from atrial tissue. We have discussed the
limitations connected to biological and technical factors in detail before. At this point,
we want to specifically extend this to the definition and heterogeneity of the clinical AF
phenotypes, while acknowledging that other tissues may be different and require other
methodological approaches.
Second, for the setting of pathway enrichment analysis, we highly depend on the
accuracy and quality of the used gene set annotations. We explicitly want to point
out that this was not evaluated at all in our simulation study. The choice of gene sets
has large implications with respect to the representation of biological processes, how
fine-grained, context specific or generalizable they are in an experimental setting.
In this context, it is very important to also consider that one pathway can have multiple
components that can also have opposite effect with respect to up- or down-regulation.
Third, the simulation study was designed to evaluate and highlight specific areas of
interest. Even though we tried to include scenarios as close as possible to our actual
data or measurements that potentially might be available in the future, the simulated
data remains a simplification of complex biological systems in order to make larger
scale analyses feasible.

A new and more flexible implementation of Bayesian models underlying MONA might
drastically improve its capabilities. Additionally, it might be interesting to pair the

19https://github.com/szymczak-lab/PathwayGuidedRF
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enrichment results from MONA with leading edge information from GSEA. Also,
pathway approaches relying on interaction networks such as e.g. PathwAX20 [Ogris
et al., 2016] have not been evaluated in this thesis.
Furthermore, detailed follow-up analyses of every pathway are needed. Pathways often
integrate multiple subunits, including different up- and down-regulated genes. Also,
the investigation of rate-limiting enzymes might add important information.

In this work, we only considered multi-omics measurements from the same species, e.g.
human atrial transcriptomics and proteomics. However, similar work could easily be
extended to multiple species such as comparing mouse and human data.

20http://pathwax.sbc.su.se/
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In this thesis, we present a comprehensive multi-omics analysis of gene regulation in
human atrial tissue and how genetics as well as intermediate molecular phenotypes are
related to atrial fibrillation (AF).

7.1 Discussion

Let us come back to the original motivation and challenges:

1. Gene regulation is a complex process, which is very specific to the tissue
of question. However, downstream consequences of genetic variation,
which would be vital to understand the underlying mechanisms, are mostly
unknown.

By integrating genomics, transcriptomics and proteomics data, we
were able to derive a comprehensive map of genome-wide cis-regulatory
mechanisms highlighting differences in regulation on transcript and protein
level.

As the first study to integrate proteomics data in human atrial tissue, we provide
valuable information about gene regulation going past transcriptional regulation which
could be derived from existing eQTL results [Gamazon et al., 2018]. The general lack
of overlap of eQTLs and pQTLs and specifically our functional cis QTL categories
further illustrate the vast differences in consequences of genetic variation which can
affect transcriptional as well as post-transcriptional processes independently and is
only observable with matched transcriptomics and proteomics data. Our integrative
approach enables us to narrow down possible underlying mechanisms by specifically
considering transcriptional or post-transcriptional regulatory elements affecting pro-
cesses such as transcription, splicing, translation or degradation. Different mechanisms
are also defined by the position of cis-regulatory elements in the gene sequence, e.g.
regulation of translation by variants located in exons. Using public annotations, we
assessed overrepresented regulatory elements to infer possible mechanisms underlying
the genetic regulation, such as enhancer regions or TSSs for transcriptional regulation
and exonic regions for translational regulation. Similar enrichments were already de-
scribed by Lappalainen et al. [2013] and Battle et al. [2015]. Moreover, tissue specificity
of regulation is witnessed by generally low overlap of quantified proteins as well as
corresponding identified pQTLs compared to existing pQTL results in plasma [Sun
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et al., 2018].

However, more accurate transcript quantifications using RNA-sequencing, and a better
coverage of proteins, specifically for lowly expressed regulatory proteins such as tran-
scription factors (TF) or inflammatory proteins could further improve the discovery of
eQTLs and pQTLs.

2. More than one hundred genetic loci have been associated with AF. However,
their function and affected genes often remain elusive.

The integration of cis eQTLs and pQTLs in combination with a mul-
titude of annotations makes it possible to evaluate the context of each GWAS
hit individually. Our functional cis QTL categories aid in shortlisting possible
underlying mechanisms or causal factors. Specifically, also non-significant
associations contribute valuable information.

Cis eQTL and pQTL analyses can help elucidate some of those relations by proposing
candidates for causal SNP-gene relations. We confirmed the AF disease relevance of
the discovered QTLs by an overrepresentation of cis eQTLs and pQTLs for GWAS
loci associated with cardiovascular measurements or disease phenotypes. Proteins are
suggested as a more direct determinant for phenotypic consequence [Battle et al., 2015].
In this context, independent pQTLs are especially important as they cannot be detected
with transcriptome based studies. Therefore, the link between the genetic variant
and corresponding gene can only be made when including proteomics. Additionally,
due to arbitrary significance cutoffs, also information about hits which did not reach
significance but do show regulation can be used to select relevant candidate genes as
well as discarding those with a lack of association. Full summary statistics, including
additional annotations such as miRNA, RBP and TF binding sites of all SNP-gene pairs,
are publicly available1 [Assum et al., 2021] for future investigations.

We established numerous links for GWAS hits with unknown function. While some of
them might have already been known and the initial links are very important, further
analyses including experimental evaluation are needed to uncover concrete mechanisms.

3. Trans-genetic effects have been shown to majorly contribute to common
disease. However, current analyses are largely impaired due to the vast
search space in combination with limited sample sizes.

We propose a PRS-based candidate selection approach to make targeted
trans QTL analyses possible in a relatively small clinical cohort.

Based on the idea of the omnigenic model [Boyle et al., 2017, Liu et al., 2019, Võsa et al.,
2021], our QTS analyses integrated molecular data from our relatively small clinical
cohort with public data derived from large cohorts - such as the polygenic risk score
and AF GWAS summary statistics. By correcting for often times stronger cis effects,

1https://doi.org/10.1101/2020.04.06.021527
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our enrichment-based approach pre-selected transcripts and proteins based on their
correlation with the PRS as a proxy for accumulated trans effects. Additionally, the GO
biological processes were used to ensure shared molecular function. Restricting the
variants to be tested to AF GWAS hits secured the disease link and further reduced the
number of tests.

Of course, due to the strong selection criteria, many relevant associations remain un-
known, until larger datasets become available.

4. The omnigenic model proposes the existence of core genes. Due to their
direct link to the phenotype, these core genes could be a key component of
understanding more complex disease mechanisms. However, so far it has
been challenging to identify core genes due to complex interactions and
small effect sizes.

The resulting two trans eQTLs and five trans pQTLs, as well as the
analysis of the NKX2-5 TF network with 13 identified targets result in overall
20 putative core genes for AF.

The omnigenic model also proposes the existence of core genes [Boyle et al., 2017],
which are highly relevant genes at the center of molecular networks that accumulate
trans-genetic variation and are directly linked to a phenotype. However, they have not
yet been explored in the context of AF.
Trans QTLs genes were characterized by driving the enrichment of biological processes
correlating with the accumulation of trans-genetic effects. Further exploring the role of
NKX2-5, we followed up on the NKX2-5 TF network. By exploiting the molecular link
of the trans QTL SNP, the TF transcript, transcription factor activity as well as transcript
and protein data of potential target genes, we derived 13 NKX2-5 TF targets, which
also showed co-expression with the NKX2-5 transcript in two independent RNA-seq
datasets. Importantly, we observed two key properties that were predicted for core
genes [Boyle et al., 2017]. First, various putative core genes had mutations which were
known to be causal for AF, arrhythmias or also other cardiomyopathies, and second,
core genes are expected to be directly linked to the phenotype [Boyle et al., 2017]. The
13 NKX2-5 targets showed a very strong collective down-regulation with respect to
AF on protein level, even though the original cohort AF phenotypes were not used
in any form until this point. The disease association of the NKX2-5 TF targets was
further replicated by an independent transcriptomics as well as proteomics dataset and
supported by findings in previous literature (see Table 5.11).
Neither the link of the GWAS SNP rs9481842 to NKX2-5 nor the relation between the TF
and its targets were known in the context of AF. Also, when considering transcriptomics
and proteomics, stronger disease associations have been observed on protein level for
the NKX2-5 TF targets in both, our AFHRI-B cohort as well as the two independent
replication datasets.

Still, due to the unique nature of this cohort including the AF case-control context as
well as the disease- and tissue-specific analyses, replication of the trans QTLs or the
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link between rs9481842 and the NKX2-5 TF targets was not feasible.

5. Current measurement technologies enable the evaluation of multiple
molecular omics. However, it is difficult to leverage the full potential of
multi-omics data to derive de-regulated biological processes in AF.

We have extended existing methods for multi-omics gene set enrich-
ment analysis and made them accessible to a broader audience in the
graphical workflow framework KNIME. Our simulation study warranted
insights on the performance of different methods under varying underlying
pathway activations. By leveraging the gained knowledge, we were able to
identify common molecular mechanisms underlying AF even in the case of
extremely small effect sizes.

With the exception of MONA [Sass et al., 2013], most pathway enrichment methods
like GSEA [Subramanian et al., 2005, Korotkevich et al., 2019] or MGSA [Bauer et al.,
2010] focus on one omic only. Therefore, we conducted a simulation study compar-
ing different multi-omics pathway enrichment approaches including extensions of
existing methods as well as ad-hoc combinations of single data modality analyses.
Using multi-omics data in general and including direction of effect greatly improved
model performance. The ad-hoc OR combination of single-omic MGSA and MONA
approaches showed consistently good performance across all simulation scenarios,
including shared and independent pathway activations per omic, different correlation
between the two data types and various coverages of the second omic, even for very
high false positive and false negative rates in the simulated data.
The direct multi-omic MONA integration only outperformed the ad-hoc OR combi-
nation in the case of shared pathway activations across omics but failed to detect the
corresponding activations if they were independent for each modality due to a tendency
to exclusively detect the pathways active in the first omic.
Given the insight, that the MONA approaches can cope even with very high false posi-
tive rates, we were able to apply both the multi-omics MONA ad-hoc OR combination
as well as the direct integration to our AFHRI-B transcriptomics and proteomics AF
differential expression results with relaxed significance thresholds. We observed a
broad range of mechanisms, including cardiac, metabolic and immune pathways which
were in line with previous literature [Tu et al., 2014, Staerk et al., 2017]. The two AF
subtypes, prevalent and incident AF, showed distinct regulation. For both subtypes
and both omics, we found processes which were regulated in only transcriptomics or
proteomics exclusively. As to be expected from the results of our simulation study, the
OR combination and direct integration matched very closely.
To make similar multi-omics analyses more accessible without programming skills,
we developed the EnrichmentNodes plugin for the KNIME Analytics Platform for
integrating the presented analysis approaches in an interactive graphical workflow
development framework.

Many of the AF core genes, as well as the enriched processes which were identified,
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were related to metabolism. Therefore, as those measurements are also available for
the AFHRI-B cohort, tissue as well as serum metabolomics analyses provide promising
opportunities for validating the underlying mechanisms.
In this regard serum measurements in other cohort studies revealed that higher serum
concentrations of long-chain acylcarnitines, which are essential for mitochondrial energy
metabolism, associated with prevalent and incident AF. The corresponding paper An
arrhythmogenic metabolite in atrial fibrillation, by J. Krause, ..., I. Assum, M. Heinig, ..., J.
Stenzig* and T. Zeller* (*authors contributed equally) is currently under revision.

Integrating metabolites in gene-regulatory networks is still challenging. Manual harmo-
nization and curation of shared pathway maps is tedious and also highly dependent
on the metabolomics measurement techniques. Also, general annotations will not
take tissue-specific effects into account. Instead, we propose linking the metabolomics,
genomics, transcriptomics and proteomics data of this unique cohort via mQTL associ-
ations and correlation networks.

In general, further combination of even more omics types for complex diseases such
as AF could be the next step. Important risk factors include a large variety of genetic
but also clinical and molecular features. To derive more personalized risk predictions,
we propose a risk score incorporating classical risk factors, the PRS which was also
used in the QTL analyses as well as molecular markers such as transcripts, proteins or
metabolites. Moreover, besides omics measured in tissue samples we want to apply
the same strategy to serum metabolomics, as such biomarkers are more feasible to be
applied in a larger clinical setting. First results in the AFHRI-B cohort look promising
and the KORA cohort [Holle et al., 2005] can be used as replication.

As part of the e:Med networking fonds Networks of heart disease: Systems medicine
approach to improve heart health (coNfirm)2 pathway enrichment methods were also
generalized across different species and studied for a broader range of cardiovascular
diseases, such as heart failure, myocardial infarct and atrial fibrillation. By combining
data and knowledge from different stages, including animal models, human-induced
pluripotent stem cells to human cohort data, we want to identify and refine our
understanding of disease mechanisms. Specifically, we want to leverage stronger effect
sizes in experimental model organisms compared to human data with the goal of
developing better treatment options.

2https://www.sys-med.de/en/networking/spalte-2/networking-fonds/confirm/
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7.2 Conclusion

In this thesis, we have showcased how multi-omics integration improves our under-
standing of complex traits such as AF and helps to overcome challenges such as data
heterogeneity, small effects and restricted sample sizes.
The methods used in this thesis have been tailored specifically to AF, but the under-
lying concepts can be applied in a much more general context. In conclusion, we can
emphasize not only the benefit but also the necessity of evaluating multiple omic types
to investigate molecular mechanisms.
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A Supplementary Figures

A.1 Simulation study - extended benchmarking results
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A Supplementary Figures

A.1.1 Extended GSEA performance results
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GSEA on P value rankings for different activated pathways for each omicB

Figure A.1: GSEA performance using P value/absolute Z score rankings.
GSEA applied to absolute Z scores of the simulated summary statistics representing P value rankings.
Panel A presents the results for the scenarios, where the activated pathways were shared across omics,
for the results in panel B different pathways were active in different omics. The average accuracy,
sensitivity and specificity across 100 simulation replicatess is visualized across the different combinations
of predefined false positive and false negative rates and the last panel of each row represents the percentage
of cases, where the exact match of simulated gene sets were recovered. To evaluate the multi-omics
performance, GSEA results on each omic were combined using additive effects, i.e. a gene set is considered
to be found active by the method, if it came up significant in either omic (OR, panel a-d) as well as
overlapping effects, i.e. a gene set is considered active if it was significant in both omics (AND, panel e-h).
GSEA, gene set enrichment analysis;
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GSEA on Z score rankings for different activated pathways for each omicB

Figure A.2: GSEA performance using signed test statistic/Z score rankings.
GSEA applied to Z scores of the simulated summary statistics representing rankings based on a test
statistic or signed P values. Panel A presents the results for the scenarios, where the activated pathways
were shared across omics, for the results in panel B different pathways were active in different omics.
The average accuracy, sensitivity and specificity across 100 simulation replicates is visualized across the
different combinations of predefined false positive and false negative rates and the last panel of each
row represents the percentage of cases, where the exact match of simulated gene sets were recovered. To
evaluate the multi-omics performance, GSEA results on each omic were combined using additive effects,
i.e. a gene set is considered to be found active by the method, if it came up significant in either omic (OR,
panel a) as well as overlapping effects, i.e. a gene set is considered active if it was significant in both omics
(AND, panel b).
GSEA, gene set enrichment analysis;
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A.1.2 Extended MGSA performance results
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Figure A.3: MGSA performance using P values/absolute Z scores.
MGSA applied to absolute Z scores of the simulated summary statistics representing P values without
taking into account direction of effect. Panel A presents the results for the scenarios, where the activated
pathways were shared across omics, for the results in panel B different pathways were active in different
omics. The average accuracy, sensitivity and specificity across 100 simulation replicates is visualized across
the different combinations of predefined false positive and false negative rates and the last panel of each
row represents the percentage of cases, where the exact match of simulated gene sets were recovered. To
evaluate the multi-omics performance, MGSA results on each omic were combined using additive effects,
i.e. a gene set is considered to be found active by the method, if it came up significant in either omic (OR,
panel a-d) as well as overlapping effects, i.e. a gene set is considered active if it was significant in both
omics (AND, panel e-h).
MGSA, model-based gene set analysis;
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A.1 Simulation study - extended benchmarking results
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Figure A.4: MGSA performance using a test statistic/Z scores.
MGSA applied to absolute Z scores of the simulated summary statistics representing a test statistic or
signed P values taking into account direction of effect. Panel A presents the results for the scenarios,
where the activated pathways were shared across omics, for the results in panel B different pathways
were active in different omics. The average accuracy, sensitivity and specificity across 100 simulation
replicates is visualized across the different combinations of predefined false positive and false negative
rates and the last panel of each row represents the percentage of cases, where the exact match of simulated
gene sets were recovered. To evaluate the multi-omics performance, MGSA results on each omic were
combined using additive effects, i.e. a gene set is considered to be found active by the method, if it came
up significant in either omic (OR, panel a-d) as well as overlapping effects, i.e. a gene set is considered
active if it was significant in both omics (AND, panel e-h).
MGSA, model-based gene set analysis;
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A.1.3 Extended single-omic MONA performance results
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Figure A.5: Single-omic MONA performance using P values/absolute Z scores.
Single-omic MONA applied to absolute Z scores of the simulated summary statistics representing P values
without taking into account direction of effect. Panel A presents the results for the scenarios, where the
activated pathways were shared across omics, for the results in panel B different pathways were active
in different omics. The average accuracy, sensitivity and specificity across 100 simulation replicates is
visualized across the different combinations of predefined false positive and false negative rates and the
last panel of each row represents the percentage of cases, where the exact match of simulated gene sets
were recovered. To evaluate the multi-omics performance, MONA results on each omic were combined
using additive effects, i.e. a gene set is considered to be found active by the method, if it came up
significant in either omic (OR, panel a-d) as well as overlapping effects, i.e. a gene set is considered active
if it was significant in both omics (AND, panel e-h).
MONA, multi-level ontology analysis;
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A.1 Simulation study - extended benchmarking results
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Figure A.6: Single-omics MONA performance using a test statistic/Z scores.
Single-omics MONA applied to absolute Z scores of the simulated summary statistics representing a test
statistic or signed P values taking into account direction of effect. Panel A presents the results for the
scenarios, where the activated pathways were shared across omics, for the results in panel B different
pathways were active in different omics. The average accuracy, sensitivity and specificity across 100
simulation replicates is visualized across the different combinations of predefined false positive and false
negative rates and the last panel of each row represents the percentage of cases, where the exact match of
simulated gene sets were recovered. To evaluate the multi-omics performance, MONA results on each
omic were combined using additive effects, i.e. a gene set is considered to be found active by the method,
if it came up significant in either omic (OR, panel a-d) as well as overlapping effects, i.e. a gene set is
considered active if it was significant in both omics (AND, panel e-h).
MONA, multi-level ontology analysis;
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A.1.4 Extended MONA multi-omics integration performance results
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Figure A.7: MONA direct multi-omics integration performance.
MONA direct multi-omics integration results for activated pathways that were shared across omics (panel
A), and independent pathways being active in different omics (panel B). Absolute Z scores of the simulated
summary statistics representing P values without taking into account direction of effect were evaluated in
panel A a-d and panel B a-d, and signed P values/test statistics including direction of effects in panel A
e-h and panel B e-h. The average accuracy, sensitivity and specificity across 100 simulation replicates is
visualized across the different combinations of predefined false positive and false negative rates and the
last panel of each row represents the percentage of cases, where the exact match of simulated gene sets
were recovered.
MONA, multi-level ontology analysis;
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