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Zusammenfassung

Methan (CH4) ist das zweitwichtigste anthropogen beeinflusste Treibhausgas in der Atmo-
sphäre. Es wird an der Erdoberfläche aus anthropogenen und natürlichen Quellen emittiert
und hauptsächlich durch das Hydroxylradikal (OH) in der Troposphäre entfernt. Aufgrund
seiner relativ kurzen atmosphärischen Lebensdauer birgt die Verringerung der CH4 Emis-
sionen ein großes Potenzial für die Eindämmung des Klimawandels. Die atmosphärische
Wachstumsrate von CH4 stagnierte zwischen 2000 und 2007 und nimmt seit 2007 weiter zu.
Hauptursachen dafür könnten Emissionen aus biogenen Quellen (vor allem Feuchtgebiete,
Landwirtschaft, Mülldeponien) oder thermogenen Quellen (vor allem die Produktion fos-
siler Brennstoffe) sein. Darüber hinaus könnten auch Änderungen der OH-Konzentrationen
eine wichtige Rolle spielen. Die vorliegende Modellstudie soll unser Verständnis des glob-
alen CH4 Budgets verbessern. Die Arbeit ist in drei Teile gegliedert, in denen regionale und
globale numerische Modelle zur Simulation des atmosphärischen CH4 und seiner stabilen
Isotopenverhältnisse in Bezug auf Kohlenstoff-13 (δ13C(CH4)) verwendet werden.

Der erste Teil befasst sich mit unserem derzeitigen Verständnis lokaler anthropogener
CH4 Emissionen aus Punktquellen und der atmosphärischen CH4 Verteilung auf regionaler
Ebene. Er umfasst die Entwicklung eines Vorhersagesystems zur Unterstützung der Flug-
planung der CoMet 1.0 Messkampagne, die im Jahr 2018 stattfand. Ziel von CoMet war
die Quantifizierung von CH4 Emissionsflüssen aus Kohleminen-Belüftungsschächten im
USCB (Polen). CH4 wird mit dem online dreifach “genesteten” globalen und regionalen
Klima-Chemie-Modell MECO(3) simuliert. Die Modellergebnisse werden im Hinblick auf
flugzeuggetragenen Messungen analysiert. MECO(3) kann die Ausbreitung im Windschat-
ten von Punktquellen, vertikale integrierte Werte und vertikale Gradienten von CH4 gut
simulieren. Dies zeigt die Zuverlässigkeit der untersuchten Emissionskataster. Außerdem
liefert MECO(3) bis zu vier Tage im Voraus vernünftige Vorhersage-Ergebnisse.

Je nach Entstehungsprozess von CH4, variiert auch die δ13C(CH4) Signatur. δ13C(CH4)
kann deshalb dabei helfen, atmosphärisches CH4 auf einzelne Quellen zurückzuführen. Die
Simulation von δ13C(CH4) mit MECO(3) und deren Vergleich mit CoMet 1.0 Messungen
zeigen, dass die Variabilität von δ13C(CH4) auf regionaler Ebene gut verstanden wird und,
dass Veränderungen im Vergleich zum Hintergrund δ13C(CH4) auf Kohleminenemissio-
nen zurückzuführen sind. Im Vergleich mit Beobachtungen konnte eine durchschnittliche
δ13C(CH4) Signatur von -51 ❤ für die Emissionen aus Kohleminen im USCB bestimmt
werden.

Auf globaler Ebene wurde der CH4 Anstieg seit 2007 im Hinblick auf negativer werdende
δ13C(CH4) Werte analysiert. Diese weisen auf einen veränderten relativen Beitrag der
einzelnen CH4 Quellen zum erneuten CH4 Anstieg hin. Sensitivitätssimulationen mit dem
“state-of-the-art” globalen Klima-Chemie-Modell EMAC, die insbesondere die Rolle von
unkonventioneller Gasförderung (“fracking”) untersuchen, zeigen, dass der globale CH4-
Anstieg nicht allein auf diese Emissionen zurückzuführen ist. Stattdessen spielen biogene
Emissionen eine wichtige Rolle. Darüber hinaus reagiert δ13C(CH4) sehr empfindlich auf
Änderungen der Emissionen aus Biomassebrennen, was die Bedeutung der in den Simula-
tionen verwendeten Emissionsabschätzungen unterstreicht.
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Der Einfluss einer OH Konzentrationssenkung auf das globale δ13C(CH4) ist eher ger-
ing. Darüber hinaus wirkt sich die troposphärische latidunale OH Verteilung nicht auf
den relativen Beitrag der verschiedenen Quellen zum globalen Anstieg von CH4 und dem
globalen mittleren Oberflächen-δ13C(CH4) aus. Mögliche Rückkopplungen auf OH wurden
jedoch nicht berücksichtigt und müssen in künftigen Simulationen einbezogen werden.
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Abstract

Atmospheric methane (CH4) is the second most important greenhouse gas in terms of an-
thropogenic forcing. It is emitted at the Earths’ surface from anthropogenic and natural
sources, and mainly removed by the hydroxyl radical (OH) in the troposphere. Due to its
relatively short atmospheric lifetime, the reduction of CH4 emissions has a great potential
for climate change mitigation. Atmospheric CH4 growth rate stagnated between 2000 and
2007 and continues to grow since 2007. The major drivers could be emissions from bio-
genic (mainly wetlands, agriculture, waste) or thermogenic (mainly fossil fuel production)
sources. In addition, changes in OH might play an important role. The presented mod-
elling study aims to improve our understanding of the global CH4 budget. The thesis is
divided into three parts, applying regional and global numerical models for the simulation
of atmospheric CH4 and its stable isotopic ratio with respect to 13-carbon (δ13C(CH4)).

The first part addresses our current understanding of local anthropogenic CH4 point
source emissions and the atmospheric CH4 distribution on regional scales. It comprises
the development of a forecast system supporting the flight planning of a measurement
campaign in 2018, called CoMet 1.0. CoMet aimed to quantify CH4 emissions from coal
mining ventilation shafts in the USCB (Poland). CH4 is simulated with the online three-fold
nested global and regional chemistry-climate model MECO(3). Model results are analysed
with respect to CoMet airborne observations. MECO(3) simulates the dispersion downwind
of point sources, vertical integrated values and vertical gradients of CH4 reasonably well.
This implies that the investigated emission inventories are reliable. Moreover, MECO(3)
delivers reasonable forecast results up to forecast day four.

Since δ13C(CH4) depends of the type of CH4 formation, it can help to constrain at-
mospheric CH4 to individual sources. Simulations of δ13C(CH4) with MECO(3) and com-
parisons with results of CoMet 1.0 measurements show that we understand the δ13C(CH4)
variability on regional scales, and that changes relative to the background δ13C(CH4)
are attributable to coal mining emissions. In comparison with observations, an average
δ13C(CH4) signature for coal mining emissions in the USCB of -51 ❤ was found.

On the global scale, the CH4 rise has been analysed with respect to a δ13C(CH4)
decline since 2007, indicating changes in the relative contribution of CH4 sources to the
renewed CH4 rise. Sensitivity simulations with the state-of-the-art global chemistry climate
model EMAC, which particularly investigate the role of shale gas, show that the global
CH4 increase is not attributable to shale gas emissions alone. Instead, biogenic emissions
play an important role. Additionally, δ13C(CH4) is very sensitive to changes in biomass
burning emissions, which underlines the importance of their emission estimates used in the
simulations.

The influence of an OH reduction on the global δ13C(CH4) is rather small. Moreover,
the latitudinal tropospheric OH distribution does not impact the relative contribution of
different emission source categories to the global rise CH4 and the global mean surface
δ13C(CH4). However, potential feedbacks on OH were not considered and need to be in-
cluded in future simulations.
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Chapter 1

Introduction

1.1 Motivation

Methane (CH4) is one of the most abundant organic trace gases, which plays an important
role in atmospheric chemistry. Next to water vapour (H2O) and carbon dioxide (CO2),
it is an effective greenhouse gas, having a direct radiative forcing of about 0.61 W m-2

(1750–2011 RF, Etminan et al., 2016). Furthermore, atmospheric CH4 affects the abun-
dance of other greenhouse gases and thereby contributes to an additional indirect radia-
tive forcing (Myhre et al., 2013). It is an important sink of the hydroxyl radical (OH),
the major oxidant of pollutants and greenhouse gases in the troposphere (Crutzen, 1995;
Lelieveld et al., 2004). OH is also the major sink of methane. Moreover, the oxidation of
CH4 produces stratospheric water vapour (SWP), which in turn influences global surface
temperatures on decadal scales (Solomon et al., 2010).

Since pre-industrial times atmospheric CH4 has more than doubled, whereby the global
average mixing ratio increased from 695 ppb (Etheridge et al., 1998) to a present level
of 1873.4 ppb (Dlugokencky et al., 2020, mixing ratio in January 2020). The increase
is accompanied by growing human activity (mainly agriculture, waste management and
fossil fuel exploitation), and can be partially attributed to emissions from these activities.
Next to anthropogenic sources (currently about 60 % of the total emissions, Saunois et al.,
2020), CH4 is also emitted from natural sources, such as wetlands, wild animals, volcanoes,
oceans, termites and permafrost. Emissions from wetlands are the largest natural source
and account for about one third of the total CH4 emissions (Saunois et al., 2020). More-
over, a considerable amount of CH4 is also emitted from biomass burning, which is both,
anthropogenically and naturally induced.

Growing Earths’ human population and the emerging role of anthropogenic activities
will likely increase the emissions of CH4 and impact global climate change. In addition,
future global warming will presumably feedback in further emissions from wetlands and
thawing permafrost and gas hydrates (Gedney et al., 2004; Dean et al., 2018; Nisbet et al.,
2019). Since the atmospheric lifetime of CH4 ranges between only 8 to 10 years (Prinn
et al., 2005; Jöckel et al., 2006; Prather et al., 2012; Frank, 2018), it is relatively quickly
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removed from the atmosphere. Reducing CH4 emissions is therefore an attractive target
for mitigating global warming (Dlugokencky et al., 2011). To do so, a precise knowledge
of the individual sources and their emission fluxes is essential.

Figure 1.1: Global averaged monthly marine near surface methane mixing ratio (left
panel) and annual growth rate (right panel) between 1984 and 2020 derived from https:

//gml.noaa.gov/ccgg/trends ch4/ (Dlugokencky et al., 2020).

Figure 1.1 shows the evolution of the global average CH4 mixing ratio over the last
decades. Mixing ratios increased until 2000 (see left panel), whereas between 2000 and
2007 the atmospheric growth rate (right panel) stagnated. After 2007 CH4 mixing ratios
increased with a considerable growth rate of 12.7 ± 0.5 ppb/year in 2014 (Nisbet et al.,
2019). The reasons for the stagnation and the renewed rise after 2007 are still unknown
and debated in the literature. Until today, large uncertainties appear in the estimates of
the individual source emission fluxes. Emission inventories differ from each other, and es-
timates of the so called bottom-up and top-down approaches deviate strongly (bottom-up:
576 Tg(CH4)/yr [550-594] and top-down: 737 Tg(CH4)/yr [594-881], Saunois et al., 2020,
see Chapter 2 for an explanation on the top-down and bottom-up approaches). Moreover,
uncertainties in the atmospheric OH concentration (the major sink of CH4) exist (Nicely
et al., 2020; Zhao et al., 2020).

Understanding the global methane budget requires precise emission flux estimates and a
good representation of the CH4 chemistry and physics in chemistry climate models. Long-
term monitoring, as well as global and regional atmospheric observations help to identify
and quantify different CH4 sources. Accurate measurements of strong point source emis-
sions are quite feasible, but still subject to uncertainties. Moreover, we lack comprehensive
observations of diffuse emissions, e.g. from wetlands or due to leakage from fossil fuel ex-
ploitation, transport and usage. Furthermore, due to its high reactivity and associated very
short lifetime, the concentration and distribution of OH in the atmosphere is highly vari-
able, which makes it difficult to calculate the total methane loss based on measurements.
To close the gap of uncertainties in the estimates of emission fluxes and OH concentration,
and to better constrain atmospheric observations, regional and global numerical models
are used.

https://gml.noaa.gov/ccgg/trends_ch4/
https://gml.noaa.gov/ccgg/trends_ch4/
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A powerful tool for tracing back CH4 emissions and identifying the sources of the recent
global increase, is the study of stable isotopes. Sources of CH4 can be categorized according
to the type of formation (biogenic, thermogenic and pyrogenic). Depending on this type
of formation, the ratio between light and heavy isotopes in a CH4 sample (i.e. 13C/12C and
D/1H) differs. The isotopic composition of a sample is expressed relative to a standard
(VPDB1 for carbon and VSMOW2 for hydrogen isotopes) in a so called “delta notation”,
i.e. δ13C and δD for carbon and hydrogen, respectively. Biogenic emissions (e.g. from
wetlands, agriculture, waste, wild animals, termites, permafrost) have relatively negative
δ13C(CH4) signatures. The δ13C(CH4) signatures of thermogenic emissions (e.g. from fos-
sil fuels, volcanoes) are less negative, and the pyrogenic emissions (biomass burning) show
least negative values. The global averaged δ13C(CH4) increased until 2000, which suggests
a larger contribution of methane with less negative δ13C(CH4) signatures. The isotopic
signature was relatively constant between 2000 and 2007, followed by a decrease since
2007. This indicates a change in the composition of the methane sources contributing to
the current methane emissions.
Previous studies analysed the globally averaged δ13C(CH4) with respect to the methane rise
after 2007. Decreasing δ13C(CH4) implies larger emissions from wetlands (Nisbet et al.,
2019) and agricultural activities (Schaefer et al., 2016). In addition, thermogenic emis-
sions, predominantly due to fossil fuel exploitation, could have contributed to the CH4 rise
(Hausmann et al., 2016). This assumption is, for example, supported by a possible reduc-
tion of pyrogenic emissions with relative high δ13C(CH4) (Worden et al., 2017). Fossil fuel
production (Höök et al., 2012) and in particular, the extraction of shale gas (fracking, EIA,
2015) prevailed over the last decades. Howarth (2019) suggests, that shale gas may have
lower δ13C(CH4) signatures compared to methane from other fossil sources. Therefore,
a considerable contribution of shale gas emissions may also partly explain the observed
decrease in the global mean surface δ13C(CH4). In contrast, Milkov et al. (2020) suggest
very negative δ13C(CH4) signatures in shale gas methane, which opposes the findings of
Howarth (2019). Finally, a reduction of the OH concentration could lead to the observed
increase of CH4 and a change of the isotopic composition due to the oxidation of CH4

(Rigby et al., 2017; Turner et al., 2017).

Scientific questions

The presented study aims to investigate and identify sources and sinks of atmospheric CH4

on the global and regional scale by using different modelling approaches. The overarching
goal is to improve our knowledge of the global CH4 budget and further enable supporting
numerical simulations for future measurement campaigns. Four scientific questions result
from the motivation described above. The first two are related to regional and local CH4

emissions. The two last scientific questions addressed in this study concern the recent
global atmospheric CH4 rise since 2007 and the simultaneous decrease in global δ13C.

1Vienna Pee Dee Belemnite
2Vienna Standard Mean Ocean Water



4 1. Introduction

❼ Regional and local CH4 emissions

1. How well do we understand the CH4 distribution on regional scale? How good
can we simulate and forecast regional CH4 distributions with a regional model?
Is there an improvement of the models’ skill with increasingly finer model reso-
lution?

2. How well do we understand stable CH4 isotopologues on regional scale and how
good can we simulate them? Do we see differences in the isotopic signatures
relative to the background signature?

❼ Stable CH4 isotopologues and the recent CH4 rise:

3. How do different CH4 source categories, and in particular shale gas emissions,
contribute to the global CH4 budget?

4. How does the global OH concentration and its atmospheric distribution influence
the global mean surface δ13C(CH4) signature?

1.2 Methodology and approach

In order to answer these questions, and to examine various aspects of atmospheric methane,
I apply a combined global and regional numerical model of the atmosphere. On the re-
gional scale, the focus is on accompanying an extensive measurement campaign, called
CoMet 1.0. The global methane budget is assessed with a global chemistry climate model.

To resolve small-scale patterns and CH4 point sources in a specific area, the models’
spatial and temporal resolution must be as fine as possible. Moreover, to simulate the
total methane mixing ratios in the area, the variability in background methane should be
correctly represented. Regional models usually prescribe methane climatologies at their
boundaries. To simulate the methane background variations, the models’ boundary con-
ditions must however, be consistent with the actual meteorology. This can be achieved
with a global/regional on-line nested chemistry climate model. Such models allow for a so
called “nesting” of several model instances into each other, covering a progressively smaller
area with an increasingly finer resolution. Each model instance receives its’ boundary con-
ditions from the respective coarser resolved model instance. Thereby, only the area of
interest is simulated with a high temporal and spatial resolution. The surrounding area is
less resolved, which saves computational resources.

The Carbon Dioxide and Methane Mission (CoMet) campaign is a measurement cam-
paign, carried out in May and June 2018. One of the objectives of the CoMet campaign
was to quantify localized methane emissions from coal mining activities in the Upper
Silesian Coal Basin (USCB) in Poland. It combined airborne and ground-based measure-
ments (active and passive remote sensing, in-situ, flask sampling), as well as regional and
global atmospheric models. A major part of the presented thesis was to develop a forecast
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system that provided numerical simulations of methane in the atmosphere. These fore-
casts supported the research aircraft flight planning throughout the campaign. Numerical
simulations further help with the interpretation of the observed methane mixing ratios
afterwards (hindcasting).

For future studies and measurement campaigns, it is crucial to investigate how well
these regional simulations can reflect the actual CH4 distribution in the atmosphere.

The first part of this study therefore includes the analysis of hind- and forecast simula-
tions conducted with a global/regional on-line nested chemistry climate model. The model
results are compared to the observational data sampled during CoMet 1.0. These results
are already published by Nickl et al. (2020) and the corresponding Chapter 4 in this thesis
is mainly based on this publication. The second part covers the assessment of methane
isotopologues with the regional model. The simulation results are analysed and compared
to CoMet observations (CH4 mixing ratios and stable isotopes) in Chapter 5.

The last part in Chapter 6 concerns the simulation of the global methane budget by
global modelling. It investigates the influence of different source emission fluxes and the
OH field onto the recent CH4 rise with respect to the observed global averaged δ13C(CH4)
signature. A state-of-the-art global chemistry climate model is applied, using a simpli-
fied approach to simulate methane loss, as well as the physical and chemical processes
of methane isotopologues. Based on recent emission inventories, CH4 emissions and the
respective isotopic signatures are systematically varied within the range of their uncer-
tainties, in order to reproduce the observed global trends in δ13C(CH4) and CH4 mixing
ratios.





Chapter 2

Scientific background

2.1 Methane in the atmosphere

Methane (CH4) is a major greenhouse gas in the atmosphere, along with H2O (vapour),
carbon dioxide (CO2) and nitrogen dioxide (N2O). Furthermore it plays an important role
in atmospheric chemistry, as it effects the concentration of tropospheric hydroxyl radical
(OH), a key oxidant or ”cleaner” in the atmosphere, which removes other trace gases, such
as carbon monoxide (CO), nitrous oxide (NOx) and organic compounds (Crutzen, 1995;
Lelieveld et al., 2004).

In terms of anthropogenically induced radiative forcing methane is the second most
important greenhouse gas after CO2. It’s direct radiative forcing is estimated at 0.61 W
m-2 (Etminan et al., 2016). Atmospheric concentrations are about 200 times lower than
CO2 concentration. Yet, methane’s absorption of infrared radiation is stronger and its 100-
year global warming potential (GWP) is 28 times larger than the GWP of CO2 (GWP=
1). Methane has a relatively short atmospheric lifetime of ∼ 10 years (see Section 2.1.2).
On a shorter time horizon of 20 years it’s GWP is therefore even higher with a value of 84
(Myhre et al., 2013). Besides the direct effect to radiative forcing, the oxidation of methane
leads to a production of further greenhouse gases such as O3, CO2 and stratospheric water
vapour (Myhre et al., 2013). This again contributes to the radiative forcing (indirectly)
and results in a GWP of 34 and 86 for the 100-year and 20-year time horizon, respectively
(Myhre et al., 2013).

Since the atmospheric methane lifetime is relatively short, a reduction of anthropogenic
methane emissions would rapidly effect the global methane budget. This is an attractive
target in terms of climate change mitigation strategies (Dlugokencky et al., 2011). Under-
standing the behaviour of atmospheric methane and its chemical feedbacks, as well as the
causes of the recent methane growth is therefore crucial.

Atmospheric methane concentrations are determined by emission fluxes and sink pro-
cesses. Both can be subject to different feedbacks. Palaeo records show that natural
methane emissions are sensitive to temperature variations (Etheridge et al., 1998). Bo-
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real wetland emissions, for example, decreased during the Last Glacial Maximum (LGM),
when temperatures were low (Fischer et al., 2008). In contrast, increasing temperatures,
accompanied by rising soil water tables, will enhance the production and therefore also
the emission of methane. Moreover, permafrost or gas hydrates possibly thaw or be-
come destabilized due to higher temperatures. This implies, that emissions from wetlands,
gas hydrates and permafrost likely respond to a future warming climate (Gedney et al.,
2004; Dean et al., 2018; Nisbet et al., 2019). Apart from this warming climate feedback,
methane is also involved in a complex interplay of processes determining its atmospheric
lifetime. The oxidation of methane with OH, which is the primary sink, affects for example
methane’s own tropospheric lifetime. Methane and its oxidation products are also major
sinks for OH. Thus, higher methane concentrations increase the tropospheric lifetime of
methane (Lelieveld et al., 1998; Winterstein et al., 2019; Stecher et al., 2021).

Methane sources are predominantly located in the Northern Hemisphere. Currently,
64 % of total emissions appear in the tropics, 32 % in the mid latitudes and 4 % in the
Northern high latitudes (Saunois et al., 2020). The concentrations of sink reactants also
vary globally with latitude. This results in a South-North gradient of the global methane
surface mixing ratios. Atmospheric transport, in turn, impacts the interhemispheric and
interpolar difference (Pandey et al., 2019) and reduces the gradient between both Hemi-
spheres. A detailed description of the individual methane sources and the different sink
processes are given in section 2.1.1 and 2.1.2, respectively.

Analyses from ice core records reconstructed global averaged methane mixing ratios of
about 695 ppb during the late pre-industrial Holocene (Etheridge et al., 1998). Since then
global methane mixing ratios in the atmosphere increased rapidly to currently 1873.4 ppb
(Dlugokencky et al., 2020, mixing ratio in January 2020). This sharp increase during the
20th century is most likely attributed to enhanced human activity. Figure 1.1 in Chapter
1 shows the global methane mixing ratios from the early 1980s until present (left panel).
The corresponding methane growth (right panel) began to slow down in 1983 and during
the 1990s, presumably due to reduced anthropogenic emissions (Bousquet et al., 2006).
Emissions from the Mt. Pinatubo eruption in 1992 resulted in decreasing temperatures
(Dutton and Christy, 1992), whereupon wetlands likely responded with lower emissions.
This might have led to the observed drop in the methane growth rate. Additionally, the
disintegration of the former Soviet Union presumably weakened the methane rise at this
time (Dlugokencky et al., 1994). Between 1997 and 1998, enhanced biomass burning from
Indonesian wildfires resulted again in larger methane emissions (Dlugokencky et al., 2011).
The growth rate stagnated between 1999 until 2006 (Dlugokencky et al., 2011) and in
2007 methane mixing ratios increased again, with the highest growth rate of 12.7 ➧ 0.5
ppb/year in 2014 (Nisbet et al., 2019). However, although single events that induced
changes in methane emissions during the last decades have been identified, the interannual
variability of methane mixing ratios is still poorly understood. Wetlands and variations of
tropical OH are assumed to contribute largely to the previous changes (Bousquet et al.,
2006). Still, the recent increase after 2007 is heavily debated in the literature. The various
hypotheses, trying to explain the causes of the renewed methane growth, have been already
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shortly described in the introduction (see Chapter 1). The use of stable isotopologues can
help to constrain individual sources and sinks of methane. An introduction to the stable
isotope chemistry is therefore given in Section 2.2.2. Chapter 6 addresses the recent increase
between 2007 and 2014 and discusses the global observed isotopic signature of methane in
more detail.

2.1.1 Sources of methane

Methane is emitted by natural and anthropogenic sources. Depending on the type of
formation, they can be further divided into biogenic, thermogenic and pyrogenic sources.
Biogenic or ”microbial” methane is produced due methanogenesis by archaea under anoxic
conditions (Cicerone and Oremland, 1988), such as in coastal sediments, wetlands and rice
paddies, the rumen of livestock (enteric fermentation) or organic waste deposits. Ther-
mogenic methane is generated under high pressure and temperature conditions due to a
thermal breakdown of organic matter. This applies for example to fossil fuels or volcanic
gases which are formed in great depths. Pyrogenic methane forms during incomplete com-
bustion of biomass during wildfires or biomass burning.

The individual natural and anthropogenic sources of methane are well known. Yet,
their relative contribution to the global methane budget is uncertain. Methane emissions
are either constrained by bottom-up inventories, which scale individual source data to a
global emissions, or they are estimated by top-down inversions using satellite and other
atmospheric measurements. Depending on the approach, the methane emissions differ
widely. While for the total methane emission, top-down estimates between 2008 and 2017
are 576 Tg(CH4)/yr [550-594], bottom-up inventories suggest much larger emissions of 737
Tg(CH4)/yr [594-881] (Saunois et al., 2020). Figure 2.1 lists the emission fluxes per source
based on top-down estimates.

Natural sources include wetlands, freshwater systems, oceans, termites, wild animals,
geological sources, methane hydrates and wild fires. Wetlands are the largest natural
source and are mainly located in tropical South America (Amazonas region) and in boreal
regions. Between 2008 and 2017 emission fluxes, derived from bottom-up and top-down es-
timates, are 149 Tg(CH4)/yr [102-182] and 181 Tg(CH4)/yr [159-200], respectively (Saunois
et al., 2020). Wetland and freshwater emissions estimates show the highest uncertainties
(Kirschke et al., 2013) and differences between the estimates may arise from double count-
ing of freshwater as wetland emissions (Saunois et al., 2020). Since methane formation
in wetlands depends on the water table (depth of anoxic zone), temperature, and degrad-
able material it may be possibly impacted by a changing climate and can be important in
terms of future climate feedbacks (Gedney et al., 2004). Geological sources including emis-
sions from volcanoes, mudvolcanoes and sediment basins (onshore and offshore) are less
constrained and again lead to discrepancies between bottom-up and top-down estimates
(Saunois et al., 2020). Together with all other natural sources, they make up only a minor
part of the total methane emissions.

Anthropogenic emissions arise from gas, oil and coal extraction, agriculture, waste
disposal, and biomass (incl. biofuel) burning. They account for about 60 % of the total
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emissions (Saunois et al., 2020) and seem to be better constrained than natural emissions,
since the differences between bottom-up and top-down estimates are smaller. However,
estimates for the individual sectors are only from bottom-up estimates and are based on
local informations and inventories. Uncertainties can still be there. A major part of the
anthropogenic methane is attributed to agricultural activity, mostly livestock farming,
manure and rice cultivation, the latter being predominant in South East Asia (Carlson
et al., 2016). Another large source is the waste sector, where methane is produced during
the decay of biogenic waste in landfills or waste water. Agriculture and waste account
for 206 Tg(CH4)/yr [191-223] in bottom-up and for 217 Tg(CH4)/yr [207-240] in top-
down estimates of the emissions between 2008 and 2017 (Saunois et al., 2020). Between
2000 and 2008 nearly 63 % of the fossil fuel emissions were due to oil and natural gas
exploitation. Methane escapes as fugitive emission from productive and abandoned wells,
as well as during transport. Natural gas include conventional and shale gas emissions. Since
2007, one can observe a growing shale gas activity especially in Northern America. The
remaining part of fossil fuel emissions is mainly attributed to coal mining, where methane is
mostly directly emitted from the ventilation shafts. However, fugitive emissions escape also
from not-operated mines and during transport. Coal related methane emissions increased
largely in China in the 2000s (Thompson et al., 2015). Minor fossil fuel emissions arise
from road traffic and industry. All fossil fuel emissions sum up to 128 Tg(CH4)/y [113-154]
(bottom-up) or 111 Tg(CH4)/y [81-131] (top-down) during 2008 to 2017 (Saunois et al.,
2020).

Methane is further emitted during biomass and biofuel burning. Most emission are
attributed to wild and large-scale fires, which are strongly influenced by environmental
and climate conditions. Between 2001 and 2016 the global fire activity decreased (Earl
and Simmonds, 2018), likely due to an expansion of agriculture (Andela et al., 2017).
Increasing fire activity is observed in India and China (Earl and Simmonds, 2018), which
is attributed to increasing crop residue burning (Andela et al., 2017). Human induced fires,
such as agricultural waste burning, appear mainly in the subtropic and tropics and are often
difficult to detect (Saunois et al., 2020). Biofuel burning make up between 30 to 50 % of the
total biomass burning emissions and arise for example, from domestic cooking, heating and
open fires (Saunois et al., 2020). Biomass burning including the natural burning emissions
make up 30 Tg(CH4)/y [22-36] (top down, Saunois et al., 2020).

2.1.2 Sinks of methane

Methane is removed from the atmosphere by various photochemical reactions, i.e. the oxi-
dation with hydroxyl radical (OH), chlorine (Cl) and the excited oxygen atom O(1D). The
following equations taken from Ravishankara (1988) describe the corresponding chemical
reaction:

OH + CH4 −→ CH3 + H2O (2.1)
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Figure 2.1: Emission fluxes of the main methane sources categories in Tg(CH4)/yr. Num-
bers are based on the data of Saunois et al. (2020) top-down estimates from the period
2008-2017.

Cl + CH4 −→ HCl + CH3 (2.2)

O(1D) + CH4 −→ products (2.3)

About 90 % of methane is removed in the troposphere. The main sink here is the
oxidation with OH. Between 2000 and 2009 the tropospheric oxidation by OH removed
about 553 [476-677] Tg(CH4)/yr (Saunois et al., 2020). Tropospheric methane is also
oxidized by Cl in the marine boundary layer (Allan et al., 2007), however, as recently
reported by Gromov et al. (2018), this is only a small amount of the global atmospheric
methane. About 5 % escape to the stratosphere, where methane is oxidized by OH, Cl
and O(1D). The stratospheric loss of methane is about 31 [12-37] Tg(CH4)/yr (Saunois
et al., 2020). Furthermore methane is removed by photolysis, which takes plays above the
mesosphere (Ravishankara, 1988) and is described by the reaction:

CH4 + hν −→ products (2.4)

Equation 2.4 is taken from (Turco, 1975). The remaining sink is due to biological
consumption in soils, where methane is oxidized by methanotrophic bacteria (Curry, 2007).
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OH radical and tropospheric lifetime of methane

OH is the primary sink of methane in the atmosphere. As a result of its high reactivity,
it is also a major oxidant for CO, NOx species and other trace gases (Crutzen, 1995).
This makes OH an important compound of atmospheric chemistry. OH is formed from
photodissociation of tropospheric ozone (O3) and water vapour:

O3 + hν −→ O(1D) + O2

O(1D) + H2O −→ 2OH
(2.5)

The equation 2.5 is taken from Crutzen (1995). The photolysis of ozone provides the
O(1D) for the reaction with water vapour resulting in OH. This primary production of OH
is subject to various feedbacks in the atmosphere. It relies on the supply of water vapour
and O3 and depends additionally on the incoming UV radiation, which is highest in the
tropics (Crutzen, 1995). Tropospheric O3 is produced in NO rich regions, such as near
industrial zones or the continental tropics and mid latitudes, where NO forms due to light-
ening (Crutzen, 1995). The OH formation is further influenced by the methane oxidation
products. Thereby, water vapour is produced, which is again needed for the reaction with
O(1D) in the troposphere and therefore favours OH production. Counteracting to this, CO
is formed during the sink reaction with OH, which is along with CH4, a major sink of OH.
Consequently, both affect again the OH abundance in the troposphere. However, oxidation
products in the stratosphere influence OH concentration differently. Stratospheric ozone
for example reduces the short wave radiation reaching the troposphere, which is needed
for the photolysis of ozone (Voulgarakis et al., 2013). These feedbacks also affect the tro-
pospheric methane lifetime τ (CH4). Enhanced methane mixing ratios lead to a reduction
of OH and an increase in the methane lifetime (Lelieveld et al., 1998; Winterstein et al.,
2019). This enhancement is again weakened by slow warming feedbacks, that involve the
production of more water vapour in the troposphere due to CH4 oxidation, resulting in the
production of OH (Stecher et al., 2021). Furthermore, since the oxidation reactions depend
on temperature, the lifetime responds to temperature changes. El Niño-Southern Oscil-
lation (ENSO) events for example, lead to higher temperatures and more water vapour.
They may result in both, production of OH due to higher water vapour, or loss of OH
due to warmer temperatures (Prinn et al., 2005). Additionally, during el Niño events,
enhanced biomass burning in tropical regions lead to large emissions of CO. Due to these
higher concentrations of CO, OH is removed rapidly and leads to an average longer lifetime
of methane (Crutzen, 1995; Prinn et al., 2005; Zhao et al., 2020).

Understanding the global methane budget and interpreting the recent methane increase
requires the consideration of the methane sink processes and lifetime estimates. Zhao et al.
(2020) found that an OH underestimation likely led to an underestimation of methane
emissions during 1986 and 2010. Recent studies link the recent growth of methane to an
reduced oxidation capacity (Turner et al., 2016; Rigby et al., 2017). The atmospheric OH
concentrations are afflicted with high uncertainties due to low the sparsity of measure-
ments, the complex feedbacks, and fast reactivity of OH in the troposphere. The most
uncertainties are the OH concentrations in the tropics (Zhao et al., 2020). Consequently,
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the tropospheric lifetime of methane with respect to OH varies among different studies.
Estimated lifetimes range from short lifetimes, i.e.: 8.02 yr (Jöckel et al., 2006), 8.11 ➧
0.13 (Frank, 2018) over 9.1 ➧ 0.9 yr (Prather et al., 2012, measurement-based), 9.8 ➧ 1.6
(Voulgarakis et al., 2013) to longer estimates of for example 10.2 [9.5-11.1] (Prinn et al.,
2005). Differences of the simulated methane lifetime between models are mainly caused
by different photolysis frequencies of ozone to the exited O1D (J O1D), O3 and chemical
mechanisms in these models (Nicely et al., 2020).

2.2 Methane isotopologues

2.2.1 Isotope chemistry

Atoms consist of a nucleus which is surrounded by a number of electrons. The atomic
nucleus in turn is composed of protons and neutrons. The number of protons, also called
atomic number, and the number of electrons characterise a chemical element. While a spe-
cific element always has the same atomic number, its number of neutrons can vary. Atomic
nuclei of an element with different numbers of neutrons are called isotopes. Molecules that
contain the same elements but different isotopes are denoted as isotopologues. Isotopes can
either be stable or subject to radioactive decay (radiogenic isotopes). Most elements have
two naturally occurring stable isotopes, the lighter one being generally the most abundant.
Figure 2.2 shows a sketch of the two stable carbon isotopes carbon-12 (12C) and carbon-13
(13C), with a nucleus consisting of either six or seven neutrons, respectively. Different iso-
topes of the same element mainly equal in most chemical reactions, but neutrons contribute
to the total mass of the nuclei, resulting in a small mass difference and therefore slightly
different chemical and physical properties. Chemical compounds with ”heavier” (i.e. with
larger mass) isotopes have lower mobility and stronger chemical bounds, compared to those
containing ”lighter” (i.e. with lower mass) isotopes. This leads to a relative partitioning of
the heavier and lighter isotopes during physical phase transition or chemical reactions, and
is defined as isotopic fractionation (Mook, 2000). The distribution of isotopes can therefore
contain information about the origin and transport of a sample or may record chemical
reactions. The abundance of heavier isotopes relative to the abundance of lighter isotopes
can be measured by cavity ring down or mass spectroscopy. The study of isotopes and
isotopologues became an important tool in Earth and Environmental Sciences. Both, ra-
diogenic and stable isotopes serve as tracers, marking for example transport in hydrological
studies (Mook, 2000). Additionally, radioactive decay is used for age determination, such
as the 14C or the uranium/thorium methods. Stable isotopes are widely used in palaeo
environmental reconstruction and can help to identify geo- and biochemical processes that
cause isotopic fractionation. Stable oxygen isotopes for example, sampled from ice core
air bubbles or marine sediment foraminifera are often used to derive palaeo temperature
records. Methane sources have different source signatures and stable isotope analyses can
be used to constrain individual sources and to understand the atmospheric composition of
methane.
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Figure 2.2: Sketch of the stable isotopes carbon-12 (left) and carbon-13 (right). Red
(protons) and blue (neutrons) form the atomic nucleus and green dots show the surrounding
electrons. Carbon consists of 6 electrons and 6 protons. In nature carbon has two stable
isotopes with either 6 neutrons (carbon-12) or 7 neutrons (carbon-13).

Isotopic fractionation of stable isotopes

The isotopic ratio R of a sample is defined as the ratio between the rare isotope Irare and
the abundant isotope Iabundant of a specific element I:

RSample =
Irare

Iabundant
(2.6)

with Irare being the heavier isotope and Iabundant being the lighter isotope. The ratio of
the rare and the abundant isotope changes as the sample is subject to isotopic fractionation
during physical or chemical reactions. As described above, the isotopic fractionation is a
result of the mass differences between heavy and light isotopes. Chemical compounds
with heavier isotopes are in general less mobile and have a higher binding energy than the
compounds with lighter isotopes. During the evaporation of water, for example, the heavier
isotope oxygen-18, is favoured by the liquid phase where it is bound more stably, while
the lighter isotope oxygen-16 evaporates preferably into the gas phase. The difference
between the binding energies becomes smaller with higher temperatures and results in
smaller fractionation effects (Mook, 2000). The isotopic fractionation is mathematically
described as isotopic fractionation factor α:

αA(B) =
RB

RA

(2.7)

with RA and RB being the isotopic ratios of a chemical compound before and after the
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physical phase transition or chemical reactions, respectively. It can be further described
as the fractionation:

εA(B) = αA(B) − 1 (·103
❤) (2.8)

The εA(B) value can be either negative or positive and refers to a depletion or an
enrichment of the heavier isotope in compound B relative to compound A, respectively.
We distinguish between two different fractionation processes, i.e. the equilibrium and the
kinetic fractionation. Equilibrium fractionation takes place in closed systems in which two
compounds are in chemical and isotopic equilibrium. While the isotopes are exchanged
back and forward, the isotopic ratio is kept constant. An equilibrium occurs for example
between gaseous carbon dioxide and dissolved bicarbonate (Mook et al., 1974) or between
calcite and ocean water as seen for some benthic foraminifera (Shackleton, 1974). Kinetic
isotopic fractionation occurs during irreversible one-way chemical and physical processes,
such as it is true for many biological reactions. In most cases, the compounds with the
lighter isotopes have higher velocities and smaller binding energies. These compounds react
faster, which leads to an enrichment of the heavier isotope in the remaining compound and a
depletion in the resulting compound. For example, when atmospheric methane is oxidized
by OH in the troposphere, molecules with the lighter carbon isotope react faster. The
remaining methane becomes isotopically enriched in the heavier carbon isotope. The ratio
between the reaction rate of the lighter compound kL and the reaction rate of the heavier
compound kL is called Kinetic Isotopic Effect (KIE) (Bigeleisen, 2005):

KIE :=
kL
kH

(2.9)

The delta notation

The isotopic distribution of a sample is not given as absolute value. For a better compa-
rability, the isotopic ratio is reported in the so called delta notation describing the relative
abundance of the raw isotope and the abundant isotopes relative to a standard. The delta
notation is given by McKinney et al. (1950) and defined as follows:

δ =
RSample −RStandard

RStandard

∗ 1000 =
RSample

RStandard

− 1 ∗ 1000 (2.10)

The universally used standard for hydrogen and oxygen isotopes is the isotopic ratio
of mean ocean water, named Vienna Standard Mean Ocean Water (VSMOW). Carbon
isotopes are typically reported relative to the Vienna Pee Dee Belemnite (VPDB), a fossil
containing a relatively large amount of the heavier isotope 13C. The exact values of the
standards are listed in Table 2.1. Throughout the chapters of this study, the two terms δD
and δ13C always refer to the standards VSMOW and VPDB, respectively (i.e. δDVSMOW

and δ13CVPDB).
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Table 2.1: Values of the two isotopic standards VSMOW and VPDB for hydrogen and
carbon isotopes, respectively.

Standard Value values taken from:

Vienna Standard Mean Ocean Water (VSMOW) 0.00015576 Fry (2006)
Vienna Pee Dee Belemnite (VPDB) 0.0111802 Werner and Brand (2001)

2.2.2 Stable isotopologues of methane

The interannual variability of methane and particularly the causes of the recent increase in
the atmosphere are heavily discussed in the recent literature. Since the isotopic signature
of methane (reported as δ13C(CH4) and δD(CH4)) differ according to its type of forma-
tion, i.e. biogenic, thermogenic and pyrogenic, the analysis of stable isotopes can help to
constrain different sources of methane. Moreover, sink reactions have characteristic frac-
tionation effects, which alter the isotopic composition and may therefore be identified. Yet
it is not possible to distinguish between anthropogenic and natural sources. The recent
global methane increase is accompanied by a decrease in δ13C(CH4). A shift in the atmo-
spheric δ13C(CH4) indicates a change in the source composition or atmospheric sink. The
observed trend in atmospheric δ13C(CH4) has been subject to many debates (see Chap-
ter 1). It is also a main scientific question of the present study and further discussed in
Chapter 6. Since the main focus of this study lies on the investigation of δ13C(CH4), most
explanations in this section are given with respect to δ13C(CH4). Moreover, δ13C(CH4) is
measured globally at various marine and continental surface sampling sites. The measure-
ments are organized by the National Oceanic and Atmospheric Administration (NOAA),
the Institute of Arctic and Alpin Research (INSTAAR), the National Institute of Wa-
ter and Atmospheric Research (NIWA) and the Heidelberg University, Germany (UHei).
δD(CH4) measurements are unfortunately very sparse. However, for the sake of complete-
ness, δD(CH4) signatures and fractionation are also described here.

The isotopic composition of methane in the atmosphere is influenced by the individual
source signatures emitted from the surface and the isotopic fractionation during the sink re-
actions in soils, troposphere and stratosphere. The emitted flux weighted mean δ13C(CH4)
is about -53.5 ❤ (Schwietzke et al., 2016). Yet, as a result of isotopic fractionation during
the sink processes, the atmospheric global mean signature becomes enriched in the heavier
isotopes with only -47.33❤ (Quay et al., 1999, between 1990-1995). Both, δ13C(CH4) and
δD(CH4) show a decreasing South-North gradient in the near surface atmosphere, which
becomes less pronounced with altitude. Most sources are located in the Northern hemi-
sphere and mainly determine the isotopic signatures near the surface here. The isotopic
signatures in the Southern hemisphere are mainly altered due to interhemispheric trans-
port of methane (Quay et al., 1999). The impact of the fractionation by oxidation becomes
more important with increasing altitude, especially in the stratosphere (Quay et al., 1999).
Besides the spatial variability, δ13C(CH4) is further affected by seasonal cycles. Whereas
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the temperate and polar Northern Hemisphere is mostly influenced by the composition of
methane sources, the monthly changes in the tropics can be explained by OH oxidation
(Quay et al., 1999).
The next paragraph introduces the stable isotopologues of methane and summarizes the
different source signatures and fractionation processes.

Methane isotopologues

In the present model study, the chemistry climate model simulates mixing ratios of the
entire molecules, rather than the single elements of which a molecule is composed off. The
analysis presented in relation to isotope chemistry therefore refers to stable isotopologues.
Methane molecules can be composed of four different stable isotopes: the carbon isotopes
12C and 13C, and the hydrogen isotopes 1H and D. The most abundant stable isotopologues
of methane, which are formed by these isotopes, are: CH4, CH3D, CH2D2 and CHD3.

The isotopic ratio of a CH4 sample with respect to C is calculated as follows:

RC(CH4) =
13CH4

12CH4

(2.11)

Since CH4 contains more than one hydrogen isotope, the isotopic ratio with respect to
D is calculated slightly differently:

RD(CH4) =
|CH3D| + 2 · |CH2D2| + 3 · |CHD3| + 4 · |CD4|

4 · |CH4| + 3|CH3D| + 2 · |CH2D2| + |CHD3|
(2.12)

Isotopologues consisting of more than one rare isotope occur rarely in nature and are
usually neglected in the calculation. This results in the following simplification of equation
2.12:

RD(CH4) =
|CH3D|

4 · |CH4| + 3|CH3D|
(2.13)

The isotopic signatures are reported in the delta notations δ13C(CH4) and δD(CH4).
The standards Vienna Pee Dee Belemnite (VPDB) and Vienna Standard Mean Ocean Wa-
ter (VSMOW) are used for carbon and hydrogen, respectively. δ13C(CH4) and δD(CH4) of
atmospheric methane are usually negative, which is due to the lower content of the heavier
isotopes compared to the standards. In the presented study I use the terms ”isotopically
enriched” or ”isotopically depleted”, which means that a sample is enriched or depleted in
the heavier isotope relative to another sample. The corresponding δ13C(CH4) and δD(CH4)
become consequently either less or more negative. Throughout the chapters of this study,
I abbreviate δ13C(CH4) as δ13C, and δD(CH4) as δD.
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Isotopic sources signatures

As described in Section 2.1.1, methane sources can be distinguished with respect to the
formation of methane, i.e. biogenic, thermogenic or pyrogenic. Since the isotopic signature
of a methane sample depends, among other factors, on the kinetic isotopic fractionation
happening during formation, the different isotopic source signatures can also be roughly
classified into these categories. Figure 2.3 shows this classification and the corresponding
δ13C and δD. The mean isotopic signatures, which I report here, were calculated by Frank
(2018) using the following references: Kiyosu (1983); Quay et al. (1999); Snover et al.
(2000); Mikaloff-Fletcher et al. (2004); Whiticar and Schaefer (2007); Monteil et al. (2011);
Rigby et al. (2012); Zazzeri et al. (2015).

Biogenic methane is in general isotopically most negative. Kinetic effects occur due
to the anaerobic metabolism of microorganisms and lead to a depletion of the heavier
isotope in the resulting methane. The mean signatures are -59.0 ❤ and -324.5 ❤ for
δ13C and δD, respectively (Frank, 2018, and references therein). Thermogenic methane
is isotopically less depleted in the heavier isotopes with a mean δ13C of -41.8 ❤, and
a mean δD of -192.0 ❤ (Frank, 2018, and references therein). Pyrogenic methane is
isotopically most enriched. During the combustion of organic material, δ13C is not subject
to any kinetic fractionation and the isotopic signatures of the source material is maintained.
Contrary, a significant fractionation occurs for deuterium during combustion (Snover et al.,
2000). Mean signatures are -23.9 ❤ and -213 ❤ for δ13C and δD, respectively (Frank,
2018, and references therein). δ13C and δD also depend on the isotopic signature of the
source material, such as different plant types that incorporated the individual carbon
isotopes differently. This applies for example to biomass burning or livestock emissions.
Furthermore, methane can be subject to secondary fractionation due to oxidation during
migration in rock formations or soils. Chapter 6 deals with a more detailed description
of the individual source signatures and describes the individual processes behind their
formation.

Isotopic fractionation during sink reactions

During it’s removal in the atmosphere, methane is subject to isotopic fractionation. The
isotopically lighter molecules 12CH4 and CH4 react preferentially with the oxidation part-
ners, which leads to an enrichment of the heavier molecules 13CH4 and CH3D in the re-
maining methane. The extent of the fractionation and the corresponding KIE depend, as
described above, on the reaction rates and consequently, vary with the different methane
sink reactions. Additionally they are partly temperature dependent. The corresponding
KIEs were analysed by various studies. Yet, differences remain between experimentally
and theoretically derived KIEs (Gupta et al., 1997; Quay et al., 1999). Table 2.2 presents,
among others, the KIEs used in the present study. The upper part lists the experimentally
derived KIEs for the reactions with OH, Cl and O(1D). The strongest fractionation for
carbon and hydrogen isotopes is observed for the reaction with Cl (Saueressig et al., 1996).
The smallest KIE is found for the reaction with O(1D) (Saueressig et al., 2001). The
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Figure 2.3: Overview of the δ13C(CH4) and δD(CH4) source signatures in ❤. Signatures
are grouped into pyrogenic (purple rectangle), thermogenic (red rectangle) and biogenic
(green rectangle) sources. The overview including the isotopic signatures and uncertainty
ranges is adapted from Frank (2018). Pyrogenic emissions are additionally separated into
C-3 and C-4 plants. Signatures are taken from Dlugokencky et al. (2011).

fractionations by Cl and O(1D) oxidation become important when considering the isotopic
composition in the stratosphere. Both fractionations are sensitive to temperature changes.
This also applies for the hydrogen isotope fractionation during OH oxidation. On the con-
trary, the carbon isotope fractionation during the reaction with OH shows no temperature
dependency (Cantrell et al., 1990). OH loss plays a major role in the troposphere and
influences in particular the isotopic composition and its monthly variations in the tropics
(Quay et al., 1999). The fractionation for carbon differ largely between different studies.
Table 2.2 lists two experimentally derived 13CKIEOH. Even stronger KIEs are reported
by theoretical studies (Gupta et al., 1997). The presented study uses the most recent
KIE given by Saueressig et al. (2001). Since the fractionation during photolysis is only
important in the mesosphere and the KIE are relatively small (as shown by the results for
the Martian atmosphere determined by Nair et al. (2005)), the fractionation by photolysis
is neglected in the present model setup (similar to the setups described by Frank, 2018;
Winterstein and Jöckel, 2021). The KIE of soil loss depends on the fractionation during
both, the diffusion into the soil and the microbial oxidation. It further varies with the
type of soil, such as the soils of boreal tundra, forests or grasslands. Snover and Quay
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(2000) presents KIE measurements in forest and grassland soils (see Table 2.2, lower part).
Although soil uptake responds to the seasonal cycle, the effect the seasonal variations of
δ13C is negligible (Quay et al., 1999). For soil uptake, the two mean values, 13CKIEsoil

= 1.0196 (Frank, 2018, mean calculated with values taken from Snover and Quay (2000);
Maxfield et al. (2009))and DKIEsoil = 1.0825 (Frank, 2018, mean calculated with values
taken from Snover and Quay (2000)), are used.

Table 2.2: KIEs for different methane sink reactions. The upper part lists the KIE at a
temperature of 296 K for the reactions with OH, Cl and O(1D). Since the KIE are partly
temperature dependent the coefficient A and B are given, to calculated the KIE according
to KIE = A · exp(B/T) (adapted from Saueressig et al., 2001). The lower part lists the
KIEs for forest and grassland soil uptake.

Reaction KIE A B Reference

13CKIEOH 1.0054 - - (Cantrell et al., 1990)
13CKIEOH 1.0039 - - (Saueressig et al., 2001)

13CKIECl 1.066 1.043 6.46 (Saueressig et al., 1995)

13CKIEO1D 1.013 1.013 0 (Saueressig et al., 2001)

DKIEOH 1.294 1.1 49 (Saueressig et al., 2001)

DKIECl 1.508 1.278 51.31 (Saueressig et al., 1996)

DKIEO1D 1.06 1.060 0 (Saueressig et al., 2001)

Reaction KIE Reference

13CKIEsoil 1.0181 (forest) (Snover and Quay, 2000)
1.0173 (grassland) (Snover and Quay, 2000)

DKIEsoil 1.066 (forest) (Snover and Quay, 2000)
1.099 (grassland) (Snover and Quay, 2000)



Chapter 3

Description of the models and
forecast system

Our climate system encompasses a wide variety of components of the Earth system, i.e. at-
mosphere, biosphere, cryosphere, lithosphere and hydrosphere. Numerical modelling is a
suitable tool to understand the complex interplay between those components. Although
comprehensive measurements of climate variables are carried out globally, they only rep-
resent local snapshots. Moreover, at some locations continuous data sets are rare or even
difficult to capture. Hence, in order to fill this gap and additionally understand the in-
volved processes leading to the observations, numerical models became essential in climate
sciences. Modelling of the past climate helps to interpret palaeo records and understand
the mechanisms, feedbacks and driving forces of long-term changes, such as the interglacial
and glacial variability. Furthermore, climate models are used to study the impacts on the
recent climate, the role of human activities and the evolution of greenhouse gases. Fi-
nally, future environmental changes and climate evolution can be projected by numerical
simulations.

General Circulation Models (GCM) describe the basic physical processes of atmosphere
and ocean. These processes are, for example, related to clouds, ice, ocean currents or
wind. In general, we distinguish between General Circulation Models of the Atmosphere
(A-GCM) and General Circulation Models of the Ocean (O-GCM). If they are ”coupled”,
the feedbacks between atmosphere, ocean and often sea-ice are simulated. These coupled
models are then called Climate Models. However, chemical and biological processes, as
well as the various other feedbacks between the different Earth system components are
not considered in a simple A-GCM or O-GCM. In contrast, Chemistry Circulation Model
(CCM) are A-GCMs that include atmospheric chemistry. CCMs consider feedbacks on
dynamics of radiatively compounds (traces gases and aerosols) and feedbacks of chemical
reactions on the atmospheric hydrological cycle. A CCM ”coupled” to an O-GCM is called
Earth System Model (ESM). ESMs include the online coupling of different compartments
of the Earth system and consider feedbacks between them. Such numerical ESMs are
computationally very demanding, w.r.t. to both, computing time and storage capacity.
Simulations are therefore carried out at High Performance Computing (HPC) Centers.
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Global chemistry climate models, such as the numerical global chemistry climate model
ECHAM/MESSy (EMAC, Jöckel et al., 2010) simulate the chemistry of the atmosphere ex-
plicitly and are suitable to investigate the mixing ratios and chemical processes of methane,
such as it is the aim of this study. Section 3.1 describes the EMAC model in more detail
and introduces the submodel CH4, which calculates the basic methane chemistry.

Due to the computational demands for atmospheric chemistry processes, mainly for
solving the kinetic equation system, CCMs are usually coarser resolved as their GCM
counterparts, when simulating comparable time spans. Simulating smaller scale features
with a global CCM would consume large amounts of computational time. It therefore
makes sense to only simulate the region and time span of interest, using a regional model
at higher resolutions. Yet, regional models need proper boundary conditions. A regional
model can therefore be coupled to a global model and exchange the boundary conditions
online. As described in Chapter 1, the presented study involves the regional modelling
and forecasting of very localized methane plume evolutions. Therefore, simulations with
the model system MESSyfied ECHAM and COSMO models nested n times (MECO(n),
Kerkweg and Jöckel, 2012a,b; Mertens et al., 2016) were performed. MECO(n) is described
below in Section 3.2. Section 3.3 presents the forecast system, which was developed as part
of this study and published by Nickl et al. (2020).

3.1 The global chemistry climate model EMAC

3.1.1 The modular earth submodel system MESSy

The Modular Earth Submodel System MESSy (Jöckel et al., 2005) allows for comprehensive
studies of chemistry and dynamics in stratosphere and troposphere, as well as the inter-
action between stratosphere and troposphere, atmosphere and biosphere, and atmosphere
and ocean. It encompasses a set of individual submodels and a modular interface structure
that connects the various submodels (currently 60, https://www.messy-interface.org, last
access: July 2021) to a base model (such as a box model or a GCM). Different physical, dy-
namical and chemical processes are comprised in individual submodels, that are all coded
according to the modular structure and the underlying coding standard. The submodels
can be applied independently from each other and are further largely independent from
the base models’ temporal and spatial resolution. Data can be exchanged between the in-
dividual submodels, and between the submodels and the base model. A two-way coupling
(data exchange in both directions) allows to study feedbacks between the submodels. The
modularity of MESSy provides a high flexibility, since submodels can be switched on and
off individually, or extended by newly developed submodels.
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3.1.2 The EMAC model system

The numerical global chemistry climate model ECHAM/MESSy (EMAC, Jöckel et al.,
2010) is a state-of-the-art chemistry climate model, which consists of the Modular Earth
Submodel System, coupled to the general circulation model ECHAM5 (Roeckner et al.,
2006). The various MESSy submodels calculate the physical and chemical processes in the
troposphere and middle atmosphere, as well as the interaction between the atmospheric
layers.

EMAC can be applied in different vertical and horizontal resolutions. The present study
uses the T42L90MA resolution, which corresponds to a quadratic Gaussian horizontal grid
of about 2.8➦ x 2.8➦ in latitude and longitude and 90 vertical layers between the surface
and approximately 80 km altitude. Furthermore, EMAC can be operated in different con-
figurations: 1. as a GCM, 2. as the IdeaLized model (EMIL, Garny et al., 2020), 3. as a
GCM including a simplified chemistry mechanism, as it is done in the current study (basic
methane chemistry using the CH4 submodel, described below), or 4. with a comprehensive,
interactive multi-phase (i.e., gas, liquid, aersol) atmospheric chemistry, involving the sub-
models Module Efficiently Calculating the Chemistry of the Atmosphere (MECCA, Sander
et al., 2005, 2011), SCAVening (SCAV, Tost et al., 2006), as well as the aerosol submodels
GMXE (Pringle et al., 2010) or MADE3 (Kaiser et al., 2014), and various submodels for on-
and offline emissions. Moreover, EMAC can be optionally coupled to an O-GCM (Pozzer
et al., 2011) or to a mixed layer ocean (Kunze et al., 2014; original code by Roeckner et al.,
1995). In order to represent the observed or forecasted meteorology, EMAC can be nudged
by Newtonian relaxation towards the reanalysis, analysis and forecast data provided by
the European Centre for Medium-Range Weather Forecasts (ECMWF).

The present study applies the MESSy submodels CH4 (Eichinger et al., 2015; Win-
terstein and Jöckel, 2021) to calculate the basic chemical processes of methane and its
isotopologues. Section 3.1.3 introduces the CH4 submodel and includes a description of
those submodels, which are additionally related to either methane sink processes or the in-
clusion of methane emission inventories, i.e. the submodels JVAL (Sander et al., 2014), for
calculating the methane photolysis rate, Dry DEPosition (DDEP, Kerkweg et al., 2006a),
and the submodels OFFEMIS (Kerkweg and Jöckel, 2012b) and IMPORT GRID (Kerk-
weg and Jöckel, 2015). For my studies, I additionally used the MESSy submodels TREXP
(Jöckel et al., 2010) for defining new point source tracers and the submodel S4D (Jöckel
et al., 2010) concerning the online sampling of the model output along flight tracks (e.g. of
research aircraft). These submodels are described as part of the model setup description
in the respective Chapter 4.

3.1.3 The submodel CH4

The MESSy submodel CH4 (Eichinger et al., 2015; Winterstein and Jöckel, 2021) calcu-
lates a simplified methane chemistry, i.e. the main sink reactions of CH4 with OH, Cl,
O(1D) and direct photolysis. The sink reactants OH, Cl, O(1D) are provided offline as
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prescribed fields, which can be derived from previous atmospheric chemistry simulations.
The MESSy submodel MECCA (Sander et al., 2005) in contrast, solves the system of
ordinary differential equations (ODEs), which describe a detailed kinetic system of chem-
ical reactions. In this way, OH, O(1D) and Cl concentrations are simulated interactively.
The CH4 submodel can also be one-way coupled to MECCA. Thereby, the sink reaction
partners are online calculated by MECCA and used by the CH4 submodel. Conversely,
MECCA is not affected by the CH4 submodel. Thus, no feedbacks onto the sinks and
between the hydrological cycle are considered. However, there is an option of the CH4
submodel to feedback onto H2O, in order to account for the water vapour produced by
methane oxidation, which is an important water source in the stratosphere. The simulation
of only the basic methane mechanisms, has the advantage of reducing the computational
demand. About 8.3 times less nodes-h per simulated year are consumed by using the CH4
submodel compared to the simulation with MECCA (Winterstein and Jöckel, 2021). In
the present study all simulations use prescribed reactant fields in the submodel CH4. The
comprehensive chemistry submodels, such as MECCA or SCAV, are not used. Yet, the
setup of the global simulations described in Chapter 6, considers the feedback onto H2O.

The photolysis rate of methane is calculated by the MESSy submodel JVAL (Sander
et al., 2014). The submodel CH4 uses the methane photolysis rate calculated by JVAL.
Alternatively, the photolysis rate could be prescribed offline. For the deposition of methane
in soils, a constant deposition rate is normalized to a specific CH4 mixing ratio of 1800
ppb (derived from Spahni et al., 2011) and multiplied with the actual CH4 mixing ratio
per grid cell. It is then prescribed via the MESSy submodel IMPORT GRID.

The CH4 submodel defines a methane master tracer, called CH4 FX. Methane emission
fluxes are read in via the MESSy submodel IMPORT GRID (Kerkweg and Jöckel, 2015),
which transforms emission fluxes to the computational grid of EMAC. The MESSy sub-
model OFFEMIS (Kerkweg and Jöckel, 2012b, therein described as OFFLEM) converts
the emission fluxes into tracer tendencies and adds these to the CH4 FX tracer tendency.
In addition to the master tracer, tracers for different age and emission classes can be de-
fined. Emission classes allow to split the CH4 FX tracer into different sub tracers, e.g. total
emission fluxes are subdivided according to their source category or regions where they are
emitted. The allocation of emission fluxes to the individual emission class tracers is again
handled via OFFEMIS. Similarly, different age classes can be defined to study the evolu-
tion of specific emissions over time. A single age class covers a defined time period. By the
expiry of this time period, methane is moved from a previous age class to next age class
(Winterstein and Jöckel, 2021). All emission and age classes are altered by the same sink
reactions as the master tracer.

The CH4 submodel can further simulate the four major methane carbon and hydrogen
isotopologues, i.e. 12CH4,

13CH4, CH4 and CH3D. Therefore, emission fluxes are split into
the respective fraction of the light and the heavy isotopologues and assigned to the cor-
responding tracers via OFFEMIS (CH4 12C, CH4 13C, CH4 D0, CH3 D1). In each case,
they sum up to the master tracer CH4 FX. All four tracers are subject to the same sink
reaction by oxidation with OH, Cl, O(1D) and by photolysis. The submodel CH4 calculates
the isotopic fractionation during these sink reactions by using the respective KIEs for the
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reactions (see Table 2.2 in Chapter 2):

KIE =
k12CH4+educt

k13CH4+educt

(3.1)

KIE =
kCH4+educt

kCH3D+educt

(3.2)

with k being the reaction rate coefficient of the reaction with the respective educt
OH, Cl, O(1D) or hν. The submodel CH4 uses a constant KIE (listed Table 2.2) for the
fractionation during the oxidation of methane in soils.

3.2 The global/regional n-times nested chemistry cli-

mate model MECO(n)

In order to simulated small scale meteorology and chemistry, down-scaling of the global
EMAC model to smaller domains is required. The smaller model domains need suitable
lateral boundary conditions. The regional COSMO/MESSy (Kerkweg and Jöckel, 2012a)
model comprises the MESSy infrastructure, which is connected to the regional weather
prediction and climate model of the Consortium for Small Scale Modelling (COSMO-CLM
further denoted as COSMO, Rockel et al., 2008). The COSMO-CLM is the community
model of the German regional climate research community jointly further developed by the
CLM-Community. The implementation of the MESSy infrastructure allows for a coupling
of the regional COSMO/MESSy model to the global EMAC model, which is realized as the
model system MESSyfied ECHAM and COSMO models nested n times (MECO(n), Kerk-
weg and Jöckel, 2012a,b; Mertens et al., 2016). The COSMO/MESSy model is thereby
on-line coupled (so called ”nesting”) to EMAC. The on-line nesting approach is performed
by the Multi-Model-Driver (MMD), which exchanges boundary conditions and initial con-
ditions between the different model domains by using computer memory instead of off-
line providing data from external files (Kerkweg and Jöckel, 2012b). The sub-submodel
INT2COSMO interpolates the data of one model domain to match with the respective
coarser or finer grid of the other model domain (Kerkweg and Jöckel, 2012b).

The COSMO/MESSy model domains can cover areas of different sizes and can have
different spatial and temporal resolutions. Several domains can be applied at the same time.
They are either distributed globally without any connection, or nested into each other.
The latter implies an on-line nesting of two or more COSMO/MESSy model domains with
decreasing size and increasing resolution, in order to reach a regional refinement at a specific
location. Figure 3.1 shows an example of this nesting for three regional COSMO/MESSy
domains (MECO(3)) covering the area over Europe, Central Europe and South-Western
Poland, respectively. The global EMAC model serves as a driving model and provides
the initial and boundary conditions for the largest COMSO/MESSy model domain over
Europe. The subsequent COMSO/MESSy model domains derive their initial and boundary
conditions from the respective coarser model domain. The simulation of chemical processes
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Figure 3.1: Example of the three-fold nesting with MECO(3), as it is applied for the study
in Chapters 4 and 5: Overview of the different COSMO/MESSy model domains over
Europe (CM50), Central Europe (CM7) and South-Western Poland (CM2.8). Each has a
different spatial resolution and a different time step length. The exchange of initial and
boundary conditions between the different COSMO/MESSy model domains is shown by the
black arrows. The driving model EMAC is nudged towards ECMWF data for temperature,
vorticity, divergence and the logarithm of surface pressure. Sea surface temperature (SST)/
sea ice temperature (SIC) are prescribed as boundary conditions. The figure is derived from
Nickl et al. (2020).

requires a high frequent data exchange between the individual model domains. Figure 3.2
illustrates the data exchange for the MECO(3) presented in Figure 3.1, which occurs at
every time step of the respective coarser model domain. The shown example refers to the
MECO(3) setup applied in Chapter 4 and 5. A detailed description of the setup of the
model is therefore provided in the corresponding chapters.

3.3 The forecast system

As introduced in Chapter 1, parts of the presented study aims at forecasting t the evolu-
tion of very localized methane emissions arising from coal mining ventilation shafts. To
provide the forecasts with the appropriate initial conditions, a forecast system was de-
veloped, which is introduced in the following section. It has been already described and
evaluated in the publication by Nickl et al. (2020): Hindcasting and forecasting of regional
methane from coal mine emissions in the Upper Silesian Coal Basin using the online nested
global regional chemistry–climate model MECO(n) (MESSy v2.53), Geosci. Model Dev.,
13, 1925–1943, https://doi.org/10.5194/gmd-13-1925-2020.
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Figure 3.2: The illustration shows the initial (I) and boundary (B) data exchange (blue
arrows) between EMAC and the different COSMO/MESSy model domains, shown in Fig-
ure 3.1. Data is exchanged at every model time step (red circles), of the respective coarser
model domain. The illustration is taken from Nickl et al. (2020).

The forecasts are simulated by the three-fold nested global regional chemistry-climate
model MECO(3). The global EMAC model (driving model) is nudged by Newtonian
relaxation towards the ECMWF operational forecast data. The nudging is applied for
temperature, vorticity, divergence and the logarithm of surface pressure. Additionally,
the ECMWF operational forecast data of sea surface temperatures (SST) and sea ice
temperatures (SIC) are prescribed as boundary conditions. Each forecast simulates a time
period of 6 days. A forecast simulation, performed on an Intel Xeon E5-2680v3 based
Linux Cluster (6 nodes à 12 dual cores) with 144 message passing interface (MPI) tasks,
runs about 8 hours (Nickl et al., 2020).

The forecasts require initial conditions, which can be derived from a continuous analysis
simulation. The analysis simulation uses the same model setup as the forecasts, but is
nudged towards the ECMWF operational analysis data. Since operational analysis data
include observations of the current state of the atmosphere, they are assumed to represent
the real meteorology best. Every 12 hours a restart file is written, which triggers the
forecast simulation and initializes all tracers. The nudging of EMAC is applied at every
model time step (here 720 seconds). Yet, the nudging fields and the SST/SIC data for
the analysis simulation are only available every 6 and 12 hours, respectively. Therefore,
the nudging data is linearly interpolated in time. This, in turn, requires the data of two
nudging time steps (i.e. 12 hours ) ahead of the simulation time. An analysis simulation
that starts a forecast at for example 00:00 UTC, uses the nudging data of the subsequent
time steps 06:00 UTC and 12:00 UTC (Nickl et al., 2020). Consequently, a 6-day forecast
is ready for post-processing 12 (two nudging time steps) plus 8 (simulation run time) hours
after the forecast start time 00:00 UTC.
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Chapter 4

Hind- and forecasting of regional
methane emissions with MECO(n)

As introduced in Chapter 1 atmospheric methane is steadily increasing since 2007 and
its growth even accelerated since 2014 (Nisbet et al., 2019; Fletcher and Schaefer, 2019).
The causes of the recent methane increase are still under debate (Schwietzke et al., 2016;
Schaefer et al., 2016; Nisbet et al., 2016, 2019; Worden et al., 2017; Rigby et al., 2017;
Turner et al., 2017; Thompson et al., 2018; Howarth, 2019), i.e. uncertainties exist in the
emission flux estimates of the individual sources, as well as in the quantification of the
atmospheric sink (e.g. changes in OH concentrations). Top-down and bottom-up methane
estimates still deviate strongly from each other (Saunois et al., 2020, see also Chapter 2).
Filling the gap of these large uncertainties in the methane budget is essential for further
action on climate change mitigation. Comprehensive measuring campaigns can help to
better understand sources and sinks on regional scales and thereby contribute to a more
precise data coverage on global scale. Such a measuring campaign, named Carbon Dioxide
and Methane Mission (CoMet) 1.0, was carried out in 2018 to quantify local anthropogenic
methane emissions in the Upper Silesian Coal Basin (USCB) in Poland, where high amounts
of methane are emitted due to coal mining. Section 4.1 describes the CoMet 1.0 campaign
and the corresponding study area in Poland.

To support the campaigns measurement strategies and to interpret the observed methane
mixing ratios afterwards, reliable model-based forecasts and analysis simulations (i.e. model
is constrained with observed meteorology after campaign to receive a “best guess” of the
actual conditions) are required, respectively. To localize the methane plumes that arise
from the coal mining ventilations shafts, the model needs to resolve small-scale features
on regional scale. Yet, due to the coarse resolution, global climate models cannot re-
solve this. Therefore, the online coupled global and regional chemistry-climate model sys-
tem “MESSyfied ECHAM and COSMO models nested n times” (MECO(n); Kerkweg and
Jöckel, 2012a,b; Mertens et al., 2016) is applied (see Chapter 3 for a detailed description of
the MECO(n) model). Three COSMO/MESSy instances are nested into each other to sim-
ulate the region over the USCB. The finest resolved model domain has a spatial resolution
of 2.8 km. Section 4.2 presents the corresponding model set-up and the implementation of
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different methane tracers.
The presented study evaluates how well the MECO(3) model simulates the regional

methane plumes and their distribution in the atmosphere. Thereby the results of the two
finest resolved model instances are analysed with respect to several airborne observations
taken during the CoMet 1.0 campaign. Since high-resolution simulations require a lot of
computing time, its is further tested whether the results of the second model instance
(spatial resolution of 7 km) performs equally well as the smallest model instance. Section
4.3.1 and Section 4.3.2 describe the different observations and their comparison to the
model results, respectively. Moreover, for future campaigns it is also important to know
until which day a forecast provides reliable results. Section 4.3.3 determines a forecast skill
by comparing the individual forecast days with the analysis simulation, as well with the
measurements sampled during the campaign.

The presented results have been already published by Nickl et al. (2020): Hindcasting
and forecasting of regional methane from coal mine emissions in the Upper Silesian Coal
Basin using the online nested global regional chemistry–climate model MECO(n) (MESSy
v2.53), Geosci. Model Dev., 13, 1925–1943, https://doi.org/10.5194/gmd-13-1925-2020.

The publication discusses the performance of MECO(3) to simulate local methane emis-
sions and evaluates a forecast skill of the model. The same contents are presented in the
current chapter. Most of the presented tables and figures are also taken or reconstructed
from Nickl et al. (2020).

4.1 The CoMet Campaign

The Carbon Dioxide and Methane Mission (CoMet) is part of the AIRSPACE (Air-
craft Remote Sensing of Greenhouse Gases with combined Passive and Active instru-
ments) project, which is in turn involved in the validation of the French-German cli-
mate mission MERLIN (Methane Remote Sensing Lidar Mission). The project comprises
data collection and evaluation for the validation and verification of satellite products (see
http://www.pa.op.dlr.de/AIRSPACE).

CoMet aims to quantify carbon dioxide and methane emissions by using different mea-
suring techniques, such as in-situ instruments, active and passive remote sensing and flask
sampling. The measurements are accompanied by global and regional atmospheric mod-
elling. Table 4.1 shows an overview of all involved instruments and models. A list of the
involved research institutes and further information can be found on the CoMet website:
https://www.halo.dlr.de/science/missions/comet. The mission concentrates on Cen-
tral Europe and, particularly on the Upper Silesian Coal Basin (USCB) in Poland, next
to the Czech and Slovenian borders (see map in Fig. 4.1). The USCB emits roughly 502
kt CH4 yr-1 due to hard coal mining (CoMet internal CH4 and CO2 emissions over Silesia,
version 2 (2018-11), further denoted as CoMet ED v2). Since this is about 3 % of all Euro-
pean methane emissions, the region belongs to one of Europeans largest methane sources.
Figure 4.1 shows the exact location of all known coal mining ventilation shafts, including

http://www.pa.op.dlr.de/AIRSPACE
https://www.halo.dlr.de/science/missions/comet
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their approximate emission fluxes in the USCB.

Table 4.1: Overview of CoMet instrumentation (i.e. CHARM-F, JIG, JAS, MAMAP,
CRDS, QCLS, C-AS, EM27/SUN) and the involved atmospheric models. The table lists
only those instruments, that measure CH4 and/or stable isotopes in CH4.

Instrument Technique Measurement

Airborne on HALO

CHARM-F (Amediek et al., 2017) Active remote sensing CH4 total column
JIG Cavity Ring Down Spectroscopy (in-situ) CH4 in-situ

JAS Air sampler CH4, δ13C(CH4), δD(CH4)
flasks

Airborne on FUB Cessna

MAMAP (Gerilowski et al., 2011) Passive remote sensing CH4 total column

Airborne on DLR Cessna

CRDS G1301-m Cavity Ring Down Spectroscopy CH4 in-situ
QCLS (Kostinek et al., 2019) Quantum Cascade Laser Spectroscopy CH4 in-situ

C-AS Air sampler CH4, δ13C(CH4), δD(CH4)
flasks

Ground-based

EM27/SUN (mobile/stationary) Passive remote sensing CH4 total column

Modelling

MECO(n) regional/global modelling of CH4 and stable isotopologues, forecasts
WRF-Stilt regional modelling, inverse modelling

The first campaign CoMet 0.5 took place in August 2017 and comprised ground-based
passive remote sensing and in-situ measurements, as well as air core samples. CoMet 1.0
was carried out during May and June 2018 and additionally included airborne measure-
ments collected in-situ, by flask sampling, and by active and passive remote sensing. Next
to CH4 and CO2, stable isotopes were sampled within detected methane plumes and in
the individual coal mine ventilation shafts. First results of the ground-based and airborne
passive remote sensing measurements are published by Luther et al. (2019) and Krautwurst
et al. (2021), respectively. Fiehn et al. (2020) and Kostinek et al. (2021) present methane
emission estimates of the USCB based on in-situ observations. Ga lkowski et al. (2021b)
presents airborne in-situ and laboratory analysed air samples, including also stable isotope
measurements of methane. Wolff et al. (2021) provides CO2 emission estimates based on
airborne active remote sensing of coal-fired power plants. Additionally, wind was measured
by stationary ground-based active remote sensing (wind lidar). The results are discussed
by Wildmann et al. (2020). Throughout the campaign, 12-hourly 6-day forecasts simulated
by the MECO(3) model were successfully provided. The forecasts simulated the distribu-
tion of the methane plumes, which are emitted by the ventilation shafts and helped to
develop flight planning strategies. Nickl et al. (2020) analysed the forecast and model per-
formances. Further model activities are carried out with respect to CO2 emissions. Chen
et al. (2020) presents short-term forecasts of biospheric CO2.
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Figure 4.1: Exact locations of the coal mining ventilation shafts in the USCB (Poland),
including the annual emitted CH4 in tons per year (according to CoMet ED v1 inventory
based on E-PRTR, 2014). Map from Nickl et al. (2020).

4.2 Model setup

As described above, the presented study aims to simulated very localized methane emissions
on regional scale. Therefore the global/regional 3-times nested, on-line coupled chemistry
climate model MECO(3) is used for the simulation. A detailed description of MECO(n)
is provided in Chapter 3. The following section describes the specific model setup as used
for all analysis and forecast simulations.

4.2.1 The MECO(3) setup for the CoMet 1.0 simulations

The global chemistry climate model EMAC is used as a driving model for the MECO(3)
model. It is operated with a 90-layer vertical resolution covering the atmosphere from
the surface up to an altitude of 80 km, a T42 spectral resolution and a time step length
of 720 s. Three COSMO/MESSy model instances are nested into each other to simulate
the USCB area over Poland (see Figure 3.1 in Section 3.2). The first COSMO/MESSy
instance covers the area over Europe and has a spatial resolution of 0.44➦ (∼50 km) and a
time step length of 240 s (it is further denoted as CM50). The next finer resolved instance
(further denoted as CM7) covers the area over Central Europe and has a spatial resolution
of 0.0625➦ (∼7 km) and a time step length of 60 s. The finest resolved instance simulates
the USCB with a spatial resolution of 0.025➦ (∼2.8 km) and a time step length of 30 s. It
is further denoted as CM2.8. CM50 and CM7 are operated with 40 vertical layers. The
model instance CM2.8 is operated with 50 vertical layers up to an altitude of 22 km. At 11
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km a sponge zone begins, which reaches the model top and nudges the model prognostic
variables with increasing weights towards the driving model.

4.2.2 Methane tracer

To quantify the coal mining emissions in the USCB, it is important to identify those
emissions, which actually arise from the coal mining. Therefore, two independent tracers
are used to simulate the methane fluxes in the conducted simulations of the presented
study. The first tracer, called CH4 FX, includes all emission fluxes, i.e. anthropogenic
and natural emissions, as well as in influx of methane at the lateral domain boundaries
from the respective coarser model. In addition to the local emissions (presumably from
coal mining), this results in a background level of methane, which is emitted globally from
all methane sources and advects into the USCB area. The second tracer is called PCH4
and only simulates the local methane emissions from the various coal mining ventilations
shafts in the USCB (see Figure 4.1). Comparing the results of this second PCH4 tracer
to the results of the CH4 FX tracer, or to observations, allows for tracing back simulated
or observed methane enhancements to the coal mine emissions. The tracers are initialized
equally for the EMAC model and the three COSMO/MESSy instances. The following
section describes the emission inventories and MESSy submodels used for the simulation
of the two tracers. Figure 4.2 presents how the two tracers are defined and handled by the
different submodels.

The master tracer CH4 FX

The CH4 FX tracer uses gridded methane emissions from a combined emission inventory.
The natural emissions are derived from the EMPA inventory (Frank, 2018) and are available
as monthly averages on a 1.0◦ × 1.0◦ grid. For the anthropogenic emissions, the EDGAR
v2FT2010 (Janssens-Maenhout et al., 2013) inventory is used. These emissions are monthly
averages with a finer grid resolution of 0.1◦ × 0.1◦. Since both inventories are only available
until the year 2012, this year is used to simulate the year 2018, when the CoMet 1.0
campaign took place. For the initialization of the CH4 FX tracer, a monthly climatological
average (2007 to 2016) derived from the simulation SC1SD-base-01 (similar to the RC1SD-
base-10 simulation, described by Jöckel et al., 2016), is used. The MESSy submodels
IMPORT GRID (Kerkweg and Jöckel, 2015) and OFFEMIS (OFFEMIS, Kerkweg and
Jöckel, 2012b, therein described as OFFLEM) are used to transform the emissions to the
actual computational grid and convert the emission fluxes into tracer tendencies of the
CH4 FX tracer, respectively. The CH4 submodel calculates the basic methane chemistry,
as described in Chapter 3. The reaction partners OH, O1D and Cl for the oxidation of
methane (chemical loss) are predefined and derived as monthly averages (2007-2016) from
a previous interactive chemistry simulation. They are read in again via the submodel
IMPORT GRID. The rate for the depletion by photolysis is calculated by the submodel
JVAL (Sander et al., 2014).



34 4. Hind- and forecasting of regional methane emissions with MECO(n)

Figure 4.2: Illustration of submodels which are used for the different methane tracers.
CH4 FX tracer (left side): Methane emission data and the oxidation reaction partners OH,
O1D and Cl are read from the netcdf files and transformed to the computational grid by the
submodel IMPORT GRID. OFFEMIS converts the emission fluxes into tracer tendencies,
and the CH4 submodel simulates the chemical loss of methane using the predefined fields of
the oxidation partners and the calculated photolysis rate from the submodel JVAL. PCH4
(right side): submodel TREXP is used for the point source emissions and tracer definition.
Illustration and caption from Nickl et al. (2020).

The point source tracer PCH4

The point source emission fluxes for the PCH4 tracer are taken from the CoMet ED v1
inventory, which is mainly based on the European Pollutant Release and Transfer Register
(E-PRTR, 2014) and on data from Wyzszy Urzad Gorniczy 2014 (2017). The emissions are
given for the single coal mines, and are split equally between the corresponding ventilation
shafts. The exact locations of the ventilation shafts are shown in Figure 4.1. The point
sources are defined by the submodel TREXP (Jöckel et al., 2010), which DESCRIPTION
HERE. The initial conditions are zero and no chemical sink reactions are calculated for
the PCH4 tracer. Furthermore, it is independent from the CH4 FX tracer.

4.2.3 Simulations of the CoMet 1.0 campaign

Throughout the CoMet 1.0 campaign 6-day forecasts were delivered every 12 hours. Chap-
ter 3 describes the forecast system, which is used to perform the forecast simulations. A
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Figure 4.3: Snapshot of a CMet 1.0 forecast showing the total column dry air average
mixing ratio in nmol/mol in the USCB in Poland. In both panels CH4 was simulated with
the finest resolved COSMO/MESSy instance CM2.8, by the point source tracer PCH4 (left
panel) and by the total methane tracer CH4 FX (right panel). Note that the colour bar
on the left panel is pseudo logarithmic for a better visualization. Figure from Nickl et al.
(2020).

continuous analysis simulation is performed starting in April, 1st 2018. Since the campaign
started on May, 15 2018, this results in a spin up time of 45 days. The EMAC model is
nudged by Newtonian relaxation of temperature, vorticity, divergence and the logarithm
of surface pressure towards the 6-hourly ECMWF operational analysis data. SST and SIC
are prescribed and derived from the same data set. The forecasts branch from the analysis
simulation every twelve hours and are thereby initialized from its restart files. In the fore-
cast simulations, the EMAC model is nudged towards the ECMWF operational forecast
data. A detailed explanation is given in Section 3.3.

The forecasts assisted the flight planing strategy (for airborne measurements) during
the CoMet 1.0 campaign and were made available on a website. Figure 4.3 gives an example
of one of the forecast products, i.e. the vertical integrated methane mixing ratios XPCH4

(left side) and XCH4 (right side), simulated over the smallest model domain by the CM2.8
instance for the PCH4 and the CH4 FX tracer, respectively:

XPCH4, XCH4 =

∑
(χCH4

·mdry)∑
mdry

(4.1)

with χCH4
being the methane mixing ratio PCH4 or CH4 FX and mdry being the mass

of dry air in a grid box. The summation is carried out over all vertical levels (or a specific
altitude, see Section 4.3.2).
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S4D model output

In the presented study, the analysis simulation is evaluated to determine the general per-
formance of MECO(3) to simulate the small scale pattern and local methane emissions.
Due to the applied nudging with the ECMWF operational analysis data, the analysis sim-
ulation is assumed to reproduce the observed meteorology best. The forecast ability of
MECO(3) is tested by analysing the individual forecast days. In each case, model results
are compared to the observations sampled during the campaign on board of two research
aircraft (HALO and D-FDLR Cessna). The MESSy submodel S4D (Jöckel et al., 2010)
allows for the online sampling of the model results along a specific track of a moving ob-
ject, such as aircraft or ships. Therefore, the analysis simulation, as well as all forecast
simulations are repeated, including the specific geographical flight track coordinates (in
degrees), pressure altitudes (in hPa) and time steps (in UTC) of all flights (see Table 4.2)
for the S4D submodel. The S4D submodel interpolates the simulation data horizontally
(and optionally also vertically) to the track and samples the output at every time step
of the model, i.e. every 720 s, 240 s, 60 s and 30 s for EMAC, CM50, CM7 and CM2.8,
respectively.

4.3 Evaluation of the model skill

As described above, the analysis simulation is evaluated with respect to the general perfor-
mance of MECO(3) to reproduce the observed methane mixing ratios in the atmosphere and
the local methane emissions. Therefore the simulations are compared to the observations
sampled during the CoMet Camapign 1.0. Section 4.3.1 gives an overview of the different
measurements used for the analysis. Moreover, results from the different COSMO/Modular
Earth Submodel System (MESSy) instances are compared to each other. The evaluation
in this study only considers the two finest COSMO/MESSy instances CM7 and CM2.8.
The aim is to examine which model instance is sufficient for the purpose of the campaign.
Section 4.3.2 discusses the results of the analysis comparison. Finally, for the campaign
planning it is important to know, how long a forecast is reliable. In Section 4.3.3 a forecast
skill is calculated and discusses.

4.3.1 Observations

To evaluate the models’ performance and forecast skill, observational data of three different
measuring techniques (during CoMet 1.0) are compared to the model results:

❼ Active remote sensing using the Integrated Path Differential Absorption (IPDA)
Lidar called CHARM-F (Amediek et al., 2017) on board of HALO, operated by the
German Aerospace Center (DLR) in Oberpfaffenhofen (personal communication A.
Amediek).
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Table 4.2: Overview of all observational methane data sets used for the comparison with the
model results. It lists the name of aircraft, date of flight, respective measuring instrument
and type of measurement, i.e. XCH4 (integrated vertically) or in-situ).

Name Aircraft Flight date Instrument Measurement type

C1 HALO 6th of June 2018 CHARM-F total column
C2 HALO 7th of June 2018 CHARM-F total column

J1 HALO 6th of June 2018 JIG (with Picarro CRDS G2401-m) in-situ
J2 HALO 7th of June 2018 JIG (with Picarro CRDS G2401-m) in-situ

P1 D-FDLR 29th of May 2018 Picarro CRDS G1301-m in-situ
P2 D-FDLR 1st of June 2018 Picarro CRDS G1301-m in-situ
P3 D-FDLR 5th of June 2018 Picarro CRDS G1301-m in-situ
P4 D-FDLR 6th of June 2018, morning Picarro CRDS G1301-m in-situ
P5 D-FDLR 6th of June 2018, afternoon Picarro CRDS G1301-m in-situ
P6 D-FDLR 7th of June 2018 Picarro CRDS G1301-m in-situ
P7 D-FDLR 11th of June 2018 Picarro CRDS G1301-m in-situ

❼ In-situ by Cavity Ring Down Spectroscopy (CRDS) using a JIG instrument (Jena
Instrument for Greenhouse Gases, Filges et al., 2015) on board of HALO and operated
by the Max-Plank Institute for Biogeochemistry in Jena (Ga lkowski et al., 2021b).

❼ In-situ by Cavity Ring Down Spectroscopy (CRDS) installed on board of DLR Cessna
and operated by the atmospheric trace gas research group of the Institute of Atmo-
spheric Physics (DLR, P4 and P5 published in Fiehn et al., 2020, all other: personal
communication with A. Fiehn).

Table 4.2 lists the different observations including the date, they were sampled.

Total column

Measurements taken with the CHARM-F lidar (Amediek et al., 2017) on board of HALO
D-ADLR provide weighted atmospheric columns of the methane dry-air mixing ratio from
the surface to the flight altitude of the research aircraft (XCH4). During the two flights C1
and C2 (on 6th and 7th of June 2018, respectively; see Table 4.2), HALO flew within the
USCB area and sampled several methane plumes arising from the coal mining ventilation
shafts. The data sets have a temporal resolution of 1 s and are smoothed horizontally with
a box window corresponding to 2 km of flight distance.

In-situ

Additionally, on board of HALO, methane was sampled in-situ by Cavity Ring Down
Spectroscopy (CRDS) with a Picarro CRDS G2401-m instrument. The two flights J1 and
J2 (see Table 4.2) are compared to the model results. Again, J1 and J2 were sampled on
the 6th and the 7th of June 2018, respectively. However, the samples were collected in the
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afternoon, when HALO flew larger scale patterns within the USCB, and outside Poland
in the Czech Republic (see Figure 4.4). Due to descending and ascending flight pattern,
measurements were sampled at different altitude representing the vertical distribution of
methane in the atmosphere. The data sets have a temporal resolution of 1 s.

Figure 4.4: HALO flight routes of J1 (left panel) and J2 (right panel) over Czech Republic
and Poland. The colour bar gives the atmospheric pressure at flight level. Maps from Nickl
et al. (2020).

Further in-situ measurements are derived from the Picarro CRDS G1301-m instrument
on board of the Cessna 208B (D-FDLR). Seven airborne observations (P1-P7, see Table
4.2) are compared to the model results. The aircraft flew only within the USCB area,
close to the coal mines (see Figure 4.5). In contrast to the JIG data, here smaller-scaled
patterns and the methane plumes arising from the ventilation shafts were sampled. The
aircraft surrounded the USCB and flew a back-and-forth patterns (so called “walls”) along
horizontal tracks downwind of the coal mines. Thereby it crossed the methane plumes
several times at different heights. The data are derived in a temporal resolution of 1 s.

4.3.2 Evaluation of the analysis simulation

The above described observations are now compared to the analysis simulations. Since the
three datasets differ in terms of geographical extent, duration and sampling patterns, the
performance of the model is analysed depending on the measurement type; i.e. vertically
weighted integrated methane (CHARM-F), vertical distribution of methane in the atmo-
sphere (in-situ, JIG), and representativeness of local methane emissions on small scales
(in-situ, D-FDLR).

All data are analysed with respect to pattern similarity and amplitude of the CH4 FX
tracer, i.e. root mean square error (RMSE), standard deviation, correlation coefficient and
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Figure 4.5: D-FDLR flight routes of P4 (left panel) and P5 (right panel) in the USCB. The
colour bar gives the atmospheric pressure at flight level. Maps from Nickl et al. (2020).

normalized mean bias error (NMBE). The NMBE is calculated as follows:

NMBE =

n∑

i=1

(χsim − χobs)i

n · χ̄obs

· 100 (4.2)

with χsim being the simulated methane mixing ratio,χobs being the observed methane
mixing ratio, and n being the number of the models’ time steps. Since the observed data
have a finer temporal resolution than the model output, they are averaged over 60 s for
the CM7 and over 30 s for the CM2.8 inter comparison, respectively.

The first comparison to the observations revealed a systematic bias towards lower
methane mixing ratios of all simulated CH4 FX results. The initial conditions used for
the CH4 FX tracer were derived as monthly climatological average of the time period 2007
until 2016. The CoMet 1.0 campaign, however, took place in 2018. Since global methane
mixing ratios are increasing steadily since 2007 (Nisbet et al., 2019), this bias is likely
caused by lower initial methane mixing ratios, taken from the time period before 2016.
The OH field is also initialized as a monthly climatological mean (2007-2016) from the
same simulation. Furthermore, methane emissions are taken from the year 2012 instead of
the year 2018. However, the MECO(3) simulations only cover a short time period of three
months. An overestimation of the OH sink or an underestimation of emission fluxes should
therefore not have a significant influence on global background methane mixing ratios, and
do not explain the observed bias.

The deviations in the background methane are neglected for the rest of the evaluation.
This is justified by the fact that the main objective of the study is, to investigate how
well MECO(3) is able to simulate the regional distribution of the methane plumes from



40 4. Hind- and forecasting of regional methane emissions with MECO(n)

Table 4.3: Results of the statistical analysis of the measurements compared to the model
results of the two model instances CM7 and CM2.8. Listed are the root mean square
error (RMSE) in µmol mol-1, the normalized mean bias error (NMBE) in percent, and the
correlation coefficient (R). Values taken from Nickl et al. (2020).

Name RMSECM7 RMSECM2.8 NMBECM7 NMBECM2.8 RCM7 RCM2.8

C1 0.08 0.08 -4.1 -4.2 0.47 0.47
C2 0.10 0.10 -5.3 -5.3 0.75 0.75

J1 0.02 0.02 -0.29 -0.06 0.78 0.70
J2 0.02 0.03 0.08 -0.04 0.88 0.77

P4 0.06 0.07 1.30 1.88 0.77 0.84
P5 0.05 0.05 1.17 1.18 0.76 0.68

local sources. Therefore, a bias correction is applied to all model results involved in the
statistical comparisons with the in-situ observations. For the bias correction the most
frequently occurring difference between all D-FDLR in-situ observations and the model
results of instance CM2.8 (i.e. 0.108 µmol mol-1) is used.

The offset between the CHARM-F observations and the model results is less than 0.108
µmol mol-1. Moreover, it is difficult to determine a definite bias. For the comparison with
the CHARM-F measurements, the S4D submodel output is vertically integrated between
the surface and aircraft altitude (see Equation 4.1, further denoted as XflCH4). The irreg-
ularities in the background bias might occur due to the integration over a varying number
of model levels or due to changes of topography, which are not resolved by the model. The
bias correction is therefore not applied to the simulated XflCH4.

The Table 4.3 lists the results of the statistical analysis for the 6 flights that took place
on the 6th and 7th of July. These two days were the most successful measurement days of
the campaign. Although several other in-situ measurements were carried out on board of
the D-FDLR Cessna, only the flights P4 and P5 on the 6th of June (morning and afternoon)
are listed. Both measurements were used for the estimation of the USCB emissions in the
study by Fiehn et al. (2020). The meteorological conditions here were most favourable to
measure the methane plumes downwind the ventilation shafts (personal communication
A. Fiehn). However, the following discussion also addresses the other flights, in order to
explain mismatches between model and observations.

RMSE and NMBE provide information on how far the model and the observations
deviate from each other on average. In the case of the CHARM-F data, this is mostly
owed to the overall offset in the background (discussed above). However, due to the bias
correction applied for the comparison with the in-situ observations, RMSE and NMBE also
indicate differences in amplitudes. Of course, this also applies to the CHARM-F data.

The Taylor diagram in Figure 4.6 summarizes the comparison of all three analyses,
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including also the comparisons to P1, P2, P3, P6 and P7. It combines three statistical
metrics: standard deviation (radial distance from the origin), correlation coefficient (angle)
and centered RMSE (dashed semi circles) in a single diagram (Taylor, 2001). The standard
deviation and the centred RMSE (NRMSE) are normalized, to become non-dimensional.
This allows for the comparison of the different model results, with respect to amplitude
(standard deviation) and pattern (correlation) similarity. In the following section, the
results of all individual comparisons with the observations are discussed.

Figure 4.6: Taylor diagram summarizing the statistical comparison of the MECO(3) model
results (analysis simulation) with the observations. It combines the normalized standard
deviation (radius), correlation coefficient (angle) and centered NRMSE (dashed semi cir-
cles). Triangles and circles mark the results for the model instances CM7 and CM2.8,
respectively. The comparisons to C1 and C2 are shown in orange, those to P1 until P6 in
blue, and those to J1 and J2 in green. The normalized standard deviation of 1 outlines the
point where model results fit perfectly the observations. Figure from Nickl et al. (2020).

Comparison to CHARM-F measurements

Figure 4.7 shows the observed XflCH4 of the two data sets C1 and C2 compared to the
simulated XflCH4. The results are shown for the two instances CM7 and CM2.8, respec-
tively. All model results are biased towards smaller values compared to the observations.
The corresponding NMBEs in Table 4.3 range from -4.1 % to -5.3 % for C1 and C2, re-
spectively. The differences between the two model instances are rather small. Besides
the overall bias, which is already discussed above, the model results agree well with the
observed patterns. All XflCH4 peaks are represented by the simulations and show similar
amplitudes. For C2 the observed amplitudes are larger than those of the model results.
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This is also confirmed by the normalized standard deviations presented in the Taylor
diagram (Figure 4.6). The corresponding data points are slightly below the reference line,
which means that the standard deviation of the model results are lower than the standard
deviation of the observations. In contrast, data points of C1 lie on the reference line,
indicating that both, observations and simulations have the same mean amplitude. The
calculated NMBE and RMSE (see Table 4.3) mainly represent the continuous bias between
model results and observations. However the values are lower for C1, which shows, that
the simulated amplitudes agree best with the C1 observations. In contrast, the correlation
is higher with the C2 observation. The correlation coefficient for the comparison with C1
is only 0.47. Around 09:30 UTC on June 6th (C1), the model results are slightly shifted in
time. Additionally, the observed XflCH4 follow a negative trend until 10:10 UTC, which
is not represented by the model.

However, in general the MECO(3) model is able to simulate the observed XflCH4 rea-
sonably well. Overall, the two model instances CM7 and CM2.8 yield similar results. The
performances in comparison with the measurements are of equal quality. Therefore, and as
the simulation of the finest model instance CM2.8 consumes more computational time, it
is sufficient to conduct future simulations (for this campaign purpose or similar campaign
analyses) with the CM7 model instance only.

Figure 4.7: Comparison of the CHARM-F measurements and the S4D submodel output
(CM7 and CM2.8) sampled along C1 (left panel) and C2 (right panel). The results show
the vertically integrated mixing ratios XflCH4 in µmol/mol. The time axes is in UTC.
Figure from Nickl et al. (2020).

Comparison to JIG measurements

For the comparisons with the in-situ observation, the S4D submodel output is sub-sampled
onto the flight altitude by linear interpolation. Figure 4.8 (upper panels) compares the re-
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sulting methane mixing ratios of the CH4 FX tracer to the data sets J1 and J2. Again,
only the results of the two model instances CM7 and CM2.8 are shown. Since the mea-
surements cover larger areas outside the USCB, the mixing ratios simulated by the CM2.8
model instance, have several gaps in the model output. These gaps mark the aircraft leav-
ing the model domain (i.e. the USCB area) temporally. In the lower panels, the aircrafts’
atmospheric pressure altitude along the respective flight tracks is plotted. The pressure
follows a steep up-and-down movement between 900 and 200 hPa, indicating changes in
the flight altitude. As mentioned in Section 4.3.1, these flight patterns were chosen to
sample the vertical profile of methane in the atmosphere. Both, observed and simulated
methane mixing ratios correlate closely with atmospheric pressure, i.e. lower mixing ratios
with higher altitudes and higher mixing ratios with lower altitudes. This shows that the
vertical gradient of methane in the atmosphere is well represented by both model instances
(see also Figure 4.9). The data points of J1 and J2 in the Taylor diagram (see Figure 4.6)
are close to the reference point on the horizontal axis. The correlation coefficients are very
high, which is especially true for the CM7 model instance. The methane variability at low
altitudes is well represented by both model instances CM7 and CM2.8, which are generally
in good agreement with each other and the observations.

However, the model does not resolve the fine structures of the observations around
200 hPa (e.g. at 13:20 UTC (J1) or at 12:00 and 14:30 UTC (J2) in Figure 4.8). The
methane mixing ratios at these altitudes are strongly influenced by the global models’
boundary conditions, which makes it difficult for the model to reproduce the observed
features. Furthermore, the small-scale fluctuations, which are measured at 400 hPa, are
not simulated by the two model instances CM7 and CM2.8.

Overall, the comparison to J1 and J2 is the best in the Taylor diagram. Presumably
because the horizontal distribution of the methane plumes plays only a minor role in the
JIG observations in contrast to the CHARM-F and D-FDLR Cessna observations. Similar
to the comparison with the CHARM-F measurements, the two model domains CM2.8 and
CM7 perform equally well.

Comparison to Cessna

Similar to the comparison with the JIG observations, the curtains sampled with the S4D
submodel along the flight tracks, are further sub-sampled onto the flight altitude by linear
interpolation. Figure 4.10 (upper panels) shows the comparison of the CH4 FX tracer
simulated by the two model instances CM7 and CM2.8 with the observations P4 and P5.
The measurements feature several enhancements in the methane mixing ratio relative to
the background. These peaks are indicative of the methane plumes sampled along the
flight paths near the USCB coal mines. The background methane shows little variations.

In general, the patterns of the model results and the observations agree well. The
simulated peaks along the P4 trajectory are close to or larger than the observations. In
particular, the peaks simulated by the CM2.8 model instance exceed those of the obser-
vations and those of the CM7 model instance. Consequently, the resulting NMBE are
positive and differ between the CM7 and CM2.8 model instance, with 1.30 % and 1.88 %,
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Figure 4.8: Comparison of the JIG in-situ measurements and the S4D submodel output
(CM7 and CM2.8) sampled along J1 (left panel) and J2 (right panel). Results show
methane mixing ratios in µmol/mol. Note that the model results are bias corrected. The
lower panels display the aircrafts’ atmospheric pressure altitude along the flight tracks in
hPa. The time axis is in UTC. Figure from Nickl et al. (2020).

Figure 4.9: Comparison of the JIG in-situ measurements and the S4D submodel output
(CM7 and CM2.8) sampled along J1 (left panel) and J2 (right panel). Results show
methane mixing ratios in µmol/mol versus the aircrafts’ atmospheric pressure altitude
along the flight tracks in hPa.
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respectively. The difference between the two model instances is possibly related to their
different grid cell size. The methane mixing ratios in a methane plume are not distributed
evenly. The smaller grid cells of the CM2.8 model instance may have captured only parts
of locally very enhanced methane mixing ratios in the a plume. In contrast, since the
coarser grid cells, cover a larger part of the methane plume, the mixing ratios could be
more diluted here. Additionally, the methane emissions fluxes used in the simulation are
most likely overestimated. A comparison of the applied anthropogenic emission inventory
EDGAR v4.2FT2010 to a more recent release from the year 2019, (EDGAR v4.3.2, Crippa
et al., 2018), shows that the total methane emissions of the applied EDGAR v4.2FT2010
inventory in the USCB (longitude: 18.30-19.40 ➦E, latitude: 49.90-50.40 ➦N) are larger by
1030.4 kt a-1 compared to EDGAR v4.3.2.

Similarly to the comparison with the P4 observations, the simulated peaks along the
P5 flight track exceed those of the observations. This is not as significant as for the
P4 observations and therefore resulted in lower NMBEs of 1.17 % and 1.18 % for the
CM7 model instance and the CM2.8 model instance, respectively. The sharp increase of
the methane mixing ratios, observed around 13:30 UTC, is not simulated by the CM7
model instance, and only to a small extent by the CM2.8 model instance. This peak was
measured very close to a coal mine ventilation shaft (personal communication with A.
Fiehn). Presumably, MECO(3) is not able to resolve these localized methane emissions.
Especially the large gird cells of the CM7 model instance blur these emissions in the
background methane.

Apart from these inconsistencies, the comparisons between model results and the ob-
servation, P4 and P5 are good. However, this is not always true for the comparisons with
the other smaller scaled D-FDLR observations (i.e. other than P4 and P5). The statistical
results summarised in Figure 4.6 demonstrate the low correlation between simulated and
observed methane mixing ratios along the respective flight tracks. A graphical comparison
can be found in the Appendix A.1. In the case of P3 and P6, the observed methane peaks
can be simulated but are slightly shifted in time. This results in a similar mean ampli-
tude height (normalized standard deviation close to reference line), but a low correlation
between model results and observations. Additionally, other factors, such as the wind
speed could play an important role. The P7 data were sampled during very high wind
speed conditions and the model output shows considerable deviations from the observa-
tions. The corresponding data point lies outside the range of the Taylor diagram in Figure
4.6. For comparison, during the 6th and 7th of June, when the observations P4, P5 and
P6 were sampled, wind conditions were very stable. Figure 4.11 displays the results for the
comparison with the P2 observations. Both model domains are not able to simulate the
observed methane peaks M1 and M2 (left panel). During this time, the flight track of P3 is
above the simulated methane plumes (see right panel). Sampling the model output at this
altitude consequently does not detect any of the observed methane peaks. This is because
MECO(3) simulates a too shallow Planetary Boundary Layer Height (PBLH) during the
morning. Around 09:30 UTC the simulated PBLH has risen already and the observed
peak M3 can bee seen in the S4D submodel output. However, with a smaller amplitude,
which is also seen by the low normalized standard deviation in Figure 4.6. Previous studies
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(i.e. Collaud Coen et al., 2014; Mertens et al., 2016) analysed the simulated PBLH of the
COSMO model. In contrast to the results presented here, their results show an excessively
high simulated PBLH. However, in the present study we only consider a single moment of
a short-term simulation. A detailed investigation of the PBLH would go beyond the scope
of the study.

Figure 4.10: Comparison of the D-FDLR in-situ measurements and the S4D submodel
output (CM7 and CM2.8) sampled along P4 (left panel) and P5 (right panel). Upper
panels: methane mixing ratios in µmol/mol simulated by the CH4 FX tracer. Note that
the model results are bias corrected with 0.108 µmol/mol. Lower panels: methane mixing
ratios in µmol/mol simulated by the PCH4 tracer. An offset of 1.85 µmol/mol is added to
PCH4 for a better visualization. The time axis is in UTC. Figure from Nickl et al. (2020).

Figure 4.10 (lower panels) displays the methane mixing ratios simulated by the PCH4
tracer compared to the observations P4 and P5. Since the PCH4 tracer only considers
those emissions which actually arise from the coal mining ventilation shafts, no background
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methane is present and all simulated methane peaks can be attributed to the coal mining.
The timing of the simulated methane mixing ratio peaks agree well with the observations,
as well as with the CH4 FX tracer (upper panel). This implies that the observed plumes
of P4 and P5 indeed arise from the coal mines. However, the amplitudes of the simulated
PCH4 mixing ratios are below those of the observations. Again, this can be explained
by the applied emission inventory. The sum of all methane emissions in CoMet ED v1
used for PCH4 is 465 kt a-1. This is less than the sum of the updated emission inventory
CoMet ED v2 (based on E-PRTR, 2016), which is 502 kt a-1. In addition, changes in
emission distribution and structural and operational changes in the mining sector may
have occurred in the time between the reporting years (2014 and 2016 for CoMet ED v1
and v2, respectively). The fact that the simulations assume a constant methane release
from the ventilation shafts over time could also have a small influence on model results.
In reality, these emission fluxes vary from day to day.

In contrast to the CH4 FX tracer, the differences between the model instances CM2.8
and CM7 are more pronounced in the tracer PCH4. The CM2.8 model instance is able to
simulate the finer structure within the methane peaks better.

Figure 4.11: The left panels shows D-FDLR in-situ sampled CH4 mixing ratios (black lines)
of P2, as well as the S4D submodel output of CH4 FX at flight altitude for CM7 (red) and
CM2.8 (blue). The right panel displays the corresponding flight altitude of P2 (black line)
and the simulated profile (CM2.8) of the methane mixing ratio along this flight track. All
mixing ratios are in µmol/mol. The time axes is in UTC. M1, M2 and M3 mark specific
methane peaks seen in the observation (left panel) and in the simulated methane profile
(right panel), but not necessarily in the sampled S4D output at flight altitude (left panel).
Figure and caption from Nickl et al. (2020).
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4.3.3 Evaluation of the forecast skill

In order to determine the overall forecast skill, and to estimate the deviation of each pro-
ceeding forecast day from the actual conditions, a so called skill score can be calculated.
A good forecast for a measurement campaign needs to simulate both, the observed ampli-
tudes and the observed pattern variability. Therefore a single skill score should be able
to make statements about the standard deviation and the correlation coefficient between
the observations and the forecasts. The presented study uses two skill scores after Taylor
(2001), that fulfil these criteria. Both skill scores include the two parameters, but either
emphasize the similarity of the amplitudes (SV), or the similarity of the patterns (SC).
They are calculated as follows:

SV =
4(1 + R)

(σf + 1/σf)2(1 + R0)
(4.3)

and

SC =
4(1 + R)4

(σf + 1/σf)2(1 + R0)4
(4.4)

with R being the correlation coefficient between forecast and observation, R0 being the
maximum attainable correlation coefficient, and σf being the ratio of the standard devia-
tion of the forecast to that of the observation. R0 is assumed to be 1. In reality, however,
the maximum correlation coefficient between observations and simulations does not reach
the value 1 due to differences in spatial and temporal resolution. In the following, each
forecast day is analysed accordingly to estimate the evolution of forecast quality.

Actual forecast skill

The actual forecast skill of MECO(3) is obtained by comparing the observations (total
column and in-situ) to the forecasts. The calculated skill scores SV and SC are presented in
Figure 4.12 and Figure 4.13, respectively. The skill scores are calculated for the two model
instances CM7 (left panels) and CM2.8 (right panels) and for each forecast day I to VI.

The previous Section 4.3.2 showed that the models’ skill differs between the three
observational data sets. This is mainly due to different flight patterns (e.g. small-scale
pattern, vertical pattern) and measurement techniques. As expected, these differences
can be also observed in the forecast skills. Overall, the skill scores for the comparison
with the CHARM-F and JIG observations (upper panels) are larger than the skill scores
received from the comparison with the D-FDLR observations (lower panels). This applies in
particularly for the SC skill score (see Figure 4.13), that emphasizes the correlation between
observation and simulation. As discussed in the previous section, the integrated methane
mixing ratios and the vertical methane gradient are well simulated by MECO(3). The
smaller-scale measurements in contrast, barely correlate with the simulations (see Figure
4.6). Again, the best correlation (with the D-FDLR Cessna observations) is achieved
for P4 and P5, where wind conditions were favourable to sample the methane plumes
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Figure 4.12: Skill scores SV resulting from the comparison of the forecast days I to VI
(horizontal axis) with the observations. The coloured bars refer to the individual observa-
tions: C1, C2, J1, and J2 (upper panels) and P1 until P7 (lower panels). The skill scores
are calculated for the two model instanced CM7 and CM2.8 on the left and right panels,
respectively. Figure from Nickl et al. (2020).

downwind the coal mining shafts. However, the observations C1, C2, J1 and J2 have been
also sampled during these two days. If the CHARM-F and JIG observations had been
measured on days with less stable meteorological conditions, this could also have led to
poorer forecast qualities. The skill score SV is very similar for both model instances (CM2.8
and CM7, see Figure 4.12). Furthermore, there is little variability between the different
forecast days I to VI, neither a noticeable decrease of the forecast skill. The SV is highest
for the JIG observations with values above 0.8. The skill is also good for C1, C2, P1, P4,
P5 and P6 with values above 0.6 (except for C2 at forecast day I).

The skill score SC in Figure 4.13 is in general lower than the skill score SV, and slightly
higher for the bigger and coarser resolved model instance CM7 (left panel). The variability
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Figure 4.13: Skill scores SC resulting from the comparison of the forecast days I to VI
(horizontal axis) with the observations. The coloured bars refer to the individual observa-
tions: C1, C2, J1, and J2 (upper panels) and P1 until P7 (lower panels). The skill scores
are calculated for the two model instanced CM7 and CM2.8 on the left and right panels,
respectively. Figure from Nickl et al. (2020).

between the individual forecast days is again low, at least until forecast day IV, from
which on the skill score decreases. Forecast day V has the lowest skill. However, since
most observations were sampled during only two days (6th and 7th of June) the forecasts
are related to the same days of the analysis simulation and the meteorological conditions
during these days. To make a general statement about the forecast skill, it would be
necessary to compare additional observations within a broader time span.

Theoretical forecast skill

To evaluate how the forecasts evolve over the entire model domains, the forecasts cannot
be solely compared to the observations along a flight track. Therefore, each forecast day
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is compared to the analysis simulation and covering the entire model domains. Thereby
a theoretical forecast skill is obtained. As described above, XCH4 is the dry air weighted
average methane mixing ratio of the total atmospheric column. Since, XCH4 thereby
covers the entire vertical extent of the model domains CM2.8 and CM7, it is used for the
comparison between the forecasts and the analysis simulation.

The XCH4 values are compared at each grid point on the respective two-dimensional
model grid and the corresponding skill scores SV and SC are calculated. In order to compare
the CM7 results with the CM2.8 results, the analysed area only covers the area obtained
by removing the outermost 15 grid points of the CM2.8 domain (relaxation zone). The
average area containing a skill score > 0.7 is estimated for each forecast day. Figure 4.14
shows the results for the SV (left panel) and SC (right panel). The skill is calculated
for the CH4 FX tracer, as the PCH4 tracer does not cover the entire model domain (no
background methane).

Figure 4.14: The graphic shows the evolution of the theoretical forecast skill with increasing
forecast day for CM7 (red) and CM2.8 (blue). The vertical axis displays the average area
(in %), according to the smallest model domain, with a Skill Score > 0.7. The horizontal
axis shows the specific forecast days 1 to 6. The Skill Scores are calculated for each day
at each grid point from 1st to 22th June 2018 (CoMet 1.0). It compares the CH4 FX total
column mixing ratios of the forecast simulations to the CH4 FX total column mixing ratios
of the analysis simulation. The error bars indicate the interval which contains 95% of all
skill scores per day. SV (left panel) emphasizes variability and SC (right panel) emphasizes
the correlation. Figure and caption from Nickl et al. (2020).

The differences between the two model instances are very small. The skill of the model
instance CM7 is slightly higher, which can be explained by the lower amount of larger-sized
grid cells that need to be compared (and match) within the regarded area. The skill score
SC is lower than the skill score SV. The lower correlation in the area could be attributed
to a displacement of a simulated plume in time or space, which would also explain the fact
that the standard deviations of analysis and forecasts remain similar.
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However, in contrast to the actual forecast skill, the theoretical skill decreases faster
with each proceeding forecast day. At forecast day IV less than 20 % (SV) or 10 % (SC)
of the area shows a skill larger than 0.7. Whereas the theoretical skill score is defined to
measure the skill averaged over the entire model domain, the actual skill score compares
the model results to the measured methane plumes downwind the ventilation shafts. The
latter are easier to forecast than the variability of the methane background in the overall
model domain.

4.4 Summary and outlook

The presented study describes the MECO(3) setup for the simulation of localized methane
emissions from coal mining activity in the USCB. Next to the methane master tracer
CH4 FX, which comprises all methane emissions, the point source tracer PCH4 is imple-
mented. The PCH4 tracer includes only emissions from the coal mining ventilations shafts.
Comparing both tracers with each other, as well as to the observations, allows for a more
precise assignment of methane peaks (either of the CH4 FX tracer or the observations) to a
specific source (here: coal mining). Moreover, the PCH4 point sources can be switched on
and off individually, which provides a good tool for further investigations of single methane
plumes.

Throughout the CoMet 1.0 campaign, 12-hourly 6-day forecast simulations have been
successfully performed and helped to plan the campaigns’ measuring strategy. In addition,
an analysis simulation has been conducted and was analysed with respect to the observa-
tions.

The evaluation of the analysis simulation showed, that, even though EMAC is nudged
towards the ECMWF data at a coarser resolution (T42 spectral truncation), and all three
COSMO/MESSy instances are only driven by relaxation at their boundaries by the next
coarser model instance, the MECO(3) model is able to simulate the observed methane
plumes reasonably well. The timing of the simulated peaks in the methane mixing ratios is
in good agreement with the observations. Both, the vertically integrated methane (derived
from the CHARM-F lidar), as well as the vertical gradient of methane in the atmosphere
(measured in-situ by JIG) are well represented by the CH4 FX tracer. Furthermore, the
CM7 instance simulates these larger-scale observations as precise as the finest resolved
CM2.8 instance.

The simulation of the smaller-scale in-situ measurements is however, challenging in
some cases. Although most of the observed peaks in the methane mixing ratio can be
simulated, the amplitudes differ from their observed counterparts, and the correlation is
low due to shifts in time or in space. This can be seen in the Taylor diagram in Figure 4.6 as
well as in the statistical results presented by Table 4.3. The CH4 FX tracer overestimated
the amplitudes of the observed peaks. As mentioned above, methane emission fluxes of the
applied emission inventory (EDGAR v4.2FT2010) are larger compared to what is reported
by recent emission inventories. This is particularly seen from the results obtained with
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the finer-resolved CM2.8 instance. Depending on the model domains’ grid cell size, very
localized methane enhancements can be either more diluted (CM7) or more intensified
(CM2.8) in the model results. Moreover, those mixing ratios sampled very close to the
ventilation shafts are often not resolved by the model. Furthermore, the MECO(3) model
simulates a too low PBLH during the morning. Therefore, the observed methane peaks
cannot be seen in the S4D submodel output.

Apart from that, a continuous and constant offset of the simulated CH4 FX compared
to all observations exists. Since the vertical gradient of methane in the atmosphere is well
represented in the model output, this bias is most likely not caused by shortcomings in
the vertical transport. Instead, the bias could be explained by the fact, that the applied
emission inventory is based on the anthropogenic EDGAR v4.2FT2010 and natural EMPA
(Frank, 2018) emissions from the year 2012. Between 2012 and 2018 global methane
increased steadily (Nisbet et al., 2019), resulting in an overall increase in the methane
background level at the time when CoMet 1.0 took place.

The PCH4 tracer is in very good agreement with the CH4 FX tracer and the in-situ
observations measured on board D-FDLR. However, simulated amplitudes are lower than
the observed, which is again explained by the applied “not-up-to-date” emission inventory’
(i.e. CoMet ED v1). Moreover, the CM2.8 simulated the fine structure of the observed
methane mixing ratios better than the CM7 instance. For the campaigns’ flight planning,
however, it is sufficient to perform the forecast with the CM7 instance only.

For future simulations, the bias could be reduced by updating the emission inventories
to the recent EDGAR v5.0 (Crippa et al., 2020) inventory for anthropogenic emissions.
Thereby a better agreement of the small-scale simulated methane amplitudes with the
observations may also be achieved. Similarly, the most recent point source emission inven-
tory CoMet ED v4.01 (Ga lkowski et al., 2021a) would improve the simulated amplitudes of
the PCH4 tracer. Furthermore, the CAMS-GLOB-ANT inventory (Granier et al., 2019),
which extrapolates the emissions to the current year by using EDGAR v4.3.2 as a basis for
2010 and by projecting emission trends for 2011 to 2014 from the Community Emissions
Data System (CEDS) inventory (Hoesly et al., 2018) until 2018, could be used.

Finally, the evaluation of the forecast skill showed, the MECO(3) model for this specific
campaign, is able to provide reliable forecast until forecasts day four.





Chapter 5

Simulation of δ13C(CH4) in coal
mining emission with the regional
model MECO(3)

In order to reduce future methane emissions it is important to identify the emission fluxes
of individual sources. Assigning methane emissions to a specific local source is, however,
fraught with quantitative uncertainties. Inverse modelling, such as it is done for top-down
approaches, can constrain emission estimates with ground-based, airborne or satellite-based
atmospheric measurements. However, this method often does not allow for a separation of
sources that are spatially or temporally close to each other (Saunois et al., 2020). Moreover,
also small-scale measurements of specific plumes may capture methane that originates from
various sources. Thus, it is often not possible to distinguish between the origin of methane
emitted in the same area.

Since the isotopic signatures δ13C and δD of thermogenic, pyrogenic and biogenic
methane differ from each other (see Chapter 2), they can be used to identify the origin of
atmospheric methane. This requires a comprehensive knowledge of the various local source
signatures. A country- and sector-based inventory of isotopic source signatures has been
already provided by Sherwood et al. (2017). Nevertheless, the isotopic source signature of
a single emission sector (e.g. coal) can vary widely also within smaller regions (Kotarba,
2001; Zazzeri et al., 2016). Therefore, further regional measurements are needed.

Modelling the stable isotopologues of methane on regional scales could additionally
support the evaluation of such measurements. As shown in Chapter 4, the MECO(3)
model allows for the regional simulation of point sources explicitly emitted by a single
sector, e.g. coal. The comparison of this model output and observations already helps to
assign measured plumes to the specific sector. Such simulations were carried out in parallel
to the CoMet 1.0 campaign in the Upper Silesian Coal Basin (USCB) in Poland, where
methane measurements are associated with coal mining. Similarly, the simulation of stable
isotopologues with MECO(3) could help to interpret the δ13C or δD values, which are
measured in a methane plume, and further determine a specific isotopic source signature.

The extension of the MESSy submodel CH4 (Frank, 2018; Winterstein and Jöckel, 2021)
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simulates the four main methane isotoplogues CH4, CH3D, 12CH4 and 13CH4 and applies
the kinetic fractionation, occurring during the sink reactions of methane in the atmosphere
and in soils (see Chapter 3 for a detailed description). This submodel extension has been
tested and evaluated on the global scale (Frank, 2018; Winterstein and Jöckel, 2021). It is
further applied in the global simulations of the presented study in Chapter 6. However, so
far, it has not been tested on regional scale, e.g. with the MECO(3) model.

Here, I test the performance of MECO(3) including stable isotopologues on the example
of the CoMet 1.0 campaign. In particularly, I analyse the model output along the flight
track of the research aircraft D-FDLR Cessna (see Chapter 4); i.e. the flight tracks P1 to
P7 (see Table 4.2). The aim of those measurement flights was to detect methane emitted
from the coal mine ventilation shafts in the USCB. In-situ (Fiehn et al., 2020) and flask
samples (personal communication with A. Fiehn) were collected up- and downwind relative
to the methane plumes. The flask samples were collected with the Jena Air Sampler (JAS)
and later analysed for CH4 mixing ratios, δ13C and δ13D using the JRAS-M16 (Sperlich
et al., 2016) in Jena. In the presented study, I simulate the CoMet campaign including
δ13C. For the comparison of the simulated and the observed signatures, I online sample
the MECO(3) output along the flight tracks P1 until P7 using the MESSy submodel S4D
(Jöckel et al., 2010).

The first part of this chapter concentrates on the question to which extend the regional
model MECO(3) represents the stable isotopic composition in methane plumes associated
with coal mining. Therefore, I make three different assumptions on the applied δ13C
for the coal sector (throughout this chapter denoted as δ13CCoal). Afterwards I examine
whether the simulated δ13C in the observed methane plumes differs from the signatures in
the background methane. The results are discussed in Section 5.1. In the second part, I
compare the model results to the observations. The simulations are adjusted stepwise, in
order to match best with the observed δ13C signatures and determine an isotopic source
signature for coal-related methane in the USCB. This is described in Section 5.2.

5.1 Simulation of stable isotopologues with MECO(n)

5.1.1 Model Setup

For the regional modelling of stable methane isotopologues, I performed several simulations,
named ANA.ISO, using the MECO(3) setup, which is introduced and discussed in Chapter
4. The simulations are analysis simulations of the CoMet 1.0 campaign and cover the time
period between 04/2018 and 06/2018 (spin-up and campaign period). The driving model
EMAC is again operated in the T42L90MA resolution with a time step length of 720
s. The three on-line coupled COSMO/MESSy instances are nested into each other over
the USCB in Poland: CM50, CM7 and CM2.8 with 50 km, 7 km and 2.8 km spatial
resolution and time step lengths of 240 s, 60 s and 30 s, respectively (see Section 4.2.1).
To constrain the model with the observed meteorology, the EMAC model is nudged by
Newtonian relaxation towards the six-hourly ECMWF operational analysis data. The
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sink reactant fields are again predefined and derived as monthly averages from a previous
ESCiMo simulation (described in Jöckel et al., 2016).

I simulate the methane tracer CH4 FX, which comprises all methane emission fluxes,
and the point source tracer PCH4, which includes only methane emitted from coal mining
in the USCB (see Chapter 4). The CH4 FX tracer uses gridded methane emissions, which
are analogues to the previous setup, a combination of the EMPA inventory (Frank, 2018) for
all natural emissions, and the EDGAR inventory for all anthropogenic emissions. However,
other than in the previous setup, I use the at-that time most recent version EDGAR v5.0
(Crippa et al., 2020). The EMPA and EDGAR v5.0 inventories are only available until
the year 2012 and 2015, respectively. For consistency reasons, I use the EMPA emissions
(monthly) from 04/2012 to 06/2012 and the EDGAR v5.0 emissions (yearly) from 2012,
to simulate the time period from 04/2018 until 06/2018. The initial conditions are derived
from a previous global simulation named EMAC-y-02, which uses a simplified methane
chemistry (conducted by Frank, 2018).

The PCH4 tracer uses the methane emission fluxes provided by the CoMet ED v2
inventory (based on E-PRTR, 2016, personal communication M.Galkowski).

The stable isotopologue tracers CH4 12C and CH4 13C

As described in Chapter 3, the CH4 submodel simulates the four main methane isotopo-
logues as separate tracers. Methane emissions are split according to their ratio of light
and heavy isotopologues given by the respective isotopic source signature. The resulting
proportions are then assigned via the MESSy submodel OFFEMIS (Kerkweg and Jöckel,
2012b) to the corresponding tracers CH4 12C and CH4 13C for δ13C, and CH4 D0 and
CH3 D1 for δD.

In the presented study, I intend to simulate the δ13C signatures in atmospheric methane,
i.e. the two tracers CH4 12C and CH4 13C. Table 5.2 list all methane sources and their
corresponding δ13C signatures, which are used for the ANA.ISO simulations. The an-
thropogenic emissions of the EDGAR v5.0 inventory are provided as several individual
emission sectors (see Appendix A.2 for a detailed list). Here, they are grouped into only
four categories, i.e. rice, livestock, landfills and fossil fuels. Emissions from agricultural
waste burning (in EDGAR v5.0) are considered as biomass burning emissions. Since the
fossil fuel emissions within the investigated area in Poland arise predominantly from coal
mining, I use the isotopic signatures reported for coal-derived methane, as an overall signa-
ture for fossil fuel emissions. I conducted three ANA.ISO simulations, which make different
assumptions on this isotopic signature, i.e. δ13CCoal. Based on values reported in the lit-
erature, I chose a maximum of -35 ❤, an average of -41.7 ❤ and a minimum of -50 ❤
for the coal mining emissions (see Table 5.1). The initial conditions for the isotopologue
tracers are again taken from the analysis simulation EMAC-y-02 (Frank, 2018). The stable
isotopologues are not simulated for the point source emission tracer PCH4.
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Table 5.1: The table lists the individual isotopic source signatures of the CH4 emission
sectors used in the ANA.ISO setup. For fossil fuel emissions three different values are
applied, covering the range of isotopic signatures reported in the literature for coal mine
emissions.

Source δ13C [❤] Source δ13C [❤]

Biomass Burning -23.0 (*) Rice -63.0 (*)
Wetlands -59.4 (*) Livestock -60.2 (*)
Termites -63.3 (*) Landfills -51.7 (*)
Wildanimals -61.5 (*) max -35.0 Monteil et al. (2011)
Volcanoes -40.9 (*) Fossil fuels ave -41.7 (*)
Ocean -59.0 (*) min -50.0 Zazzeri et al. (2015)

(*)calculated by Frank (2018) using the following references:
Kiyosu (1983); Quay et al. (1999); Snover et al. (2000); Mikaloff-Fletcher et al. (2004);
Whiticar and Schaefer (2007); Monteil et al. (2011); Rigby et al. (2012);
Zazzeri et al. (2015).

5.1.2 Results and discussion of the ANA.ISO simulations

Figure 5.1 shows the simulated methane mixing ratios (upper panel) and the corresponding
δ13C (lower panel) sampled along the selected flight P4. All results are simulated by the
finest resolved COSMO/MESSy domain CM2.8. The upper panel depicts the results of
the two methane tracers CH4 FX and PCH4. As described above, the PCH4 tracer only
simulates methane emissions from the coal mining point sources. Since both tracers agree
well with each other and have similar amplitudes, the enhancements seen in the CH4 FX
tracer clearly arise from coal mining. Simultaneously, in the lower panel, all ANA.ISO
simulations show a difference in δ13C relative to the background. The two tracers CH4 12C
and CH4 13C, which define the isotopic composition, use the same emissions as the master
tracer CH4 FX. It can therefore be concluded that the relative changes in δ13C here,
actually result from the coal mining emissions. In the given example, the MECO(3) model
is clearly able to resolve stable isotopic signatures on small scales. Moreover, the three
different δ13CCoal signatures, chosen for the coal-related methane emissions, can be clearly
distinguished and lead to three different simulated δ13C amplitudes. Since the background
methane within the USCB region is strongly influenced by the coal mining emissions, these
differences appear to a lesser extend also in the simulated background δ13C.

To further test whether the isotopic composition of coal-derived methane emissions is
reflected by the simulated δ13C of atmospheric methane, I apply the so called ”Keeling
plot” approach (first applied by Keeling, 1958, 1961). This method is usually used to
interpret stable isotopic measurements and determine individual source signatures. It is
based on the assumption, that the atmospheric methane mixing ratio is a combination of
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Figure 5.1: Simulated CH4 mixing ratios (upper panel) and δ13C (lower panel) of the
ANA.ISO simulations along the D-FDLR flight track P4 (see previous Chapter 4). The
upper panel shows the resulting mixing ratios of the CH4 FX tracer (solid line) and the
point sources tracer PCH4 (dashed line). A constant background value of 1.77 µmol/mol
is added to the PCH4 tracer. The lower panel shows the resulting δ13C values for three
different assumptions on the isotopic fossil fuel source signature, i.e. -50 ❤(ochre), -41.7
❤(red-purple) and -35 ❤(blue).

the background methane and the amount of methane emitted from a specific sources. This
additional methane leads to an enhancement relative to the background mixing ratio level
(see Figure 5.1, upper panel). Similarly, the atmospheric δ13C reflects a mixture between
the background isotopic composition (δ13CB) and the source isotopic composition δ13C
(δ13CS):

δ13CA = α · δ13CB + β · δ13CS (5.1)

with δ13CA being the atmospheric isotopic composition, α being the proportion of the
background methane and β being the proportion of the source methane. Calculating the
linear regression between the reciprocal values of the methane mixing ratios and the cor-
responding isotopic signatures (see Figure 5.2) results in an interception, which represents
the isotopic composition of the source (assuming that δ13CS is constant and only from a
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single source).
Since in the ANA.ISO simulations the δ13CS is predefined (i.e. δ13CCoal: -35 ❤, -

41.7 ❤ and -50 ❤), I use the Keeling approach in reverse to verify the model output.
The simulated methane enhancements along the flight tracks P1-P7 can be almost all
directly associated with the emissions from the coal mining ventilation shafts. This has
been investigated by comparing the two tracers PCH4 and CH4 FX (see Appendix A.2).
Figure 5.2 shows the resulting interceptions for the three ANA.ISO simulations. In each
case they are very similar or equal to the initially specified δ13CS for coal-derived methane
emissions (δ13CCoal). Furthermore, in Figure 5.2 the corresponding data points of the three
simulations gather very close to the regression line, which indicates again that the regarded
methane plumes originate from coal mining. A contribution of other sources would have
led to a larger scattering.

These first analyses and results demonstrate, that MECO(3) is able to simulate the
stable carbon isotopologues of methane using the CH4 submodel. The local influence of
individual source emissions on the atmospheric isotopic composition is well represented.

0.535 0.545 0.555 0.565

1 / CH4 [1 /  mol/mol]

47.2

47.0

46.8

46.6

46.4

13
C

 [
]

interc.: 35.2 
interc.: 41.8 
interc.: 50 

Figure 5.2: The Keeling plot shows the reciprocal of the simulated mixing ratios plotted
versus the simulated δ13C for the ANA.ISO simulation, assuming either i.e. -50 ❤(ochre
circles), -41.7❤(red-purple rectangles) or -35❤(blue triangles) as isotopic fossil fuel signa-
tures. Additionally, the respective interceptions are listed, indicating the source signatures

5.2 Comparison to CoMet 1.0 observations

The previous section investigated the general ability of MECO(3) to simulate the stable
isotopologues on regional scales. Three different isotopic compositions were chosen to
simulate the influence of local methane emissions from coal mining. These assumptions
were made based on various proposals from the literature and are not specific to coal
mining emissions in the USCB. In order to find the most likely isotopic composition of
coal-derived methane specifically from the USCB, the model results need to be compared
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to observations. This in turn also helps in interpreting observations to determine individual
source signatures.

As described in the introduction of this Chapter, several flask samples were collected
on board of the aircraft D-FDLR Cessna and later analysed for CH4 mixing ratios and
δ13C. The data are provided by A. Fiehn (personal communication in 2020). Figure 5.3
(left panel) compares the observations of all flights (P1-P7) to the S4D model output of
the three ANA.ISO simulations. δ13C is plotted versus the CH4 mixing ratios. Note that
the S4D submodel output of the CM2.8 domain is on-line sampled at each model time
step, i.e. every 30 seconds. In contrast, the flask samples are less frequently sampled (4 to
11 flasks per flight). The “ANA.ISO simulation (-50 ❤)” matches the observations best.
Both, model results and observations, reveal decreasing δ13C signatures with increasing
methane mixing ratios. This suggests that the source, responsible for the enhancement over
the background methane, has a lighter isotopic composition compared to the background.
As described above, the mixing ratio reflects the combination of background methane
and source contribution. The previous Section 5.1.2 showed, that the elevated methane
mixing ratios simulated by the tracer CH4 FX correspond to the coal mining emissions.
Furthermore, the model results are linearly distributed close to the regression line (see
Figure 5.3, right panel). This again supports the statement, that the methane plumes
arise from the same source.

The observations in Figure 5.3 (right panel) are slightly scattered compared to the model
results. This is not surprising, since in reality it cannot be assumed that all coal mines have
exactly the same δ13CCoal signature. The detected methane plumes presumably do not only
come from one shaft. Even if this were the case, one could assume that the δ13CCoal can also
change within a single coal mine. Furthermore, the measured δ13C could also be influenced
by a change in the background δ13C, for example due to other environmental factors or
daily fluctuations. Finally, the measurements may have captured the contribution of other
sources in the vicinity that are not included in the model.

Nevertheless, the regression lines of model results and observations are still in good
agreement. Therefore, the δ13CCoal of -50 ❤ seems to correspond most closely to the ac-
tual value. It should be noted that this can only be an average δ13CCoal signatures of all
here considered coal mines. This value of -50 ❤ is almost in accordance with the study
of Zazzeri et al. (2016), who calculated a δ13CCoal of -50.9 ± 0.6 ❤ for the USCB coal
mines. An earlier study by Kotarba (2001) reports δ13CCoal signatures ranging from -79.9
to -44.5 ❤ in the USCB coalbeds. These signatures seem to be very negative, compared
to those usually found in thermogenic produced methane (see Chapter 2). The coalbed
methane in the USCB formed during the bituminous stage, which took place until the end
of the Variscan orogeny (Kotarba, 2001). The δ13CCoal signatures of methane in bitumi-
nous coal lie between -65 and -55 ❤ (Kotarba, 2001). Furthermore, parts of the USCB
have isotopically very light methane (-80 to -60❤), which was generated during microbial
reduction of carbon dioxide in the Miocene. In addition, methane could have undergone
isotopic depletion by diffusion and adsorption, during its’ migration through porous struc-
tures (Kotarba, 2001).



62
5. Simulation of δ13C(CH4) in coal mining emission with the regional model

MECO(3)

However, Figure 5.3 (right panel) also exhibits several biases of the “ANA.ISO simu-
lation (-50 ❤)” relative to the observations. Background methane mixing ratios lie below
the observed mixing ratios. This is mainly attributed to the fact, that emissions are taken
from the year 2012 to simulate the year 2018 (see model setup description in Section 5.1).
The slope of the regression line, calculated for the “ANA.ISO simulation (-50 ❤)”, is
slightly lower than the one calculated for the observations. Assuming that the sampled
methane plumes originate only from coal mining emissions, the δ13CCoal from the coal mine
methane should be somewhat lower than the -50❤. As mentioned above, also the δ13CCoal

in Zazzeri et al. (2016) is slightly more negative, with -50.9 ± 0.6 ❤.

Finally, the simulated δ13C displays a positive bias compared to the observations. This
bias is, however, only of about 0.63 ❤, which is within the uncertainty range of most iso-
topic source signatures (see Figure 2.3 in Chapter 2), used in the presented model setup.
However, as seen in Section 5.1, the selected δ13CCoal also influences the simulated back-
ground δ13C locally. Applying an isotopically more depleted δ13CCoal for the coal mining
emissions could therefore also reduce the observed bias in the δ13C.

1.8 2.0 2.2 2.4 2.6 2.8
CH4 [ mol/mol]

49

48

47

46

45

13
C

 [
]

sim. (35  )
sim. (41.7  )
sim. (50  )
obs.

1.8 2.0 2.2 2.4 2.6 2.8
CH4 [ mol/mol]

50.5

49.5

48.5

47.5

13
C

 [
]

sim. (50  )
obs.

Figure 5.3: δ13C plotted against the methane mixing ratio. The left panel shows the results
of the flask samples (black crosses) and the three ANA.ISO simulations with different
isotopic signatures for fossil fuel emissions, i.e. -50 ❤(ochre), -47.7 ❤(red-purple), -35
❤(blue). The right panel shows again the results of the flask samples (black crosses) and
the ANA.ISO simulation (-50 ❤, ochre). Additionally it displays the linear regression
lines, including the 95 % confidence interval.

5.2.1 Sensitivity simulations w.r.t. the δ13CCH4
of coal mining

emissions in the USCB

To account for the just described biases, and to find the most likely δ13CCoal signature
of the measured methane plumes, I conducted several sensitivity simulations. Thereby
emission fluxes are scaled and the δ13CCoal signature is slightly adjusted. Table 5.2 lists
all ANA.ISO sensitivity simulations and their specific adjustments. The following section
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describes them in more detail and discusses their comparison to the CH4 mixing ratios and
δ13C flask samples.

Table 5.2: Overview of the ANA.ISO sensitivity simulations

Name Description

ANA.ISO sim. (-35) ANA.ISO setup with δ13CCoal of -35❤, used for all fossil fuel
emissions

ANA.ISO sim. (-41.7) ANA.ISO setup with δ13CCoal of -41.7 ❤, used for all fossil
fuel emissions

ANA.ISO sim. (-50) ANA.ISO setup with δ13CCoal of -50❤, used for all fossil fuel
emissions

ANA.ISO sim. (-51) ANA.ISO setup with scaled anthropogenic emissions and
δ13CCoal of -51 ❤, used for all fossil fuel emissions

ANA.ISO sim. #2 (-51) ANA.ISO with scaled anthropogenic and natural emissions
and δ13CCoal of -51 ❤, used for all fossil fuel emissions

ANA.ISO sim. #3 (USCB) ANA.ISO setup with scaled anthropogenic emissions, coal
mining emissions and the corresponding δ13CCoal (taken from
a previous version of CoMet ED v4.01) are included as point
sources, δ13C of -51 ❤ used for all other fossil fuel emissions

Description of the ANA.ISO sensitivity simulations

To reduce the bias in the methane mixing ratios, I scaled the initial conditions, as well
as the emission fluxes used for the master tracer CH4 FX. This is similarly applied to
both isotopologue tracers, CH4 12C and CH4 13C. The scaling factor is calculated by
comparing the background mixing ratios of the “ANA.ISO simulation (-50 ❤)” to the in-
situ measurements taken on board of D-FDLR Cessna (continuous measurement along the
flight track). δ13C is not scaled, since the scaling of the emission fluxes and the adjustment
of the δ13CCoal already influences the background δ13C (see previous Section 5.1.2).

The two sensitivity simulations, named ANA.ISO simulations (-51❤) and ANA.ISO
simulation #2 (-51❤), now use a slightly more negative δ13CCoal, i.e. -51 ❤. In the
“ANA.ISO simulation (-51 ❤)” I only scale the anthropogenic EDGAR v5.0 emissions.
For the ANA.ISO simulation #2 (-51❤) the scaling is applied to all anthropogenic and
natural emission fluxes.

The third sensitivity simulation, named “ANA.ISO simulation #3 (USCB)”, uses point
source emission data from a pervious version of the CoMet ED v4.01 inventory (Ga lkowski
et al., 2021a, personal communication A. Fiehn), which provides detailed information on
emissions from the individual coal mining ventilation shafts in the USCB. To avoid double
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counting of the coal mining emissions, the EDGAR v5.0 emissions are set to zero in the re-
spective gridboxes. The point source emissions a read in via the MESSy submodel TREXP
(Jöckel et al., 2010) and contribute to the master tracer CH4 FX. The previous version
of CoMet ED v4.01 inventory additionally includes δ13C measurements of the individual
shafts, which are used as δ13CCoal of the new point source emissions. Therefore, the point
source emission fluxes are split again into a light and heavy fraction, which contribute
to the CH4 12C and CH4 13C tracers, respectively. This is again done via the TREXP
namelist.

Results and discussion of the ANA.ISO sensitivity simulations

The best match with the observations is achieved with the “ANA.ISO simulation (-51
❤)”. Figure 5.4 shows the corresponding results. Compared to the previous “ANA.ISO
simulation (-50 ❤)”, the bias of the simulated methane mixing ratios compared to the
observations is reduced. Moreover, the regression line of the “ANA.ISO simulation (-51
❤)” has a steeper slope and matches with the regression line of the observations. Apply-
ing the more negative δ13CCoal of -51 ❤ led to an improvement of the model results. This
signature of -51 ❤ seems to be closest to the actual value and agrees with the previously
reported signature in the study of Zazzeri et al. (2016, i.e. 50.9 ❤). Other than expected,
the bias between the simulated and the observed δ13C did not change significantly. How-
ever, as described above, this bias is still within the uncertainties of the various δ13C source
signatures.

This improvement of the model results, cannot be achieved with the two other sensi-
tivity simulations. Figure 5.5 (left panel) shows the results of the ANA.ISO simulation #2
(-51❤) compared to the observations. In addition, I plotted the results of the “ANA.ISO
simulation (-51 ❤)”. Although both simulations use the same δ13CCoal of -51 ❤, the
δ13C signatures of the ANA.ISO simulation #2 (-51❤) decrease faster with increasing
CH4 mixing ratios (steeper regression line). Other than in the “ANA.ISO simulation (-51
❤)”, in the ANA.ISO simulation #2 (-51❤) all emission fluxes are scaled, i.e. natural
and anthropogenic. This could lead to a larger contribution of biogenic emissions, which
are in general isotopically more depleted. In the corresponding model output, additional
methane plumes may now arise from those isotopically lighter biogenic emissions, resulting
in a steeper slope of the regression line. The assumption is also supported by the fact that
the confidence interval of the regression line is now broader. This indicates a contribution
of other sources with different δ13C signatures.

Figure 5.5 (right panel) shows the results of the “ANA.ISO simulation #3 (USCB)”
compared to the observations. The isotopic signatures of the “ANA.ISO simulation #3
(USCB)” simulated in the methane plumes are far below those of the observations. This
mismatch can have several reasons. The δ13CCoal signatures are taken from a previous
version of the CoMet ED v4.0 inventory (Ga lkowski et al., 2021a) and lie within the
reported range for the USCB coal mines (Kotarba, 2001, see Section 5.1). However, the
individual δ13CCoal signatures could still be partly underestimated or variable over time.
Since each coal mine was assigned an individual δ13CCoal signature, it is further important
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that the model simulates the exact plumes as observed. Here, the “ANA.ISO simulation
#3 (USCB)” may have simulated methane plumes, which originate from other coal mines
with isotopically lighter methane.

To rule this out, the individual plumes need to be assessed in more detail. In the
Appendix A.2, the individually simulated CH4 mixing ratios and δ13C values of the flights
P1-P7 are compared to the in-situ observations. The comparisons show that the “ANA.ISO
simulation #3 (USCB)” does not always correlate with the observations. Reasons for the
difficulties in accurately simulating the local pattern, are discussed in Chapter 4. Here, it
can be summarised that most of the discrepancies are due to temporal displacements of
the plumes or due to an incorrect Boundary Layer Height (BLH) of the model. This means
that the observed methane plumes are either still included in the model output (just at
different times), or they are not simulated at all, such as, for example, in the case of the
flight P2. The simulated BLH is lower than the actual BHL. Since the flight track of P2
is above the simulated, but below the actual BLH, the observed methane plumes sampled
at this height are not visible in the model output. However, in some cases, e.g. during
flight P7, “ANA.ISO simulation #3 (USCB)” simulates methane plumes, which are not
present in the observations. This could influence the resulting δ13C, but does not explain
the large deviation between the “ANA.ISO simulation #3 (USCB)” results and the ob-
servations alone. However, simulating the observed pattern (e.g. the CH4 plumes) more
accurately is crucial for the interpretation of the isotopic measurements. The comparisons
of the “ANA.ISO simulation (-51 ❤)” and “ANA.ISO simulation #2 (-51 ❤)” with the
in-situ observations along the flight tracks P1-P7 are also shown in the Appendix A.2.
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Figure 5.4: δ13C plotted versus the methane mixing ratio of the “ANA.ISO simulation (-50
❤)” in ochre, the “ANA.ISO simulation (-51 ❤)” in blue and the flask samples in black.
Additionally the linear regression lines are plotted, including the 95 % confidence interval.
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Figure 5.5: δ13C plotted versus the methane mixing ratio. The left panel shows the results
for the “ANA.ISO simulation (-51 ❤)” in blue, the “ANA.ISO simulation #2 (-51 ❤)” in
green and the flask samples in black. The right panel shows the results for the “ANA.ISO
simulation (-51 ❤)” in blue, the “ANA.ISO simulation #3 (USCB)” in green and the
flask samples in black. Additionally the linear regression lines are plotted in each panel,
including the 95 % confidence interval.

5.3 Summary

This chapter describes the simulation of the stable isotopologues with the regional MECO(3)
by applying the extension of the MESSy submodel CH4 (Frank, 2018; Winterstein and
Jöckel, 2021). Its performance on regional scale is evaluated using the example of local
coal mine emissions in the USCB. Therefore, I performed several analysis simulations of
the CoMet 1.0 campaign, where CH4 mixing ratios and δ13C were measured.

I assigned different isotopic source signatures, given by the literature, to the individual
emission sectors, e.g. livestock, rice, wetlands or coal. In order to investigate the influence
of local coal mining emissions to the simulated δ13C, I assumed different isotopic signatures
for the coal mining methane emissions (δ13CCoal). The results show that MECO(3) is able
to simulate the stable isotopic signatures in methane plumes relative to the background sig-
natures. The Keeling plot approach revealed, that changes in the δ13C along with enhanced
methane mixing ratios were attributable to the coal mining emissions. Furthermore, the
selected δ13CCoal, also affected the δ13C background value in the area of study.

The simulation results were further compared to the CH4 mixing ratios and δ13C mea-
surements, sampled during the CoMet 1.0 campaign. To determine a specific δ13CCoal of
the coal mining emissions in the USCB, the simulation results must match the observations
as closely as possible. To do so, emission fluxes and δ13CCoal were slightly adjusted. This
estimated a δ13Ccoal of -51 ❤ as the average of all those coal mines responsible for the
discovered/measured methane plumes. The estimated value agrees with the -50.9 ± 0.6❤
suggested by Zazzeri et al. (2016) for the USCB coalbeds.

However, a simulation, that used different δ13Ccoal signatures for each coal mine, did
not agree well with the observations. Besides the fact that these signatures must also
correspond to the actual value, it is also important that the model can simulate the observed
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plumes well. The comparisons of the model results and the in-situ measurements revealed
several discrepancies. It is therefore important to improve the simulation of local methane
plumes in future simulations (see also Chapter 4). The assessment of the individual δ13CCoal

emitted from each ventilation shaft is, however, beyond the scope of the study.
The presented study showes that the regional simulation of methane isotopologues

with MECO(3) works well. It can support the interpretations of measurements and help
to determine an isotopic composition of a specific source.





Chapter 6

Simulation of the recent methane
increase and the corresponding
δ13C(CH4) decrease with EMAC

The causes of the recent methane rise after a period of stabilisation from 2000-2007, and
the simultaneous decrease in atmospheric δ13C, are currently subject to debate with a
variety of hypotheses. δ13C has been risen over the last decades, indicating an increas-
ing contribution of sources relatively enriched in δ13C, i.e. a significant contribution from
thermogenic sources. Fossil fuel production has prevailed over the last centuries with a
sharp increase since the 1950s (Höök et al., 2012). During the stabilization period from
2000 to 2007, δ13C remains relatively constant (see Figure 6.1 as an example for δ13C at
Mauna Loa Observatory). After 2007 one observes a decreasing trend, suggesting a higher
proportion of emissions depleted in δ13C or a change in the tropospheric oxidation capacity.
Many studies assume increasing emissions from biogenic sources (Schwietzke et al., 2016;
Schaefer et al., 2016; Nisbet et al., 2019), such as tropical wetlands (Nisbet et al., 2019), or
enhanced agricultural activity (Schaefer et al., 2016). Worden et al. (2017) propose a de-
crease in biomass burning emissions of 3.7 Tg(CH4)/yr. δ13C of biomass burning emissions
is less negative and a reduction would lead to an overall more negative isotopic signature.
This in reverse allows for a higher proportion of thermogenic sources. A key finding in
the study of Jackson et al. (2020) is an equal increase in thermogenic and biogenic emis-
sions. Another reason could be a reduced oxidation capacity in the troposphere resulting
in higher atmospheric methane lifetimes and less kinetic fractionation, which is caused
by the sink reactions (Rigby et al., 2017; Turner et al., 2017). This would lead to lower
atmospheric δ13C. Howarth (2019) proposed that increasing shale gas production with rel-
atively light isotopic signature leads to the latest increase in atmospheric methane. Shale
gas is a natural gas trapped beneath non-permeable layers, such as shale rock formation
or coalbeds, which prevent shale gas from migrating upwards. Shale gas is exploited by
cracking the shale rock formation artificially (hydraulic fracturing). This unconventional
method is currently applied by only four countries, the US, Canada, China and Argentina,
with the US being the largest producer (EIA, 2015). Since 2008 US shale gas production
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has become very popular and makes up 70 % of the US natural gas production in 2018
(EIA, 2019). Since shale gas is prevented from migrating, it is not subject to any secondary
fractionation. The isotopic signature originates from the primary produced thermogenic
methane and might differ from the conventional fossil fuel signatures. Howarth (2019)
suggests that the isotopic signatures of shale gas emissions are slightly lower than the
signatures measured in conventional gas and oil emissions. He proposes that increased
shale gas production is a major contributor to the renewed methane rise and simultaneous
decrease in global δ13C. In contrast, Milkov et al. (2020) calculated an emission-weighted
mean signature of only -41.8❤. Their calculation is based on recent measurements, taken
at the mostly operated plains in the US. This signature of only -41.8 ❤ is different to the
findings of Howarth (2019), who assumes a value of -46.9 ❤ for shale gas emissions. How-
ever, other studies on non-methane hydrocarbons (NMHCs), in particular on ethane, show
evidence that the US oil and natural gas production has increased (Helmig et al., 2016;
Franco et al., 2016; Hausmann et al., 2016). Ethane is the longest lived and most abundant
NMHC (the atmospheric lifetime is about 2 - 6 months) released from fossil fuels. Helmig
et al. (2016)‘s study on ethane, for example, suggests a 4.2 (± 10) % increase of fossil fuel
emissions per year since 2009 in the mid latitudes. Turner et al. (2016) found that over 30
% of the renewed increase is from anthropogenic emissions in the US, although not clearly
attributed to a distinct source.

The presented study intends to investigate the idea of Howarth (2019) by using the
chemistry climate model EMAC and applying a simplified methane chemistry, including
the simulation of methane isotopologues (see CH4 submodel in Chapter 3). In particu-
lar, it is tested, whether a state-of-the-art chemistry climate model, using the most recent
emission inventories and currently available information on stable isotopic source signa-
tures, is able to reproduce the observed decline in δ13C. Furthermore, it is tested, if shale
gas emissions are the main cause of the decline or at least, which share they have in the
increase of methane.
Many studies on atmospheric methane and δ13C use flux weighted global mean source
signatures and account for regional variations by considering the flux strength. However,
temporal changes in regional methane source strengths of a specific source (e.g. enhanced
emissions from the tropical wetlands relative to the emissions from high latitudinal wet-
lands) result in a modified δ13C mean of the respective source. Feinberg et al. (2018)
evaluated the impact of considering the regional distribution of the source signatures on
the global atmospheric δ13C and suggest their inclusion in future studies. The first part of
this chapter therefore focuses on the refinement of the various isotopic source signatures.
Based on a previous simulation (named EMAC-y-03) from Frank (2018) I build up a new
setup, including these refinements. I perform two different base simulations with the new
setup, which are discussed in Section 6.1.2. The main focus here is to find a suitable
setup, that represents realistic results for the methane mixing ratios and δ13C values. The
simulation serves as a reference simulation for different sensitivity simulations. Six sensi-
tivity simulations are carried out in order to first test the hypothesis described by Howarth
(2019), and second test the influence of the applied OH field on the isotopic signatures.
Thereby I make different assumptions regarding the source strengths of biogenic, fossil
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fuel and shale gas emissions, as well as on the shale gas δ13C signatures. The results and
discussion are covered by Section 6.2. Finally, in Section 6.3, two sensitivity simulations
are described and discussed to assess the potential influence of a reduced OH field on the
global δ13C.

Figure 6.1: Global averaged marine near surface methane mixing ratio in black and trend in
blue (left panel) and δ13C measured from flask samples sampled at Mauna Loa Observatory
(MLO) (right panel), all as monthly mean from 1998 to 2017. Data of the methane global
mean are taken from Dlugokencky et al. (2020)) and stable isotopic composition data is
taken from White et al. (2018).

6.1 Regional segmentation of methane isotopologues

and base simulation

6.1.1 Model setup and isotopologues

For the presented study, several EMAC simulations are conducted in the T42L90MA-
resolution, with a spectral triangle truncation at wave number 42, and with 90 vertical
hybrid pressure levels between the surface and 0.01 hPa. In order to constrain the model
with the observed meteorology, simulations are performed with ”specified dynamics” (SD).
EMAC is therefore nudged by Newtonian relaxation of temperature, divergence, vorticity
and the logarithm of surface pressure towards the ECMWF reanalysis data ERA-Interim
(Dee et al., 2011). ERA-Interim data are available from 1979 until August 2019. The
EMAC simulations consider four methane isotopologues (12CH4,

13CH4, CH4, CH3D) by
applying the submodel CH4. CH4 (which has been described in Chapter 3) calculates a
simplified methane chemistry with predefined sink reactants. I conducted various simula-
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tions named SDISO starting from 1990 including a spin up time of 10 years, i.e. the results
are analysed from the year 2000 onwards.

6.1.1.1 Emission per sector

The SDISO simulations use the a posteriori inventory from a previous simulation (named
EMAC-03) by Frank (2018) for all natural methane emissions between 1990 and 2012. Ex-
cept for biomass burning emissions, the year 2012 is repeated cyclically from 2013 to 2019,
since no better information is currently available. Biomass burning emissions (excluding
agricultural waste and biofuel burning) after 2012 are taken from the GFED 4.1s emission
inventory (Randerson et al., 2017). Natural emissions from wetlands, wild animals, ter-
mites, volcanoes, and the ocean, are prescribed based on monthly average data on a 1.0➦
x 1.0➦ grid (Frank, 2018). Anthropogenic emissions including emissions from rice cultiva-
tion and ship operations are taken from the inventory EDGAR v5.0 (Crippa et al., 2020).
Emission fluxes are available as annual averages on a finer grid with a 0.1➦ x 0.1➦ resolution
for the period 1990 until 2015. The year 2015 is repeatedly applied for the years 2016 to
2019, since no other inventory for these years was available. Natural and anthropogenic
emissions are split into several sectors to assign them their distinct isotopic signature via
the submodel OFFEMIS (Kerkweg et al., 2006b; Kerkweg and Jöckel, 2012b). Each sector
is allocated to the methane master tracer (CH4 FX) of the submodel CH4. To account
for the effect of plume buoyancy for example due to high temperatures of the emitted gas,
emissions are not solely emitted at the Earths’ surface grid boxes. Anthropogenic emissions
are vertically distributed and disaggregated into different emission heights, as described by
Mailler et al. (2013). Biomass burning emissions are also emitted at different altitudes and
are assigned to the levels according to Dentener et al. (2006). Agricultural waste burning
is excluded from the vertical distribution and only emitted at the surface. Table 6.1 lists
all methane emissions per sector and their associated fluxes. Additionally, it compares all
fluxes to those previously presented by Saunois et al. (2020). Note that biomass burning is
not exclusively due to human activity, although here it is subordinated to anthropogenic
emissions.
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6.1.1.2 Methane sink reactants

The SDISO model setup uses a simplified methane chemistry calculated by the CH4 sub-
model, and thereby predefined sink reactant fields (Cl, OH and O1D) throughout the
simulation. Additionally, the rate for the sink reaction by photolysis is calculated online
via the submodel JVAL (see Chapter 3). For the period 1990 to 2012 the applied sink
fields are derived from the EMAC-y-03 simulation (Frank, 2018), which was conducted
with full interactive chemistry, accounting for atmospheric feedbacks on the hydroxyl rad-
ical (OH) and on the other reactants (Cl and O1D) . The applied sink fields are therefore
consistent with the EMAC-y-03 a posteriori emission inventory, which is used as the bio-
genic emissions for the SDISO simulations (see previous section). For the years 2013 to
2017 11 the sink reactant fields are derived from the SD1SD-base-01 simulation (RCP8.5
scenario, Jöckel et al. (2016)). The months 2016/12 until 2017/11 are repeated for the
months 2017/12 until 2019/01, since the SD1SD-base-01 simulation ended in 2017/11.
Figure 6.2 shows the monthly averaged global mean tropospheric lifetime of methane with
respect to the above described transient OH field (SDISO-trans) and to an annually re-
peated monthly climatological OH distribution (SDISO-clim) being calculated from the the
composite time series EMAC-y-03 plus SD1SD-base-01 from 1990 until 2017/11. Figure
6.2 shows the respective simulated atmospheric methane surface mixing ratios compared
to observations (Dlugokencky et al., 2020). The drop in SDISO-trans methane lifetime
is owed to an increase in the OH concentration in 2013, leading to a disproportionately
large decrease in the atmospheric methane mixing ratio relative to the time before 2013.
The differences between the EMAC-y-03 simulation and the SD1SD-base-01 simulation
are due to the different model setups. OH concentration and the methane lifetime are
dependent on the interplay of various chemical cycles in the atmosphere. A recent analysis
of 10 CCMI (Chemistry-Climate Model Initiative) models revealed that the methane life-
time is influenced by the frequency of photolysis, the abundances of local ozone and NOx

and other components that drive OH. It is further important, how these components are
represented in the different models (Nicely et al., 2020). To ensure that variability and
uncertainties in atmospheric OH concentration do not impact the δ13C throughout the
presented study I decided to use the annually repeated monthly climatological OH distri-
bution for all SDISO base and sensitivity simulations. Since the climatology is derived by
calculating the monthly means of the time series, the annual variability is maintained. Yet,
decreasing atmospheric oxidation capacity could also be a driver for recent methane rise
and contribute to the observed changes in δ13C (Rigby et al., 2017; Turner et al., 2017).
The lighter 12CH4 is preferably removed during OH oxidation. Thus, less OH would result
in an overall more negative δ13C. The examination of δ13C with respect to OH variations
after 2008 is subject of Section 6.3.

Simulated global atmospheric methane mixing ratios of SDISO-trans and SDISO-const
simulations after 1998 (Figure 6.2) lie below the observations. In order to build on a base
simulation with a best guess for atmospheric methane mixing ratios, I adjusted the OH field
by a factor of 0.96 for the period after 1998. This results in a tropospheric mean τCH4

(OH)
of about 9 years (details on the estimation can be found in Section 6.2.2), which is within
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the uncertainty range of the tropospheric τCH4
(OH). As described in the introductory part

(Chapter 2), tropospheric lifetime with respect to OH varies among different studies. The
EMAC tropospheric lifetime calculated by Jöckel et al. (2006) and Frank (2018) is 8.02
years for the period 2000-2004 and 8.11 ± 0.13 years for the period 2000-2010, respectively.
The Chemistry-Climate Model Initiative (CCMI) estimated a τCH4

(OH) multi-model mean
of 9 years for 2000-2009 [7.2-10.1] (Saunois et al., 2020). Other studies suggest even longer
methane lifetimes for this period (see Chapter 2). The lifetimes calculated for EMAC are
at the lower end of the scale and are likely underestimated. An assumption of 9 a seems
therefore not unrealistic. Furthermore, 9 a lie within the range of uncertainties and equal
the CCMI multi-model mean for 2000-2009. However, uncertainties in source strength
cannot be ruled out. For instance, in the SDISO model setup, the wetland emissions are
small compared to other studies (e.g. Poulter et al., 2017; Saunois et al., 2020) and EDGAR
v5.0 anthropogenic emissions fall below those of the optimized EMAC-03 inventory between
1995 and 2005 (further discussed in Section 6.1.2, Figure 6.14).
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Figure 6.2: Global mean surface methane mixing ratio of the simulations SDISO-trans and
SDISO-clim compared to the observed global mean marine surface mixing rations from
Dlugokencky et al. (2020, left panel) and the mean tropospheric methane lifetime with
respect to the applied OH field of SDISO-trans and SDISO-clim (right panel).

6.1.1.3 Methane isotopologues in the model setup

Chapter 2 reported on the classification into biogenic, thermogenic and pyrogenic source
types and their associated isotopic signatures. Source signatures depend on the precursor
organic material, which can vary in its composition of heavy and light isotopes. They fur-
ther depend on type and magnitude of its formation, i.e. the different pathways of methane
production and its consumption by microorganisms, which lead to kinetic isotope effects
(Whiticar, 1999). Thus, differences in environmental conditions lead to variations within a
particular source and mostly show up as a regional pattern. The present section is dedicated
to the regional variation of δ13C of the individual sources and how I account for them in the
model setup. Regional breakdown of δ13C is applied to these sectors: wetlands, biomass
and agricultural waste burning, gas, oil, coal, and livestock. Due to lack of information,
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the breakdown of δD is only applied to the gas, oil and coal sectors. I created gridded maps
with information on the regional distribution of δ13C and δD. The creation of these gridded
maps and the data on which they are based will be explained separately in the next two
subsections for biogenic and pyrogenic sources and for thermogenic sources, respectively.
Fluxes in EMAC are prescribed in units of molecules/m2 s-1. Natural emission fluxes of the
a posteriori EMAC-03 inventory are also prescribed in units of molecules/m2 s-1, and can
be simply split into the fraction of the abundant 12CH4 and the fraction of the rare 13CH4.
The EDGAR v5.0 emission fluxes are provided in units of kg(CH4) m-2 s-1. Therefore,
special caution needs to be taken to split the emission fluxes according to their signatures.
I calculated the number of abundant and rare molecules matching the isotopic signature
for each grid cell according to equation in the Appendix A.3.1 before reading them into
the model via the submodel IMPORT GRID. Constant δ13C and δD values are assigned
to these sectors: industry, ship operations, biofuel burning, wildanimals, termites, oceans,
and volcanoes. These constant signatures are the flux weighted global mean signatures
calculated by Frank (2018) based on recent literature. All isotopic source signatures used
in the SDISO model setup are summarized in Table 6.2. They are read one-by-one via the
submodel IMPORT GRID and handed over to the submodel OFFEMIS, where emission
fluxes are split into abundant and rare fraction and contribute to the tracers CH4 12C and
CH 13C, respectively (or accordingly to tracers CH4 D0 and CH3 D1).

Regional distribution of isotopic signatures

Biogenic/pyrogenic sources:

The isotopic signature of biogenic sources depends, among others, on the type of bulk
material (plants and other organic material). Plants can be categorized according to their
pathway of photosynthesis. For an optimal adaptation to different habitats and climatic
conditions, they developed different ways of carbon dioxide fixation taking place with or
separately from the Calvin Cycle (Ehleringer et al., 1997; Ehleringer and Cerling, 2002).
We distinguish between C-3 plants such as trees, crops and rice in moderate climate zones,
C-4 plants, like grasses and sedges predominantly in hot regions (subtropics and tropics)
and the CAM (Crassulacean Acid Metabolism) plants, such as epiphytes and succulents,
which are adapted to dry and hot regions (Ehleringer and Cerling (2002), Still et al. (2009),
see Figure 6.3). Whereas C-3 plants preferably use the lighter 12C isotopes, the latter two
increasingly incorporate the heavier 13C isotopes (Farquhar et al., 1989). This results in
different distributions of light and heavier carbon isotopes among the different plant types
and can be further recognized in the methane emissions from biomass burning or enteric
fermentation (Dlugokencky et al., 2011). δ13C in methane derived from C-3 plant material
constitutes -26 (± 3) ❤ for biomass burning and -70 (± 4) ❤ for enteric fermentation.
The δ13C of C-4 plant-based emissions is accordingly more positive, -17 (±3) ❤ and -49
(±4) ❤, for biomass burning and enteric fermentation, respectively (Dlugokencky et al.,
2011). An increase of for example tropical livestock emissions would lead to the emission of
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isotopically enriched methane. I therefore account for the regional distribution of C-3 and
C-4 plants when adapting emission source signatures. I use the map by Still et al. (2009)
shown in Figure 6.3 and calculate the signature per grid-box according to the percentage
of C4 plants within the grid-box. Note that I assume that the remaining percentage only
consists of C3 plants. CAM plants play a minor role in the carbon cycle and are not
considered here. However, while this is just an assumption, one cannot expect that source
material (e.g. food for cattle) always correlates with the percentage of C-4 or C-3 plant
abundance within the grid-box. The resulting weighted annual means are presented in
the upper two panels of Figure 6.5. The signatures of biomass burning (bb) emissions
can deviate more than + 1.5 ❤ from the literature mean, but still remain within the
range of the uncertainties. The presented δ13C correlates well with the El Niño Southern
Oscillation (ENSO). Negative values correspond to El Niño events leading to enhanced
biomass burning in tree (C-3 plants) dominated regions in South Asia and South America,
for example the large Indonesian wildfires in 1998. In contrary, during the La Niña years
emissions with a larger C-4 plant fraction appear (e.g. enhanced emissions from savanna
regions in 2000, (Randerson et al., 2005)).

δ13C resulting from livestock emissions shows less variability over this time period. But
a slight increase in δ13C indicates a shift to more tropical livestock emissions. Isotopic
signatures are generally much more negative than the -60.2 ❤ reported in other literature
(Frank (2018) and references therein: Quay et al. (1999); Snover and Quay (2000); Whiticar
and Schaefer (2007)). This negative offset is comparable to results from Feinberg et al.
(2018). However, due to the discrepancies between this study and literature values, two
simulations are performed, SDISO-base-c using the constant literature value for livestock
and SDISO-base-v using the newly calculated lower signatures.

Figure 6.3: Global δ13C in [❤] distribution of biomass burning (left panel) and livestock
(right panel) emissions. Data for the fraction of C-4 plants in the total global vegetation is
derived from Still et al. (2009) and serves as a basis for the assignment of δ13C signatures
to livestock and biomass burning emissions.

Isotopic signatures of wetland emissions are associated with the primary isotope com-
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position (type of plant) and the environmental conditions under which methanogenesis
has taken place. Tropical δ13C is in general more enriched than boreal δ13C, with a mean
of -56.7 ❤ and -67.8 ❤, respectively (Ganesan et al., 2018). As described above, initial
organic material in the tropics is already more enriched than in high latitudes, which is due
to the appearance of C-4 plants in the tropics. Furthermore, two pathways of methano-
genesis exist: Methanogenesis by CO2 reduction, which occurs predominantly in marine
sediments, and methanogenesis by acetate fermentation, which occurs mainly in freshwater.
CO2 reduction typically leads to more depleted methane (Whiticar et al., 1986). Which of
these two pathways prevails is also dependent on the type of water (i.e. fresh or salt water),
depth and acetate availability (pH, Whiticar et al., 1986; Hornibrook, 2009). Addition-
ally, kinetic fractionation appears as methane is oxidized during its transport through the
sediment or water column. Methane produced in floating grassmats in the Amazon region
for example become isotopically enriched, likely due to oxidation by emerged macropyhtes
(Chanton et al., 1989). The regional isotopic signatures for this study are derived from the
source signature map of Ganesan et al. (2018), which provides spatially resolved wetland
δ13C on a 0.5➦ x 0.5➦ grid (see Figure 6.13 ). The resulting flux weighted annual means
from 1990-2019 are shown in the middle left panel of Figure 6.5. Between 1992 and 2008
δ13C lies mainly below the literature mean with a slightly increasing trend, indicating more
input from tropical wetlands. The course is in accordance with the study of Poulter et al.
(2017), who investigated the period 2000 to 2012 and found wetland emissions to be dom-
inantly from boreal regions with a slightly increasing contribution from the tropics after
2006. Since the emission inventory is limited to the year 2012, no statements can be made
for the last period 2013-2019.

Thermogenic sources:

Methane from fossil fuels and volcanoes developed under high pressure and temper-
atures conditions. The latter influences the kinetic isotopic fractionation and results in
enriched δ13C and δD relative to the source rock. δ13C and δD of these so called thermo-
genic sources typically range from -50 to -20 ❤ and -275 to -100 ❤, respectively. Besides
the thermal maturity level, source material also has an influence on the isotopic ratio.
Methane can be produced at very low thermal stress, if the source rock is hydrogen-rich,
which results in relatively negative δ13C (Whiticar, 1999). Thermogenic signatures vary
largely, but contrary to the biogenic sources, they do not show a specific latitudinal pattern.
Zazzeri et al. (2016) describe different coal source signatures dependent on maturity and
depth (i.e pressure) under which the coal is formed. They range from low values of -70 (±
10)❤ for sub-bituminous coals formed under low pressure and low temperatures conditions
over bituminous coal with -50 (± 20) ❤, to very high pressure-high temperature formed
anthracite coal with higher signatures of -30 (± 10) ❤. Thus, depending on the different
coal mines and coal type, which is extracted in different countries, methane signatures can
vary within a large range of isotopic signatures. The global data set of Sherwood et al.
(2017) provides country specific information on δ13C and δD for coal and conventional gas
and oil emissions. Based on this data set, I assigned each country its individual source.
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Figure 6.4: Global δ13C in [❤] distribution of wetland emissions based on the dataset of
Ganesan et al. (2018).

Where no data was available, the global mean is applied. Figure 6.6 shows the resulting
regional distribution. For coal I use a mean signature of -50 ❤ (Zazzeri et al., 2016). As
literature values differ widely from each other, the mean of -41❤ taken from Frank (2018)
(and literature therein: Quay et al. (1999); Whiticar and Schaefer (2007); Zazzeri et al.
(2015)), is alternatively applied. Resulting δ13C are presented in the middle right panel
of figure 6.5. δ13C based on the -50 ❤ differ up to -3 ❤ from the constant literature
value calculated by Frank (2018). However, coal signatures have a wide uncertainty range
and all resulting signatures lie within these uncertainties. To account for the differences,
the simulation SDISO-base-c is performed with the constant value and SDISO-base-v uses
the -50 ❤ transient signatures. The increase after 2002 in both time series is due to the
contribution of coal emissions with relatively enriched δ13C from China in the EDGAR
v5.0 inventory. Thompson et al. (2015) estimated the emissions from China to be respon-
sible for 40 % of the total methane increase after 2000. However, unless Chinese extracted
coal type does not move towards less enriched signatures, this increase is not compatible
with the observed global δ13C (Feinberg et al., 2018). Since the contribution of fossil fuel
emissions to the global methane increase is subject to the presented study, this will be
covered later in the discussion. For gas and oil emissions I apply a mean signature of -44
❤ (Schwietzke et al., 2016). Resulting annual signatures (Figure 6.5, lower left panel)
show little variations. Note that the scale of the vertical axis scale is very small. A decline
of oil emissions with higher δ13C potentially leads to the decreasing δ13C signatures after
2010.
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Figure 6.5: Transient flux-weighted δ13C for pyrogenic (red), livestock (green), wetlands
(olive), coal (orange), and gas and oil (purple) emissions, as well as the flux weighted δ13C of
all emissions as used in the simulations SDISO-base-c and SDISO-base-v, including those
emissions with constant δ13C signatures. Grey dashed lines display the corresponding
mean literature signatures calculated by Frank (2018). The dark grey area indicates the
uncertainty range as reported by Frank (2018). Abbreviations: biomass burning (bb),
agricultural waste burning (awb), enteric fermentation (enf), manure management (mnm).
The different signatures for coal emissions are the result of assuming two different mean
δ13C values (-41 or -50 ❤), wherever specific country data is missing.
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Figure 6.6: Isotopic source signatures for coal (left panels) and conventional gas and oil
exploitation (right panel) used in the SDISO model setup. The maps show the regional
distribution of δ13C (upper panels) and δD (lower panels) in ❤. Values are taken from
Sherwood et al. (2017). Missing values are filled with the global mean. Table 6.2 lists the
exact values and their corresponding references.

6.1.1.4 Tracer initialization

The methane master tracer, as well as the tracers for all four isotopologues CH4, CH3D,
12CH4 and 13CH4, are initialized with results from the EMAC-y-03 simulation (Frank,
2018) in January 1990. All tracers are scaled by a factor of 0.98 to match the global
monthly mean methane observations in January 1990 (Dlugokencky et al., 2020). The
initial global mean δ13C of -47.75 ❤ approximately corresponds to the observed -47.37
❤ (Schaefer et al., 2016), with however a small offset of -0.38 ❤. First test simulations
of SDISO-base-c and SDISO-base-v showed a drop in the simulated δ13C during the spin
up phase, resulting in an almost constant offset compared to the observations after 2000.
This applies for both simulations, whereby the SDISO-base-v simulation decreases more
strongly. Reasons for these biases will be discussed in Section 6.1.2. To avoid the drop
during the beginning period, I additionally scale the initial atmospheric methane isotopo-
logues for both simulations according to their mean bias after the spin up time. Details
on the bias calculation can be found in the Appendix A.3.1. Carbon isotope signatures of
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Table 6.3: Nomenclature and overview of the model setup and the simulations carried out
with the EMAC model in this study.

Name Description

SDISO Model setup for the EMAC model using ”specified dynamics”
(SD) and simulating CH4 isotopologues.

-trans Simulation based on the SDISO setup using a transient OH
field.

-clim Simulation based on the SDISO setup using an annually re-
peated monthly OH climatology (climatology: 1990-2017).

-base -v Simulation based on the SDISO-clim simulation with regional
splitting of the δ13C and δD source signatures.

-base -c Simulation similar to SDISO-base-v, but constant δ13C for
livestock and coal emissions.

-sens* Sensitivity simulations towards shale gas emissions based on
the SDISO-base-c simulation. Further description see Table
6.4.

-gfed* Sensitivity simulations towards shale gas emissions based on
the SDISO-base-c simulation, using GFED v4.1s data for
biomass burning emissions. Further description see Table 6.5.

-OH* Sensitivity simulations towards OH variations based on the
SDISO-base-c simulation using constant emissions after 2007.
Further described in Section 6.3.

the initial files are adjusted to fit the observed δ13C in 1990 plus a bias, which is -1.74 ❤
and -2.65 ❤ for the SDISO-base-c and the SDISO-base-v simulation, respectively.

6.1.2 Results and discussion of the base simulations

It is important to find a base simulation for the future sensitivity studies, which matches
the observed methane mixing ratios and δ13C in the atmosphere sufficiently well. In light
of this, I compared the two simulations, SDISO-base-c and SDISO-base-v, to define the
most suitable base simulation. The selected simulation is then evaluated and compared
to observed global-mean data, as well as to observations at individual sampling sites. I
use monthly-averages estimated from flask samples, wherever the time series between 2000
and 2015 is available. The map in Figure 6.7 shows the exact locations of these sampling
sites. Data for methane mixing ratios and δ13C are taken from Dlugokencky et al. (2020,
https://www.esrl.noaa.gov, April 2020) and White et al. (2018, https://www.esrl.noaa.gov,
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April 2020), respectively. A main focus also lies on the global distribution of the simulated
surface δ13C, in order to find out how well the regional refinement of the individual source
signatures is represented in the model. Furthermore, I explore whether the base simulation
can reproduce the observed trend in global methane and δ13C. Finally, the simulated CH4

mixing ratios and their corresponding δ13C after the stabilization period (i.e. after 2007)
are analysed with respect to the flux strengths of the individual sources.
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Figure 6.7: Map showing the locations of CH4 and δ13C(CH4) ground-based sampling
sites. At the orange marked sampling sites the dry mole fraction of atmospheric CH4 is
measured. At the black marked sampling sites, δ13C(CH4) is additionally measured. The
measurement sites are monitored by different groups within NOAA and the Institute of
Arctic and Alpine Research (INSTAAR), University of Colorado, Boulder. Data is taken
from Dlugokencky et al. (2020) and White et al. (2018) for CH4 and δ13C(CH4), respectively
(derived from https://www.esrl.noaa.gov, April 2020).
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Comparison of SDISO-base-c and SDISO-base-v

The two performed base simulations SDISO-base-c and SDISO-base-v only differ with
respect to their isotopic source signatures of livestock and coal emission. This results
in different emitted flux-weighted mean isotopic source signatures of -53 ❤ and -55 ❤,
respectively. Both, methane fluxes and applied sink reactant fields are identical. The
discussion on the resulting atmospheric mixing ratios therefore applies to both simulations,
and will be part of the next section. I first compare both simulations with respect to the
observed δ13C. The observed annual global-mean is taken from Schaefer et al. (2016), who
used different measurements from individual NOAA and INSTAAR (Institute of Arctic
and Alpine Research) ground-based sampling sites to estimate five zonal means, and from
that an area-weighted global-mean. Most of these sampling site locations are used for the
comparison to the model result and are shown in a map in Figure 6.7. For the comparison
I use model results at the surface layer (hereinafter referred to as δ13Csim

surf ). I derived the
area-weighted global-mean δ13Csim

surf from the zonal means for polar regions (66.5➦ to 90➦)
and mid latitudes (23.5➦ to 66.5➦) in both Hemispheres, as well as for the tropical zone
(23.5➦S to 23.5➦N). The zonal means are calculated from the sum of 12CH4 and the sum of
13CH4 of all sampling sites within the respective zone. Additionally, a global-mean δ13Csim

surf

is calculated by taking into account all model surface grid boxes. This value represents
the models’ best guess and is comparable to that calculated on the basis of the individual
sampling site signatures (see Figure 6.8, left panel). However, the latter exhibits a larger
standard deviation due to the fewer data points included in the calculation. As both model
means are in good agreement, I further use the global-mean δ13Csim

surf based on all model
surface grid boxes for the comparison with the observations (see Figure 6.8, right panel).
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Figure 6.8: Left panel: Comparison of globally averaged δ13Csim
surf (of SDISO simulations

base-c and base-v) estimated in two different ways. Either, by taking into account all model
surface grid boxes results (grey), or by calculating the area-weighted mean of five zonal
means (coloured). The zonal means are in turn estimated by using the model results at
individual measurement stations (see Section 6.1.2). Right panel: Global averaged surface
δ13C in [❤] of SDISO-base-c / -v and observations. The observed global signatures are
taken from Schaefer et al. (2016).
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As described before, the emitted flux-weighted mean δ13C of the two base simulations
differ due to the regional refinement of livestock and coal mining emission signatures. This
is reflected by a bias between their resulting δ13Csim

surf (see Figure 6.8). The SDISO-base-v
simulation uses a relatively negative isotopic signature (-55❤) compared to previous stud-
ies. The emitted δ13C of the SDISO-base-c simulation (-53 ❤), in contrast, is comparable
to other literature, e.g -53.5 ❤ from Schwietzke et al. (2016). Due to isotopic fractiona-
tion, atmospheric δ13C is typically enriched relative to the emitted δ13C. The SDISO-base-c
and SDISO-base-v simulations are able to reproduce this enrichment well, although both
δ13Csim

surf fall below the observations. In the troposphere the enrichment is caused by OH
oxidation or soil uptake, yet with uncertainties regarding the extent of kinetic isotope frac-
tionation. In the SDISO setup a KIE(OH) of 1.0039 reported by Saueressig et al. (2001) is
used, which equals a fractionation effect ε of -3.89❤ (ε = 1/KIE-1). Cantrell et al. (1990)
for example, calculated a KIE of 1.0054, resulting in a larger ε of -5.4❤. The relatively low
fractionation factor used in the SDISO setup could explain the negative bias of δ13Csim

surf

in comparison to the observed global-mean. Furthermore, EMAC is operated without
interactive chemistry. Consequently, there is no feedback on the tropospheric OH concen-
tration, which in turn affects the degree of fractionation. This is in agreement with Frank
(2018), who used a similar EMAC setup and found stronger fractionation when EMAC is
operated with full interactive chemistry instead of simplified chemistry. Figure 6.9 shows
the global distribution of δ13Csim

surf averaged over the period 2000-2015 for both simulations
(left and middle panel). Both show a North-South gradient, which is slightly larger in the
SDISO-base-v simulation. In Eastern China δ13Csim

surf differences between both simulations
(right panel) are very small. Emissions here are dominated by coal mining. Although the
two simulations differ in their coal δ13C signature, Chinese coal in SDISO-base-v is most
enriched in the heavier carbon isotope and is closest to the constant literature value, which
is used in SDISO-base-c (see previous Section 6.1.1.3). Apart from that, both simulations
show a similar pattern, e.g. time series in Figure 6.8 and global distribution in Figure 6.9
(see also Appendix A.3.2 for the comparison of the two simulations at selected sampling
sites). Both simulations include a regional refinement of the isotopic signatures for biomass
burning, wetlands, gas and oil. The additional refinement of livestock and coal emission
signatures in the SDISO-base-v simulation lead only to a constant offset of the emitted
flux-weighted mean δ13C (see Figure 6.5) and of the resulting global mean δ13Csim

surf (see
Figure 6.8) relative to the SDISO-base-c simulation. Applying latitudinal changes in the
flux strengths of livestock and coal emissions could, however, affect the resulting global
mean δ13Csim

surf . But in the present study, sensitivities are performed by down- or upscaling
the emissions globally. Consequently, significant differences of the patterns between a sen-
sitivity based on SDISIO-base-v and a sensitivity based on SDISO-base-c, are not expected.
Therefore, and as livestock δ13C in the SDISO-base-v simulation deviates strongly from
most literature values, the SDISO-base-c simulation is used as a reference for the subse-
quent sensitivity studies. The use of an overall too negative isotopic signature for livestock
(SDISO-base-v) could, in contrast, induce biases when livestock emissions are reduced or
increased globally. Nevertheless, in future studies livestock δ13C of SDISO-base-v could be
scaled to fit into the range of uncertainties and therefore maintain the regional distribution.



6.1 Regional segmentation of methane isotopologues and base simulation 87

-51.0

-50.2

-49.4

-48.6

-47.8

80°S

40°S

0°

40°N

80°N

180° 90°W 0° 90°E 180°

δ13C [‰]

base-c

-52.4

-50.8

-49.2

-47.6

80°S

40°S

0°

40°N

80°N

180° 90°W 0° 90°E 180°

δ13C [‰]

base-v

-1.9

-1.2

-0.5

0.2

0.9

1.6

80°S

40°S

0°

40°N

80°N

180° 90°W 0° 90°E 180°

δ13C [‰]

base-v minus base-c
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Evaluation of the base simulation

Figure 6.10 (left panel) shows the global surface mixing ratios of methane averaged over
the period 2000-2015 of the base simulation. The overall North-South gradient can be
explained by the higher abundance of methane sources in the Northern Hemisphere. The
good agreement with observations (see Figure 6.11, left panel) also reveals that SDISO-
base-c simulates a realistic gradient between the Northern and Southern Hemisphere. Yet,
observations at single measurement stations show locally enhanced methane mixing ratios,
which are hardly comparable to the simulated global mean. Similar to the methane mixing
ratios, a North-South gradient can also be seen in δ13Csim

surf (right panel). In the Southern
Hemisphere δ13Csim

surf is enriched in the heavier carbon isotope. On the contrary, in the
Northern Hemisphere δ13Csim

surf becomes isotopically more depleted, with lowest signatures
in the high latitudes. This pattern can be explained by the fact that boreal emissions from
pyrogenic and biogenic sources are isotopically more depleted than in the tropics. The
relatively positive δ13C in the Southern Hemisphere, where the comparable positive fossil
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fuel sources are actually rare, is due to a net transport of more methane with positive
δ13C signature from North to South (Quay et al., 1999). Again, the gradient matches the
observed gradient (see Figure 6.11, right panel). Still, δ13Csim

surf is underestimated in com-
parison to the observations. This bias has already been discussed in the previous section.
The highest methane mixing ratios appear in Eastern China, where δ13Csim

surf is isotopically
most enriched (see Figure 6.10). Chinese coal has a very high δ13C signature (Miller et al.,
2019) and methane emissions are probably dominated by coal mining in this area. Addi-
tionally, high methane mixing ratios can be observed in South East Asia, specifically in
South East China and Bangladesh (see Figure 6.10). In this region, large emissions arise
from rice cultivation (mainly in China, Vietnam, Bangladesh and India, Carlson et al.,
2016) and from wetlands (e.g. in Bangladesh, India, Indonesia and China, Kirschke et al.,
2013). The corresponding δ13Csim

surf is isotopically depleted, which is in good agreement
with the generally lighter δ13C of biogenic wetland and agricultural emissions. Similarly,
enhanced surface mixing ratios and isotopically depleted δ13Csim

surf can be observed in the
Amazonas region and in boreal regions, such as Canada and Siberia, where wetland emis-
sions prevail (Kirschke et al., 2013). Furthermore, other locally enhanced mixing ratios and
the corresponding δ13Csim

surf agree well with the associated methane source in the respective
region. For example, high fossil fuel emissions in Alaska, Poland or the Persian/Arabian
Gulf show δ13Csim

surf which is isotopically enriched. Overall, the regional refinement of the
isotopic source signatures and the applied emission inventories of SDISO-base-c result in
a realistic global distribution of δ13C. The simulated zonal mean methane mixing ratio
and zonal mean δ13C in Figure 6.12 again show that the North-South gradients at surface
level are well represented in SDISO-base-c. The gradient becomes smaller with increasing
altitude. Surface values depend on the distribution of the sources nearby. However with
increasing altitude, mixing ratios and δ13C are influenced by the abundance of the sink
reactants. δ13C is isotopically enriched due to the fractionation with OH in the troposphere
and with Cl and O1D in the stratosphere.
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Figure 6.13 (left panel) compares the simulated monthly-averaged global-mean surface
CH4 mixing ratios of the SDISO-base-c simulation to observations for the period between
1990 and 2019. Observations are monthly-averaged means from marine surface stations
taken from Dlugokencky et al. (2020). Note that the simulated global-mean considers all
surface grid boxes and not only the marine surface grid boxes. I justified this direct com-
parison between both data by the fact that the simulated mean using only marine surface
grid boxes does not differ significantly from the total global-mean (see Appendix A.3.2).
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The seasonal cycle of the SDISO-base-c simulation matches the observed seasonal cycle
and shows that the seasonal cycle of atmospheric CH4 mixing ratio is simulated correctly.
The overall trends of the model results and observations agree well. The observed plateau
between 2000 and 2007 is represented by the model, however with a slightly decreasing
trend. As discussed earlier in this chapter, uncertainties in the OH concentration remain.
The SDISO-base-c simulation uses a climatological mean of the OH field. Therefore a year-
to-year variability is not presented. However, potential changes of the OH field between
2000 and 2007 could affect the methane mixing ratios. In order to cause a decrease in the
atmospheric mixing ratio, the oxidation by OH must have increased, which would result
in isotopically enriched methane. The monthly-averaged global-mean δ13Csim

surf (see Figure
6.13, right panel) contradicts this assumption, as δ13Csim

surf shows a slight decrease from
1998 to 2002. Wetland emissions for this period could also be underestimated. For the
period 2000 to 2009, emission fluxes of 146 Tg(CH4)/yr in the SDISO-base-c simualtion
agree well with the bottom up estimates by Saunois et al. (2020, see Table 6.1). In contrast,
top down estimates in Saunois et al. (2020) and emission fluxes suggested by Poulter et al.
(2017) between 2000 to 2012, exceed those used in SDISO-base-c (180 Tg(CH4)/yr and
184 Tg(CH4)/yr, respectively). However, increasing wetland emissions would lead to an
overall more negative global δ13C. Figure 6.14 shows that the anthropogenic emissions of
the applied EDGAR v5.0 inventory between 1998 and 2002 lie below those of the EMPA
inventory (Frank, 2018). An underestimation of the anthropogenic, isotopically enriched
fossil fuel emissions could be a possible explanation for the comparably low global-mean
surface CH4 mixing ratios. Still, this does not fully explain the decrease between 2000
and 2007. Moreover the monthly-averaged global-mean δ13Csim

surf shows a sudden increase
after 2002, which corresponds to a sharp increase in coal emission and a peak in biomass
burning at that time (see Figure 6.15). However, the overall observed increasing trend in
methane mixing ratio is well represented by the model. This is also true for the monthly-
averaged global-mean δ13Csim

surf . Values increase until 2007 and indicate a larger proportion
of isotopically enriched sources. In 1998 δ13Csim

surf shows a sudden rise, which is consistent
with the observations. Indonesian wildfires as a response to the El Niño event have lead
to a large contribution of isotopically more positive biomass burning emissions in 1998
(Randerson et al., 2005). The observed decline after 2007 is well represented by the model,
although δ13Csim

surf already stabilizes after 2012 and slightly increases 2015. This is due to
the repetition (last year of the emission inventory) of natural emissions after 2012, followed
by the repetition of anthropogenic emissions after 2015. After 2015, changes in CH4 mixing
ratios and δ13Csim

surf occur only due to changing biomass burning emissions.

The Taylor diagram in Figure 6.16 summarises the comparison of the model result and
the individual observations at different sampling sites (see Figure 6.7) for the simulation
period between 1990 and 2019/01. Section A.3.2 in the Appendix additionally shows a
detailed illustration of the time series comparison at some selected sampling sites. Many
observations are not available for the entire simulation period. In this case, the existing
time series are compared to the corresponding period of the model results. Especially
δ13C data is sparse and only available after 1997. The simulated CH4 mixing ratios (left
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Figure 6.14: Comparison of anthropogenic emissions (including rice and ship emissions) of
the EDGAR v5.0 inventory (blue) and the EMPA a-posteriori inventory (red).

panel) correlate well with the measurements. At nearly 75 % of the 67 sampling sites
the correlation coefficient lies above 0.7, whereby for a large part it is even over 0.9. The
normalized standard deviation is close to the reference line, indicating that the SDISO-
base-c results display a similar variability as observed. This is especially true for sites in the
Southern Hemisphere. However, in the Northern Hemisphere a few simulated CH4 mixing
ratios deviate strongly from the observations. At four sites the comparison shows a negative
correlation coefficient and the corresponding data points lie outside the Taylor diagram. At
some of these sampling sites observational data only cover a short time period (i.e. CMO,
AMY), which makes interpretation difficult. A negative correlation is also found at Barrow
in Alaska (BRW), where the SDISO setup assumes large emissions from fossil fuel extraction
at the Northern Slope. Observational data exist here throughout the whole time span.
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Figure 6.15: Total CH4 emissions in [Tg CH4 / yr] used in the SDISO setup between
1990 and 2019/01. The upper left panel shows all biogenic, thermogenic and pyrogenic
emission fluxes. The upper right panel displays all biogenic emissions fluxes from natural
and anthropogenic sources: natural emissions include wetlands and all minor sources,
anthropogenic emissions include agricultural sources and landfills. The lower left panel
displays the anthropogenic fossil fuel emission fluxes from coal, gas and oil extraction. The
lower right panel shows the emission fluxes of biomass burning used in the SDISO setup
and the emission fluxes of the GFED4.1s inventory (1997-2019).

Barrow is close to one of the largest drilling fields of Northern America, namely Prudhoe
Bay Oil Field, which influences methane ratios during winter. Additionally Barrow is
surrounded by wetlands associated with permafrost emissions during the summer time
(Lawrence and Mao, 2019). The interplay of both sources may not be represented properly
in the simulation. Furthermore, wetland emissions in the EMPA inventory, which are used
in the SDISO setup, only exist until 2012. The surface δ13C(CH4) of the SDISO-base-c
simulations are additionally isotopically enriched relative to the observations (see Appendix
A.3.2). This indicates an underestimation of the isotopically lighter wetland emissions.
Figure 6.16 (right panel) summarises the results for the comparison of the δ13C(CH4) time
series. Contrary to the CH4 mixing ratios, the SDISO-base-c simulation results agree
best with the observations at sampling sites in Northern high latitudes. Overall, the
correlation coefficients are smaller than those for the comparison of the CH4 mixing ratios.
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At many sampling sites observations show a larger decrease after 2007 than the SDISO-
base-c simulation, which could be the reason for the low correlation. However, in many
cases the seasonal cycle is well represented (see again Appendix A.3.2). Seasonality in the
Northern Hemisphere is in general more pronounced than in the Southern Hemisphere.
Despite the overall too small amplitudes (lower standard deviation), this is also seen in the
model results.
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Figure 6.16: The Taylor diagram illustrates the statistical comparison between the surface
CH4 mixing ratios (left panel) and δ13C(CH4) (right panel) of the SDISO-base-c simulation
and those of the observations at single sampling sites between 1990 and 2019. The diagram
summarises the correlation coefficient (angle) and the normalized standard deviation (ra-
dius). The standard deviation is normalized, which makes it non-dimensional and allows
for comparison of different sampling sites. The red line indicates a normalized standard
deviation of 1. The black half circle on the horizontal axis marks the point where model
results perfectly match the observations. The different symbols describe the climate zones
where the sampling sites are located, i.e. Northern high latitudes (triangle), northern mid
latitudes and tropics (circle), southern mid latitudes and tropics (square) and southern
high latitudes (star). Note that for many sampling sites the observational data is not
available throughout the whole time period.

Discussion of the post-stabilization period 2008 to 2014

This first part of the present study (Section 6.1.2) aims to find a suitable base simulation
for the sensitivity studies. Furthermore, a key question is whether the base simulation,
which uses state-of-the-art emission inventories and δ13C source signatures, is already able
to simulate the observed changes in the δ13C(CH4). As described above, the SDISO-base-c
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simulation represents well the observed global increase in CH4 mixing ratio after 2007. In
order to define the contribution of the individual sources to the new increase, I compare the
two periods 2000-2007 (stabilization period) and 2008-2014 (increase period) to each other.
The two periods are chosen in order to compare the results with other studies analysing the
same time periods (e.g. Hausmann et al. (2016); Worden et al. (2017); Howarth (2019)).
Figure 6.17 shows the zonal-mean CH4 mixing ratio averaged over both periods (left and
middle panel, respectively) and the difference between both (right panel). The increase af-
ter 2007 is observed throughout the troposphere and is largest in the Northern Hemispheric
mid and high latitudes. This indicates that tropical wetland emissions, predominantly lo-
cated in the Southern Hemisphere, do not significantly contribute to the renewed methane
increase in the SDISO-base-c setup. Other than in the troposphere, stratospheric methane
decreased in the later period. This decrease is not conspicuous, but the corresponding
zonal-mean δ13C shows a more significant change (see Figure 6.18). δ13C increased in the
Northern Hemispheric lower stratosphere, which could indicate enhanced isotopic fraction-
ation due to increasing sink reaction partners or sink reaction rates. However, sink reaction
fields are prescribed in the SDISO setup using a climatological mean for the entire simu-
lation time period and feedbacks on the sinks are not considered. Yet, the SDISO setup
applies a water vapour feedback with respect to methane oxidation, which could cause
a change in stratospheric water vapour. Winterstein et al. (2019) showed that strongly
increased methane emissions lead to an increase in stratospheric water vapour and tropical
upwelling accompanied by a stratospheric cooling and a change in dynamics. A change in
dynamics might have lead to a descending of less methane carrying air masses from the
upper stratosphere. This methane is isotopicallly more ennriched than the metahne in the
lower stratosphere (see upper two panels of Figure 6.18).

In contrast, little changes are observed for the tropospheric zonal-mean δ13C. In the
tropics and in the Southern Hemisphere, δ13C decreased by only 0.05 ❤. The other way
round, in the Northern Hemispheric mid and high latitudes δ13C increased by 0.05 ❤.
As described in detail in the previous section, uncertainties remain with regard to the
individual emission flux strengths between 2000 and 2007. The globally averaged δ13Csim

surf

shows a slightly decreasing trend after 1998 and a sudden increase in 2002. The decrease
after 2007 is comparatively small, which makes it difficult to analyse the relative changes
between both time periods. However, the additional methane emission fluxes in the SDISO-
base-c simulation after the stabilization period are comparable to other studies. The new
increase consists of 19.7 Tg(CH4)/yr fossil fuel emissions and 16.9 Tg(CH4)/yr biogenic
emissions (see Table 6.4), whereby the biogenic increase is mainly caused by anthropogenic
agriculture and waste management. Jackson et al. (2020) also found that the major increase
likely arises from anthropogenic biogenic emissions and fossil fuel emissions, equally. They
further assume large fossil fuel emissions from China and from the Unites States, the
former being consistent with the EDGAR v5.0 inventory used in the SDISO-base-c setup.
Hausmann et al. (2016) assumes even larger fossil fuel emissions of 39 % of the total
increase for the period 2007-2014. Worden et al. (2017) suggest a similar distribution with
an increase in fossil fuel emissions by 16.4 (±3.6) and only 12.0 (±2.5) Tg(CH4)/yr in
biogenic emissions. On the contrary, biomass burning emission fluxes in the SDISO-base-c
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simulation decreased by 7.9 Tg(CH4)/yr, which is almost twice the amount as suggested
by Worden et al. (2017) or by Thompson et al. (2018). Other studies such as Schwietzke
et al. (2016) assume that fossil fuel emissions did not increase, although their contribution
to the global methane budget is likely underestimated. Schaefer et al. (2016) found that
predominantly emissions from agriculture lead to the observed increase. To the contrary,
Thompson et al. (2018) suggest an increase of biogenic wetland and agricultural emissions
by 24-48 Tg(CH4)/yr between 2007 and 2014. Wetland emissions in the SDISO-base-c
simulation are mostly constant for this period. This is consistent with the findings of
Poulter et al. (2017), who report unchanged wetland emissions between 2000 and 2012.
However, wetlands remain a source of uncertainties in the global methane budget and
top down and bottom up estimates differ strongly from each other (Saunois et al., 2020;
Jackson et al., 2020).

Summary and Conclusion

I performed two different base simulations (SDISO-base-c and SDISO-base-v) using state-
of-the-art emission inventories and applying a regional refinement of the isotopic source
signatures. The refinement of the isotopic signatures leads to a well represented global dis-
tribution of δ13Csim

surf . This is shown by the fact that the vertical and meridional gradient
of methane and δ13C are simulated properly. Moreover, the regional δ13Csim

surf correspond
to the sources associated with the respective location. The results also show that the
simulations represent the observed plateau and the renewed increase of CH4 after 2007.
Furthermore, both simulations are able to simulate the general course of the observed
global-mean surface δ13C(CH4), however, both with a constant offset towards the obser-
vations. The offset is partly explained by a likely too small KIE applied for OH oxidation
in the troposphere. As the flux-weighted emitted mean δ13C of the SDISO-base-c simula-
tion agrees better with other literature values, I decided to concentrate on this simulation
for further analysis. The comparison of the SDISO-base-c simulation to ground-based ob-
servations at different sampling sites reveals promising results regarding the surface CH4

mixing ratios. In contrast, less correlation and an overall too small variability is observed
for δ13Csim

surf . However, continuous measurements of δ13C are still sparse and additional
data would be helpful to better evaluate the model results. As discussed in detail, the
post-stabilization decrease of the global-mean δ13C can be simulated by the SDISO-base-c
simulation, although the decline is not as pronounced as in the observations and uncer-
tainties also remain for the time period from 2000 to 2007. Nevertheless, the contribution
of the individual sources to the renewed increase is similar to what is suggested in other
studies. Only the decrease in biomass burning seems to be too large, especially when
compared to emission fluxes presented in the GFED 4.1s inventory (see Figure 6.15, lower
right panel). A detailed discussion concerning the biomass burning emissions is given in the
following sections. Besides these uncertainties, the SDISO-base-c simulation gives realistic
results and individual emissions can be further adjusted to test the influence of isotopically
depleted shale gas emissions.
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Figure 6.17: SDISO-base zonal mean CH4 for the periods 2000-2007 (upper left panel) and
2008-2014 (upper right panel), as well as the difference: period 2008-2014 minus period
2000-2007 (lower panel). Non-dotted areas lie within a 95 % significance level according
to the Student’s t-test.

6.2 Sensitivities towards shale gas emissions

The study of Howarth (2019) is based on a methane increase of 28.4 CH4 Tg/yr between
2008 until 2014 compared to the period 2000 to 2007. His base analysis assumes that
emissions from shale gas production account for 33 % for the methane increase during the
period 2008-2014. 30 % are derived from conventional gas and oil production or coal mining
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Figure 6.18: SDISO-base-c zonal mean δ13C for the periods 2000-2007 (upper left panel)
and 2008-2014 (upper right panel), as well as the difference: period 2008-2014 minus period
2000-2007 (lower panel). Non-dotted areas lie within a 95 % significance level according
to the Student’s t-test.

activities and another 37 % are due to biogenic emissions. Howarth (2019) also assumes
a 3.7 Tg/yr decrease in biomass burning emissions, based on the findings by Worden
et al. (2017). The idea of this study here is to test the hypothesis described by Howarth
(2019) with the SDISO setup and to test under which assumptions the hypothesis can be
supported or falsified. For this purpose, a new shale gas emission sector was introduced
in 2008. Emission fluxes (FShale) increase linearly until 2015. Shale gas emission flux
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files are created by flagging the yearly averaged 2007 emissions of the EDGAR v5.0 gas
sector with a template of the US shale gas regions (see Figure 6.19; Source: US Energy
Information Administration (Feb 2021)). Emissions are then scaled accordingly. Fossil
fuel emission fluxes, excluding shale gas (FFF) and biogenic emission fluxes (FBio), are
consequently downscaled to maintain the total net increase during 2000-2015. I conducted
three sensitivity simulations based on the SDISO-base-c simulation. These simulations
are described and analysed in Section 6.2.1. Since biomass burning appeared to have a
large influence on the global δ13C in the previous sensitivity simulations, I additionally
replaced the initial FBB by the latest GFED 4.1s inventory. Another three simulations
with the adjusted setup are performed and discussed in subsection 6.2.1. All results are
further compared to observations at different sampling sites. Since the tropospheric lifetime
of methane depends on the distribution of OH, δ13C emitted in regions with less OH
(e.g. in high latitudes) remains comparatively long in the atmosphere and may have a
greater influence on the overall global-mean δ13C. On the contrary, δ13C emitted in the
mid latitudes in the Northern Hemisphere, like shale gas, has a relatively short lifetime.
I test the effect of potential different lifetimes of the new shale gas emissions in Section
6.2.2.

NOAA stations

Shale Plays US

Sedimentary Basins US

Lower 48 states US

Figure 6.19: Map showing US low permeability oil and gas plays and sedimentary basins.
Data derived from www.eia.gov, last access January 2020.
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6.2.1 SDISO sensitivity simulations

Table 6.4 summarizes all SDISO-base-c emission fluxes for the two periods 2000-2007 and
2008-2014. It additionally lists the adjusted emissions from 2008-2014 for the first three
sensitivity studies. Methane sources from transport, industry, biofuel, agricultural waste
burning and volcanos are not listed here as they are not subject to modification in the
sensitivity simulations. However, they are not excluded in the model and still contribute
to the increase between 2008 and 2014. In the SDISO-sens1 and SDISO-sens2 simulations,
FBio, FFF and FShale are scaled to correspond to the assumption of Howarth (2019), i.e. FBio

accounts for 37 %, FFF for 30 % and FShale makes up the remaining 33 %. Individual fluxes
within the three source categories are adjusted according to their initial fraction of the
total source category increase. I added a constant flux of 4.2 Tg/yr to FBB to consider the
difference between the assumption of Howarth (2019) and of the SDISO-base-c setup. This
flux is additionally subtracted in equal parts from FBio, FFF and FShale. The simulations
SDISO-sens1 and SDISO-sens2 differ with respect to their δ13CShale signatures. For the
SDISO-sens1 simulation, a δ13CShale value of -44 ❤ (mean value for oil and gas) from
Schwietzke et al. (2016) is applied. As indicated earlier in this chapter, isotopic signatures
of shale gas emissions are not yet known without uncertainty. The purpose of SDISO-sens1
is to test the influence of increasing shale gas emissions independent from a depleted shale
gas signature relative to the -44❤ mean. In the SDISO-sens2 simulation the specific value
of -46.9 ❤ suggested by Howarth (2019) is applied. The SDISO-sens3 simulation equals
the SDISO-sens2 simulation without the FBB decrease reduction.

Results and discussion of SDISO-base sensitivity studies

Figure 6.20 displays the monthly-averaged global mean δ13Csim
surf of the sensitivity simula-

tions compared to those of the SDISO-base-c simulation, which serves here as a reference
for the δ13C decline. The simulations SDISO-sens1 and SDISO-sens2, which include an
FBB decrease of 3.7 Tg(CH4)/yr, branch from the base simulation and increase after 2009.
In the SDISO-sens1 simulation δ13Csim

surf rises even more after 2012. The two simulations
only differ in their applied δ13CShale value with -44 ❤ and -46.9 ❤, respectively. The
results show that an isotopically more depleted δ13C source signature for shale gas indeed
impacts the overall global-mean δ13C, although only after four years since the beginning
of the sensitivity simulations, which raises the question of an earlier initiation of shale gas
emissions. Shale gas production in the United States already started in the early nineties.
However, the considerable share of shale gases production arises after 2007, and the re-
sulting δ13Csim

surf of the SDISO-sens2 simulation does not decline after 2012, either. On the
contrary, the SDISO-sens3 simulation decreases already in 2008 and follows the course of
the base simulation. Since all sensitivity simulations include 33 % of shale gas emissions as
well as an equal fraction of FBio and an equal fraction of the FFF, the difference is caused
by the larger decrease of biomass burning emissions in the SDISO-sens3 simulation. This
reveals that a 33 % share of shale gas (with a δ13CShale of 46.9 ❤) of the additional emis-
sions, can be reconciled with a decline in δ13C. However, shale gas is presumably not the
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Table 6.4: Fluxes (in Tg(CH4)/yr) of the base simulation and the individual sensitivity
simulations for the years 2008-2014. ∆ shows the net increase of the fluxes compared to
the period 2000-2007. The calculation of the resulting fluxes of the sensitivity simulations
excludes pyrogenic emissions by biofuel or agricultural waste burning, which are not listed.

2000-2007 2008-2014

base-c sens1/2* sens3*

Source Categories Flux Flux ∆ Flux ∆ Flux ∆

Thermogenic (excl. shale) 94.6 114.4 +19.7 104.4 +9.8 105.6 +11.0
- Coal 26.3 36.3 +10.0 30.5 + 4.2 31.3 +5
- Gas & Oil 58.6 66.1 +7.4 61.9 +3.3 62.3 +3.7
- Other (minor) 9.7 12.0 + 2.3 12.0 +2.3 12.0 +2.3

- Shale Gas / / / 10.7 +10.7 12.1 +12.1

Biogenic (total) 390.8 407.7 +16.9 403.0 +12.2 404.4 +13.6
- Livestock 106.0 114.1 +8.1 111.9 +5.9 112.6 +6.6
- Landfills & Wwt 69.3 76.0 +6.7 74.3 +5.0 74.8 +5.5
- Rice 33.8 37.0 +3.2 36.2 +2.4 36.4 + 2.6
- Natural (total) 181.7 180.6 -1.1 180.6 -1.1 180.6 -1.1

Biomass burning 23.6 15.7 -7.9 19.9 -3.7 15.7 -7.9

(*sens1/2 with FBio: 37 %, FFF: 30 % , FShale: 33 % with bb increase of 4.2 Tg(CH4)/yr,
sens3 with FBio: 37 %, FFF: 30 % , FShale: 33 % without bb increase)

driving force of the observed decline. Instead, low biomass burning emissions after 2008
caused the decrease in the global mean δ13Csim

surf of the SDISO-base-c and SDISO-sens3
simulations. Biomass burning emissions are most enriched in δ13C and small changes in
their emission flux strengths lead to relatively large changes in the overall global mean
δ13C. A key question here is whether this decrease in biomass burning is consistent with
other findings. As shown in the previous Chapter 6.1.2, biomass burning emissions in the
SDISO setup decrease by 7.9 Tg(CH4)/yr in the period 2008 to 2014 compared to the pe-
riod 2000 to 2007. In contrast, the GFED4.1s emission inventory (Randerson et al., 2017)
shows a decline of only 1.4 Tg(CH4)/yr for the same period. Emissions in the SDISO setup
are derived from the EMAC-y-03 inventory, combined with the data from GFED4.1s after
2012. Although GFED4.1s emissions are in general lower, the resulting emissions (see Fig-
ure 6.15) do not show any significant step in the time series around 2012. Furthermore, the
EMAC-y-03 inventory is optimized towards observations (Frank, 2018) and biomass burn-
ing emissions in the SDISO setup are within the uncertainties reported by Saunois et al.
(2020, see Table 6.1). However, the changes in biomass burning are not yet clearly defined
and as already mentioned, other studies such as Worden et al. (2017) suggest a decrease of
only 3.7 Tg(CH4)/yr for this period. The biomass burning emissions of EMAC-y-03 show
a peak around 2001 and 2002 (see Figure 6.15), which might lead to larger differences
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between the two compared periods. Matching with this, Earl and Simmonds (2018) found
a peak in active fire activity in 2001, which was then again not found in a study based
on burned area analysis (i.e. from Giglio et al. (2013)). Regardless of these discrepancies,
many studies found a global decline in burned area or active fires over the past decades
(Giglio et al., 2013; van Lierop et al., 2015; Doerr and Sant́ın, 2016; Andela et al., 2017;
Earl and Simmonds, 2018). Giglio et al. (2013) analysed the period between 2000 and 2012
and found a net trend of -4.3 Mha/yr in the annual burned area. Based on satellite data,
Andela et al. (2017) estimated a decline of 24.3 ±8.8 % of the global burned area from
1998 until 2015. Earl and Simmonds (2018) showed that the global fire activity decreased
strongly between 2001 and 2016, with stable activities around 2002 and 2007 and a decline
in 2008 and 2009. These findings are consist with the overall course of the global-mean
δ13C between 2000 and 2009. The decline was dominated by less active fires in Northern
Africa and the Amazonas region (Earl and Simmonds, 2018). Andela et al. (2017) links
the reduced fires to the expansion of agriculture. Additionally, less deforestation appeared
in South America and tropical Asia (Earl and Simmonds, 2018). Given the fact, that
the decrease in biomass burning emissions in both simulation setups (SDISO-base-c and
SDISO-sens3) is large compared to other studies, it is reasonable to assume that biomass
burning emissions alone cannot be the reason for the observed δ13C decrease. In fact, the
SDISO-base-c and SDISO-sens3 simulations likely underestimate the isotopically more de-
pleted biogenic emissions after 2007. Therefore, in order to test the hypothesis of Howarth
(2019) with the SDISO setup and to identify the role of shale gas emissions, I performed
three additional sensitivity simulations based on the recent GFED v4.1s inventory. The
results are discussed in the next section.
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Figure 6.20: Global mean surface δ13C of the SDISO-base-c and all three sensitivity simu-
lations starting in 2008.
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SDISO sensitivity simulation based on GFED4.1s

The previous section concluded that biomass burning emissions have a large influence on
the global-mean δ13C in the SDISO setup. Furthermore, a biomass burning decrease of such
an extent is likely overestimated. In order to receive a best guess of the biomass burning
emissions, I performed additional sensitivity simulations using the GFED v4.1s inventory
already after 2007. Since SDISO-base-c uses the EMAC-y-03 a posteriori biomass burning
emissions, which in general assumes a larger emission flux, GFED 4.1s emissions need to be
scaled to match with the preceding EMAC-y-03 emissions in 2007. This changes the total
decline in biomass burning to 4 Tg(CH4)/yr from 2008-2014 compared to 2000-2007. Note
that the GFED 4.1s inventory alone does not show such a decline (see previous section).
The difference arises due to the combination with the EMAC-y-03 a posteriori inventory,
which shows higher emissions between 2000 and 2007 than the GFED 4.1s inventory. Future
studies could therefore include the recent biomass burning inventory already in the base
simulations. Regardless, a decrease of 4 Tg(CH4)/yr agrees with other studies (i.e. Worden
et al. (2017)).

Table 6.5 lists the adjusted emissions for the sensitivity simulations from 2008 and 2014.
FBB is replaced by the latest GFED 4.1s emissions. The simulations start in 2008 and
branch from SDISO-base-c. SDISO-gfed-c is equivalent to the SDISO-base-c simulation,
where no shale gas emissions are applied. SDISO-gfed-01 is similar to SDISO-sens2 and
includes 33 % shale gas emissions. SDSIO-gfed-02 assumes ∼46 % of the renewed rise
between 2008 and 2014 to arise from biogenic sources and another ∼54 % from fossil fuels.
Shale gas emissions make up 50 % of the total fossil fuel emissions.

Results and discussion of SDISO-gfed sensitivity studies

Figure 6.21 shows the results of the new SDISO-gfed simulations compared to the SDISO-
base-c simulation. Between 2008 and 2012, the monthly-averaged global mean δ13Csim

surf

of all simulations decrease. After 2012 the SDISO-gfed simulations increase again relative
to the base simulation. This also applies to the SDISO-gfed-c simulation, which does not
include the new shale gas emissions. It equals the SDISO-gfed-01 simulation containing
33 % of shale gas emissions, although the results of the latter are slightly more negative.
This apparently confirms the statement made with the previous sensitivity simulations;
biomass burning emissions determine the course of the global mean δ13Csim

surf in the SDISO
simulations. The new increase after 2012 can be attributed to greater fire activity against
the overall decreasing trend. This is in agreement with the findings by Earl and Simmonds
(2018), who found an active fire year in 2012, continuing until 2016.

Although shale gas emissions are not the main reason for a change in the global mean
δ13C, an increase of shale gas can lead to a decrease in δ13C, if the isotopically more depleted
biogenic emissions are not reduced instead. The SDISO-gfed-02 simulations clearly shows
this effect. The resulting δ13Csim

surf is below that of the SDISO-gfed-c simulation. The
additional emissions after 2007 in the SDISO-gfed-02 simulation consist of 46 % of biogenic
emissions, which is the same in the SDISO-gfed-c simulation. Here, the remaining fossil
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Table 6.5: Fluxes (in Tg(CH4)/yr) of the gfed-c simulation and the individual sensitivity
studies for the period 2008-2014. ∆ shows the net increase of the fluxes compared to the
period 2000-2007. The calculation of the resulting fluxes of the sensitivity simulations
excludes pyrogenic emissions by biofuel or agricultural waste burning, which are not listed
in the table.

2000-2007 2008-2014

gfed-c gfed-01* gfed-02*

Source Categories Flux Flux ∆ Flux ∆ Flux ∆

Thermogenic (excl. shale) 94.6 114.4 +19.7 105.6 +11.0 104.5 +9.9
- Coal 26.3 36.3 +10.0 31.3 +5 30.6 +4.3
- Gas & Oil 58.6 66.1 +7.4 62.3 +3.7 61.9 +3.3
- Other (minor) 9.7 12.0 + 2.3 12.0 +2.3 12.0 +2.3

- Shale Gas / / / 12.1 +12.1 9.9 +9.9

Biogenic (total) 390.8 407.7 +16.9 404.4 +13.6 407.7 +16.9
- Livestock 106.0 114.1 +8.1 112.6 +6.6 114.1 +8.1
- Landfills & Wwt 69.3 76.0 +6.7 74.8 +5.5 76.0 +6.7
- Rice 33.8 37.0 +3.2 36.4 + 2.6 37.0 +3.2
- Natural (total) 181.7 180.6 -1.1 180.6 -1.1 180.6 -1.1

Biomass burning 23.6 19.6 -4.0 19.6 -4.0 19.6 -4.0

(*gfed -c / -01 / -02 with scaled GFED 4.1s bb emissions after 2007, gfed-01 with
FBio: 37 %, FFF: 30 % , FShale: 33 % , gfed-02 with FBio: 46 %, FFF: 27 % , FShale: 27 % )

fuel emission fraction consists of more shale gas than conventional gas and oil. FShale is
now 27 %, which is less than suggested by Howarth (2019), but still shows a clear impact
on the global mean δ13C. However, similar to the previous SDISO-sens simulations, all
monthly-averaged global mean δ13Csim

surf of the SDISO-gfed simulations increase relative to
the base simulation. The observed changes in the global mean δ13C cannot be simulated
with the presented SDISO-gfed setups. These findings again imply a larger increase in
biogenic emissions or changes in the atmospheric sinks, such as suggested by Rigby et al.
(2017).

Comparison to individual sampling sites

So far I have focused on the resulting global mean δ13Csim
surf of the simulations and how they

developed after 2008. Some of the simulations do not differ significantly on a global scale,
but they might perform differently on a regional scale. The comparison to measurements
at different sampling sites can help to assess the individual performances of the simula-
tions, and further identify how well the simulations actually match with the observations.
Here, I compare the monthly-averaged δ13Csim

surf of all SDISO simulations to observations
at six different NOAA ground-base sampling sites (see Figure 6.22 and Figure 6.23, for
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Figure 6.21: Global mean surface δ13C of the SDISO-base-c and all three sensitivity simu-
lations starting in 2008.

the SDISO-sens and SDISO-gfed simulation, respectively). Additional results at other
sampling sites, as well as the corresponding Taylor diagrams summarizing the individual
comparisons of surface CH4 mixing ratios and surface δ13C, can be found the Appendix
A.3.3.

Figure 6.22 shows the results of the SDISO-sens simulations. Regarding the seasonal
variability, the simulations best agree with the observations in the Northern high latitudes
(ALT and BRW). This is also true for the SDISO-gfed simulations (see Figure 6.23, upper
panels) and consistent with the finding in the previous Chapter (see Taylor diagram in
Figure 6.16). At five sampling sites (excluding NWR) the differences between the resulting
δ13Csim

surf of the simulations are comparable to the differences between the global mean values
of the simulations (see previous section). The δ13Csim

surf of the sensitivity simulations SDISO-
sens1 and SDISO-sens2 increase relative to the base simulation. Both include the shale gas
emissions and a reduction of biomass burning emissions of only 3.7 Tg(CH4)/yr during the
period 2008-2014 compared to the period 2000-2007. The δ13Csim

surf of the two simulations
SDISO-sens3 and SDISO-base-c slightly decrease and are closest to the observations. Here,
only SDISO-sens3 includes shale gas emissions, but in both simulations biomass burning
emissions decrease by 7.9 Tg(CH4)/yr. The δ13Csim

surf of the sensitivity simulations based
on the GFED4.1s inventory increases after 2012. This is independent from the inclusion
of shale gas emissions and can be attributed to the changed biomass burning emissions.
It appears that, shale gas is not the major driver of the simulated changes in δ13C. The
comparison to measurements at a regional scale therefore support the key findings, which
were made based on the global mean δ13Csim

surf . In each case, the observations show a
stronger decline in δ13C after 2008 than in the simulations. However, the general course
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Figure 6.22: The monthly-averaged observed δ13C at selected sampling sites are compared
to the monthly-averaged δ13Csim

surf of the SDISO-base-c and all SDISO-sens simulations. The
sampling sites depicted here cover the mid and high latitudes in both Hemispheres. Other
sampling sites are also compared to the model results and can be found in the Appendix
A.3.3. For a better comparison, the bias between observations and model results is reduced
by adding a constant value of 1.51 ❤ to the latter.

of the observation can be simulated by the SDISO-base-c simulation and the SDISO-sens3
simulation. At the Niwot Ridge (NWR) in Colorado all sensitivity simulations deviate
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Figure 6.23: The monthly-averaged observed δ13C at selected sampling sites are compared
to the monthly-averaged δ13Csim

surf of the SDISO-base-c and all SDISO-gfed simulations. The
sampling sites depicted here cover the mid and high latitudes in both Hemispheres. Other
sampling sites are also compared to the model results and can be found in the Appendix
A.3.3. For a better comparison, the bias between observations and model results is reduced
by adding a constant value of 1.51 ❤ to the latter.

strongly from the observations, except for the SDISO-base-c simulation. The sampling site
is close to a shale gas play (see map in Figure 6.19). Since all sensitivity simulations which
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Figure 6.24: Monthly-averaged surface CH4 mixing ratios simulated by the SDISO-base-c
simulation and all sensitivity simulations at different US sampling sites. Additionally, the
respective NOAA measurements are shown.

include shale gas emissions display a sharper increase in δ13Csim
surf compared to the other

sampling sites, the shale gas emissions are likely overestimated here. Unfortunately, δ13C
measurements are sparse and one sampling site is not enough to manifest the statement
that shale gas is in general overestimated. I therefore compared the ground-based CH4

mixing ratios observed at different US sampling sites (see map in Figure 6.19) to the
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model results (see Figure 6.24). Since only a few sites are close to the US shale plays and
not all of them have continuous measurements, it is difficult to evaluate the model results
with respect to the regional shale gas emissions. However, the simulations show similar
surface CH4 mixing ratios and match well with the observations at almost all sampling sites.
Again, only the results at NWR indicate that shale gas emissions are overestimated. In all
simulations, CH4 mixing ratios clearly exceed the measurements, except for the SDISO-
base-c and the SDISO-gfed-c simulations. Both do not contain any additional shale gas
and match with the observations. The shale gas emissions in the SDISO setup are however,
an approximation. As described in the beginning of Section 6.2, I use the shale gas plays
as a mask for gas emissions of the EDGAR v5.0 inventory in 2007 in order to create a
shale gas field for the sensitivity simulation. The proportion of the different shale plays of
the total flux remains the same as in 2007. The NWR sampling site is close to Niobrara-
Codell Shale, which is among those shale plays with a comparatively low level of shale gas
production throughout the last decade. The largest production currently takes place in the
Marcellus shale (North-Eastern shale in Figure 6.19), and between 2010 and 2014 the most
productive shales were the Barnett shale and the Haynesville shale in the Southern part
of the US (Texas) (EIA, 2019). Furthermore, the gas sector in the EDGAR v5.0 inventory
does not distinguish between conventional and unconventional gas and may already include
shale gas emissions. I account for the double counting by downscaling the gas emissions
globally, however this can lead to mismatches on a regional scale. Nevertheless, quantifying
the shale gas emissions on a regional scale is beyond the scope of this study. For the purpose
of testing the influence on the global δ13C, these uncertainties can be neglected.

Summary and Conclusion

Based on the SDISO setup described in Section 6.1, I performed several sensitivity simula-
tions. All simulations branch from the SDISO-base-c simulation and cover the period from
2008 until 2019. The sensitivity simulations are based on different assumptions regarding
the contribution of the individual methane sources. Additionally, shale gas emissions are
included in five of the six simulations. Biogenic and conventional fossil fuel emissions are
then downscaled accordingly, in order to maintain the total sum of the methane emissions
throughout the simulation period. As shown above, biomass burning emissions in the
SDISO-base-c simulation decrease by 7.9 Tg(CH4)/yr between 2008 and 2014 compared
to the period from 2000 to 2007. The decrease is large compared to estimates of Worden
et al. (2017), who assumes a decrease of only 3.7 Tg(CH4)/yr for the same period. In two
sensitivity simulations, biomass burning emissions are adjusted to match the estimates of
Worden et al. (2017). Three additional simulations use the recent GFED v4.1s inventory
for biomass burning emissions after 2007. In combination with the inventory used until
2007, this resulted in a similar decrease of 4 Tg(CH4)/yr. For the shale gas emissions, I
apply the isotopic signature of -46.9❤ suggested by Howarth (2019). For comparison, one
sensitivity simulation uses a signature of -44 ❤, which is the global mean for conventional
oil and gas emissions (Schwietzke et al., 2016).

Results show that a decrease in the global mean δ13Csim
surf after 2007 is only achievable
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with a decrease in biomass burning emissions of 7.9 Tg(CH4)/yr. The global mean δ13Csim
surf

decline is thereby independent from the inclusion of shale gas emissions. Shale gas emissions
with an isotopic signature of -46.9 ❤, in fact, led to a slightly more negative global mean
δ13Csim

surf when the conventional fossil fuel emissions were instead reduced. The effect is
however, small and cannot explain the total decline in the observed δ13C. Moreover, the
isotopic signature of shale gas emissions is not yet clearly known. Milkov et al. (2020) for
example, estimated an isotopic signature of -41.8 ❤. Using higher isotopic signatures for
shale gas emissions, such as -44 ❤, yields increasing global mean δ13Csim

surf . Furthermore,
the δ13Csim

surf of all simulations with a biomass burning decrease of only 3.7 or 4 Tg(CH4)/yr
increase relative to the base simulation. Consequently, shale gas emissions do not trigger
the observed decrease in the global mean δ13C. Nevertheless, they cannot be excluded
from the total methane increase. Shale gas production in the United States has prevailed
during the last decades and recent studies suggest large fossil fuel emissions from Northern
America (Helmig et al., 2016; Franco et al., 2016; Hausmann et al., 2016).

Similar to the SDISO-base-c simulation, the sensitivity simulations performed well on a
regional scale and are comparable to local surface observations. The overall pattern of the
six different global mean δ13Csim

surf can be observed at most sampling sites. Unfortunately
δ13C measurements in the United States are sparse. Only one sampling site close to a
shale gas plain in Colorado could be compared to the simulations. The results revealed
that shale gas emissions were clearly overestimated at the site. However, one sampling site
is not sufficient to make any definite statements.

The present study could not confirm the ideas of Howarth (2019). Results show that
shale gas emissions alone cannot be responsible for the observed global methane increase
and the corresponding δ13C decrease. In the SDISO setup, emissions from biomass burning
seem to have a large influence on the δ13Csim

surf . This is not surprising, since δ13C signatures
of biomass burning are much more positive than the atmospheric global mean δ13C. Small
changes in their emission flux strength apparently lead to large changes in the global mean
δ13C. However as discussed above in this section, the decrease in biomass burning is likely
overestimated. This in turn implies larger biogenic emissions, which are generally more
depleted in δ13C. The assumption is supported by several other studies (Schwietzke et al.,
2016; Schaefer et al., 2016; Nisbet et al., 2019). Furthermore, changes of the atmospheric
oxidation capacity may play an important role (Rigby et al., 2017; Turner et al., 2017).
The impact on the global δ13C due to changes of the atmospheric OH concentration is
further investigated in Section 6.3. Although, as mentioned above, shale gas is not the
major driver of the observed decline in the global δ13C, fossil fuel emissions likely increased
after 2007 and shale gas emissions likely are a significant contributor to the global methane
budget.

6.2.2 Influence of tropospheric lifetime on the global mean δ13C

Since the concentration of OH primarily defines the oxidation capacity in the troposphere,
the tropospheric lifetime of methane mainly depends on the abundance and distribution
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of OH. The highest OH concentrations appear in the tropics due to the formation of water
vapour and the abundance of UV radiation (see Chapter 2 for more details). Consequently,
tropical methane is removed faster from the atmosphere than in boreal regions, where the
OH concentration is rather low. These differences may also have an influence on the
global mean δ13C, since isotopic signatures emitted in the high latitudes could have a
greater impact than those emitted in the tropics. In this section, I want to test whether
individual methane sources contribute differently to the global mean δ13C, depending on
their individual tropospheric lifetimes. In the CH4 submodel each methane source can be
simulated as a single methane tracer. The resulting CH4 mixing ratios can be used to
calculate the tropospheric lifetime with respect to the OH oxidation τCH4+OH . I calculated
the mean lifetimes for each methane sector between 2008 and 2019 for the SDISO-sens2
simulation. The results are presented below. In the sensitivity setups I have reduced the
biogenic and fossil fuel emissions globally, in order to introduce the new shale gas emissions
locally. They are only emitted in the 48 US states between 25➦N and 55➦N. In order to
see a potential impact on the global mean δ13C, I additionally calculated τCH4+OH for all
sensitivity simulations and the base simulation. The τCH4

with respect to OH is calculated
with the formula from Jöckel et al. (2006):

τCH4
(t) =

∑

b∈B

MCH4
(b, t)

∑

b∈B

kCH4+OH(T (b, t)) · cair(T (b, t), q(b, t), p(b, t)) ·OH(b, t) ·MCH4
(b, t)

(6.1)

with MCH4
(b, t) being the mass of methane in kg, kCH4

(T (b, t)) being the reaction rate
of the methane oxidation with OH in cm3 s-1, which is dependent on the temperature
T , and OH(b, t) being the mole fraction in mol mol-1 in a grid box b at time t. B is
the number of grid boxes which are used for the calculation. In this case, B includes all
grid boxes which lie below the tropopause in order to receive the tropospheric lifetime.
cair(T (b, t), q(b, t), p(b, t)) is the concentration of air in molecules cm-3 and depends on the
temperature T , the specific humidity q and the pressure p in the respective grid box b at
time t. It is calculated with the formula taken from Frank (2018):

cair(T, p, q) =
NA

106
·

p(b, t)

Rgas · T (b, t) · (1 + ( Mair

MH2O

− 1) · q(b, t))
(6.2)

with NA = 6.02214129 · 1023 (Avogadro’s constant), RA = 8.3145 J
K·mol

(ideal gas con-
stant) and Mair = 28.987 g mol-1 and MH2O = 18.01 g mol-1 being the molar mass of air
and water, respectively.

Results and discussion of the tropospheric lifetime of the SDISO simulations

Table 6.6 lists the resulting lifetimes and their respective standard deviations for all
methane sources between 2008/04 and 2019/01. Note that the first 3 months are ex-
cluded from the calculation, as shale gas emissions were introduced in January 2008 and
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Table 6.6: The table lists the mean tropospheric lifetimes τCH4+OH , the standard deviation
of the annual averages (2009-2018) σy, and the standard deviation of the monthly averages
σm for the individual methane sources in years for the period 2008/04-2019/01. The
lifetimes are calculated based on the CH4 mixing ratios simulated by the SDISO-sens2
simulation.

Source τCH4
in [a] σy σm Source τCH4

in [a] σy σm

Livestock 9.003 0.0286 0.7579 Biomass burning 8.979 0.0298 0.7328
Landfills 9.002 0.0289 0.7857 Ocean 9.028 0.0290 0.7620
Rice 8.986 0.0284 0.7784 Termites 9.004 0.0287 0.7253
Coal 9.015 0.0280 0.7930 Volcanoes 8.999 0.0256 0.7750
Oil 8.997 0.0286 0.8052 Wild animals 9.015 0.0287 0.7539
Gas 9.007 0.0289 0.8136 Wetlands (temp./trop.) 9.004 0.0290 0.7307
Shale gas 8.958 0.0339 1.3850 Wetlands (boreal) 9.015 0.0309 0.8539
Awb 8.989 0.0289 0.7667

Awb = Agricultural waste burning

therefore less exposed to oxidation in the first months of the simulation. This resulted in
a large tropospheric lifetime of shale gas emissions which deteriorated the mean value.

The tropospheric lifetimes of the individual sources are similar, whereby the differences
between them are less than a month. Since many of the sources are distributed over
both climate zones, namely the tropics and the mid latitudes of the Northern Hemisphere,
the expected differences are rather small. Instead, one would anticipate larger differences
between sources in the tropics and sources in the high latitudes. Due to high concentrations
of OH, the potential of methane removal is largest in the tropics. In Table 6.6, boreal
wetland emissions are considered separately from tropical wetland emissions. Yet their
tropospheric lifetime is not significantly larger. Additionally, the lifetime of shale gas,
which is only emitted between 25➦N and 55➦N, does not stand out from the other lifetimes.
This shows that the emitted methane is rapidly transported through the atmosphere and
also oxidized in regions further away from the source. This is supported by Warwick et al.
(2002), who showed that the transport of methane from mid and high latitudes to the
tropics and the vertical transport in the troposphere influences the surface global growth
rate of methane. Additionally, in a previous EMAC simulation, Frank (2018) tracked the
evolution of individual methane sources by simulating monthly age classes, which is a
feature of the CH4 submodel (see Chapter 3.1.3). Results showed that regional emissions
are distributed evenly and are added into the CH4 background after only 5 months.

Yet, the here presented results differ from those presented by Zimmermann et al. (2020),
who found distinct differences between the lifetimes of the individual sectors. Their calcu-
lation, however assumes steady state conditions, where the ratio between the atmospheric
trace mass and the annual emissions equals the total sink of methane. These steady state
conditions, however, cannot be assumed for the period from 2008 to 2019, which was
investigated in the present work.
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Most monthly standard deviations σm of the presented lifetimes vary between 8 to 10
months and show the inter-annual variability of the lifetimes, caused by the seasonality
of OH. However, the standard deviation for the shale gas lifetime is larger than one year.
This can be explained by the fact that in the first years since the initiation of shale gas,
the global abundance of shale gas molecules is low relative to the abundance of shale gas
molecules in the region where they are emitted. The majority of shale gas methane is there-
fore exposed to the variability of OH in the source region, namely in the mid latitudes of
the Northern Hemisphere. The annual surface OH variability here is more pronounced than
in the tropics or high latitudes. Nevertheless, the mean tropospheric lifetime of shale gas is
comparable to those of the other sources. In line with this, all simulations (SDISO-base-c
and sensitivity simulations) have the same global mean tropospheric lifetime of 9.021 yr.
Introducing the new shale gas emissions locally did not influence the global mean tropo-
spheric lifetime. Consequently, the localisation of a source does not determine the degree
of its influence to the global mean δ13C in the simulations. Moreover, this study concen-
trates on the surface global mean δ13C, which is dominated by sources rather than sink
reactions. In reality, however, the regional methane emissions in turn affect the OH con-
centration and play an important role to the oxidation capacity. These potential feedbacks
on OH are not considered in the SDISO simulations. Furthermore, methane lifetimes are
not solely determined by the OH oxidation. About 30 Tg(CH4)/yr (Dlugokencky et al.,
2011) escapes into the stratosphere and is oxidized by Cl and O1D. Another 5 % is lost by
soil uptake, which depends on the temperature and moisture in the soil. The efficiency of
soil uptake varies among latitudes (e.g. due to snow cover, Curry, 2009) and may therefore
also influence the regional methane lifetimes.

6.3 Sensitivity simulations towards OH variations

So far in the present study I have focused on the recent methane rise due to changes in
the emission fluxes and the individual sources that contribute to the additional emissions.
The OH concentration was climatologically prescribed throughout the SDISO-base-c and
sensitivity simulations. Understanding changes in tropospheric OH is, however, crucial
for interpreting the global methane budget (Rigby et al., 2017; Turner et al., 2017; Zhao
et al., 2020). This is especially true for top-down estimates in tropical regions (Zhao et al.,
2020), where the interannual variability of OH is large. Yet temporal variations of OH
concentrations in the atmosphere are poorly understood. Large uncertainties arise due to
the complexity of the processes OH is involved in and due to difficulties in measuring OH
concentrations in the atmosphere.

Apart from changes in the composition of methane sources, a change of the oxidation
capacity in the troposphere is also likely to influence the global observed δ13C. Several
studies already examined the influence of OH on the global methane budget with respect
to δ13C. While Schaefer et al. (2016) ruled out the contribution of OH changes to the
observed decline in δ13C, the studies of Rigby et al. (2017) and Turner et al. (2017) assume
that a reduction of the OH concentration could be an explanation for the recent methane
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increase and a simultaneous decline in δ13C. With decreasing OH concentrations, methane
is less exposed to oxidation and the associated isotopic fractionation, which would lead
to an enrichment in the heavier 13C of the remaining methane, is reduced. This means
in reverse, atmospheric methane remains isotopically more negative. Furthermore, a re-
duced oxidation capacity in turn means, that methane emissions are lower than originally
assumed. Turner et al. (2017) considered, for example, that a decrease of emissions in the
Southern Hemisphere, which are typically enriched in the heavier isotope, could result in
a more negative global mean δ13C.

In this section I want to examine the effect of reduced isotopic fractionation on the
global mean surface δ13C. This is done by assuming a moderate change in the tropospheric
τCH4

of about 0.5 yr. I conducted two sensitivity simulations based on the SDISO-base-c
simulation starting in 2008. Emissions are kept constant after 2007 to rule out the effect of
variations in the emissions. The first simulation, named SDISO-base-OH, uses the OH field
of the SDISO-base-c simulation. As shown above, the global mean tropospheric lifetime of
the SDISO-base-c simulation is about 9 years. In the second simulation, named SDISO-
base-OH-9.5, OH concentrations are scaled to obtain a global mean tropospheric lifetime
of about 9.5 years.

Results and discussion of OH sensitivity simulations

Figure 6.25 shows the results of the simulation SDISO-base-c and the two sensitivity sim-
ulations SDISO-base-OH and SDISO-base-OH-9.5. The monthly averaged global mean
surface CH4 mixing ratio of the SDISO-base-OH simulation is similar to the SDISO-base-c
simulation. Although emissions are kept constant, methane increases after 2007 and follows
the course of the SDISO-base-c simulation. The methane level of the stabilisation period is
not maintained throughout the simulation, since total methane emissions in 2007 are larger
than those between 2000 and 2006. Holding emissions constant after the year 2006 would
presumably have led to a state of equilibrium. The global mean CH4 mixing ratio of the
SDISO-base-OH-9.5 simulation increases sharply and exceeds that of the other simulation
by far. This is explained by the reduced CH4 oxidation. In order to correspond to the
observed methane level in the atmosphere, methane emissions in the SDISO-base-OH-9.5
simulation would have to be lower. The global mean δ13Csim

surf of both sensitivity simula-
tion decreases and lies below the result of the SDISO-base-c simulation (see Figure 6.25,
right panel). The simulated decline possibly arises from larger wetland emissions in 2007
compared to the years 2008-2019 in the SDISO-base-c simulation (see also Figure 6.15).
The two sensitivity simulations use the emissions of the year 2007 for the years 2008 until
2019. Consequently, the wetland emissions are larger than in the SDISO-base-c simulation.
Although not further investigated in the present study, this supports the assumption that
biogenic emissions are the primary cause for the observed methane increase. However, the
SDISO-base-OH simulation and the SDISO-base-OH-9.5 simulation differ in their global
mean δ13Csim

surf , the latter being slightly more negative. The global mean tropospheric
lifetime of the SDISO-base-OH-9.5 simulation between 2008 and 2019 is 9.451 (±0.006)
years. This represents an increase of the methane lifetime by about 0.45 yr and leads to
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a decrease in the global mean δ13Csim
surf of about 0.03 ❤ compared to the SDIO-base-OH

simulation. The influence of the isotopic fractionation seems to be small in the SDISO
setup and cannot explain the total decline in the observed global mean δ13C. Nevertheless,
as discussed in Section 6.1, also uncertainties in the applied KIE (OH oxidation) reveal
in the SDISO setup. Moreover, a reduction of OH implies fewer emissions of methane.
This could additionally change the flux-weighted emitted global mean δ13C towards more
negative values. As mentioned above, the current understanding of the temporal evolution
of OH in the atmosphere is highly uncertain. By analysing various CCMI models, Zhao
et al. (2020) found a positive OH trend between 1980 and 2010, and consistent therewith,
Nicely et al. (2020) found a methane lifetime downward trend between 1980 and 2015.
Nevertheless, the results show that OH plays an important role in the investigation of the
recent methane rise and should not be ignored.
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Figure 6.25: Global mean surface methane mixing ratios of the SDISO-base-c simulation
and the two sensitivity simulations SDISO-base-OH and SDISO-base-OH-9.5 (left panel)
and the resulting global mean surface δ13C of each simulation (right panel).

6.4 Summary and outlook

The presented study aims to understand the global atmospheric methane increase after
2007 and the simultaneous global decrease in δ13C. In particular, I investigated the role of
shale gas in this renewed methane increase by using the state-of-the-art chemistry climate
model EMAC. In Section 6.1 I built the SDISO setup based on the most recent methane
emission inventories and δ13C source signatures. Instead of applying a global mean δ13C for
each source, I broke down the individual source signatures depending on source material
and their type of formation. First simulations were successfully performed and their results
are promising. The CH4 mixing ratios are well represented in the model and comparable
to the observations on both, regional and global scales. Despite showing a negative bias,
the global mean surface δ13C agrees well with the observed global mean.

In Section 6.2, I examined the role of shale gas emissions by testing the hypothesis
proposed by Howarth (2019). Therein, shale gas emissions account for 33 % of the addi-
tional methane emissions after 2007. According to Howarth (2019), shale gas emissions
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have a relatively negative isotopic signature compared to those of conventional fossil fuel
emissions. Increasing shale gas emissions may therefore have contributed to the observed
decline in the global atmospheric δ13C. I performed six sensitivity simulations with different
assumptions on the contribution of conventional fossil fuel emissions, biogenic emissions
and shale gas emissions. Furthermore, biomass burning emissions are modified in some
of the sensitivity simulations. All simulations were then analysed with respect to their
resulting global mean δ13Csim

surf .
The ideas of Howarth (2019) were not confirmed with the SDISO setup. The results

indicate that shale gas emissions do not primarily lead to the observed negative trend.
Though they still may contribute to the renewed methane increase, since recent measure-
ments of atmospheric ethane indicate increasing fossil fuel emissions from the United States
(Helmig et al., 2016; Franco et al., 2016; Hausmann et al., 2016). Instead, biomass burning
emissions played a larger role and a decrease of 7.9 Tg /yr resulted in a decrease of the
global mean surface δ13C. However since this decrease is presumably too large, it is likely
that biogenic emissions from agriculture or wetlands are the major driver of the new in-
crease. Schaefer et al. (2016) suspected agricultural emissions as the main contributor. In
the presented base simulation nearly 46 % of the additional emissions after 2007 are due to
livestock, rice and landfills. In contrast, wetland emissions in the SDISO setup remain rel-
atively constant after 2007. Constant wetland emissions agree with the findings of Poulter
et al. (2017), but recent studies suggest a major contribution of wetlands after 2007 (Nisbet
et al., 2019; Rosentreter et al., 2021). Studying the influence of wetland emissions was,
however, beyond the scope of this study. The SDISO setup seems to be suitable for fur-
ther sensitivity simulation towards wetland emissions. However future simulations should
include the most recent GFED v4.1s inventory for biomass burning emissions throughout
the whole simulation period from 1990 to 2019.

I further investigated the influence of the global OH distribution on the tropospheric
lifetime of the individual methane sources in the SDISO setup. The tropospheric lifetimes
with respect to OH do not differ significantly between the individual methane sources. This
is possibly attributed to rapid and effective atmospheric transport through regions with
different oxidation capacities. From these results it can be concluded that boreal emissions
did not contribute more to the global mean δ13Csim

surf than tropical emissions. However,
results might be different when applying an interactive chemistry with feedbacks on the
OH concentrations.

The applied OH field is also crucial for the analysis of the global methane budget.
Section 6.3 examines the influence on the global mean surface δ13C when the tropospheric
lifetime increases by 0.5 years. The effect of less isotopic fractionation due to less oxidation
of methane is rather small and does not explain the total decline in the global mean δ13C.
However, possible changes in the methane emission estimates are not considered here and
further studies need to include temporal OH variations.





Chapter 7

Summary, discussion and conclusions

Methane (CH4) is the second most important greenhouse gas, in terms of anthropogenic
radiative forcing (Myhre et al., 2013). It is emitted at the Earths’ surface from anthro-
pogenic and natural sources, and mainly removed by the hydroxyl radical (OH) in the
troposphere. Atmospheric mixing ratios have increased since the beginning of the indus-
trialisation and continue to grow (Dlugokencky et al., 2011; Nisbet et al., 2014, 2019).
Due to its the relatively short atmospheric lifetime, a reduction of methane emissions has
great potential for climate change mitigation (Dlugokencky et al., 2011). After a period
of stable mixing ratios since 2000, a strong increase has been observed since 2007. The
causes of this renewed increase are not yet fully understood. The main drivers could be
either biogenic sources (mainly wetlands, agriculture or waste management), thermogenic
sources (mainly fossil fuels) or a combination of both (Hausmann et al., 2016; Schaefer
et al., 2016; Schwietzke et al., 2016; Worden et al., 2017; Nisbet et al., 2019; Jackson et al.,
2020; Rosentreter et al., 2021). Furthermore, changes in the major sink of CH4 (i.e. OH)
might play a role (Turner et al., 2016; Rigby et al., 2017). However, until today large
uncertainties remain in the total emission estimates (Kirschke et al., 2013; Saunois et al.,
2016, 2020). Understanding the global methane budget requires comprehensive measure-
ments, as well as reliable regional and global numerical models. Moreover, studying stable
isotopes provides a powerful tool to constrain atmospheric methane to individual sources.

The overall motivation for the presented thesis is, to contribute to the understanding
of the global methane budget using regional and global modelling approaches, and by
exploiting the additional information based on stable isotopes. The thesis comprises three
main parts (i.e. Chapter 4, 5 and 6). Chapter 4 analyses hind- and forecasts of regional
point source emissions from coal mining, simulated by a global/regional on-line nested
chemistry climate model. In addition, stable methane isotopologues are simulated on
regional scale (see Chapter 5). To do so, I use a simplified approach to calculate the basic
chemistry and physics of CH4 and its isotopologues (MESSy submodel CH4, Winterstein
and Jöckel, 2021). The last section (Chapter 6) discusses the global atmospheric CH4 and
δ13C(CH4) evolution since 2007, using a state-of-the-art global chemistry climate model.
Section 7.1 summarizes the different modelling approaches, and the preparations for the
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individual simulations. Section 7.2 concludes the results with respect to the scientific
questions raised in Chapter 1 and includes a short outlook.

7.1 Summary of the methodology

Regional modelling of CH4 emissions

The first part of the presented study comprises the development of a forecast system
with the global/regional on-line nested chemistry climate model “MESSyfied ECHAM and
COSMO models nested n times” (MECO(n), Kerkweg and Jöckel, 2012a; Mertens et al.,
2016). Throughout the measurement campaign CoMet 1.0, this forecast system provided
6-day forecasts of regional methane emissions from coal mining ventilation shafts in the
Upper Silesian Coal Basin (USCB) in Poland. Three regional model instances with pro-
gressing smaller spatial and temporal resolutions are nested into each other (down to a
spatial resolution of 2.8 km), in order to simulate the small-scale features of the atmo-
spheric CH4 distribution within the study area. The regional model instances are driven
by the global chemistry climate model ECHAM/MESSy (EMAC, Jöckel et al., 2010),
which is constrained with the analysed and forecasted meteorology by Newtonian Relax-
ation. Each regional model domain receives its’ boundary conditions from the respective
coarser-resolved model domain. The forecast products comprise the simulation of two in-
dependent CH4 tracers: the first includes all methane emission fluxes, the second only
considers the point source emissions from the coal mining ventilation shafts, without any
background CH4. After the campaign, these forecasts and an analysis simulation covering
the whole campaigns’ time period, were conducted again. Thereby the model output along
the measurement flight tracks was sampled. This model output is compared to the CoMet
1.0 observations, in order to evaluate the forecast skill and the general ability of MECO(3)
to simulate regional methane emissions. The results are discussed in Chapter 4 and are
already published in Nickl et al. (2020).

The second part, includes the simulation of stable CH4 isotopologues with the MECO(3)
model on regional scale. The CH4 submodel extension described by Winterstein and Jöckel
(2021) calculates the chemistry and physics of the stable isotopologues. Thereby it con-
siders the isotopic fractionation during the sink processes of methane. I performed several
analysis simulations of the CoMet 1.0 campaign, using different δ13C(CH4) signatures for
the coal mining emissions in the USCB. The model results were examined for their ability
to simulate δ13C(CH4) variability in methane plumes relative to the background on re-
gional scale. The comparison of observations further helped to determine an overall source
signature of coal mining emissions in the USCB. This is presented in Chapter 5.

Global modelling of stable CH4 isotopologues and the recent CH4 rise

Chapter 6 aims to understand the global CH4 rise after 2007 and the simultaneous decline
of the global mean surface δ13C(CH4). The main focus lies on testing the hypothesis
of Howarth (2019), i.e. the contribution of CH4 emissions due to shale gas extraction to
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the observed global CH4 rise. In light of this I built a model setup using the state-of-
the-art global chemistry climate model EMAC. The setup is based on recent CH4 emission
inventories. The individual isotopic signatures of methane are a suitable tool to distinguish
between biogenic, thermogenic and pyrogenic origin. Furthermore, δ13C(CH4) varies within
individual emission sectors, e.g. wetlands, coal or biomass burning. This is for example due
to different types of organic source material or different environmental conditions during the
formation of CH4 (Whiticar, 1999). Therefore, the preparation comprises a comprehensive
breakdown of all isotope source signatures based on recent literature values. I conducted
several transient sensitivity simulations of the years 1990 to 2019. A first base simulation
is analysed with respect to the global atmospheric distribution of CH4 and δ13C(CH4), and
the observed global means since 2000. In a second step, I introduced shale gas emissions
as an individual source category with different δ13C(CH4). These shale gas emissions were
steadily increased since 2007 and sum up to 33 % of the total additional emissions between
2007 and 2014 (as suggested by Howarth, 2019). To maintain the total sum of the CH4

emission fluxes, I reduced the remaining source category emission fluxes accordingly. Six
sensitivity simulations were conducted.

In addition, I investigated if the atmospheric distribution of OH causes individual
source emissions to contribute differently to the global mean surface δ13C(CH4). This
consideration arises from the fact that the OH distribution in the troposphere varies greatly.
Depending on where methane is emitted, it could be removed at different rates. To test
this assumption, I calculated the tropospheric lifetime of CH4 for each emission sector with
respect to OH. In a last step, I explored the effect of a global OH reduction onto the global
mean surface δ13C(CH4). The oxidation of methane leads to an isotopic fractionation
and a more positive δ13C(CH4) of the remaining atmospheric methane. Consequently,
less methane oxidation could be an explanation for the decline of the global mean surface
δ13C(CH4) and the increase in the methane mixing ratios. I performed two sensitivity
simulations with constant methane emissions and a reduction of the OH concentration
after 2007.

7.2 Discussion and conclusions

Based on the applied methodology, I am able to answer the initially raised scientific ques-
tions:

How well do we understand the CH4 distribution on regional scale? How
well can we simulate and forecast regional CH4 distributions with a regional
model? Is there an improvement of the models’ skill with increasingly finer
model resolution?

The regional atmospheric CH4 distribution depends on local CH4 emissions from the
Earths’ surface, its chemical loss and atmospheric transport in the regarded area. Our
current understanding of local emission estimates varies among regions and the associated
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sources. Anthropogenic sources are usually better localized than natural sources, which
makes it easier to quantify them. This is also evident, when comparing bottom-up and top-
down inventories, which show smaller deviations from each other for anthropogenic sources
(Saunois et al., 2020). Nevertheless, difficulties in accurate estimates remain, e.g. in poorly
observed regions, or for emissions on very small-scales. In this modelling study, the focus is
on modelling regional methane emissions from coal mining ventilation shafts in the USCB.
The chemical sink is kept constant in all simulations. The answer to the above questions,
therefore, only addresses this particular region and the respective emission estimates.

The results of the comparison with the CoMet 1.0 observations showed that the global
and regional on-line nested chemistry climate model MECO(3) is able to simulate the CH4

point source emissions from the coal mining ventilations shafts in the USCB reasonably
well. This could not necessarily be expected, regarding the fact, that only the global
EMAC model is “nudged” towards the ECMWF data, i.e. constrained with forecasted
or observed meteorology. The finer model instances, in contrast, are only constrained at
their boundaries by the next-coarser model instance. Therefore, they develop their own
meteorology within the model domains.

The best agreements with observations are obtained for vertically integrated values and
the vertical gradient of CH4 in the atmosphere. This is deduced from the comparison with
LIDAR measurements and airborne in-situ measurements along so-called “diving” flights,
respectively. The simulation of smaller-scaled patterns (airborne high-frequency in-situ
measurements), measured close to coal mining ventilations shafts, is, however, challenging.
Nevertheless, MECO(3) provided good results when wind conditions were most stable
and, therefore, favourable for detecting CH4 plumes. The disagreements between model
results and observations are mostly attributed to the applied emission inventories (i.e. use
of emission from 2012 to simulate the 2018), and a too shallow Planetary Boundary Layer
Height (PBLH) simulated by the model. Apart from that, methane emissions associated
with coal mining can be well simulated by two individual methane tracers. The tracers
either comprise only the point source emissions from the ventilation shafts, or the total CH4

emission fluxes (i.e. background and point source emissions). Deviations in the amplitudes
of individual methane peaks suggest different source strengths in the underlying emission
inventories, i.e. CoMeT ED v1 based on E-PRTR (2014) and EDGAR v2FT2010 (Janssens-
Maenhout et al., 2013), respectively. However, the position and timing of the methane
peaks are in good agreement. This provides a good tool to distinguish between local source
emissions from fluctuations in the background. Moreover, it implies that the emission
sources of both inventories are consistent and reliable. A quicklook at more recent emission
inventories reveals, that emission estimates have improved and better match with the
amplitudes in the observed CH4 mixing ratios.

Summarizing, this study suggest that – with our current understanding of local point
sources – we can reproduce the observed methane distribution in the atmosphere on regional
scales well. The MECO(3) model yields promising results and can produce supporting fore-
casts for future measurement campaigns. The evaluation of the forecast skill shows that
MECO(3) provides reliable forecasts up to forecast day four. The finest-resolved model
instance (spatial resolution of 2.8 km) shows no significant improvement compared to the
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next coarser-resolved model instance (spatial resolution of 7 km). For the purpose of the
campaigns’ flight planning, equally good results can be achieved. However, the increasing
resolution holds a benefit for a detailed consideration of the individual methane peaks.
The presented study concentrated on very strong anthropogenic point source emissions,
which were already localized. Current global emission estimates show that the largest
uncertainties can be attributed to natural sources, such as wetland emissions, geological
seepage and inland waters (Saunois et al., 2020). For example, the total natural source
emissions between 2008-2017 are estimated to be 371 Tg(CH4)/yr [245-488] in bottom-up,
but only 218 Tg(CH4)/yr [183-248] in top-down approaches (Saunois et al., 2020). With
the MECO(3) model a tool has been established, which helps to verify emission estimates
from local sources. The CoMet-like campaign MACIG (Monitoring of Atmospheric com-
position and Greenhouse gases through multi-Instrument Campaigns) carried out in 2021
and the future CoMet 2.0 campaign in 2022 aim on quantifying diffuse emissions from
boreal wetlands. A model evaluation with respect to these measurements could provide
further insights into how well current emission inventories resolve and estimate such dif-
fuse emissions regionally. Future simulations should, however, include updated emission
inventories to prevent biases between observations and simulations.

How well do we understand stable CH4 isotopologues on regional scales and
how well can we simulate them? Do we see differences in the isotopic signatures
relative to the background signature?

The regional δ13C(CH4) distribution in the atmosphere depends on the emitted δ13C(CH4),
the background δ13C(CH4) advecting into the regarded area, and the isotopic fractionation
during sink processes. The δ13C(CH4) signatures are different for biogenic, thermogenic and
pyrogenic methane. Depending on the emission source category (e.g. fossil fuel, livestock,
wetlands, biomass burning), even finer δ13C(CH4) distinctions can be made. The here
presented simulations use recent literature-based δ13C(CH4) signatures for the individual
emission source categories.

Based on these isotopic signatures, the MECO(3) model is able to simulate the ob-
served isotopic composition in the USCB. Moreover, differences relative to the background
δ13C(CH4) are resolved. These differences of the δ13C(CH4) can be attributed to the local
sources, i.e. coal mining ventilation shafts. The results prove that with the current emis-
sion inventories and knowledge of the individual isotope source signatures, we are able to
reproduce the background δ13C(CH4) and δ13C(CH4) variability on regional scales.

In addition, this study has shown, that the simulations can support the interpretation
of the measurements. By comparison with observations, an average δ13C(CH4) of -51 ❤
for coal mining emissions in the USCB was determined. This value is in accordance with
other δ13C(CH4) signatures, reported for the USCB area (Zazzeri et al., 2016, -50.9 ± 0.6).
However, the comparison with the observation also revealed several discrepancies. These
are mainly attributed to the fact that small-scale observations were more difficult to sim-
ulate. As mentioned above, the accurate simulation of the local methane plumes strongly
depends on the meteorological conditions and on the representation of the PBLH.
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Comprehensive knowledge about local δ13C(CH4) signatures is crucial for further in-
vestigations of the global methane budget. Based on the comparison with airborne ob-
servations, the present study estimated an average δ13C(CH4) value for the USCB region.
However, δ13C(CH4) source signatures can vary strongly among single point sources within
one specific area (Kotarba, 2001; Zazzeri et al., 2016). For example, Kotarba (2001) re-
ports δ13C(CH4) signatures between -79.9 and -44.5 ❤ for coalbeds in the USCB. The
simulation of stable isotopologues with the MECO(3) model provides a suitable tool to as-
sign observed methane plumes to individual point sources. The recently published CoMet
ED v4 inventory (Ga lkowski et al., 2021a) comprises emission fluxes and δ13C(CH4) of
the individual ventilation shafts. A more precise assessment of the simulated δ13C(CH4)
in methane plumes with respect to this inventory is therefore desirable. However, the
investigation of individual methane plumes was beyond the scope of this thesis.

How do different CH4 source categories, and in particular shale gas emissions,
contribute to the global CH4 budget?

A first base simulation with the global chemistry climate model EMAC was successfully
performed. The regional breakdown of the δ13C(CH4) source signatures leads to a well
represented global δ13C(CH4) distribution. Both, vertical and meridional gradients in the
atmosphere are well reproduced. This is also true for the distribution of the CH4 mixing
ratios. Furthermore, regions with large expected emissions, such as the Amazon region,
are clearly distinguishable from the background level. From that, it can be deduced, that
the applied emission inventories (i.e. EDGAR v5.0, Crippa et al. (2020) and EMPA, Frank
(2018)) and the isotopic source signatures from the literature enable our state-of-the art
chemistry climate model to reproduce the actual atmospheric methane and δ13C(CH4)
distribution adequately. In addition, the observed temporal trend of the global mean
surface CH4 and δ13C(CH4) can be simulated well by the model. The simulation reflects
the plateau between 2000 and 2007 and the new increase in CH4 since 2007. The global
mean surface δ13C(CH4) decline after 2007 is not as pronounced as in the observations.
Moreover, a continuous offset between simulated and observed δ13C(CH4) exists. This
is partly explained by uncertainties in the isotopic fractionation factor applied for the
oxidation with OH.

Summarizing, these results are very promising. This study has built a comprehensive
setup to assess the stable isotopologes of CH4 and to constrain individual source con-
tributions. The results of the base simulation provide a consistent picture for further
investigations of the overall methane budget.

The ideas of Howarth (2019), i.e. that shale gas emissions could be a major driver of
the global CH4 rise since 2007 and the decline in global mean surface δ13C(CH4), were
tested in several sensitivity simulations. A potential contribution of shale gas emissions to
the new CH4 rise cannot be discounted. Several studies suggest that emissions from fossil
fuels in North America must have increased in the last decade (Helmig et al., 2016; Franco
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et al., 2016; Hausmann et al., 2016). In addition, shale gas production has become more
important, particularly in the United States (EIA, 2015, 2019). However, results of the sen-
sitivity simulations in the present study show that the decrease in the global mean surface
δ13C(CH4) is not achievable with increasing shale gas emissions alone. Instead, the results
show that the global mean surface δ13C(CH4) is very sensitive to changes in biomass burn-
ing emissions. The presented approach assumes a very strong decrease in biomass burning
emissions, which leads to the observed global mean surface δ13C(CH4) decline. Although,
reduced biomass burning emissions after 2007 are likely (Worden et al., 2017), such a
strong decrease is not supported by other studies (Worden et al., 2017; Randerson et al.,
2017). Consequently, the biogenic emissions after 2007 must be larger than I assume in the
present setup (i.e. 46 % of the additional emissions between 2007 and 2014 due to emissions
from livestock, rice farming and landfills). Biogenic sources have in general more negative
δ13C(CH4) signatures than fossil fuel emissions, and might explain the observed global
mean surface δ13C(CH4) decline. A more dominant role of biogenic emissions compared to
fossil fuel emissions is also supported by several other studies, e.g. Schwietzke et al. (2016);
Schaefer et al. (2016); Nisbet et al. (2019). In addition, a reduced atmospheric oxidation
capacity (mainly OH sink) could lead to increasing CH4 mixing ratios and the decreas-
ing δ13C(CH4) (Rigby et al., 2017; Turner et al., 2017). The effect of OH onto the global
mean surface δ13C(CH4) is discussed as part of the subsequent research question, see below.

In the presented EMAC setup, the wetland emissions are kept relatively constant after
2007. This is in accordance with findings of Poulter et al. (2017), who suggest no significant
contribution of wetland emissions to the renewed global CH4 increase. In contrast, other
studies suggest that wetlands might contribute largely (Nisbet et al., 2019; Rosentreter
et al., 2021). Natural emissions are strongly associated with climate feedbacks and wetland
emissions will presumably increase as a result of rising temperatures and higher water tables
(Gedney et al., 2004; Zhang et al., 2017). The presented EMAC setup has been proven
to be a suitable tool for further investigations, which could involve the role of wetlands.
Future studies should, however, include updated biomass burning emissions (e.g. GFED
4.1s inventory).

Understanding the contribution of natural and anthropogenic emissions is urgently
needed for climate change mitigation strategies and in order to reach policy-relevant tem-
perature targets. Reducing anthropogenic emissions is more feasible than reducing natural
emissions. Beyond that, reduced anthropogenic emissions will have a rapid impact on the
global methane burden. This in turn, mitigates global warming and presumably lowers the
feedbacks on natural wetlands emissions. Consequently, even in the case of large natural
emissions, the reduction of anthropogenic emissions should be the target of action.

How does the global OH concentration and its atmospheric distribution influ-
ence the global mean surface δ13C(CH4) signature?

OH is the major sink of CH4 in the atmosphere and plays an important role in the inves-
tigation of the recent methane rise. The atmospheric lifetime of methane mainly depends
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on the OH concentration. Since the latter varies with latitudes, methane emitted at dif-
ferent regions of the Earth could have different atmospheric lifetimes. I calculated the
tropospheric lifetimes with respect to OH for each individual emission source category
(e.g. wetlands boreal, wetlands tropical, fossil fuels, biomass burning) in the presented
simulations. As they are emitted at different latitudes, they could contribute differently to
the global CH4 rise and the global mean surface δ13C(CH4). The calculated mean tropo-
spheric lifetime of all emissions is 9.021 years (for the period between 2008 and 2019). This
lies within the range of other reported lifetime estimates (e.g. Prinn et al., 2005; Jöckel
et al., 2006; Frank, 2018; Prather et al., 2012; Voulgarakis et al., 2013). The tropospheric
lifetimes of the individual emission source categories do not differ significantly. This is
due to a rapid and efficient atmospheric transport through regions with different oxidation
capacities (i.e. OH concentrations). The results show, that the latitudinal OH distribution
does not impact the relative contribution of different emission source categories to the
global CH4 rise and the global mean surface δ13C(CH4). However, it should be mentioned,
that the OH field in the simulation is pre-defined. Consequently, potential feedbacks on
the OH concentration were not considered.

The methane oxidation with OH results in an isotopic fractionation of the remaining
methane in the atmosphere. In a further sensitivity simulation, I tested the influence of an
OH reduction on the global mean surface δ13C(CH4). Therefore, the methane emissions
have been hold constant since 2007. The reduction of OH resulted in a prolonged tropo-
spheric CH4 lifetime of 0.5 years. The effect of this OH reduction is rather small and does
not explain the total decline in the global mean surface δ13C(CH4).

Since tropospheric OH is the most important sink of CH4, the applied OH field in global
models is crucial for understanding the global CH4 budget. Nevertheless, atmospheric OH
is difficult to measure and highly uncertain in global climate models (Zhao et al., 2020;
Nicely et al., 2020). Here, I used pre-defined OH concentrations, which are not subject
to any feedbacks. Possible temporal OH variations should be considered in future stud-
ies. Moreover, investigations should be carried out with interactive chemistry considering
potential feedbacks on the OH concentration.
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Myhre, G., D. Shindell, F.-M. BrÃ➞on, W. Collins, J. Fuglestvedt, J. Huang, D. Koch, J.-
F. Lamarque, D. Lee, B. Mendoza, T. Nakajima, A. Robock, G. Stephens, T. Takemura,
and H. Zhang
2013. Anthropogenic and natural radiative forcing, Pp. 659–740. Cambridge, UK:
Cambridge University Press.



BIBLIOGRAPHY 135

Nair, H., M. E. Summers, C. E. Miller, and Y. L. Yung
2005. Isotopic fractionation of methane in the martian atmosphere. Icarus, 175(1):32–35.

Nicely, J. M., B. N. Duncan, T. F. Hanisco, G. M. Wolfe, R. J. Salawitch, M. Deushi, A. S.
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2005. Technical note: The new comprehensive atmospheric chemistry module MECCA.
Atmospheric Chemistry and Physics, 5(2):445–450.

Saueressig, G., P. Bergamaschi, J. N. Crowley, H. Fischer, and G. W. Harris
1995. Carbon kinetic isotope effect in the reaction of CH4 with Cl atoms. Geophysical
Research Letters, 22(10):1225–1228.

Saueressig, G., P. Bergamaschi, J. N. Crowley, H. Fischer, and G. W. Harris
1996. D/H kinetic isotope effect in the reaction CH4+Cl. Geophysical Research Letters,
23(24):3619–3622.

Saueressig, G., J. N. Crowley, P. Bergamaschi, C. Brühl, C. A. M. Brenninkmeijer, and
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Appendix

A.1 Additional material: Hind- and forecasting of re-

gional methane emissions with MECO(n)

Figure A.1: Comparison of the S4D model output (CH4 FX tracer) and observations
sampled along the flight tracks of P3, P6, P7 and P1. Black: observed CH4 mixing ratios,
measured in-situ on board D-FDLR. Red and blue: CH4 mixing ratios simulated by the
CM7 and CM2.8 model instance, respectively.
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A.2 Additional material: Simulation of δ13C(CH4) in

coal mining emissions with the regional model

MECO(3)
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Figure A.2: Comparison of the ANA.ISO simulation (-51 ❤) and the observations along
the flight track of P2. Upper panel: CH4 mixing ratios of in-situ measurements (black) and
simulated CH4 FX tracer (blue). Middle panel: simulated δ13C (blue) and δ13C of flask
samples (black). Note that a constant value of -0.63 ❤ is added to the simulation results.
Lower panel: Flight height (black) and vertical distribution of simulated δ13C along the
flight track.
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Figure A.3: Similar to Figure A.2, but for flight track of P5.
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Figure A.4: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P1.
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Figure A.5: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P2.
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Figure A.6: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P3.



A.2 Additional material: Simulation of δ13C(CH4) in coal mining emissions
with the regional model MECO(3) 147

2.0

2.5

CH
4 

[p
pm

]

20180606

obs. sim.

49

48

13
C C

H
4 

[
]

13:15 13:30 13:45 14:00 14:15 14:30 14:45 15:00 15:15
UTC

700

800

900

P
re

ss
 [h

P
a]

48.0 47.8 47.6 47.4 47.2 47.0
13CCH4 [ ]

Figure A.7: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P5.
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Figure A.8: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P6.



148 A. Appendix

2.0

2.5

CH
4 

[p
pm

]

20180611

obs. sim.

49

48

13
C C

H
4 

[
]

11:15 11:30 11:45 12:00 12:15 12:30 12:45 13:00 13:15 13:30
UTC

700

800

900

P
re

ss
 [h

P
a]

48.0 47.8 47.6 47.4 47.2 47.0
13CCH4 [ ]

Figure A.9: Similar to Figure A.2, but for ANA.ISO simulation #3 (USCB) and flight
track of P7.
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A.3 Additional material: Simulation of the recent methane

increase and the corresponding δ13C(CH4)

A.3.1 Model setup

Calculation of the number of rare and abundant molecules to split emission
fluxes according to their specific δ13C(CH4) and δD(CH4) signatures.

Anthropogenic emissions of the EDGAR v5.0 inventory are provided in kg(CH4) m-2 s-1

and need to be converted into to molecules m-2 s-1.

Equations for δ13C(CH4):

n12CH4,i =
(fluxi ∗ A)

Mw12CH4
+ (δ13Ci/1000 + 1) ∗RC ∗Mw13CH4

)
(A.1)

n13CH4,i = (δ13Ci/1000 + 1) ∗RC ∗ n12CH4,i (A.2)

Equations for δD(CH4):
qi = RD ∗ (δDi/1000 + 1) (A.3)

nCH4D0,i =
(fluxi ∗NA) ∗ (1 − 3 ∗ qi)

(MwCH4D0 ∗ (1 − 3 ∗ qi) + (4 ∗MwCH3D + qi))
(A.4)

nCH3D,i =
4 ∗ nCH4D0,i ∗ qi

1 − 3 ∗ qi
(A.5)

With n*i being the number of molecules of the specific isotopologues per grid i, fluxi being
the methane flux per grid in g, Mw* being the molar weights of the specific molecules, NA

being Avogadro’s constant, and RC and RD being the isotopic ratios of the two standards
VPDB and VSMOW, respectively.

Bias calculation for initial δ13C adjustment

The SDISO-base-c and SDISO-base-v simulations are initialized in order to account for the
bias between the simulated and observed δ13C signatures after the spin up time. Instead
of reducing the bias, initial conditions are scaled to corrsepond to this bias from the
beginning of the simulations (as explained in Chapter 6). As a reference I use the ground-
based observational global mean δ13C calculated by Schaefer et al. (2016)) between 2000
and 2007. The bias is defined as the median of the differences between simulated (test
simulations) and observed surface global mean δ13C during the respective time period.
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A.3.2 SDISO-base-c and SDISO-base-v discussion
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Figure A.10: Comparison of the simulated SDISO-base-c global averaged surface CH4

mixing ratios (gray), the simulated SDISO-base-c global averaged marine surface CH4

mixing ratios (blue) and the observed global averaged marine near surface CH4 mixing
ratios (black) taken from Dlugokencky et al. (2020).

0.0

0.5

1.0

1.5

0.0 0.5 1.0 1.5

S
ta

n
d
a
rd

 D
e
v
ia

ti
o
n
 (

n
o
rm

a
liz

e
d
)

Standard Deviation (normalized)

C
orrelation

0
.1

0
.2

0
.3

0
.4

0
.5

0
.6

0.7

0.8

0.9

0.95

0.99

13CCH4 δ

Figure A.11: Taylor diagrams summarizing the time series comparison of observed and
simulated methane mixing ratios (left panel) and δ13C (right panel) simulated by SDISO-
base-c / -v at specific NOAA stations. Different shapes refer to the different zones of
latitudes on Northern Hemisphere (NH) and Southern Hemisphere (SH). Triangle: high
latitudes on NH, circle: mid and low latitudes on NH, square: mid and low latitudes on
SH, star: high latitudes on SH.
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A.3.3 Sensitivity studies towards shale gas emissions
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Figure A.15: The Taylor diagram illustrates the statistical comparison between the sur-
face CH4 mixing ratios (left panel) and δ13C(CH4) (right panel) of the SDISO-base-c and
SDISO-sens (upper panels) or SDISO-gfed (lower panels) simulations and those of the
observations at single sampling sites between 2008 and 2019. The different symbols de-
scribe the climate zones where the sampling sites are located, i.e.: Northern high latitudes
(triangle), northern mid latitudes and tropics (circle), southern mid latitudes and tropics
(square) and southern high latitudes (star). I used only those sampling sites, where both,
CH4 mixing ratios and δ13C(CH4) measurements are available (indicated by the orange
dots on the map in Fig. 6.7). Note, that for many sampling sites the observational data is
not available throughout the whole time period.
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Figure A.16: Comparison of the SDISO-base-c (in light gray) and SDISO-sens (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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Figure A.17: Comparison of the SDISO-base-c (in light gray) and SDISO-sens (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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Figure A.18: Comparison of the SDISO-base-c (in light gray) and SDISO-sens (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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Figure A.19: Comparison of the SDISO-base-c (in light gray) and SDISO-gfed (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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Figure A.20: Comparison of the SDISO-base-c (in light gray) and SDISO-gfed (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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Figure A.21: Comparison of the SDISO-base-c (in light gray) and SDISO-gfed (coloured)
monthly averaged δ13C with observations (in black) at different sampling sites.
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