Abstract—5G radio access network (RAN) slicing envisions a solution to flexibly deploy heterogeneous services as slices sharing the same infrastructure. However, this level of flexibility renders slice isolation challenging, mainly due to the stochastic nature of wireless resources. In the state-of-the-art, RAN slicing algorithm’s efficiency with respect to slice isolation is related to the ability of meeting individual slice requirements. However, mostly an aggregated slice performance guarantee is considered instead of per user guarantees. Hence, state-of-the-art approaches might not always provide the satisfaction of all users within a slice. Indeed, our results demonstrate that if user requirements within a slice are not included in the RAN slicing algorithm, the per user quality-of-service (QoS) may not be fulfilled. In this paper, we investigate the definition of slice isolation as the ability to satisfy individual users’ throughput within slices, in a frequency selective, multi-cell wireless scenario with focus on maximizing slices’ throughput. Our problem is tackled with a Lyapunov optimization approach, which proves to always achieve slice isolation. Our results show that our solution does not only achieve 100% user QoS guarantees compared to 50% achieved in the state-of-the-art, but also doubles the throughput with increasing number of BSs.
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I. INTRODUCTION

Next generation 5G/6G networks are facing increased traffic demands and a rise of heterogeneous applications such as tele-operations, online gaming, aircraft entertainment, in-train communications and internet of things (IoT) with thousands of connected devices [1]. Existing one-size-fits-all network architectures cannot cater for this level of heterogeneity. To this end, 5G/6G networks are witnessing a new era of radio access networks (RANs). The concepts of programmability and softwarization are being introduced by 3GPP standardization [2] to offer new levels of flexibility. In that regard, the conventional RAN architecture has been split into control and data plane through means of software-defined networking (SDN), paving the way towards SD-RAN architectures. The SD-RAN architecture envisions a centralized control plane in what called SD-RAN controllers and the data plane remains in the base stations (BSs). This centralization enables the SD-RAN controllers to have a better view of the underlying BSs and achieve higher performance through careful coordination.

While SDN can ease the resource management and orchestration, still cannot accommodate standalone the heterogeneity of emerging applications. To address the above issue, the concept of RAN slicing has emerged. RAN slicing enables the co-existence of multiple virtual mobile network operators (VMNOs) or third parties such as automotive, factories, aircrafts, sharing the same physical infrastructure, where each slice should remain unaffected by other slices, preserving isolation [3].

While RAN slicing offers more efficient spectrum allocation (i.e., physical resource blocks (PRBs), cost reduction and multiplexing gain [4], [5], [6], it renders slice isolation challenging, especially in a wireless environment due to the stochastic nature and scarce wireless resources. The problem of slice isolation has been mainly tackled for a single cell scenario [7], [8]. Nonetheless, in reality a cellular network consists of multi-cells. Considering, a multi-cell scenario, the slice isolation preservation becomes even more challenging due to the limited frequency bands [9], resulting in interference introduced by slices being deployed in adjacent BSs. There already exist interference management techniques in 5G [10], [11], [12] with respect to multi-cell scenarios, but none of them considers the problem of RAN slicing, which is more challenging especially due to a lack of information shared among different network slices operated individually by VMNOs [13].

When considering slice isolation, in general there are two questions that need to be answered: i) What is the right metric for isolation? and ii) What should be the isolation granularity: slice based or user based? Regarding question (i) the literature is divided into 2 main categories, namely resource-based isolation [13], [14] i.e., if a slice is provided a specific amount of resources, and performance-based isolation [7], [8], [15] i.e., if a slice fulfills a minimum quality-of-service (QoS) requirement. While the former would be sufficient for flat-fading wireless channels, in reality the latter is beneficial to consider, as it takes into account QoS requirements and therefore can benefit from diversity gains in case of frequency-selective wireless channels. Considering question (ii), the state-of-the-art is also divided into two groups. For instance, there are works that define the radio resource-based and performance-based isolation mainly on a slice level [16], [17], [18], whereas there are other works based on user level [7], [8], [19]. We stress that while the first approach provides QoS for each user when users depict homogeneous characteristics, it cannot provide user QoS if users experience different channel characteristics. We conclude that in order to guarantee user QoS, an isolation at user level is mandatory.

To illustrate the above points let us consider Fig. 1. In the figure, the wireless channel quality differences are depicted in
terms of received signal to noise ratio (SNR) for one user at different time instances in a low mobility i.e., 5 Hz doppler frequency extended pedestrian a (EPA) channel [20] in 5 MHz bandwidth corresponding to 25 PRBs. The SNR is displayed as a colorbar where x-axis represents time in slots and y-axis corresponds to frequency in PRB notation. Considering the relation between SNR and reliability, it is apparent that due to the frequency selective fading, the allocation of PRBs between 1 and 5 result in a different throughput than an allocation of PRBs between 20 and 25, although for one user, 20% of the resources would have been assigned in both cases. Furthermore, the SNR and frequency-time grid relation changes over time due to user mobility. Fig. 1a and Fig. 1b illustrate the same wireless channel model realization, but with 240 ms time difference. Thus, both frequency and time selectivity of the channel should be considered in the resource allocation optimization. In fact, in [21] it is shown that wireless channel dependent scheduling can increase the achieved throughput up to 80% compared to static scheduling. Hence, approaches that tend to neglect the wireless channel effects diminish the effectiveness of the RAN slicing optimization.

Given all the above mentioned issues, in this paper we identify the definition of slice isolation on a per user basis as necessary to provide actual guarantees in the network, while considering a multi-cell scenario. In more detail the contributions of this paper are as follows:

1. We propose a RAN slicing isolation definition based on performance guarantees on a per user basis to cater for frequency selective wireless channels and time variations.
2. We develop and provide a mathematical formulation of RAN slicing and isolation in a multi-cell scenario with slices being deployed in adjacent interfering BSs with focus on throughput maximization, while satisfying user constraints. Due to the complexity of the problem, we propose an approximation solution based on Lyapunov optimization.
3. We demonstrate the effectiveness of our approach with respect to users and BSs as well as the convergence time of the algorithm. To verify our results, we consider an aircraft in-cabin channel model representing a 5G multi-cell use-case with high user density.
4. We compare our algorithm with existing state-of-the-art solutions with respect to network slice isolation and throughput maximization, as well as CPU, memory utilization and communication overhead.

The structure of the paper is organized as follows: We provide a comprehensive state-of-the-art analysis on RAN slicing both on single and multi-cell scenarios in Section II. Section III introduces the system model and details the optimization problem, whereas the approximation solution based on the Lyapunov optimization is described in Section IV. We demonstrate the results of our solution and comparisons with other approaches in Section V. Finally, we discuss our work and conclude our paper in Section VI.

II. RELATED WORK

The problem of RAN slicing has experienced large attention in the last couple of years with vast ongoing research. Valuable conceptual works regarding RAN slicing can be found in [4], [5], [6], [22], [23], [24]. From the practical perspective, the new concept of decoupling the control and data plane of conventional RANs facilitates the development of prototype SD-RAN platforms [25], [26], [27], which provide a valuable asset for academia to deploy and test algorithms in realistic scenarios. Nonetheless, only a limited number of users (UEs) and base stations (BSs) can be tested due to expensive radio equipment. From the mathematical perspective the RAN slicing problem has been addressed mainly for a single BS scenario ranging from optimizations [7], [8], [14], [17], [18], [19], [28], [29] to genetic algorithms [30], physical layer perspective [31] as well as the business model aspect [32], [33]. Furthermore, deep reinforcement learning has been utilized in [34], which adapts to dynamic traffic demands and preserves long term QoS requirements. From the industrial applications' perspective authors in [35] consider a network slicing use case under deterministic traffic assumptions, demonstrating higher throughput compared to alternative solutions. While the aforementioned works are valuable and proven efficient for a single BS scenario, they cannot be used for a multi-BS scenario, where the interference among adjacent BSs has to be considered carefully when allocating resources to slices.
Similar to our work, there are papers considering RAN slicing in a multi-cell scenario. Authors in [36] provide a QoS preservation scheduling approach for heterogeneous traffic requirements and prove to be efficient. Nonetheless they do not specifically provide evaluations on a per user level QoS. In [16] a RAN slicing solution is provided for multi-cells while maximizing the spectral efficiency. However, the granularity remains on a slice level and no details about the user throughput are provided. Considering a frequency selective channel not all users are treated equally. Work [37] presents different possibilities for the RAN slicing over multiple BSs and demonstrates a qualitative representation of the isolation effect of the approaches. However, the QoS is portrayed on a slice level and not on a user level. Works [15], [38] consider slicing in a multi-cell scenario. Authors in [36] provide a QoS only be served by one BS $b$. Each user in the network can be attached to only one network slice $s$ i.e., $\sum_s \delta_i^s = 1 \ \forall i \in \mathcal{N}$ and it can only be served by one BS $b$ at a time. We consider a time-slotted system of $T$ slots in total, where each slot corresponds to the transmission time interval (TTI), which is 1 ms in LTE. The spectrum is divided into a set $\mathcal{R}$ of $R$ physical resource blocks (PRBs) [40].

Let $h_{i,j}^b(t)$ represent the channel gain of user $i \in \mathcal{N}$, on PRB $j \in \mathcal{R}$ for base station $b \in \mathcal{B}$ in slot $t \in T$. For the sake of representing Rayleigh block fading, we assume that the channel gain remains constant for the coherence time of the channel $\tau$ and changes every multiple of $\tau$ for all the users in the system. In this paper, $\tau$ corresponds to 20 ms as reported in [41], representing dynamic channel conditions. Let variable $w_{i,j}^b(t)$ be a decision binary variable taking the value 1 if user $i \in \mathcal{N}$ has been assigned PRB $j \in \mathcal{R}$ for base station $b \in \mathcal{B}$ in slot $t \in T$, or 0 otherwise. We then define $w_{i,j}^b(t) = w_{i,j}^b(t) \cdot \delta_i^s$ as the outcome of the resource allocation per slice. We can write the rate that each user achieves in slot $t$ as follows:

$$r_i(t) = \sum_{b=1}^B \sum_{s=1}^S \sum_{j=1}^R \sum_{t=1}^T \sum_{p=1}^P \sum_{t=1}^T \sum_{p=1}^P \sum_{t=1}^T w_{i,j}^b(t) \cdot r_{i,j}^b(t).$$

Let variable $p_{i,j}^b(t)$ denote the power allocation for the transmission on PRB $j \in \mathcal{R}$ of base station $b \in \mathcal{B}$ in slot $t \in T$. Assuming a uniform distribution of the power along all PRBs in a BS $b$ and denoting the variable $N_0$ as the thermal noise we can write:

$$r_{i,j}^b(t) = W \log_2 \left( 1 + \frac{h_{i,j}^b(t) \cdot p_{i,j}^b(t)}{I + N_0} \right).$$

From equation (2), $W$ is the bandwidth of each PRB i.e., $180$ KHz in LTE, whereas the interference experienced by each user denoted by $I$ is calculated as:

$$I = \sum_{\beta \in \mathcal{B} \setminus \{b\}} h_{i,j}^\beta(t) \cdot p_{j}^\beta(t),$$

and it is composed by the rate of each interfering BS to user $i$ served by BS $b$.

We present the architectural concept of our solution which is based on the principles of SD-RAN as elaborated in [25], [26], [27] with the help of Fig. 2. Initially, we detail our envisioned SD-RAN solution. Then, we describe the interaction of VMNOs or third parties with the SD-RAN controller utilizing RAN slicing requests and finally we present the algorithm to perform RAN slicing.

A. SDN-enabled RAN slicing

This subsection envisions our SD-RAN solution for RAN slicing. Our concept follows a hierarchical scheduling approach similar to [19], [23], where a master controller is based on the SD-RAN controller, whereas each slice is managed by a scheduling entity referred to as slice manager as portrayed in Fig. 2.

The SD-RAN controller is the heart of the SD-RAN platform managing the interaction with the VMNOs or third parties and the slice managers itself. It receives requests from the slices/tenants from the north bound application programmable...
interface (API). These requests are utilized as inputs for the
algorithm described in the following and influence the resource
allocation. The output of the resource allocation entails which
resources should be given to which slice and to which BS as
allocation. The output of the resource allocation entails which

Within the SD-RAN controller we propose three main
 functionalities, which render an efficient RAN slicing. Initially,
an application request processor gathers and distributes
the RAN slicing requests from the tenants to the resource
allocating block. The resource allocator is in charge of dy-
namically re-assigning resources to slice managers within each
BS. Finally, to alleviate the RAN slicing process, a slice
manager statistics block contains all the information with
respect to users within a slice and their respective channel
conditions. The SD-RAN controller utilizes these statistics to
perform a better allocation. The frequency of statistics updates
depends on the channel coherence time \( \tau \). It is important to
contain up-to-date statistics every time the channel changes
in order to perform the best allocation. In this work, updates
are performed every 20 ms as measured in [41], demonstrating
dynamic channel variations. The SD-RAN controller dynamically
re-assigns resources to each slice manager, whereas the latter is responsible for allocating them to users within that
slice. The duty of the SD-RAN controller is to cooperate
effectively with the slice managers in order to optimize the
network. The full details of the optimization process will be
given in Section IV.

B. RAN Slicing Request

Each slice \( s \) communicates to the SD-RAN controller its
requests through the northbound API. As explained earlier
in this paper these requests are presented either in terms of
minimum radio resource requirements or minimum QoS
requirements. In turn, this can be expressed on a per user level,
or on a per slice level. Let \( \rho_s \in [0,1] \) express the percentage
of resources requested by slice \( s \) such that \( \sum_{s \in \mathcal{S}} \rho_s = 1 \). Each
slice has an average traffic arrival \( \lambda_s \) in every slot \( t \), whereas
the system admits traffic portion wise with an average rate \( \alpha_s \)
per slot. Moreover, let \( R^t_s = \sum_{b=1}^{B_i} \sum_{i=1}^{N} \sum_{j=1}^{R_i} w_{i,j}^b(t) \) be
the total amount of PRBs allocated to slice \( s \) in slot \( t \in T \).
Finally, let \( R \) be the total amount of PRBs per BS and \( q_b^s \) a
binary variable that denotes whether a slice is allowed to be
served by BS \( b \) or not.

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} R^t_s \geq \rho_s \cdot R \cdot \sum_{b=1}^{B} q_b^s. \tag{4}
\]

**Definition 1.** (Aggregate radio resource requirement). Given
a minimum radio resource requirement per slice \( \rho_s \), network
slices are considered isolated if:

**Definition 2.** (QoS requirement per slice). Given a minimum
QoS rate per slice \( C_s \), network slices are considered isolated if:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{b=1}^{B} \sum_{i=1}^{N} \sum_{j=1}^{R} w_{i,j}^b(t) \cdot r_{i,j}(t) \geq C_s \quad \forall s \in \mathcal{S} \tag{5}
\]

**Definition 3.** (QoS requirement per user). Given a minimum
QoS rate per user \( C_s^i \), network slices are considered isolated if:

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{b=1}^{B} \sum_{i=1}^{N} \sum_{j=1}^{R} w_{i,j}^b(t) \cdot r_{i,j}(t) \geq C_s^i \quad \forall i \in \mathcal{N}, \forall s \in \mathcal{S} \tag{6}
\]

C. RAN Slicing Problem Formulation

To maximize the number of users served in a slice, in
our work, the RAN slicing algorithm aims at maximizing
the overall slice throughput. As aforementioned, we follow
Definition 3 for assuring slice isolation, where we guarantee
a minimum throughput requirement for the slice's users. The
optimization problem is defined as follows:
\[ \mathcal{P}_0 : \max_{w_{ij}^b(t)} \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{b=1}^{B} \sum_{s=1}^{S} \sum_{j=1}^{R} w_{ij}^b(t) \cdot r_{ij}^b(t) \]  
\text{s.t.} \quad \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \alpha_s(t) \leq \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} r_s(t) \quad \forall s \in S \]  

Constraint (8) assures that the average rate of each slice is greater than the average admitted traffic for each slice. In order to preserve equality among users within a slice and satisfy each user’s requirements we introduce constraint (9), that guarantees that the average rate of each user within a slice is greater than a minimum threshold assigned by the slice owner i.e., \( C_s^0 \). Each BS is limited to an amount of PRBs of size \( R \). That means that for all users of slices served by BS \( b \) no more than \( R \) resources can be given. This is assured by constraint (10). Given that slices are distributed over multi-cells, we define the variable \( \eta_s^b \) as a binary variable being 1 if a slice is allowed to be placed on BS \( b \) or 0 otherwise. We can limit the number of BSs that each slice can be assigned to i.e., \( B_s \), by using constraint (11). The orthogonality constraint for each PRB is finally guaranteed by constraint (12). Constraint (13) suggests that the total admitted traffic cannot exceed the average arrival rate of each slice in order to operate in a stable region.

The main challenge of optimally solving \( \mathcal{P}_0 \) is due to the stochastic nature of the problem. That said, the lack of knowledge with respect to wireless channel and time variations as well as user traffic requests over time constitutes the problem difficult to solve with traditional linear programming methods. Even with knowledge about the future, with increasing \( T \) the problem becomes hard to solve. The aforementioned challenges indicate that in order to solve \( \mathcal{P}_0 \), an online method that can provide suboptimal solution based only on per slot information is mandatory. Lyapunov optimization has been suggested and proven efficient for the aforementioned problems [42], thus we utilize it in our work to solve \( \mathcal{P}_0 \).

### IV. Approximation solution with Lyapunov optimization

In this section, we detail the Lyapunov optimization approach selected for solving the RAN slicing problem \( \mathcal{P}_0 \). As slice isolation is one of the main challenges in RAN slicing, a technique to obtain the isolation constraint as part of the objective function is needed. Following the Lyapunov optimization approach, the constraints are transformed into virtual queues and they become part of the objective function. The virtual queues of the problem evolve over time as follows:

\[ U_s(t+1) = \max\{U_s(t) + \alpha_s(t) - r_s(t), 0\} \quad \forall s \in S \]  
\[ L_i(t+1) = \max\{L_i(t) + C_i^0 - \sum_{b=1}^{B} \sum_{s=1}^{S} w_{ij}^s(t) \cdot r_{ij}^b(t), 0\} \quad \forall i \in N, \forall s \in S \]  

The virtual queue \( U_s(t) \) is a slice based queue that indicates the physical backlog queue of the system, which evolves according to the admitted traffic and the served traffic on every slot \( t \). Alternatively, the virtual queue \( L_i(t) \) represents the user queue that is related to the user minimum throughput requirement stated by constraint (9) in \( \mathcal{P}_0 \). Using the virtual queues we define an overall system queue state \( \Theta(t) = \{\Theta_s(t), \Theta_i(t)\} \) where \( \Theta_s^b = \{U_s(t), L_i(t)\} \), indicating the state of slice \( s \). The quadratic Lyapunov function is then defined as follows:

\[ L(\Theta(t)) = \frac{1}{2} \sum_{s \in S} (U_s(t))^2 + \frac{1}{2} \sum_{s \in S} \sum_{i \in N} (L_i(t))^2 \quad \forall t \in T \]  

\[ \Delta L(\Theta(t)) = \mathbb{E}\{L(\Theta(t+1)) - L(\Theta(t)) | \Theta(t)\} \]  

The Lyapunov function is a scalar metric to measure the queue congestion state. A small value of \( L(\Theta(t)) \) implies that the stability of the queues holds and therefore the constraints are satisfied. In the contrary, if the algorithm cannot satisfy the constraints then a large value of \( L(\Theta(t)) \) is observed and as a result we conclude that the system is not stable. In any case, all constraints are satisfied if, and only if, the infinite time-horizon limit of \( L(\Theta(t)) \) is bounded, i.e., \( \lim_{T \to \infty} 1/T \sum_{t=0}^{T-1} L(\Theta(t)) < \infty \). According to [42], to enforce stability the one-slot Lyapunov drift of the Lyapunov function is checked in every slot \( t \) as follows:

\[ \Delta L(\Theta(t)) = \mathbb{E}\{\max_{b=1}^{B} \sum_{s=1}^{S} \sum_{j=1}^{R} \sum_{i=1}^{N} w_{ij}^s(t) \cdot r_{ij}^b(t) | \Theta(t)\} \]  

\( V \geq 0 \) is the Lyapunov design parameter, which controls the emphasis given to the maximization problem compared to the queue stability. That means, a larger \( V \) pushes the algorithm towards optimality, but increases the time needed for queues to converge. In our case, this is directly translated to
the ability of users receiving the minimum required throughput (i.e., preserve slice isolation). Referring to [42, Lemma 4.6], the objective is to minimize a bound on the drift-plus-penalty expression that satisfies the following constraint:

\[
\Delta L(\Theta(t)) - V\mathbb{E}\{\sum_{b=1}^{B} \sum_{s=1}^{S} \sum_{i=1}^{N} \sum_{j=1}^{R} w_{i,j}^b(t) \cdot r_{i,j}^b(t) \theta(t)\} \leq \beta
\]

\[
- V\mathbb{E}\{\sum_{b=1}^{B} \sum_{s=1}^{S} \sum_{i=1}^{N} \sum_{j=1}^{R} w_{i,j}^b(t) \cdot r_{i,j}^b(t) \theta(t)\} +
\]

\[
\mathbb{E}\{\sum_{s \in S} (\alpha_s(t) - r_s(t)) U_s(t)\} +
\]

\[
\mathbb{E}\{\sum_{i \in N} (C_i^t - \sum_{j=1}^{R} w_{i,j}^b(t) \cdot r_{i,j}^b(t)) L_i(t)\}
\]

(21)

Our proposed RAN slicing approach maximizes the right hand side of (21), subject to the constraints (10) - (15).

Given that the right hand side of (21) is an integer linear problem we cannot prove convexity unless the decision variable \(w_{i,j}^b(t)\) is relaxed to continuous such that \(w_{i,j}^b(t) \in [0,1]\). Due to the fact that the expression on the right-hand side of (21) and the constraints (10) - (13) are convex with respect to the relaxed continuous decision variable \(w_{i,j}^b(t)\), we derive the expression with respect to the resource allocation \(w_{i,j}^b(t)\) to find its maximum:

\[
\frac{\partial L}{\partial w_{i,j}^b(t)} = (-V) r_{i,j}^b(t) - \sum_{j=1}^{R} w_{i,j}^b(t) (U_s(t) + L_i(t)).
\]

(22)

The derivative presents the dynamic resource allocation algorithm, where for each PRB, the user with a minimum value of \((-V) r_{i,j}^b(t) - \sum_{j=1}^{R} w_{i,j}^b(t) (U_s(t) + L_i(t))\) is selected to be served. Finally, the slice manager updates the virtual queues and the same procedure occurs in the next slot.

V. RESULTS

In this section we demonstrate the main findings of our work. Given that slice isolation is the main focus of our paper, initially we demonstrate why a radio resource-based solution is not sufficient for frequency selective wireless channels and highlight the importance of considering a QoS based isolation definition for network slices.

As earlier mentioned, slice isolation preservation becomes even more challenging when a multi-cell scenario is considered. Moreover, when the network dimensions increase not only in terms of base stations (BSs), but also users (UEs) the ability to preserve isolation is harder. In that regard, in this section we show the performance of the Lyapunov optimization while increasing network dimensions, specifically with respect to UEs and BSs. Given that the Lyapunov optimization is an approximation technique, there is a trade-off between optimality and convergence time of the algorithm. In the remainder of this paper, we will refer to convergence time as the time instance within the simulation, where all the Lyapunov queues are stabilized, indicating a satisfaction of the QoS requirements. As detailed in Section IV the Lyapunov parameter \(V\) indicates this trade-off. We additionally provide results with respect to \(V\), which gives a hint about the fine-tuning of this parameter for a specific system setup. Finally, we compare the Lyapunov approach with alternative state-of-the-art solutions in terms of throughput maximization and ability to satisfy user requirements in order to demonstrate the effectiveness of our approach. Given the importance of small cells for 5G networks [43], [44], [45] and the interference including BS density, for our evaluations we consider an in-aircraft channel model as a representative 5G small cell use-case based on realistic measurements performed within a cabin [46]. Although results are presented for an in-aircraft use-case, we stress that our approach is applicable and beneficial for any multi-cell scenario with time and frequency channel variations.

Our simulation environment is Matlab-based, running on a Dell server Intel(R) Xeon(R) E5-2650 CPU, containing 12 physical cores at frequency 2.20 GHz and 64 GB of RAM. Table I represents the main parameters of our simulations. Users are distributed according to the seat plan of Boeing B737-400 [47], where 156 passengers are placed in 26 rows of 6 seats each. For every user within the simulation, channel characteristics are generated according to the presented channel model in Table I. These characteristics change every 20 ms, representing dynamic channel conditions. The simulation contains 50 repetitions, each 5000 slots, where the Lyapunov optimization is utilized to allocate resources to users.

A. Isolation Comparison

The initial results of our work aim at identifying the importance of considering a QoS based slice criteria compared to a radio resource-based one. For that purpose, we compare our algorithm with one of the most relevant approaches in the state-of-the-art with respect to radio resource-based solutions [13]. In [13] the authors introduce the concept of linked PRBs, meaning that identical PRBs should be allocated to the same slice within multi-cells in order to avoid interference by use of sophisticated power management techniques. In that
Table I: Simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth W per BS</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>1.8 GHz</td>
</tr>
<tr>
<td>BS antenna horizontal/vertical</td>
<td>$70^\circ/10^\circ$ beam width</td>
</tr>
<tr>
<td>BS antenna down-tilt</td>
<td>$15^\circ$</td>
</tr>
<tr>
<td>Number of PRBs per BS</td>
<td>25</td>
</tr>
<tr>
<td>Transmission power per BS</td>
<td>$-15$ dB</td>
</tr>
<tr>
<td>Shadowing</td>
<td>Gaussian zero-mean with $4.8$ dB standard deviation ($\sigma_L$)</td>
</tr>
<tr>
<td>Free space loss at $d_r$</td>
<td>37.5 dB</td>
</tr>
<tr>
<td>Reference $d_r$</td>
<td>1 m</td>
</tr>
<tr>
<td>Pathloss exponent ($\alpha$)</td>
<td>2.6</td>
</tr>
<tr>
<td>Multipath</td>
<td>Rice distribution with -1.4 dB mean and K-factor 8.1 dB</td>
</tr>
<tr>
<td>Path loss in dB at distance $d$</td>
<td>$PL = F_{d_r} + 10n\log\left(\frac{d}{d_r}\right) + X(0,\sigma_L)$</td>
</tr>
<tr>
<td>Number of Slices</td>
<td>3</td>
</tr>
<tr>
<td>Number of BSs</td>
<td>[2, 3, 4, 5]</td>
</tr>
<tr>
<td>Number of users per slice</td>
<td>[4, 5, 6, 7]</td>
</tr>
<tr>
<td>Number of slots</td>
<td>5000</td>
</tr>
</tbody>
</table>

Fig. 3 demonstrates the difference between the Lyapunov optimization and RAN slicing enforcement MLF [13] in a frequency selective wireless environment. The $x$-axis represents a user within a slice and the $y$-axis represents the achieved throughput for each user. In total there are 12 UEs distributed equally over 3 slices served by 2 BSs. For the MLF approach a minimum requirement per slice is assumed. Given that all slice requirements are identical, the number of resources is equally distributed among slices. On the other hand, for the Lyapunov approach representing a per user-based scheme, a minimum requirement i.e., 3 Mbps per user is selected based on a challenging feasible scenario generated from simulation results. The simulations are performed for 50 runs, where each run consists of 5000 time slots with time and frequency variations every 20 ms. The boxplots for all runs are shown in Fig. 3. The results illustrate that for MLF_rr and MLF_msinr none of the UEs achieves the minimum QoS requirements in all runs. Although a minimum requirement in terms of resources is provided to slices, omitting user channel specific characteristics from the resource allocation leads to throughput degradation, which can be avoided by assigning carefully the most suitable channel per user. Alternatively, the Lyapunov optimization can serve all UEs while satisfying their minimum QoS requirements for all runs. We can therefore conclude that in a frequency selective wireless environment a radio resource-based solution cannot guarantee a minimum QoS requirement for all UEs, thus a QoS based approach is mandatory for the RAN slicing problem to provide isolation.

B. Impact of number of BSs

Further investigations are conducted for the proposed Lyapunov optimization with respect to the number of BSs in the network. In principle, when the number of BSs increases in the network and given the limited amount of frequency bands, the probability of BSs interfering with each other also increases. The interference becomes even more noticeable especially considering a small cell scenario like inside an aircraft cabin, where BSs are placed closer to each other, thus producing higher interference. To that end, the preservation of isolation becomes more challenging, thus a careful RAN slicing algorithm should be considered.

In order to demonstrate the effectiveness of our approach we illustrate the outcome of adding BSs in the network with respect to network slices’ throughput, while keeping the number of UEs fixed to 12 over all slices. The results are depicted
in Fig. 4 and Fig. 5 respectively. The x-axis represents the $V$ shape parameter of the Lyapunov optimization. This parameter depicts the trade-off between optimality i.e., increasing slices’ throughput and queue stability, which in our case directly translates to the ability to satisfy the constraints i.e., preserve the minimum throughput requirement per each user. The y-axis shows the total slice throughput in Mbps for Fig. 4 and the individual UE throughput in Mbps for Fig. 5. The simulations have been conducted for 50 runs and the boxplots are drawn to show the distribution of the results. Given that all slices are identical we combine all the UEs of slices into single boxplots to illustrate the results of 50 runs. For the simulations the minimum requirement per each UE within the slice has been fixed to 3 Mbps, whereas the slice arrival $\lambda_s$ is also 3 Mbps on average. As it can be observed by Fig. 4, the overall slice throughput is increasing with increasing $V$ parameter as expected. Moreover, by increasing the number of BSs, the slice throughput increases. The individual UE throughput varies on average between 4 and 6 Mbps for 2 BSs ranging $V$ from 1 to 100. Alternatively, for 5 BSs the individual UE throughput varies between 22 and 26 Mbps on average ranging $V$ from 1 to 100.

As mentioned above, while interference increases for increasing number of BSs, also the distance to the UEs of each slice decreases. In that regard, a careful allocation of PRBs demonstrates that the interference problem can be omitted and the diversity gains are much higher. Furthermore, Fig. 5 illustrates that irrespective of the $V$ shape parameter each UE’s individual throughput is achieved, demonstrating the effectiveness of preserving the slice isolation using the Lyapunov optimization.

Finally, to portray the trade-off between optimality and queue stability, we show the convergence time of the algorithm with respect to the $V$ shape parameter in Fig. 6. The x-axis represents the $V$ shape parameter, whereas the y-axis the convergence time in ms. As it can be shown in the figure, the convergence time increases with increasing $V$ for all the scenarios. However, it decreases with increasing the number of BSs. For 2 BSs the convergence time of a single run consisting of 5000 slots, on average varies from 200 up to 1050 ms ranging the $V$ parameter from 1 to 100. In other words, it takes approximately between 200 and 1050 slots, ranging the $V$ parameter from 1 to 100 for the algorithm to obtain queue stability and to satisfy QoS requirements. Alternatively, for 5 BSs the average varies between 7 and 120 ms ranging $V$ from 1 to 100. The intuition behind this result is that increasing the number of BSs increases the potential throughput when a careful RAN slicing algorithm is applied and as such the individual UEs requirements are achieved faster.

C. Impact of number of UEs

Similarly to the effect of the number of BSs to our algorithm, in this subsection we demonstrate the effect of UEs in the overall performance. By keeping the number of slices
fixed to 3 and the number of BSs to 2, we show results with increasing number of UEs within a slice. Initially, we demonstrate the overall slice throughput, the slice isolation and finally the convergence time.

Fig. 7, demonstrates the overall slice throughput with respect to the number of UEs within a slice, whereas Fig. 8 the individual throughput achieved by each UE within a slice. The x-axis represents the V shape parameter, while the y-axis the overall slice throughput. Different boxplots are drawn for various UE sizes and the distribution of 50 runs is illustrated. To be noted that in this scenario for increasing number of UEs for 2 BSs the minimum requirement has been set to 2.2 Mbps per UE, otherwise the system is unable to provide the throughput due to infeasible solution. Again, all UEs have been combined together and the results are demonstrated in boxplots. In Fig. 7 we can observe that increasing the V shape parameter increases the overall slice throughput for all considered scenarios. The throughput ranges from 55 to 70 Mbps on average for 4 UEs per slice and 50 to 68 Mbps for 7 UEs per slice considering a V shaper parameter from 1 to 100. It is observed that increasing the number of UEs does not bring a big benefit in the overall slice performance. The intuition behind this result is greatly related to the UE minimum requirement that has to be preserved for each slice, which becomes challenging when more UEs exist in the system, especially since UEs are randomly selected from the aircraft plan in [47] and experience distinct channel variations. Nonetheless, Fig. 8 shows that for each V shape parameter the minimum requirement is achieved demonstrating the slice isolation.

Finally, we illustrate the trade-off between optimality and convergence time with respect to UEs in Fig. 9. The x-axis represents the V shape parameter, whereas the y-axis the convergence time in ms. As it is portrayed in the figure, the convergence time increases with increasing V as expected. Moreover, we notice that while the number of UEs increases the convergence time also increases. Considering 4 UEs per slice, the convergence time increases from 60 ms for V = 1 to 700 ms for V = 100 on average. Alternatively, for 7 UEs per slice, a variation between 600 ms for V = 1 and 1800 ms for V = 100 is experienced on average for the convergence time. This behavior can be explained with the ability to preserve each UE’s minimum requirement, which is harder when the number of UEs increases in the network. However, as it was demonstrated above, the Lyapunov optimization is still able to achieve it. Again to be stressed, that the algorithm is used to solve the problem for a total of 5000 slots, thus the convergence time still remains within reasonable values.

D. Algorithm Comparison Throughput

In this subsection, we demonstrate a comparison among two MLF [13] variants, our optimization approach as well as a random solution, where resources are randomly uniformly distributed over slices and users within a slice. Differently from Fig. 3, where we demonstrated the isolation comparison among Lyapunov and MLF variants only for a 2 BS scenario, here we investigate the difference also for higher number of BSs i.e., up to 5. We fix the number of UEs to 4 per each slice and we consider 3 slices. Setting up the minimum requirement for our approach to 3 Mbps per UE and V= 40, which demonstrates a good trade-off between optimality and convergence time, whereas for the alternative approach we consider a radio resource-based solution, where each slice requests equal resources. The comparisons are illustrated in Fig. 10, where the x-axis represents the different algorithms, whereas the y-axis the individual UE throughputs. The results are demonstrated for various BSs deployed in the network for 50 runs, where all UEs among slices are combined in single boxplots.

As we can observe by the figure, the Lyapunov optimization approach proposed in this work achieves slice isolation for all UEs compared to 50% of the best state-of-the-art solution i.e.,
MLF maximum SINR. Moreover, it further achieves better overall performance with increasing BSs. Especially for 5 BSs the throughput is almost doubled on average, 26 Mbps compared to 14 Mbps of the best state-of-the-art solution. Again these results demonstrate the importance of considering a QoS based solution for frequency selective channels and indicate the alleviation in network performance i.e., throughput that can be accomplished with the Lyapunov approach.

E. Algorithm Comparison Overhead

In this subsection we elaborate more on the computational cost overhead of the proposed Lyapunov Optimization approach compared to the state-of-the-art. Similar to the previous comparison, there are in total 3 slices with 4 UEs each. The minimum requirement for our approach is set to 3 Mbps per UE with a V parameter of 40, which captures a good trade-off between optimality and convergence time. Results demonstrating the CPU and memory utilization of each algorithm for various BSs deployed in the network for 50 runs are illustrated in Fig. 11a and Fig. 11b, respectively. Fig. 11a shows the CPU occupation of each algorithm in seconds. According to the figure, the CPU utilization increases with increasing number of BSs. The Lyapunov optimization records the highest occupation time with up to 50 s for 5 BSs compared to the maximum SINR MLF solution with 18 s, demonstrating an induced overhead with respect to CPU consumption. Nonetheless, an improved code parallelization of the Lyapunov solution can further reduce the CPU overhead. Furthermore, we stress that the CPU consumption does not reflect the convergence time of the algorithm as shown in the previous results. Fig. 11b, illustrates a similar increasing trend of the memory utilization with increasing number of BSs for all the algorithms. However, the Lyapunov optimization records a smaller memory utilization on average apart from the random solution, concluding that the overhead of the Lyapunov optimization with respect to memory is minimal.

Finally, as mentioned in Section III, our approach is based on the SD-RAN paradigm, where the SD-RAN controller in combination with the SD-RAN agents i.e., BSs perform the resource allocation indicating a hierarchical scheduling approach. As an example framework for our solution the FlexRAN [26] SD-RAN platform can be utilized, as it offers the required architecture and protocol to achieve the communication among the SD-RAN controllers and the SD-RAN agents. Every coherence time \( \tau \) i.e., 20 ms in our case, the BSs i.e., agents exchange UE information with the SD-RAN controller to track the latest changes of the wireless channel, which intuitively renders an overhead for such an approach.

In order to demystify the aforementioned overhead, the work provided in [48] benchmarks the FlexRAN controller with respect to the communication overhead from the SD-RAN agents towards the SD-RAN controller. Considering the case of up to 5 BSs with 12 UEs the recorded overhead is less than 100 Kbit/s, which concludes that a per user basis hierarchical scheduling approach is not extremely demanding.

VI. DISCUSSION

While we have demonstrated the effectiveness of the Lyapunov optimization in a multi-cell scenario compared to state-of-the-art approaches, in this subsection, we want to discuss the applicability of our algorithm in a realistic scenario. Initially, we detail how our algorithm can be implemented practically using open source platforms, whereas we explain whether the converge time of the algorithm is suitable for real time applications. Moreover, we discuss the generalization of our approach for larger scale scenarios as well as different use-cases and inputs for network slicing.

A. Practical implementation

In this work we focused on proposing a solution that can be adopted by standardization and that be practically realized. To that end, we follow the architecture proposed in [49] as well as the software-defined radio access network (SD-RAN)
The architecture presented in Fig. 2 is envisioned to be incorporated into existing SD-RAN open source platforms such as FlexRAN [26] combined with OpenAirInterface [50]. FlexRAN is designed such that it allows the communication with the application layer i.e., slice owners utilizing application programmable interfaces (APIs) similar to our approach. Moreover, FlexRAN provides a protocol that allows the communication with the underlying BSs and enables the possibility to alter and control resource allocation. Likewise, OpenAirInterface is a platform for 5G experimentation that has full compatibility with FlexRAN. The OpenAirInterface BS provides statistics about the UEs and the channel variations as well as the throughput achieved for each physical resource block (PRB). That entails, that this information can be utilized by our slice manager’s statistics block in Fig. 2 to perform the optimization. Finally, the resource allocation is envisioned to operate within the FlexRAN controller in order to allow flexibility in the decision making with respect to the slice management. Although the integration of the proposed algorithm is not yet implemented in FlexRAN and OpenAirInterface, it remains an interesting research area in order to correlate the simulation results with a real implementation.

B. Convergence time

On the one hand, since resource allocation is a process that is performed every 1 ms, a proposed scheme shall be compliant with these requirements in order to be feasible in realistic scenarios. On the other hand, a resource allocation is dynamic for as long as the channel is dynamic i.e., wireless channel variations, user demand variations. In that regard a sophisticated resource allocation scheme shall always consider the coherence time of the channel i.e., the time the channel remains static and change the allocation when required. In our simulations, we have shown the convergence time of the algorithm considering a time horizon of 5000 slots with a coherence time of 20 ms. Our results demonstrate that the convergence time can reach on average up to 1050 ms for a time horizon of 5000 slots considering 2 BSs, but can decrease to 120 ms if 5 BSs are deployed. Nonetheless, in both cases the convergence time of the algorithm remains below the values of the time horizon it solves the problem for i.e., 5000 ms. That entails that our proposed scheme is feasible for realistic deployments.

C. Applicability in different scenarios

While in this paper we have considered up to 5 BSs and 21 UEs distributed evenly over 3 slices, the proposed scheme can be adjusted and solved for various number of BSs and UEs. It has been demonstrated that the Lyapunov optimization is benefiting from increasing the number of BSs not only in terms of throughput optimization, but also in terms of convergence time. Alternatively, increasing the number of UEs has an increasing effect on the convergence time. Nonetheless, the convergence time is always lower than the total time horizon considered i.e., 5000 slots as before mentioned.

Moreover, in our evaluation we have considered that all the network slices and the users of the slices have the same QoS requirements. However, our solution offers the possibility to consider every slice differently and therefore introduce a distinct QoS requirement per slice. This can be easily achieved by adjusting the values of constraint (9) depending on the slice’s requirements in problem $P_0$.

Finally, we would like to discuss the feasibility of the algorithm in terms of the minimum requirement per user. As aforementioned in Section V, for the Lyapunov optimization the minimum requirement per user is needed. This is typically a value requested by the slice owners. Nonetheless, it may occur that the environment is not able to satisfy all the requirements of the slices. In that case, an admission control mechanism becomes necessary. For our simulations, in order to demonstrate the effectiveness of our algorithm we have stressed the requirements to the channel limits in terms of throughput, yet keeping the solution feasible. In reality, this information can be acquired by utilizing estimation techniques for the channel throughput or by keeping a history of the records of the previously served users. Although this is an interesting research topic, it is not the scope of this paper, whereas we obtain this information by performing evaluations on the simulation platform.

VII. Conclusion

In this work, we consider the problem of RAN slicing in a multi-cell, frequency selective wireless environment. Considering the concept of softwarized RANs, we define a system framework to integrate our solution to existing SD-RAN platforms. Given many slice definitions in the state-of-the-art, we detail and identify that the correct definition of slice isolation should consider performance guarantees and not simply resource guarantees. Indeed, while in flat-fading channels the latter maybe sufficient, our results demonstrate that it will not be adequate for frequency selective channels. Moreover, we stress that a correct RAN slicing algorithm should cater for individual user requirements and not simply slice aggregate requirements. In that regard, we formulate the RAN slicing problem as a throughput maximization problem, while satisfying individual user performance guarantees. We have tackled the problem by using Lyapunov optimization that proves to be efficient in terms of maximizing slices’ throughput and achieving slice isolation. In our results, we have demonstrated that in case that such a constraint is not introduced in the problem definition, individual user throughput degrades. We have performed extensive simulations to (i) demonstrate the importance of achieving a minimum required QoS performance for all users and (ii) efficiency with higher number of BSs due to channel gain considerations. Finally, we compare our approach with existing state-of-the-art solutions and show that it achieves better overall performance, while always guaranteeing users’ requirements.
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