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Abstract

This dissertation reports on the experimental realization and analysis of two quantum
information processing protocols. In particular, it discusses the demonstration of a nonlocal
quantum gate between two separate qubit modules that are connected by a 60-meter-long
optical fiber. The modules are each composed of a high-finesse optical cavity with a
strongly coupling rubidium atom trapped at its center. The qubits are encoded on the two
distant atoms and the nonlocal quantum gate between them is performed in two steps.
First, a photon is successively reflected from the two modules. Then there is a suitable
measurement of the photon, and, conditioned on the result, a feedback is applied to the
first qubit. The photon detection also serves as a herald of a successful gate operation.
With this protocol, an overlap of (85.1± 0.8) % with the truth table of an ideal quantum
controlled-NOT gate has been achieved. Furthermore, the nonlocal gate has been used to
create all four maximally-entangled Bell states from separable input states with an average
fidelity of (76.6± 1.0) %.

In another series of experiments, one of the modules is used to distill single photons out of
incoming weak coherent pulses that are reflected from the atom-cavity system. A subsequent
measurement of the atom establishes a projective measurement of the photon-number
parity. For input pulses with a low average photon number, a projection on the odd-parity
Fock states has allowed to create light that has an overlap of (66 ± 1) % with an ideal
single-photon Fock state. The suppression of higher Fock states is confirmed by the light’s
second-order correlation function with g(2)(0) = 0.045± 0.006.
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1. Introduction

The advent of quantum mechanics has arguably been the major scientific advancement of
the last century. Not only it has deepened our understanding about many phenomena in
nature, but it has also enabled many important technologies that became an integral part
of today’s society. This success story started in 1900, when Max Planck formulated his
description of black-body radiation [1]. He assumed that the energy E at a frequency ν
was emitted only in discrete quantities E = h× ν, with a constant h that is today named
Planck’s constant in his honor. Five years after Planck’s paper, Einstein introduced in
his discussion of the photoelectrical effect the concept that radiation consists of discrete
quanta of energy localized in space [2] and the idea of photons was born [3]. The concept
of quantization was subsequently used to explain other phenomena, like the spectral lines
of the hydrogen atom [4]. Major steps in what was soon named quantum mechanics [5]
evolved first based on paradigm-shifting insights, e.g. from de Broglie [6] or Pauli [7]. In
the following, it was put on a mathematically sound footing by influential physicists like
Heisenberg [8], Dirac [9], and Schrödinger [10]. An important means to understand and
discuss the implications of this revolutionary new theory were various thought experiments,
as the double-slit for matter waves discussed by Niels Bohr [11] or Schrödinger’s cat [12],
to name just two. Many of these gedanken experiments used simple systems consitisting
of single matter or light quanta. For a long time, it was believed that these experiments
would remain purely abstract. In 1952, Schrödinger wrote “we never experiment with just
one electron or atom or (small) molecule. In thought-experiments we sometimes assume
that we do; this invariably entails ridiculous consequences” [13]. However, the quantum
theory also enabled huge technological advances that finally allowed to transfer the first
gedanken experiments to the laboratory.

Foremost in these advances was the first demonstration of the laser by Theodore Maiman
in 1960 [14], a tool which became the single most useful one in today’s quantum optics
experiments. With neutral atoms, the laser allowed for the first cooling [15] and deceleration
of atomic beams [16]. This lead to the stopping of an atomic beam [17,18], to the first cloud
of atoms confined in a magneto-optical trap (MOT) [19–21], and ultimately even to the first
Bose-Einstein condensate in that atoms jointly occupy the lowest quantum state [22–24].
But also pure optical trapping in laser light was achieved in optical tweezers [25] or
lattices [26]. These advances set the groundwork for first experiments using single neutral
atoms [27]. In the meantime, charged particles could already be trapped without the
help of a laser. In 1959, a single electron was stored using the static electrical field of a
Penning trap [28] and in 1980, a single ion was localized using switching electrical fields in
a quadrupole Paul trap [29]. All these developments therefore enabled an experimental
use of single particles. It thus became possible to observe in the laboratory the “ridiculous
consequences” Schrödinger mentioned [13] and to translate famous thought experiments to
real-world studies [30–32]. Even more, we are now in a position to harness these quantum
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effects for applications. In the same way as quantum theory empowered a first quantum
revolution with numerous technologies, from the transistor and the laser to medical imaging
and atomic clocks [33], this unprecedented control of single quanta is now bringing a second
quantum revolution toward quantum systems that are controlled at the individual particle
level [34,35].

Some of the most striking technologies that are researched in this context come from the
fields of quantum networks and quantum computation. Quantum networks allow sharing
and extending the capabilities of individual (quantum) modules by interconnecting them
with quantum channels [36]. One of the most remarkable features in the transmission of
quantum information is that it can allow to identify the presence of eavesdroppers during the
distribution of a secret key [37] by exploiting the no-cloning theorem of quantum mechanics
[38]. With this, quantum communication promises a security technology that is based
entirely on fundamental physical principles and that is therefore not jeopardized by future
algorithmic improvements [39]. Networks of quantum systems could furthermore be used
in sensing applications with an array of atomic clocks that could allow for unprecedented
stability [40] or for beam and molecule tracking [41], to name just two more examples.
Aside from these applications, quantum networks also aided experiments to test the
very fundamentals of quantum mechanics, for instance concerning the notion of local
realism and the existence of hidden variables brought forward by Einstein, Podolski and
Rosen (EPR) [42]. Bell experiments allow to test this assumption [43–45] and the additional
possibility to transport quantum states over longer distances achieved to close the locality
loop-hole in these tests [46–48]. This helped to prove that the local realism suggested by
EPR does not apply to quantum mechanics.

For most applications envisioned today, quantum information is transmitted between
network modules using photonic states, by virtue of their speed and negligible coupling
to other electromagnetic radiation. Qubits can be encoded in traveling single photons
that couple to and interact with different stationary qubit modules [49, 50], and they have
been used to implement various key protocols, as, for example, in the teleportation of
quantum states [51–53]. For the transmission, photons can be conveniently guided in
optical silica fibers. However, wavelength-dependent attenuation leads to a loss exponential
in distance that limits the range of quantum communication applications based on such a
direct transport of single photons. In contrast to the transmission of classical information,
the no-cloning theorem prevents an amplification of the transmitted signal to counteract
this effect. One approach to still send quantum information over long distances is by a
free-space transmission via mediating satellites. This way of propagating light results in a
loss quadratic in distance, avoiding the inferior exponential scaling of optical fibers. In this
way, a quantum key distribution was performed over a distance of 7600 km between China
and Austria using light at single-photon level in 2018 [54]. However, small satellite coverage,
short interaction times, the dependence on weather conditions, and a required night-time
operation [55] still limit the flexibility of such connections. A different approach to establish
fiber-based high-fidelity entanglement between remote sites is given by quantum repeaters
that were proposed by Briegel, Dür, Cirac, and Zoller in 1998 [56]. The idea is to use
nested, intermediate nodes and to connect them with single photons [57]. By means of
entanglement swapping [58], the entanglement of neighboring nodes can be transferred to
more distant nodes. Additionally, entanglement purification can be employed to increase
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the fidelity in this process [59]. The realization of this scheme is one of the great outstanding
research goals in quantum communication [60].

Network applications concerned with the processing of quantum information typically use
stationary qubits that enable an efficient storage and local manipulations in the different
modules. The dichotomy between the flying, photonic and the stationary types of qubits
requires an efficient interface to interconvert between them in order to allow constructing
networks of qubit modules [60]. To date, elementary quantum networks have used various
different interfaces to demonstrate photonic state transfer and/or entanglement between
separated modules, with examples ranging from neutral atoms [61], vacancy centers in
diamond [62], ions [63], quantum dots [64], atomic ensembles [65], to even two different
platforms [66]. These experiments are the first steps toward larger networks that might one
day result in a global quantum internet [36,67]. A particularly well-suited network interface
is provided by single atoms strongly coupled to a resonator. This type of system has first
been established in the 1980s in the microwave domain [31,68, 69]. Mirrors with very high
reflectivities [70] have finally allowed transfering these interconnects to the optical regime
and several important milestones toward quantum networks have first been reached with
them [71] (see also Chapter 3.1).

While the importance of the single photon transcends the field of quantum networks, the
given examples and visions already highlight the significance of single photons as a resource.
However, single photons are non-classical states of light and as such are hard to produce.
Hitherto demonstrated sources typically rely either on the emission of single photons or
the use of non-linear effects. Both approaches struggle with the removal of unwanted
contributions in the final light, either stemming from the vacuum or the two-photon
contribution. In [72], we report on a different technique that distills single photons from a
reservoir state and this work is presented in this thesis in Chapter 4.

The key technology in what was labeled the second quantum revolution is maybe quantum
computation. It uses the genuine quantum features of the individual quantum constituents
for calculations. Since nature is not classical, information processing systems based
on quantum mechanisms are inherently more effective in the simulation of quantum
systems [73,74]. But the envisioned applications for quantum computation tasks far exceed
this. In a general approach, the individual particles are used to encode a quantum bit of
information (qubit) in an effective two-level system [75]. The qubit can hereby also assume
coherent superpositions of the two levels, enabling a quantum computer that can not only
simulate other quantum machines [76, 77], but that can additionally allow to solve certain
important computational problems that are intractable with classical machines. Two of the
most prominent examples of this are the prime factorization algorithm by Peter Shor [78]
and the search algorithm in unstructured databases by Lov Grover [79]. These prospects
and possibilities sparked a huge interest in the field of quantum computation and systems
based on a multitude of different types of physical hardware are being actively explored,
for example, using ions [80], neutral atoms [81], nuclear magnetic resonance solutions [82],
superconducting qubits [83], or photons [84]. Even international corporations like Google
or IBM became key players in the exploration of this field [85,86].

In spite of all this effort, the largest of the current systems features only a few dozens
of qubits: As opposed to classical bits, the encoding of qubits is typically very fragile
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and therefore the requirements to build a universal quantum computer are demanding
and very different from the ones for classical machines. The qubits require techniques
for faithful initialization and measurement, long coherence times, and a universal set of
gates, all within a scalable architecture, as outlined by David DiVincenzo [87]. However,
for increasing system sizes, it becomes harder to maintain a good isolation of the qubits
from the environment while at the same time retaining the ability to have controlled
operations and interactions over longer distances [88, 89]. Today, the upscaling is still a
major challenge in the construction of quantum computers. Not only could more qubits
increase the computational space, but the availability of many of them is a necessity to
implement quantum error correction (QEC) protocols, arguably one of the main steps
to bring quantum computation to the next level. For these error correction codes, one
logical qubit would be implemented by many physical qubits, where the exact number
depends on the applied QEC code [90]. A proposed solution to the scaling problem comes
from employing quantum networks as discussed above: Smaller and well isolated qubit
modules could be connected via optical fibers to form a larger, combined machine [91, 92].
A key aspect is that such a network for quantum information processing tasks could encode
information not only in each individual node or module but also between them. The
loss intrinsic in fiber networks could be adequately met by heralded protocols that use
measurements to confirm a successful transmission through the network channel [71]. Albeit
first steps in this direction have been taken with entangling distant modules optically in
elementary quantum networks, for a quantum computer it is crucial to be able to perform
quantum gates between qubits residing in separated network modules [93]. This has first
been achieved in our work [94], which is presented in Chapter 5 of this thesis.

This thesis is outlined as follows: In Chapter 2, I explain the basic theory and introduce
the most important concepts of the modules used in this work. Chapter 3 characterizes
the experimental realization of the two modules and describes the tools we have available
to control the quantum state of the qubits. The following two chapters present the main
results of this thesis. First, in Chapter 4, a photonic parity measurement and its application
to distill single photons is shown. Then, in Chapter 5, the demonstration of a nonlocal
quantum-logic gate between two modules separated by a 60-m-long optical fiber is presented.
Lastly, Chapter 6 discusses possible next steps based on the introduced protocols that
might prove fruitful for future experiments.
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2. Theoretical Foundation

This chapter lays the basis for the description of concepts, interactions, and labeling used
in the present work. First, I introduce the theory of atom-cavity systems that form the
heart of the experiments detailed in this thesis. Then the basics of quantum information
are discussed and the atom-photon gate, which is the underlying interaction mechanism
for the results given in this work, is introduced.

2.1. Atom-Cavity Systems

As it was outlined in the introduction in Chapter 1, single atoms that couple strongly
to an optical cavity are a prime example of a system interfacing photons and stationary
qubits in a future quantum network. Atom-resonator systems are the basic modules for the
work performed in this thesis and are therefore introduced in more detail in the following
sections.

2.1.1. Cavity Quantum Electrodynamics

In free space, the coupling between single atoms and single photons is very weak due to
the small cross-section of maximally 3λ2/(2π) for resonant light of wavelength λ [95]. This
interaction can be vastly increased by employing an optical resonator around the atom
which enhances the resonant light field. The radiative properties of an effective two-level
system or spin – given by the atom in our case – in such a cavity are described by the
theory of cavity quantum electrodynamics (cQED). For a strong enough coupling between
the spin and the cavity mode, the interaction with the environment outside the resonator
can be neglected. The Hamiltonian of the combined system consists then of a term for the
bare atomic spin Ĥa, a term for the energy in the resonator field Ĥc and an interaction term
Ĥint. Assuming that the cavity resonance frequency ωc and the spin transition frequency
ωa between the atomic ground (|g〉) and excited state (|e〉) are close, the rotating wave
approximation can be applied to neglect interaction terms oscillating at optical frequencies
ωc + ωa. This results in the Jaynes-Cummings Hamiltonian [96] that is given by

ĤJC = ~ωaσ̂+σ̂−︸ ︷︷ ︸
Ĥa

+ ~ωcâ†â︸ ︷︷ ︸
Ĥc

+ ~g(âσ̂+ + â†σ̂−)︸ ︷︷ ︸
Ĥint

. (2.1)

In this equation, σ̂+ = |e〉 〈g| and σ̂− = |g〉 〈e| are the atomic raising and lowering operators
and the photonic creation and annihilation operators â† and â have been used. The
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interaction term in Eq. 2.1 describes the coherent coupling between the resonator and the
atom with the coupling strength [97]

g =

√
ωc

2~ε0V
µgeψc (~r) . (2.2)

Here ε0 is the vacuum permittivity and ψc (~r) gives the normalized intensity distribution of
the standing wave in the resonator mode. The coupling strength for a given cavity frequency
depends on both the dipole matrix element of the atomic transition µeg = −e 〈g|x |e〉
and on the mode volume of the cavity V , which is defined by the distance between the
resonator mirrors and by the mode waist of the light in the cavity. For a given atomic
species and transition, both the matrix element and the cavity frequency are fixed. To
increase the coherent coupling g in this case, a cavity with a smaller mode volume has to
be used. A small mode volumes and therefore high coherent coupling rates can be realized
with fiber-cavity systems [98–100].

The eigenenergies of the Hamiltonian in Eq. 2.1 can be found by considering the closed
subspace spanned by the states |g, n〉 and |e, n− 1〉, where the first entry of the ket state
indicates the state of the atomic spin and the second entry corresponds to the number of
light quanta in the cavity. These states therefore describe a system having n excitations.
The corresponding eigenenergies are

E± = ~ωc
(
n− 1

2

)
+

~ωe
2
±
√

1

4
∆2 + ng2, (2.3)

with the detuning ∆ = ωc − ωa. If an uncoupled atomic spin and resonator have the same
transition frequency, their energy levels of the first excited state are degenerate. If they
are coupled, however, Eq. 2.3 yields for ∆ = 0 and n = 1 the energy levels E− = ~ωc − g
and E+ = ~ωc + g that are split by 2g. These hybridized excitations are called normal
modes and therefore the energy split between E+ and E− is called the normal mode
splitting or, for a single excitation, the vacuum Rabi splitting. It has first been observed
in spectroscopic transmission measurements in 1992 [101] and is the basis for the state
dependent interaction of a photon and the atom-cavity system in this work.

2.1.2. Input-Output Formalism for Coupled Atom-Cavity Systems

So far, it has been assumed that the coherent interaction of the atom and the light in
the cavity mode is strong enough to neglect couplings to the environment. In real world
examples, however, this is difficult to achieve and different dissipative channels that lead
to an interaction with the environment have to be considered. Indeed, some coupling
to modes outside the system is required: At least one of the resonator mirrors needs a
sufficiently high transmission to allow for the necessary input and retrieval of light from
and to the system. In each cavity relevant for this thesis, only one of the two mirrors is
used for this in- and outcoupling of the light. Its transmission defines a dissipation rate
κout for the intra-cavity field. As the coatings of the mirrors are not perfect, there are
additional dissipation rates κt for the residual transmission out of the second mirror and
κm for light scattering from imperfections in the mirror surfaces and coatings. In total, the
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a b

Figure 2.1.: Output modes of the atom-cavity system. a: The picture shows the various couplings to
the environment κout, κm, κt, and γ and the resulting output modes for an input pulse |ain〉. b: Level
scheme with the three relevant energy levels of the atom. The cavity is resonant with a transition to
an excited state from one of the ground states and therefore couples to the corresponding transition.

cavity field decays with a rate of κ = κout + κt + κm giving the half width of the cavity line
width. Similarly, atomic excitations decay by spontaneous emission with a rate of γ, giving
the half width of the natural line width of the excited state.

The ratio between coherent and dissipative processes in the cavity is often specified in a
single parameter as the cooperativity

C =
g2

2κγ
. (2.4)

The atom is said to be strongly coupled to the cavity if g > κ and g > γ. In this case, the
dynamics of the system are governed predominantly by coherent processes and they can be
aptly characterized by the bare Hamiltonian in Eq. 2.1. For a more accurate description
of the atom-cavity setup, however, it has to be treated as an open quantum system. One
method to describe the dynamics of it under a weak Markovian coupling to the environment
is the use of a Lindblad master equation [102]. In such an approach, the environmental
modes coupled to the system are traced out, resulting in effective decay channels for the
system. However, for the work in this thesis, it is important to also consider the output
response to the environment for incident pulses. This can be done using the input-output
formalism for cavity-QED systems [103,104].

The modes that have to be taken into account are indicated as ket states in Fig. 2.1a. The
equation of motion for the cavity field â with a coupling spin in the Heisenberg picture is
obtained under the rotating wave approximation and the Markov assumption to be [105]

dâ(t)

dt
=
i

~

[
ĤJC, â(t)

]
− κâ(t)−

√
2κoutâin(t). (2.5)

It describes the response of the cavity mode to an incoming field âin(t). If there is no
coupled spin, the interaction term in the Jaynes-Cummings Hamiltonian ĤJC has to be
omitted. In the experiments, we do not obtain information on the cavity field directly,

7



instead we measure the amplitude in the reflected output field r̂(t) for different input fields
âin(t). The relation between the in- and the output amplitude of the system is

r̂(t) = âin(t) +
√

2κoutâ(t), (2.6)

therefore the output field is given by the reflected input with an additional contribution
from the cavity field. As there is no incoming field in other modes, the output relations of
the other channels to the environment are just given by the light leakage from the cavity
mode t̂(t) =

√
2κtâ(t), m̂(t) =

√
2κmâ(t) and ŝ(t) =

√
2γâ(t). We assume two atomic

ground states: |↑z〉 that couples to the cavity and |↓z〉 that has no transition resonant
with the resonator mode, as shown in Fig. 2.1b. To unify the notation, g↑ = g and
g↓ = 0 is used. For a negligibly small excitation of the atom and slow changes of the
incoming field, a steady-state solution can be derived [106, 107], yielding the following,
atomic-state-dependent amplitudes for the reflection r, the transmission t, the scattering
from the mirrors m and the atomic scattering s for an incoming light field of frequency ω:

r↑/↓(ω) = 1− 2κout (i∆a + γ)

g2
↑/↓ + (i∆c + κ) (i∆a + γ)

(2.7)

t↑/↓(ω) =
2
√
κoutκt (i∆a + γ)

g2
↑/↓ + (i∆c + κ) (i∆a + γ)

, (2.8)

m↑/↓(ω) =
2
√
κoutκm (i∆a + γ)

g2
↑/↓ + (i∆c + κ) (i∆a + γ)

, (2.9)

s↑/↓(ω) =
2
√
κoutγg↑/↓

g2
↑/↓ + (i∆c + κ) (i∆a + γ)

, (2.10)

with ∆c(a) = ω − ωc(a). The reflected and transmitted modes have a well-defined phase
relation to the incoming light, whereas the modes related to the mirror and atomic scattering
correspond to incoherent processes with an arbitrary phase.

From the amplitudes the overall reflection R(ω) of the cavity can be derived as R(ω) =
|r(ω)|2. For an ideal mode matching1, the spectrum for a noncoupling atom is completely
defined by the reflection amplitude r↓ in Eq. 2.7. If there is an atom coupling to the
cavity, however, its thermal motion in the trapping potential results in a position-dependent
transition frequency to the excited state. In this situation, the expectation value 〈r↑〉
averaged over the distribution of ∆a has to be used to describe the observed spectrum [108].
Fig. 2.2 shows a measured reflection spectrum of one of the two atom-cavity systems used
in this thesis (labeled QGate) for both a coupling and a noncoupling atom. The solid
lines give the expected spectra for the input-output amplitudes with fitted mode matching
and residual thermal motion of the atom. The normal-mode splitting for the atom in |↑z〉
is clearly visible: On a resonance, the light enters the system and is dissipated into the
different channels described above, resulting in a lower reflection compared to non-resonant
light that is reflected with the full amplitude, as it does not enter into cavity.

1The influence of imperfections in the mode matching is described in the next section.
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Figure 2.2.: Reflection spectrum of an atom-cavity system. The figure shows the normalized
reflection spectra for the QGate cQED system introduced in detail in Chapter 3 for light of
frequency ω reflected from the resonator. The atomic resonance is tuned to achieve symmetric
normal modes for a given resonator frequency ωc. Measured values are given for both a coupling
atom in |↑z〉 as red data points and for an effectively empty resonator (atom in |↓z〉) in blue. The
solid lines are obtained by the input-output model for the QGate system and by taking additionally
into account the mode matching of two different fibers and the thermal motion of the atom.

2.1.3. Transversal Mode Matching to the Resonators

An important parameter in our experimental realizations of atom-cavity systems as light-
matter interfaces is the transversal matching between the modes of the resonators and the
adjoining input and pick-up fibers. For an imperfect matching, only part of an incident
light pulse enters the cavity mode before leaving again through the in- and outcoupling
mirror. The other part of the pulse is in an orthogonal mode and is therefore directly
reflected at the first mirror. The collection of the total reflection by another non-perfectly
matched fiber then picks up an interference between the two different light modes. This
affects the measured spectrum and thereby also the fidelities of cQED protocols.

In [108], this situation is discussed with the same fiber being both source and pick-up. Here
the more general situation with two different fibers and a nonpolarizing free-space beam
splitter as a circulator is considered. A sketch of this configuration is shown in Fig. 2.3.
This setup matches the arrangement at one of the two atom-cavity systems (QGate) used
in this thesis. In the QGate setup, a Semrock laserline filter with a reflectivity of 1.5 % at
the used wavelength serves as a circulator.

The importance of good mode matchings becomes apparent when considering the effect
of decreased mode matchings on the QGate cavity spectra as shown in Fig. 2.4. For
these measurements, the mode of either only the input fiber (a) or of both the input
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Input light

Output light

Figure 2.3.: The different light modes relevant for the mode-matching consideration. The picture
shows the modes that play a role in the mode-matching consideration. The cavity is depicted in
gray and the input and pick-up fibers are shown in black. The nonpolarizing beam splitter used as
a circulator is shown in teal without the transmitted light from the input fiber. The differently
labeled light modes are described in detail in the main text.

and the pick-up fiber (b) were artificially changed to reduce the matching to the cavity
mode by an approximate 30 %. Compared to the optimized case shown in Fig. 2.2, the
difference between the on-resonance reflectivities of the two atomic states becomes larger,
which affects, for example, the fidelity of the atom-photon gate discussed in Chapter 2.2.3.
Furthermore, an overall asymmetry in the spectrum can be observed, increasing the impact
of frequency fluctuations in a probing laser. Both of these effects result from an increased
pick-up of light that has not previously interacted with the atom-cavity system and that
interferes with the wanted light mode, as described below. To achieve high fidelities with
the protocols presented in this work, it is important to have very high mode matchings to
limit the effect of light not interacting with the resonator mode.

The observed spectra for a coupling atom or an empty resonator depend on the two mode
matchings between the cavity and either one fiber. The input light |ψin〉 = χ1 |cav〉 +√

1− χ2
1 |⊥〉 with frequency ω coming from the first fiber can be split in a part |cav〉

that matches the mode of the resonator and an orthogonal mode |⊥〉. The state |cav〉
reflects from the resonator with an amplitude of r(ω) given by the input-output amplitudes,
whereas the orthogonal mode reflects directly with full amplitude. The reflected light state
at a certain point of the resulting interference pattern is characterized by these two fields
with a relative phase φ between them:

|ψrefl(ω)〉 =

(
χ1r(ω) |cav〉+

√
1− χ2

1 eiφ |⊥〉
)
/N (2.11)

with some normalization N . At the second fiber, the reflected light and therefore the light
fields in both the |cav〉 and the |⊥〉 mode are picked up by a fiber with mode |ψf〉. The
relevant, normalized mode-matching coefficient for this fiber is then

χ2 =
〈ψf| cav〉√

〈ψf| cav〉2 + 〈ψf| ⊥〉2
. (2.12)
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Figure 2.4.: Reflection spectrum of cavities with imperfect mode matchings. The figures each show
the reflection spectra of the cavity setup from Fig. 2.2 for an artificially lowered mode matching and
otherwise similar parameters. On the left, the mode matching for the input fiber was lowered by an
approximate 30 %. For the picture on the right, additionally the pick-up of cavity light with the
second fiber is lowered by 30 % compared to the optimal case. Interference effects between matched
and unmatched light result in a final spectrum with on-resonance reflectivities that depend more
strongly on the atomic state and an asymmetric spectrum compared to the more ideal case in Fig.
2.2. As discussed in the main text, these deficiencies can reduce, e.g., the fidelity of an atom-photon
gate based on the reflection of a photon. The solid lines result from a fit for the QGate cavity with
the model described in the present section and η1 = 0.66 (measured as the percentage of cavity
light that can couple to the input fiber). The other values for the mode matching are obtained
from the fit as {η2, φ∗} = {0.98, 0.31} in a and {η2, φ∗} = {0.91,−2.19} in b.

In general, it can be different from the coefficient for the absolute mode matching to the
cavity, 〈ψf| cav〉, since modes different from |cav〉 and |⊥〉 can also couple to the fiber. The
reflected light that enters the pick-up fiber with the second mode-matching coefficient

taken into account is then proportional to R(ω) ∼
∣∣∣χ1χ2r(ω)−

√
1− χ2

1

√
1− χ2

2 eiφ
∣∣∣2. In

practice, it is useful to define the intensity mode matchings of the fibers as η1 = |χ1|2 and
η2 = |χ2|2 and to absorb any additional phase from the coefficients into the relative phase
φ∗.

Enforcing the normalization condition R(ω)→ 1 for ω − ωc →∞, the reflected light in the
fiber is

R(ω) =

∣∣√η1η2r(ω)−√1− η1
√

1− η2 eiφ
∗∣∣2

η1η2 + (1− η1)(1− η2) + 2
√
η1η2
√

1− η1
√

1− η2 cos(φ∗)
. (2.13)

If the relative fraction of the light in a certain mode is relevant (for example, if the overall
reflection and pick-up probability plays a role), a different normalization condition could
be enforced or appropriate losses could be added. Overall, the presented calculation can
describe the impact of imperfect mode matchings and is used to fit the spectra shown in
Fig. 2.4 a and b. The model for the mode matching is used in simulations done for the
presented work.
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2.2. Quantum Information Processing with cQED Systems

The previous section laid out the main theory of cQED systems needed for this thesis,
in which such atom-cavity systems are used for the distillation of single photons and to
implement a nonlocal quantum gate. Such a gate is a fundamental processing operation
for quantum information systems. This section first gives the basic notions of quantum
information science before it describes an atom-photon gate based on the light’s reflection
from an atom-cavity system – a key building block for the work desribed in the later
chapters. The complete field of quantum information processing with cQED system is
far richer and a full description of it is beyond the scope of this chapter. A more general
overview is given, for example, in [71].

2.2.1. Quantum Information

Classical bits that can assume either the states 0 or 1 are the basic information units in
classical computation and are used for all processing tasks such as calculations, storage
and communication. They are the fundamental constituents of global technologies like
the internet and they lie at the heart of the concept of digitalization widely used in both
politics and industry.

For many decades the progress made in computing was driven solely by the miniaturization
of the physical size of the bits and their processing units. However, in the 1980s a new
paradigm of computing came up [73, 76] based on the concept of quantum information.
The research identified diverse problems that are hard to solve on classical machines but
for which efficient algorithms were found using this new form of computing. The quantum
analog to the classical bit is given by the quantum bit (qubit) that was introduced by Ben
Schumacher [75]. Similar to the classical version, it can assume the states |0〉 and |1〉, but
additionally it allows for any superposition of them with a defined phase relation. They
can be described by a pure state

|ψ〉 = β |0〉+ υ |1〉 , (2.14)

with β, υ ∈ C following the normalization condition |β|2 + |υ|2 = 1. The state |ψ〉 can also
be interpreted as a vector in a two-dimensional, complex Hilbert space spanned by the
orthonormal vectors |0〉 and |1〉. Remarkably, a measurement can generally not determine
the exact state of a qubit and yields only the orthogonal states |0〉 and |1〉 with a probability
of |β|2 for the former and |υ|2 for the latter. Such a measurement can be performed along
any two orthonormal vectors in this qubit space, but the result of each individual detection
is generally probabilistic with probabilites that depend on the chosen detection basis. Each
measurement projects the qubit onto the detected state and the information about its
former state is lost. However, many detections of a similarly prepared qubit in various bases
allow to reconstruct the underlying state that is unobservable in a single measurement.

A useful way to visualize the state of a single qubit is given by the Bloch-sphere represen-
tation. Due to the normalization condition, any pure qubit state lies on a sphere spanned
between the states |0〉 and |1〉 on the poles. Examples of this representation are given in
Fig. 2.5a.
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a b

Figure 2.5.: Visualization of states and a Z-gate on the Bloch sphere. a: States representation on
the Bloch sphere for the states |ψ0〉 = |1〉, |ψx〉 = (|0〉 + |1〉)/

√
2 and |ψy〉 = (|0〉 + i |1〉)/

√
2. b:

Bloch-sphere visualization of a Z-gate acting on the state |ψx〉.

The description of qubits in such pure states |ψ〉 is useful to discuss underlying principles
and ideal interactions in the protocols in this work. However, any real world experiment
with data accumulated over many trials is more aptly characterized by the density matrix
ρ.

For a system that is in different states |ψi〉 with probabilities pi, it is defined as [95]

ρ =
∑
i

pi |ψi〉 〈ψi| . (2.15)

If exactly one of the pi is nonzero, the density matrix describes a pure state, otherwise
the state described is called a mixed state. The density matrix is typically represented by
a matrix: The diagonal entries of it give the detection probabilities (or populations) in
the basis states of the representation and the off-diagonal terms indicate the coherences
between the different terms. If a state becomes mixed, these coherences decay and the
density matrix describes a statistical ensemble of different pure states. Mixed states in
the laboratory can arise, for example, from different experimental runs that yield slightly
different results due to fluctuating experimental parameters. Furthermore, decoherence
between different states adds a time dependent source of admixing. Lastly, there can
be loss of information about the state due to the interaction with unobserved degrees of
freedom. In this case, the final observables of an experiment characterize only part of a
larger state and can therefore only be used to reconstruct a reduced density matrix. As this
does not contain all coherent interactions of the full system, there can be apparent random
measurement results that need to be described by a mixed state [109]. The computer
simulations used later in this thesis have been performed employing the density matrix
formalism. For brevity, however, the discussion of the underlying quantum mechanism in
this work is given using a description of pure states, which is also used for the remainder
of this section.

The potential of quantum computing systems becomes apparent when scaling up from
one to more qubits. A system of the qubit in Eq. 2.14 and another qubit in the state
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β′ |0〉+ υ′ |1〉 spans a four-dimensional Hilbert space with states defined by four complex
coefficients ∣∣ψ′〉 = ββ′ |00〉+ βυ′ |01〉+ υβ′ |10〉+ υυ′ |11〉 . (2.16)

Here the first (second) number in each ket vector corresponds to the state of the first
(second) qubit. Generally, for n qubits there are 2n coefficients needed to describe the
state. This exponential growth of the space dimensionality is both the reason why quantum
systems are hard to simulate classically [73] and the basis of the capabilities of the quantum
information processors.

To perform actual quantum computing, it is necessary to be able to manipulate and process
the information stored in the qubits. Two approaches have been brought forward toward
this. The concept of a one-way quantum computer is based on large entangled resource
states and single qubit measurements [110]. Equivalently, a quantum circuit model of
computing can be used. It is in analogy to classical computers, and the basic operations for
a computation are called quantum gates. This second approach is the one that is actively
pursued by, for example, Google and IBM and is also the computing model with that this
thesis is concerned. The quantum gates can be represented by a unitary2 matrix Û and its
effect on the state vector |ψ〉 is given by Û |ψ〉. Single qubit gates can be represented by
rotations around different axes of the Bloch sphere. One example is the Z-gate (or phase
gate) for one qubit described by

ÛZ =

(
1 0
0 −1

)
. (2.17)

The effect of this gate on a state (|0〉+ |1〉)/
√

2 is shown in Fig. 2.5b. There are furthermore
two two-qubits gates that are particularly important for this thesis. The first one is a
controlled-Z gate. It adds a π phase shift on one state of one qubit (the target) for a certain
state of the other qubit (the control). The corresponding matrix representation is

Ûcz =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 . (2.18)

The second relevant two-qubit gate is the controlled-NOT (CNOT) gate. It changes the
state of the target qubit, if the control qubit is in a certain state. The corresponding matrix
representation is

ÛCNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (2.19)

In general circuit-based quantum computation, it is important to have a set of gates that
is universal. This means that any unitary operation in the computing Hilbert space can be
approximated to arbitrary accuracy by quantum circuits that involve only gates from this
universal set [109]. This is possible with a combination of single qubit gates and a CNOT
or a controlled-Z gate, which highlights the importance of the given two-qubit gates.

2The unitarity condition Û†Û = I with identity matrix I ensures that a normalized input results again in
a normalized output.
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2.2.2. Qubit Labeling in this Work

In this thesis, two different physical representations of qubits are used. Both of them have
an established labeling of specific states and gates, which is introduced here.

The first sort of qubit is encoded on an atom and defined by the two spin states that are
labeled

|↑z〉 =

(
1
0

)
, |↓z〉 =

(
0
1

)
. (2.20)

Two important orthogonal superposition states of them that lie on the x-axis of the Bloch
sphere are

|↑x〉 =
1√
2

(|↑z〉+ |↓z〉) , |↓x〉 =
1√
2

(|↑z〉 − |↓z〉) . (2.21)

The most common single-qubit gates for atomic qubits are rotations around specific axes
and for certain angles, either as a π or as a π/2 pulses. The matrix representations of the
corresponding transformations are given in Appendix A.

The second sort of qubit used in this work is encoded in the polarization of a photon. As a
basis, the right- and left-circular polarizations are used

|R〉 =

(
1
0

)
, |L〉 =

(
0
1

)
. (2.22)

Furthermore, diagonal and antidiagonal polarizations are used extensively in this work.
They are defined as

|D〉 =
1√
2i

(i |R〉 − |L〉) ,

|A〉 =
1√
2

(i |R〉+ |L〉) .
(2.23)

For polarization qubits, the most common single-qubit manipulations relevant to this work
are given by quarter-wave plates. Again, the matrix representation of the corresponding
transformation is given in Appendix A. The polarization equivalent for the Bloch-sphere
representation is called Poincaré sphere.

While this work tackles quantum information processing (QIP) tasks using neutral atoms
and photons, many other systems are being actively explored. An overview over different
quantum information systems can be found in [88] and [89].

2.2.3. Cavity-Induced Atom-Photon Gate

A major quantum information processing task for an atom-cavity system in the context
of both a quantum network and this thesis, is to perform a gate between a flying optical
photon and the stationary qubit encoded on the atom. The physics of this process is
discussed in this section, using the input-output formalism introduced in Chapter 2.1.2.
The reflection amplitude of the atom-cavity system described in Eq. 2.7 can have a different
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sign for a coupling atom compared to an empty resonator. For a single resonant photon
that impinges on the cavity, the reflections amplitudes for these two cases are

r↓(ω = ωc = ωa) =
(κ− 2κout) γ

κγ
(2.24)

and

r↑(ω = ωc = ωa) =
g2 + (κ− 2κout) γ

g2 + κγ
. (2.25)

The sign between them is different if the following two conditions are fulfilled [111]:

1. κout > κ/2, which is equivalent to the statement that an asymmetric cavity is required
(for negligible mirror losses).

2. g2 > (2κout − κ) γ, which is equivalent to saying that the coherent atom-light coupling
needs to be sufficiently strong compared to loss rates out of the system.

The latter requirement can also be understood in terms of the normal-mode splitting
discussed in Chapter 2.1.1: For a coupling atom, it changes the energy spectrum compared
to an empty resonator. In this situation, a photon at frequency ωc is not resonant with
the coupled system and cannot enter the cavity. It is therefore directly reflected with the
same phase as the incident photon3. If there is no atom coupling to the cavity, the photon
enters the resonator before being reflected, acquiring a π phase shift in this process.

In the atom-cavity systems of this work, only right-circular polarization |R〉 in the cavity
couples to an atomic transition (see Chapter 3.2 for details) and therefore only this
polarization can be blocked from entering the resonator depending on the atomic state.
Left-circularly-polarized light |L〉 does not couple and therefore always enters the resonator
before being reflected. In this process, it always acquires a π phase shift on resonance
independent of the atomic state. For a coupling atom, there is a difference in the phase
of reflected |R〉 and |L〉 polarizations. Fig. 2.6 shows the phase shift calculated from the
input-output theory of one of the cavities used in this work (QGate). It gives the phase
shifts of reflected light stemming from both a coupling situation (atom in |↑z〉 and light in
|R〉) and a noncoupling situation (atom in |↓z〉 or light in |L〉) and also displays the phase
difference between the two situations for various detunings of the incoming light from the
common atomic and cavity resonance. The phase shift of π on resonance was first used to
realize a nondestructive detection of an optical photon [112], and later to implement an
atom-photon gate [113].

To illustrate the effect of this gate, the approximation r↑ = −r↓ for light on resonance with
the atom and the cavity is used. In general, the equality is only true for the specific

g2 = κγ(2κout − κ)/(κ− κout) (2.26)

that results in the reflection amplitudes r↑ = (2κout−κ)/κ = −r↓. However, it approximates
well cQED setups with κout � κt, κm and g2 � κγ, two of which are introduced in the next

3Note that this is a convention used in this work that can be different in other texts. The observations
in the lab are just related to the relative phase between directly reflected light and light entering the
resonator, whereas different conventions can be chosen for the absolute phase.

16



−15 −10 −5 0 5 10 15

∆a = ∆c [MHz]

0

π

2π

re
fle

ct
ed

P
ha

se
atom in |↑z〉
atom in |↓z〉
difference

Figure 2.6.: Phase of the reflected light. The figure shows the phase of the reflected light from a
cQED system with {g, κ, κout, γ} = 2π{7.6, 2.5, 2.3, 3} for both a coupling atom in |↑z〉 and for an
effectively empty resonator (atom in |↓z〉) in dashed lines. The solid line gives the phase difference
between the two cases that is relevant for the atom-photon gate.

chapter. This approximation is also used later to detail the further protocols implemented
in this work, always in conjunction with considering the reflected light to be normalized
again. If no frequency information is given in the reflection amplitudes, ω = ωa = ωc is
assumed.

Using this with the atomic state |↑z〉 coupling to |R〉, the interaction of the atom in the
cavity and a photon carrying a polarization qubit results in a quantum gate with the
transformation

|↓z L〉 −→ − |↓z L〉
|↓z R〉 −→ − |↓z R〉
|↑z L〉 −→ − |↑z L〉
|↑z R〉 −→ + |↑z R〉 .

(2.27)

As explained in the preceding section, this realizes a controlled-Z gate in the given basis [113].
This atom-photon gate is used as the integral part in the realization of the nonlocal quantum
gate presented in this work in Chapter 5 [94].

Employing Eq. 2.27, the effect of the reflection of a photon in |A〉 or |D〉 is

|↑z〉 |A〉 →
1√
2
|↑z〉 (i |R〉 − |L〉) = i |↑z〉 |D〉 , |↓z〉 |A〉 → − |↓z〉 |A〉 (2.28)

and

|↑z〉 |D〉 →
1√
2
|↑z〉 (|R〉 − i |L〉) = −i |↑z〉 |A〉 , |↓z〉 |D〉 → − |↓z〉 |D〉 . (2.29)
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For a coupling atom, the incoming linear polarization is changed to an orthogonal polar-
ization in both cases, whereas the input polarization is retained for an empty cavity (or
a noncoupling atom). In this way, the interaction can be used to construct a quantum
CNOT gate between the atomic and the photonic qubit.

This simplified discussion of the gate assumes the same absolute value of the reflectivities
|r↑| and |r↓|. In general, slight differences in the amplitudes have to be considered. This
can be done either by introducing them explicitly in a model or by calculating the fidelity
overlap of the real state with the ideal state to be [114]

F =
(|r↑|+ |r↓|)2

2|r↑|2 + 2|r↓|2
=

1

2
+

|r↑||r↓|
|r↑|2 + |r↓|2

. (2.30)

18



3. The Quantum-Network Modules

This work uses two independent atom-cavity setups as quantum-network modules. They
reside in two different laboratories at the Max-Planck-Institut of Quantum Optics and
have distance to each other of 21 m. The two labs and therefore the two network modules
are called ”QGate” and ”Pistol”. After a brief historical overview of these setups, this
chapter discusses the basic workings and the available toolbox for them. Unless specified
differently, the discussed values refer to the QGate setup, on which I was working and
which was used for the experiments on the single-photon distillation. More details on the
Pistol experiment can be found, for example, in the theses of Matthias Körber [115] or
Stefan Langenfeld [116].

3.1. Brief History of the Setups

Both of the setups used in the experimental work performed for this thesis have a history of
several generations of doctoral researchers with a plethora of publications. In this time, the
systems have been constantly improved and new tools have been implemented. Obviously,
without all of this, the work presented here would not have been possible. Therefore, I
want to give a non-exhaustive overview over some experiments that have been done in each
setup, to exemplify both the capabilities of the setups and the foundations that had been
laid prior to this work.

The construction of the QGate experiment started in 1999. Initially, it had a slightly
different cavity than the one which is used now [117,118]. In this system, the techniques
for positioning, trapping and cooling were established [117]. The addition of further
laser beams allowed experiments with more control of the trapped atoms, for example
to implement photon-photon entanglement [119]. In 2009, the resonator of the QGate
system was exchanged for the current model [118]. With this new system, the qubit state
of an incoming photon was stored on the single atom in the cavity [118]. Another major
improvement was the introduction of the Raman laser setup [120] that allowed fast coherent
rotations in the atomic qubit space.

In 2005, the construction of the twin setup Pistol began that lead to the first combined
quantum network experiments between the two laboratories. In these, the universal
network modules formed by the atom-cavity systems were used for a direct state transfer
between the systems, for the creation of remote entanglement and for probabilistic quantum
teleportation between the setups [121,122].

After these combined protocols, the modules were improved independently. In the Pistol
setup, basic techniques for working with more than a single atom in the cavities were
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pioneered and the fluorescence properties of an atom pair were studied [108]. Afterwards,
the noise-related decoherence in the setup was improved to achieve a long-lived quantum
memory in the atom-cavity system [115]. This and the experience with two atoms was
then combined to a random-access quantum memory [116]. In the QGate setup, in the
meantime, the reflection phase-shift mechanism was established with a nondestructive
detection of an optical photon [123]. This lead to a quantum gate between a flying qubit
encoded on a photon and the stationary atomic qubit [123] and to a heralded storage of a
polarization qubit in the system [124]. The two research foci since then were on photonic
states, with a photon-photon gate and the creation and analysis of optical cat states [125],
and on quantum information processing with two atoms in the cavity, resulting in various
techniques to entangle them and in an atom-atom gate mediated by single photon [126].

Altogether, there is already a rich experience in the two setups for different protocols of
hybrid light-matter interaction, photonic and atomic state control and analysis, and even
for the connection between the two systems. Many components of such a connection were
adapted and changed for a better synchronization and stability between the setups, as is
explained in Chapter 5. Furthermore, it has already been demonstrated that the systems
enable QIP tasks with more than one qubit, an important perspective when considering
the scalability of the nonlocal quantum gate introduced in that chapter.

3.2. Atomic Species for the Qubits

In both quantum network modules, single atoms are coupled to the resonator modes. The
atom of choice in our setups is 87Rb. As an alkali metal, it has one valence electron
resulting in a comparatively simple level structure [127]. The energy levels relevant in this
work lie in the near-infrared spectrum of the light which is well accessible with standard
diode lasers. Both experimental setups contain a 87Rb dispenser that is electrically heated
to create the rubidium vapor inside the vacuum chamber.

87Rb has a nuclear spin I with an absolute value of I = 3/2 [127]. It couples to the total
angular momentum of the electron J = S× L that consists of its spin S with S = 1/2 and
the orbital angular momentum L. This coupling of F = I× J gives rise to the hyperfine
energy levels with the quantum number F taking on the values |J − I| ≤ F ≤ J + I. For
the 52S1/2 ground state, there are two hyperfine states with quantum numbers F = 1 and
F = 2. They are split by a microwave transition with an energy of h×6.835 GHz. For states
in the P shell, the electron’s angular momentum L is non-zero and its interaction with
the valence electron’s spin results in a fine-structure doublet with the quantum numbers
J = 1/2 and J = 3/2. The transition 52S1/2 ↔ 52P1/2 is called the D1 line and the
transition 52S1/2 ↔ 52P3/2 is called the D2 line. In our setups, we are mostly working
with transitions to the 52P3/2 manifold. Its total electronic angular momentum couples
to the nuclear spin resulting in a hyperfine splitting to levels with quantum numbers
F = {0, 1, 2, 3}. The energy differences between the various hyperfine levels for the ground
states and for 52P3/2 are given in Fig. 3.1 according to [127]. The most relevant energy
levels for this thesis are two ground-state levels, namely

∣∣52S1/2, F = 2,mF = 2
〉

=: |↑z〉
and

∣∣52S1/2, F = 1,mF = 1
〉

=: |↓z〉 that form the qubit space and one excited level∣∣52P3/2, F
′ = 3,m′F = 3

〉
=: |e〉, all of which are highlighted in Fig. 3.1.
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Figure 3.1.: Energy levels of 87Rb. This figure shows the hyperfine energy levels of 87Rb and gives
the energy splittings between them. Additionally, the red states and frequencies for the different
mF sublevels indicate the calculated energy shifts that are caused by the AC Stark shift of the
1064 nm standing-wave dipole trap at a power of 1.37 W. The relevant states for the QIP protocols
in this work are labeled and highlighted in purple.

In the experiments, the atoms are trapped in an optical lattice (see Chapter 3.4). The
standing-wave trap along one of the axes is red-detuned with a wavelength of 1064 nm and
a beam waist of 16 µm. In contrast to the other, blue-detuned traps, the atoms reside
in an intensity maximum of this dipole trap. This results in a comparatively strong AC
Stark effect that shifts the different energy levels [128]. This is used to create a difference
in the transition frequencies between the atomic state |↑z〉 and excited states coupled to
it by light being either |R〉 or |L〉 polarized. The power in the 1064 nm trap is chosen
such that the transition |↑z〉 ↔ |e〉 for light in |R〉 is shifted by a total of 80 MHz. The
corresponding light shifts on all different mF states are shown in Fig. 3.1. Ideally, those
shifts are achieved for a power of 1.37 W in the trap, but, because of alignment drifts, the
power to achieve them fluctuates on a timescale of months between 1.4 W and 1.7 W. As
the resonance frequency of the cavity is tuned to the |↑z〉 ↔ |e〉 transition, left-circularly
polarized light in the cavity does not couple resonantly to an atomic transition.

Lastly, there is a small magnetic guiding field along the cavity axis with a magnitude of
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Table 3.1.: Cavity characteristics and cQED parameters of both setups used in this work. This
table lists the different specifications of the cavities and their coupling to the atom for both the
QGate and the Pistol setup. The numbers correspond to the the correct locking points of the
resonators that is used throughout this thesis. The atom-cavity coupling is given for the point of
maximum intensity in the cavity mode.

QGate cavity Pistol cavity

Mirror transmissions T1,T2 (92± 3) ppm,(3± 1) ppm 101 ppm,4 ppm
Finesse F 61000± 2000 55059

Round trip loss (102± 3) ppm 114 ppm
Cavity length (485± 1) µm 497.7 µm

Free spectral range 309 GHz 301.173 GHz
Mode waist of fundamental mode 29 µm 29.6 µm

Atom-cavity coupling g 2π × 7.6MHz (2π × 7.8MHz2) 2π × 7.6MHz
Decay rate κ 2π × 2.5 MHz 2π × 2.8 MHz

Decay into outcoupling mode κout 2π × 2.3 MHz 2π × 2.4 MHz
Atomic decay rate γ 2π × 3 MHz 2π × 3 MHz

Cooperativity C 3.85 (4.061) 3.44

B = 0.35 G, which shifts the different mF levels by an amount of gFmFB × 1.4 MHz/G 1.
Here gF is the hyperfine Landé g factor. As these shifts are comparatively small for our
magnetic field, they are not shown in Fig. 3.1. For |↑z〉, we have gF = 1/2 and for |e〉,
gF = 2/3. Thus, the frequency f of the transition |↑z〉 ↔ |e〉 is shifted by the magnetic
field by a value of ∆f = 490 kHz. In total, the transition frequency of |↑z〉 ↔ |e〉 and the
corresponding wavelength are

ωa = ωc = 2π × 384.228 195 692 THz and λ = 780.245 857 439 nm. (3.1)

3.3. The Resonators

The heart of each experimental setup is a high-finesse optical Fabry-Pérot cavity. The
resonators enable the strong coupling between the single photons and the individual
rubidium atoms that is the foundation for the experiments presented here. In order to
achieve such a coupling, a high-reflection coating is deposited on the fused-silica mirrors
to increase the field build-up for a single resonant light quanta in the cavity. The high
reflectivities also result in low transmissivities T1 and T2, where the index 1 is used for
the in- and outcoupling mirror of the cavity. The asymmetry between T1 and T2 is the
reason that light from within the cavity is outcoupled predominantly in one direction – an
important criterion for experiments that require, for instance, to send the light resulting
from the interaction with the atom-cavity system to another network module.

1As long as the magnetic field is only a small perturbation compared to the hyperfine splitting
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The most important specifications of the resonators in the QGate and Pistol setups for light
at a wavelength of λ = 780 nm are listed in Table 3.1. More details can be found, e.g., in
the PhD theses of Holger Specht [118] (QGate) and of Andreas Neuzner [108] (Pistol). The
atom-cavity coupling g is derived from spectroscopic cavity measurements in transmission.

To control the resonance frequency of the cavity, the mirrors are mounted in a piezoelectric
tube [117]. By adjusting the voltage, the length is set such that resonator is tuned to the
frequency of the 87Rb D2 line. While the length of the cavities might only be known up
to 1 µm, this uncertainty is not related to actual fluctuations of the distance between the
mirrors, but to the unknown penetration depth of the cavity light-field into the multi-layer
mirror coatings [125]. The length of the cavity is stabilized using the Pound-Drever-Hall
locking technique [129]. For this, the intra-cavity trap laser with a frequency of 771 nm
(locked to a frequency comb) is modulated and its transmission is detected after the cavity.
The electronic processing of the mixing and amplification of the related photodiode signal
is detailed in [125]. For light after the resonator, we measure frequency fluctuations with an
1/e intensity half-width of ∆f ≈ (200±50) kHz. The fluctuations result from a combination
of the line width of the locked laser and the length fluctuations of the resonator, and they
give an upper bound for the latter: If ∆f would correspond entirely to a change in the
length L of the cavity, this limit was ∆L = L∆f/f = 0.25 pm and thus much smaller than
the size of an atom (≈ 100 pm), which illustrates the precision at which the lock works.

In the QGate setup, the cavity frequency has residual drifts on the timescales of 10 min
resulting from the heating of the glass substrate by the 1064 nm laser beam. This is
compensated actively during the experimental sequence, by sending repeated pulses detuned
by κ above and below the target frequency and by comparing their transmitted intensities
[125].

Both resonators have a small birefringence that likely stems from strain in the mirror
substrates. This results in a polarization rotation around the eigenaxes of the resonator.
For QGate, the frequency difference of the modes belonging to the eigenaxes is 410 kHz
and the birefringence causes a rotation with an angle of 0.18 rad on the Poincaré sphere
around the linear polarization 50◦ from horizontally polarized light [118]. For Pistol, the
measured frequency difference of the modes belonging to the eigenaxes is 415 kHz and the
birefringence causes a rotation with an angle of 0.178 rad on the Poincaré sphere around
the |A〉 polarization3.

3.4. Experimental Toolbox

Many parts of the experimental setup in the QGate laboratory are characterized in previous
PhD theses [117,118,125] and only a basic description is recounted here in order to introduce

2In the distillation experiments presented in Chapter 4, the atom-cavity coupling is the used QGate cavity
was measured to be slightly larger. The corresponding value for g and C are given in brackets here and
are only relevant in the distillation chapter.

3In the Pistol laboratory frame, the Stokes vector of the birefringence eigenpolarization is
(−0.91,−0.39,−0.04). In the present work, |A〉 polarization on the QGate side is matched to the
eigenaxis of the Pistol resonator, resulting in the relabeling compared to the lab frame.
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the available tools. Some smaller changes that were made for the work presented in this
thesis are outlined in more detail.

3.4.1. Loading and Trapping

The core part of the setup is a custom-made vacuum chamber that contains the resonator
and the rubidium dispenser. In the QGate lab, the dispenser is heated by a current pulse at
the beginning of each attempt to trap atoms, whereas the Pistol lab uses a constant current.
The produced rubidium vapor is used to load a MOT, which is located in a distance of
14 mm from the center of the cavity. To transport the atoms from the MOT into the
resonator mode, a running-wave optical dipole trap at 1064 nm is utilized: It is red-detuned
from the nearest optical transitions of the atom and its potential minimum is at the point
of the highest intensity, i.e. at the focus of the beam. This focus is placed between the
cavity and the MOT and the atoms start oscillating in the resulting potential. When they
are at the turning point between the cavity mirrors, the optical traps there are switched on
and the transport beam is turned off. This leads to a probabilistic loading of atoms into
the cavity. On top of the vacuum chamber, an objective with a numerial aperture (NA)
of 0.43 is mounted. An EMCCD camera from Andor collects light scattered from the
atoms through the objective, which allows to observe the number of atoms trapped in the
resonator with a resolution of 1.3 µm (see Fig. 3.2 for an example picture of the Andor
camera). If too many atoms are loaded, they are optically heated until only one atom
remains. If no atom is loaded, the MOT and transport sequence is repeated. The average
number of atoms in the cavity can be increased with the time the dispenser is pulsed (just
in the QGate setup) or with the loading time of the MOT.

In the resonator, the atoms are held in place in an optical lattice formed by retro-reflected
trapping beams along three different, orthogonal axes (two for the Pistol setup): The
intra-cavity trap at 771 nm that is also used to lock the frequency of the resonator, the
1064 nm dipole trap that causes the large AC Stark shifts of the atoms described above, and
- for the QGate setup - a vertical standing-wave trap at 771 nm. This trapping geometry is
sketched in Fig. 3.2. For Pistol, the trapping along the vertical axis stems solely from the
radial confinement of the 1064 nm standing-wave trap. The interference pattern along this
trapping axis can be moved in both setups by means of the phase shift caused by a rotatable
glass plate to fine adjust the position of the atoms. The approximate parameters of the
QGate optical dipole traps are given in Table 3.2. In the blue detuned traps at 771 nm,
the atoms sit in the nodes of the standing wave. The wavelength along the resonator axis
is chosen such, that the light is resonant with the cavity (15 free spectral ranges away
from the frequency of the transition |↑z〉 ↔ |e〉) and that the positions of the nodes at this
frequency coincide with the antinodes of the 780 nm light in the middle of the cavity. This
ensures that the atoms sit at points with a maximal intensity of the 780 nm light, which
is crucial to achieve the highest possible coupling (see Eq. 2.2). Light at this coupling
wavelength is derived from a laser that is locked to the same frequency comb as the 771 nm
laser.

The slow sequence comprised of the initial loading and positioning of the atoms is controlled
using an ADwin system. The fast sequence that governs the experimental protocol needs
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Figure 3.2.: Atom-cavity trap geometry. This figure shows the alignment of the different optical
dipole traps and laser beams interacting with the atom at the center of the resonator. The position
and number of the atoms in the cavity are imaged with a high NA objective from above. A typical
camera picture resulting from one trapped atom is shown at the top. Pumping light is sent to the
low-transmission mirror (left) and the single photons used in the protocols of this work are incident
on the outcoupling mirror (right).

to be able to switch pulses on a sub- µs timescale. For this, we use field-programmable gate
arrays (FPGAs) that allow to control digital outputs with a resolution of 20 ns.

During the experimental cycle controlled by the FPGAs, the trapped atoms are heated
up by the interaction with resonant and near resonant light and by the scattering from
the various dipole traps [128]. To maximize the trapping time of the atoms, it is crucial

Table 3.2.: Parameters of the dipole traps. This table lists the approximate parameters of the
different optical dipole traps for the atoms in the QGate setup. The power of the 1064 nm trap is
fine-adjusted to achieve a specific AC Stark shift (see Chapter 3.2).

Trap Wavelength Polarization Power Waist

Transfer trap 1064 nm V 2 W 43 µm
Intra-cavity trap 771 nm A 180 µW 29 µm

1064 nm standing-wave trap 1064 nm π ≈ 1.4 W 16 µm
Vertical trap 771 nm π 20 mW 8 µm
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to cool them between the repeated runs of the main experimental sequence. For this
purpose, the experiments use two counterpropagating cooling beams, shown in Fig. 3.2.
The light is 10 MHz blue detuned from the transition frequency between

∣∣52S1/2, F = 2
〉

and
∣∣52P3/2, F

′ = 3
〉

without the AC Stark shifts taken into account, and it is in a lin⊥lin
configuration. This results in a fast varying polarization pattern that cycles within half
a wavelength and that enables a Sisyphus-cooling mechanism to dampen the atomic
motion [95,117]. Additionally, a repumping light is applied along the cooling axes, as the
atom can be scattered into

∣∣52S1/2, F = 1
〉
, a state in that otherwise no further cooling

would occur. The cooling and repumping light beams are both derived from lasers that are
locked to a frequency comb.

Typical experimental sequences run for ≈ 250− 500 µs if pumping (see Chapter 3.4.2) and
the additional cavity stabilization at QGate (see Chapter 3.3) are taken into account. The
experiments performed in this work have been done with repetition rates of 500 Hz and
1 kHz, respectively. The remaining time after the main experimental protocol has been
taken completely to cool the atoms. With this, we achieve atom trapping times on the
order of ≈ 10 s in both setups.

3.4.2. Atomic State Preparation and Detection

Initially, an atom can be in any mF ground state, either in the F = 1 or the F = 2 manifold.
Prior to any experiment, the atoms are therefore pumped to the (qubit) state |↑z〉. For
this, right-circularly polarized light |R〉 resonant with the |↑z〉 ↔ |e〉 transition is sent along
the cavity axis. It pumps an atom from F = 2 with a certain mF level to an excited state
with F ′ = 3 and m′F = mF + 1. From there the atom decays back to the F = 2 manifold
with on average no further change of the m′F state. Thereby, the mF state of an atom in
the F = 2 manifold is successively increased. Additional repumping light is incident on
the atom from the side and transfers atoms in the F = 1 manifold back to a F = 2 state.
When the atom has been successfully pumped to |↑z〉 with F = 2,mF = 2, it couples to the
resonator leading to a normal-mode splitting in the atom-cavity system. This suppresses
the pumping light in the resonator and the drop of the transmitted pumping power heralds
a successful pumping. At QGate, the pumping is done within ≈ 200 µs. This comparatively
long time results from the resonance of the pumping light with both the cavity and the
transition |↑z〉 ↔ |e〉. As shown in Fig. 3.1, all other transitions from the F = 2 ground
state to an excited F ′ = 3 state are detuned up to ≈ 50 MHz from this frequency as a
result of the AC Stark shifts. This slows the initial pumping to higher mF states. For
faster pumping, the power of 1064 nm trap and therefore the related AC Stark shifts can
be lowered in the beginning of the pumping. This decreases the detuning of transitions
with lower mF state resulting in a faster initial pumping. However, it was found that the
switch of the trapping power affects the cavity lock. As fast pumping was not required,
the slower pumping was employed throughout the experiments of this thesis. Recently, in
the Pistol experiment, a different approach was taken for faster pumping (within 55 µs)
by using light not resonant with the cavity and by compensating the low insertion to the
resonator with higher powers [116]. This could equally fasten the pumping and avoided
the detrimental effect on the cavity lock.
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To detect the state of the atom, light resonant with |↑z〉 ↔ |e〉 is sent to the atom from
a diagonally impinging beam (green beam in Fig. 3.2). For an atom in |↑z〉, this leads
to light scattering into the cavity mode and the resulting photons leave the resonator
through the outcoupling mirror. After the cavity in the QGate setup, an accousto-optical
modulator (AOM) is used to allow for a fast switching of the path of the light. The first
order diffraction is sent through an optical single-mode fiber to a detection setup of a beam
splitter and two single-photon detectors (SPDs). Each of them is an Excelitas device with a
detection efficiency of ≈ 55 % and dark-count rates of about 20 Hz. Together with the AOM
switch and the optical fiber-coupling, the overall detection efficiency of light after the QGate
cavity is 29 %. In the Pistol setup, the light is directed with a circulator (PMOPTICS Inc.
780 nm SM2) to superconducting nanowire single-photon detectors (SNSPDs) resulting in
an overall detection efficiency of 50 %. The dark-count rate of these detectors is dependent
on the ambient light and was measured to be as low as ≈ 10 Hz. The click signals from a
photon detection in any detector are logged with a qutools quTAU time-tagging module to
evaluate the time stamps of the clicks on a computer. The power in the detection beam
is chosen such that the measured Poisson distribution of the photons has only a small
overlap with the absence of detector clicks observed for an atom in |↓z〉 [130]. On the
other hand, the scattering due to the state-detection light heats the atoms which can lead
to reduced trapping times. To limit this effect on the trapping time in QGate, an active
state-detection feedback has been introduced prior to the work on the nonlocal quantum
gate: The registered clicks of the SPDs are counted by the FPGA and if the clicks exceed a
given threshold, the state detection light is switched off, overriding possible longer detection
times from the sequence.

3.4.3. Control of the Atomic Qubit States

At the end of the optical pumping, the atom is in the state |↑z〉 and therefore in the
qubit space. To prepare other initial qubit states and to perform single-qubit gates, it
is necessary to implement arbitrary rotations around the Bloch sphere of the qubit. For
this, two copropagating Raman beams are used [120]. They have a frequency difference
that equals the transition frequency between the 87Rb F = 1 and F = 2 ground states of
roughly h× 6.835 GHz and they therefore drive coherent two-photon transitions between
the corresponding energy levels. One of the beams is π polarized, whereas the other is
in a superposition of σ+ and σ− polarized light. Consequently, they drive two-photons
transitions with ∆mF = ±1. To avoid the unwanted transition |↓z〉 = |F = 1,mF = 1〉 ↔
|F = 2,mF = 0〉, a small magnetic guiding field of 0.35 G is used to shift the different
Zeeman levels. The energy difference of the transition with ∆mF = −1 is chosen such
that it coincides with a minimum of the Raman spectrum4. The two beams have a
130 GHz detuning from the rubidium D1 line and incoherent scattering can be neglected
on timescales of typical state transfers.

The beams are incident diagonally on the cavity, on the same axis as one of the cooling
beams (see Fig. 3.2). For the experiments performed in the single-photon distillation, the

4We use square driving pulses to switch the Raman lasers on and off via the controlling AOMs. This leads
to sidebands in the frequency spectrum with defined minima in between them.
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Figure 3.3.: Rabi oscillations. Measured populations in |↑z〉 over time for a continuous driving of
the atom with the Raman beams. The solid line gives a fit to the data with a period of 15.4 µs and
an initial amplitude of 0.989 with a decay time of 979 µs.

Raman lasers came along this axis from below. This allowed to overlap the Raman with the
cooling and repumping beams directly in free-space on the optical table. However, due to
space restrictions, the fiber outcoupler of the Raman beams was rather far from the atoms
(approximately ≈ 1 m) and had to propagate via several mirrors. This limited the pointing
stability of the state-control beams, affecting the effective power at the atoms and therefore
the realized rotation angle. For this reason, the Raman lasers had to be readjusted daily.
This not only added an overhead to the daily routine, but also made longer measurements
more difficult and subjected them to larger drifts. For the nonlocal quantum gate, the
Raman beams in QGate were therefore sent along the diagonal axis from the top. This
required to overlap them with the cooling, repumping, and state-detection light coming
from this axis on a separate breadboard and to send the combined light to the outcoupler
above the resonator. As this coupler is only approximately 35 cm from the location of
the atoms with no further mirrors, the pointing stability is much improved and hardly
requires further adjustments. Power fluctuations are additionally stabilized by a feedback
on the laser based on the measurement of the power in the Raman beams after the atom (a
multi-mode fiber was chosen to pick-up the light to reduce the sensitivity on the coupling).
After each experimental run, the power in both Raman beams is switched on separately
and compared to the gauged value. Differences are compensated by voltage-controlled
attenuator in the driving signal of the AOM for this beam.

Switching on both beams continuously, Rabi oscillations between the two qubit states
can be observed (see Fig. 3.3). The combined Raman beams introduce a small AC Stark
shift to the atoms of about 8 kHz. Thus, the atomic transition frequency differs when the
Raman lasers are on and when they are off. To compensate this, an additional detuning
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between the two lasers is switched on when they are not incident on the atoms [126]. This
ensures that the phase between the two lasers and the phase between the qubit states
evolves synchronized throughout the experiment. In all experiments in this work, a π/2
Rabi-pulse is performed within 4 µs.

The rotation around an axis on the Bloch sphere can be performed with any axis of
rotation around the equator by switching the relative phase between the Raman beams.
Furthermore, to implement rotations around the Z axis, the detuning between the two
lasers can be changed by an additional ∆R for a given amount of time. This leads to
an accumulation of a relative phase of the |↑z〉 and |↓z〉 states compared to the reference
system given by the Raman lasers. A combination of these two techniques allows then
rotations around an arbitrary qubit axis.
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4. Distilling Single Photons out of Coherent
States

The content of this chapter has been published in:
Single-Photon Distillation via a Photonic Parity Measurement Using Cavity QED
S. Daiss, S. Welte, B. Hacker, L. Li, and G. Rempe,
Phys. Rev. Lett. 122, 133603 (2019).

4.1. Motivation

Single-photon Fock states are the lowest excited photonic quantum state and therefore
the most basic unit of the quantized electromagnetic field. A controlled generation of
them is both of fundamental appeal and of great technological interest: Single photons
have a plethora of applications ranging from quantum communication like quantum key
distribution [131] or state transfer [71] to both all-optical [132–135] and distributed (see
Chapter 5) quantum computing and quantum simulation [136,137].

However, it is notoriously hard to experimentally create a single photon in a well-defined
spatial mode. The source of such a radiation state is typically an open system and therefore
it suffers from environmental perturbations. There are different approaches to create this
elusive state, like the fluorescence of single emitters such as molecules [138,139], ions [140],
atoms [141,142], color centers [143, 144] or quantum dots [145]. Another approach is based
on weakly driven nonlinear systems using, for instance, spontaneous parametric down-
conversion [146], heralded and weak excitations of a collective ensemble mode [50,147–149]
or Rydberg excitations [150,151]. In these works, the emission of higher photon-number
Fock states has efficiently been suppressed. However, the purity of the resulting state is
still limited by the remaining vacuum contribution that results from both technological
and conceptual constraints of the demonstrated sources.

A solution for this obstacle can be distillation, a process in which the desired state is purified
from a resource, generally from a larger set of states containing the wanted contribution [59].
In the work presented in this chapter, a similar idea is employed: An incoming coherent state
is used as a resource and a projective measurement of its Fock-state parity is implemented.
With this technique, the unwanted vacuum and two-photon components of the incident light
can be suppressed in a heralded way, thereby enhancing the target one-photon component.
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Figure 4.1.: Protocol of the photonic parity detection. The photon interacts with the atom-cavity
system with the atom in |↑x〉. For an even photon number reflecting from the resonator (lower
row in the figure), the state remains unchanged. A π/2 rotation maps the atomic state to |↓z〉
for the final state detection (not shown). For an incident odd photon number (upper row in the
figure), there is a relative π phase between the states on the poles of the Bloch sphere. This causes
a rotation |↑x〉 → |↓x〉. In this case, the final π/2 pulse results in the atomic state |↑z〉.

4.2. Protocol

The essential technique to distill the one-photon component out of an incoming pulse
is the photonic parity measurement. It relies on the reflection of a resource light-state –
containing a single-photon component – from a high-cooperativity atom-cavity system.
The underlying cQED effect of this reflection mechanism is introduced in detail for single
photons in Chapter 2.2.3. For the parity measurement here, the incident light is right-
circularly polarized in |R〉, and it is tuned to be resonant with the empty cavity. The
discussion in this section uses the approximation r↑ = −r↓ = 1 (see Chapter 2.2.3).

A single photon that is reflected from the resonator leads to a π phase shift in the atom-light
state if the atom is in |↓z〉 and therefore not coupling to the cavity. This phase shift is not
imprinted for a coupling atom in |↑z〉, as in this case the light is not entering the resonator.
The principle can be extended to higher n-photon Fock states |n〉, where for a noncoupling
atom a phase shift of nπ is caused by the reflection. Thus, for any even photon number n,
this phase shift is a multiple of 2π and there is no difference caused by the different atomic
states. In contrast, odd photon numbers that reflect from the cavity always result in a π
phase difference in the atom-photon state between |↑z〉 and |↓z〉 [152,153].

For the distillation, the resource states containing single-photon components are weak
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coherent pulses derived from a laser. Denoting a Fock state with n photons as |n〉, these
coherent states are described by [154]

|α〉 = e−
|α|2
2

∞∑
n=0

αn√
n!
|n〉 , (4.1)

where α is assumed to be real. The average photon number in such a coherent pulse is
n̄ = α2.

Fig. 4.1 sketches the full protocol of the parity measurement used for the distillation: The
weak coherent pulses are reflected from the atom-cavity system with the atom initially
prepared in the state (|↑z〉+ |↓z〉)

√
2 = |↑x〉. The reflection of a Fock state with an odd

photon number results in

1√
2

(|↑z〉+ |↓z〉)⊗ |R〉 reflection−−−−−−−−−→ 1√
2

(|↑z〉 |R〉 − |↓z〉 |R〉) = |↓x〉 ⊗ |R〉 . (4.2)

The interaction with the light changes the atomic state |↑x〉 to the orthogonal state |↓x〉.
In contrast to this, the initial atomic state is not changed for the reflection of a Fock state
with an even photon number. A subsequent π/2 pulse around the y-axis turns the atomic
state either from |↓x〉 to |↑z〉 or from |↑x〉 to |↓z〉, depending on the previously reflected
photon number [152].

Already in 2013, this effect has been used to implement a nondestructive detection of an
optical photon: A weak coherent pulse was incident on the cavity with the above-mentioned
atomic states and the ensuing π/2 pulse. The different atomic states resulting from the
reflection of either a photon or the vacuum were used to herald that a photon interacted
with the system [112]. The reflection mechanism was therein used as a detector of the
existence of a single photon and the use of a nonperfect resource state - the weak coherent
state - was only the convenient approximation of this single photon. In contrast, the
focus of the work at hand is to use the protocol described above to change the light state
with the atom-cavity system: The detection of the atom state after the interaction with
the light implements a projective measurement of the photon-number parity. In order to
examine the use of this principle to distill single photons, it is thus a necessary feature
that an imperfect approximation of a single photon is reflected from the resonator in
the first place. A projection to odd-parity Fock states then purifies the single-photon
component by suppressing any even parity contribution, like for example the vacuum or
the two-photon component. If the three- and higher photon contributions in the initial
pulse can be neglected (for α2 . 1), this is equivalent to a heralded distillation of a pure
single photon. To extract information on the photonic states produced with this protocol,
different experimental light-state analysis tools are used that are detailed further below.

For the experiments performed in this work, the distillation protocol is run at a repetition
rate of 500 Hz. This rate is lower than in other experiments (see for example in Chapter
5) to accommodate for the transfer speed of the homodyne data to the computer via the
FPGA.
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4.3. Impact of Imperfections on the Distillation

In an ideal scenario, the photonic parity measurement has a perfect contrast, i.e. a
final atomic state |↑z〉 corresponds to a photonic state with only odd photon-number
contributions. In this case, single photons can be produced with (near) unity fidelity.
However, there are various experimental imperfections that limit this contrast in our
measurements and therefore lead to an admixture of light of the wrong photon-number
parity. In the following, the influence of three major error sources is discussed theoretically.
These errors are included in the simulations shown with the data further below. The first
two imperfections discussed here affect measurements using the homodyne detector, as
these are sensitive to losses in the light state.

4.3.1. Effect of the Cavity Parameters

As described in Sec. 2.1.2, the atom-cavity system has various loss modes that can leak
information about the photonic parity state during the interaction. As this information is
lost to the environment, it limits the contrast of the parity measurement on a fundamental
level for each set of cQED parameters. The effect of these unobserved resonator modes on
the maximal achievable single-photon fidelity is discussed here.

The weak coherent input pulse |α〉 is assumed to be on resonance with both the cavity
frequency and the atomic transition ω = ωc = ωa. Furthermore, α is assumed to be real.
For an atomic state |↑z〉 (|↓z〉) and such an incoming pulse, the reflected light mode is
labeled |r↑α〉 (|r↓α〉) and is considered to be again coherent with an amplitude of r↑α (r↓α)
given by the input-output formalism result in Eq. 2.7. The amplitudes of the light modes
related to the transmission through the resonator

∣∣t↑/↓α〉, the light scattered from the
mirrors

∣∣m↑/↓α〉 and the light scattered from the atom
∣∣s↑/↓α〉 are obtained accordingly

with Eq. (2.8–2.10).

Only the reflected light is detected after the interaction and the undetected light is
summarized by the loss modes |l↑α〉 := |t↑α〉 |m↑α〉 |s↑α〉 for the atom in the coupling state
and |l↓α〉 := |t↓α〉 |m↓α〉 |s↓α〉 for a noncoupling atom. The spatial mode of light in the
different modes is assumed to be independent of the atomic state. Then the overlap between
the modes for the different atomic states can be calculated using the overlap of two coherent
states of amplitudes α1 and α2 that amounts to 〈α1|α2〉 = e−

1
2

(|α1|2+|α2|2)+α?1α2 . For real

values α1 and α2, this simplifies to 〈α1|α2〉 = e−
1
2

(|α1−α2|2). Therefore, the following
equations hold [125]

〈r↑α| r↓α〉 = e−2ξ2α2
, (4.3)

〈l↑α| l↓α〉 = 〈t↑α| t↓α〉 〈m↑α|m↓α〉 〈s↑α| s↓α〉 = e−2(1−ξ)ξα2
, (4.4)

〈l↑α| 〈r↑α| r↓α〉 |l↓α〉 = e−2ξα2
, (4.5)

with

ξ :=
κout

κ

g2

g2 + κγ
=
κout

κ

2C

2C + 1
(4.6)
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and the cooperativity C = g2/(2κγ) of the atom-resonator system. Inserting the QGate
cQED parameters of {g, κ, κout, γ} = 2π × {7.8, 2.5, 2.3, 3.0}MHz (giving C = 4.05) results
in ξ = 0.819.

In the distillation protocol, the atom is initially in an equal superposition state (|↑z〉 +
|↓z〉)/

√
2 and, after the reflection of a weak coherent pulse and the following π/2 rotation,

the atomic state is measured. The probabilities to detect the atom in |↑z〉 or |↓z〉 are

P (↑z) =
1− e−2ξα2

2
and P (↓z) =

1 + e−2ξα2

2
. (4.7)

The corresponding light states are normalized accordingly to∣∣ψ∓out

〉
=
|r↑α〉 |l↑α〉 ∓ |r↓α〉 |l↓α〉√

2(1∓ e−2ξα2)
, (4.8)

where − (+) corresponds to the state detection yielding |↑z〉 (|↓z〉) and thus to a light pulse
that is projected on the odd (even) parity photon-number states.

The light in the loss modes is not detected and the corresponding degrees of freedom have
to be traced out. This results in the reduced density matrix

ρ∓ = trl
∣∣ψ∓out

〉 〈
ψ∓out

∣∣
=
|r↑α〉 〈r↑α| ∓ e−2(1−ξ)ξα2

(|r↑α〉 〈r↓α|+ c.t.) + |r↓α〉 〈r↓α|
2(1∓ e−2ξα2)

(4.9)

that describes the state of the reflected light. The off-diagonal coherence terms in the
density matrix are damped as a result of the undetected coupling to the environment. The
resulting state approximates a (cat) state with a lower overall amplitude of

√
ξα (defined

by the normalization) that was subject to a loss of Lc = 1− ξ [125, 155]. This becomes
apparent by considering a system with r↑ = −r↓ =: r by using the condition for g2 given
in Eq. 2.26. In this situation, ξ = (2κout − κ)/κ, which is exactly the same as r↑. The
lowered amplitudes |α〉 → |rα〉 are therefore caused by a combination of the overall smaller
cat state α→ √ξα and an additional damping stemming from a loss of 1− ξ. The effect of
general losses will be considered in more detail in the next section. The loss discussed here
is intrinsic to each cavity system and ultimately limits the distillation capabilities of the
protocol. Going back to the exact formula with r↑ 6= −r↓, the fidelity Fn of the reflected
light with a certain Fock state |n〉 for an incoming coherent pulse |α〉 is given by

Fn = 〈n| ρ− |n〉 =
1

2(1− e−2ξα2)

(
e−|r↑α|

2 (r↑α)2n

n!

− 2e−2(1−ξ)ξα2
e−

1
2(|r↑α|2+|r↓α|2) (r↑r↓α2)n

n!

+ e−|r↓α|
2 (r↓α)2n

n!

)
.

(4.10)

The maximal single-photon fidelity F1,max the distillation can achieve is reached with
coherent states in the limit α2 → 0 and can be derived from the expression above. Practical
values of F1 will be below this limit of

F1 ≤ F1,max = ξ =
κout

κ

2C

2C + 1
. (4.11)
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For the QGate cavity parameters, this maximal fidelity is therefore F1,max = 0.819. However,
there is no fundamental limit in increasing this number with different cQED parameters and
different systems could use the presented protocol to distill single photons with near-unity
fidelities.

4.3.2. Additional Loss

In any realistic experiment, there is not just the loss that can be associated to the cavity
system, but there are additional effects that occur for example in the propagation and the
detection of the light. The impact of further loss L on the light’s density matrix ρ− has two
effects. First, the amplitudes reduce from |r↑↓α〉 → |νr↑↓α〉), with ν =

√
T and T = 1− L

being the transmission. Second, the off-diagonal coherence terms experience an additional
decay described by a factor e−2Lξα [155]. The density matrix after the loss is then

ρ∓ =
1

2(1∓ e−2ξα2)

(
|νr↑α〉 〈νr↑α|+ |νr↓α〉 〈νr↓α|

∓ e−2Lξα2
e−2(1−ξ)ξα2

(|νr↑α〉 〈νr↓α|+ c.t.)
)
.

(4.12)

For the remainder of this section, the approximation r↑ = r and r↓ = −r is again used. It
was outlined in the section above that the interaction with the cavity results in an overall
smaller state of α → √ξα, as apparent in the normalization, and an additional loss of
Lc = 1− ξ resulting in amplitudes of magnitude ξα = rα. Any additional loss can therefore
just be added to the impact of the cavity to arrive at the total loss Ltot = 1−(1−Lc)(1−L).
In this case, T is taken as T = 1− Ltot. The final overlap with a Fock state |n〉 (similar to
Eq. 4.10) is then

〈n| ρ− |n〉 =
e−Tξα

2

1− e−2ξα2

(Tξ)nα2n

n!

(
1− (−1)ne−2Ltotξα2

)
. (4.13)

Especially for small average photon numbers, the additional loss result in a higher con-
tribution of the vacuum in the final photonic state. In Chapter 4.5.2, loss components in
our experiment are identified in the propagation and the detection of the light. As they
happen only after the distillation, they are not intrinsic to the experimental realization of a
specific light state (merely to its detection) and their effect can be corrected to reconstruct
the state that was actually distilled. For details on this correction process see [125,156].
Additionally, there are loss mechanisms that are intrinsic to the produced light state. For
example, fluctuations of the cavity lock can result in an effective loss in the accumulated
data, as the resonance frequencies differ slightly from shot to shot. The resulting variation
in the phase difference between |r↑α〉 and |r↓α〉 causes a reduction of the contrast in the
parity measurement (an effect that is not described by the approximation of Eq. 4.13).
Imperfections that are intrinsic to the produced light states are not be corrected in any
way.

4.3.3. Imperfect Atomic State Detection

The last major imperfection to be discussed concerns the atomic state detection. It can
result, for example, from a nonperfect π/2 pulse used to rotate |↓x〉 to |↑z〉. If an atomic
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state |↑x〉 after the interaction is wrongly detected as |↑z〉 after the rotation, the accumulated
data for an odd-parity photon state contains also even parity data points. How much this
affects the resulting state depends on the average input-photon number: For n̄ < 1 the
resulting state is dominated by the vacuum, which is an even Fock state (with density matrix
labeled as ρ+). Therefore, α2 → 0 yields 〈α| ρ+ |α〉 → 1 and accordingly 〈α| ρ− |α〉 → 0.
For the distillation, we are interested only in the measurements heralding an odd parity.
Since these occur rarely for a small average photon number, a small detection probability
of an even state being heralded as an odd parity can dominate the reconstructed density
matrix. For a probability of η of the measurement to yield a wrong atomic state-detection
result, the density matrix can be obtained with

ρeff = Pη(ρ
−| ↑z)ρ− + Pη(ρ

+| ↑z)ρ+, (4.14)

where Pη(ρ
±| ↑z) is the conditional probability that an atomic detection in |↑z〉 results

from an initial density matrix of the odd or even parity states for a certain η. Applying
Bayes’ theorem, the conditional probabilities can be rewritten as [125]

Pη(ρ
±| ↑z) =

P (↑z |ρ±)P (ρ±)

P (↑z)
=

(0.5∓ (0.5− η)) 〈α| ρ± |α〉
P (↑z)

, (4.15)

where P (ρ±) gives the probability to obtain the density matrix ρ± for a certain coherent
input pulse |α〉 (given in Eq. 4.7) and P(↑z) is the total probability to detect the atom in
state |↑z〉 that depends on η. Therefore, the density matrix of the final state for a given α
and η is

ρeff =
1

1− (1− 2η)e−2ξα2

(
(1− η)(1− e−2ξα2

)ρ− + η(1 + e−2ξα2
)ρ+
)
. (4.16)

In a simulation keeping track of additional imperfections, P (ρ±) and P(↑z) can be calculated
by the simulation instead of taking the analytical form given here.

4.4. Photonic State Analysis

Important characteristics of single-photon sources are typically the brightness of the
source, e.g. how often an attempted try to create a single photon is successful, and the
indistinguishability of the produced photons [157]. In a distillation approach, however, the
brightness depends on the abundance of the single-photon component in the resource state
and is therefore not intrinsic to the scheme. Similarly, the indistinguishability is a result
of the temporal and spectral features of the resource light used. For these reasons, the
analysis of the distillation scheme that is presented here focuses only on the pureness of
the single-photon component of produced light state.

For the experiments done in this chapter, two different techniques are used to analyze the
distilled light after the cavity. The first technique is a homodyne detection that by virtue
of different projection axes allows to reconstruct the density matrix or the Wigner function
of the light. The second tool is a Hanbury Brown-Twiss detector to access the second-order
correlation function of the light pulse. Both methods are introduced in this section.
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4.4.1. Homodyne Detection

A useful tool to extract information on a light state is the balanced homodyne detection
[158,159] that was initially developed in the microwave technology of World War II. To
implement it in the context of this work, the typically weak light signal is amplified by
interfering it with a strong local oscillator (LO) beam of the same wavelength. A 50/50
beam splitter is used to channel the combined light to two independent photodiodes (PDs)
of a detector that measures the current difference between them. The local oscillator is
derived from the same laser as the signal to be measured and the two beams form together
an interferometer. Since its path length is smaller than the coherence length of the source
laser, frequency and phase noise appear equally in the signal and the LO and are therefore
canceled in the detection.

Each photon individually can either be transmitted or reflected at the beam splitter and
the PDs detect (and amplify) via their signal difference the corresponding fluctuations [160].
The signal is projected along a certain axis in phase space defined by the relative phase φ of
the LO [158]. In each measurement, the current difference is integrated over the temporal
shape of the photon [125] and one quadrature value qφ is obtained. The distribution over
many measured qφ gives the full projection of the phase space along the axis given by φ,
the so-called marginal distribution. For a full reconstruction of the signal light-state, it is
necessary to get the marginal distributions of many different axes by scanning this relative
phase φ of the LO. These marginal distributions are always the result of any measurement
with the homodyne detection setup and the quantities of interest - the density matrix of
the light state, its Wigner function (see below) and the overlap of the light with a certain
Fock state - are derived mathematically from this data.

There are different techniques to reconstruct the density matrix or the Wigner function
from the marginal distributions for various φ [161]. For the purpose of this work, a discrete
maximum-likelihood approach was chosen to obtain the density matrix ρ of the light state
in a truncated Fock space. The iterative scheme used for this was first applied to optical
homodyne detection in 2004 [162] and a detailed description of it can be found in the
thesis of Bastian Hacker [125]. The Wigner functions shown in this work are furthermore
calculated directly from ρ as explained below. Lastly, the overlap Fn of a given light state
with a Fock state |n〉 is obtained as Fn = 〈n| ρ |n〉.

4.4.1.1. The Wigner Function

An important visualization of quantum states of light is the Wigner function. It is a
quasi-probability distribution in the phase space spanned by the two quadratures of the
light [160,163]. For a given density matrix ρ̂, the Wigner function is defined as

Wρ̂(x, p) =
1

π

∫
e2iyp/~ 〈x+ y| ρ̂ |x− y〉 dy. (4.17)

It is normalized to unity by integrating over the full phase space, as expected for a
probability distribution. However, the Wigner function can locally be negative and is
therefore called a quasi-probabilistic distribution. Regions with negative values appear
only for nonclassical states of light [160].
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Figure 4.2.: Ideal Wigner functions. The theoretical Wigner functions of a pure vacuum (a) and a
pure single-photon state (b).

There are two Wigner functions especially important for the discussion of the distilled light
states, namely the vacuum and the single-photon state. They are given by the Laguerre
polynomials of the harmonic oscillator and a derivation of them is outlined in Appendix B
in terms of the dimensionless quadratures X =

√
mω/~x and P = p/

√
mω~. First, the

Wigner function for a vacuum state is

W0(X ,P) =
1

π
e−X

2−P2
. (4.18)

It is shown in Fig. 4.2a. It has its maximum at the position (0, 0) in phase space and then
shows a (radially symmetric) Gaussian decay for higher quadrature values of P or X . In
contrast, the Wigner function for a single-photon Fock state is

W1(X ,P) =
−1

π
e−(P2+X 2) [1− 2

(
P2 + X 2

)]
. (4.19)

The resulting radially symmetric distribution is shown in Fig. 4.2b. It is nonclassical, as it
has a negative minimum at the phase-space origin.

These two Wigner functions show the importance of avoiding losses in a single-photon state
that is to be detected: In this situation, losses are equivalent to an admixture of vacuum.
Therefore, the maximum of W0 at (0, 0) overlaps with the negative value of W1 and can
lift it to a positive value, thereby destroying the characteristic signature of the nonclassical
state. Noise in the homodyne detection can also lead to an effective loss and therefore to a
lower negativity [164].

4.4.2. Hanbury Brown-Twiss Setup

A Hanbury Brown-Twiss setup is an intensity interferometer that was introduced by Robert
Hanbury Brown and Richard Q. Twiss in 1954 [165]. It probes the correlations in the
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intensities of a beam at different times1 and it is measured by two detectors with a variable
time delay τ . Initially, this method was established in the field of radio astronomy. Two
years later, they also demonstrated the feasibility of this method for shorter wavelengths
and visible light [166,167].

In this thesis, this technique is applied to the light signal that has interacted with our
cavity and is sent via a beam splitter to two different SPDs. The second-order correlation
function g2(τ) of a light pulse can be determined as a measure of the fluctuations of the
light’s intensity I (or equivalently the photon number n) in time t as [102]

g2(τ) =
〈I(t)I(t+ τ)〉
〈I(t)〉2 , (4.20)

where the brackets 〈〉 denote the expectation value. Labeling the two SPDs in the output
arms of the beam splitter with subscripts 1 and 2, this equation can be rewritten in terms
of the probability of clicks in both detectors P12(τ) that are time τ apart normalized by
the probability of a click in each detector individually P1 and P2 as g2(τ) = P12(τ)/(P1P2).
In contrast to the Wigner function, the vacuum and losses in the transmission of a single
photon do not affect the detected correlation function because of this normalization. g2(τ)
has a different signature for different light states: Coherent light has a Poissonian photon
distribution leading to a constant value in the second-order correlation function of g2(τ) = 1.
In contrast to this, it is intuitively clear, that within each single-photon pulse at τ = 0 only
one (ideal) detector can click at a time and thus P12 = 0 and g2(0) = 0. As the photons
between different single-photon pulses that are a time τ apart are completely uncorrelated,
this results in g2(τ 6= 0) = 1. The anti-bunching of the second-order correlation function at
τ = 0 to zero is therefore another hallmark signature of single photons [168]. Eq. 4.20 can
be evaluated more generally at τ = 0 resulting in

g2(0) =
〈n(n− 1)〉
〈n〉2 . (4.21)

Combining this equation with the probability of measuring a certain Fock state out of
the distilled light after losses (Eq. 4.13) and with the effect of an imperfect atomic state
detection measuring the wrong result with a likelihood of η (Eq. 4.16), the expected g2(0)
for the light state produced with the distillation in the approximation r↑ = −r↓ is:

g2(0) =

(
1− (1− 2η)e−2α2

1 + (1− 2η)e−2α2

)2

. (4.22)

Neither the transmission T nor the loss Ltot of Eq. 4.13 remain and g2(0) is completely
independent to the effect of losses. If furthermore η = 0 is assumed, the above equation
simplifies to g2(0) = tanhα2. However, if dark counts in the detectors of the Hanbury
Brown and Twiss setup are present, the losses can play a role again, as they lower the real
signal compared to the noise of the dark counts. To include dark counts in a simulation,
the rates of three causes of coinciding clicks in the detectors have to be compared: The

1In the original experiment by Hanbury Brown and Twiss in 1956, the intensity correlations were probed
transversally at different distances between two detectors.
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rate of the (signal) clicks stemming from Fock-state components with n ≥ 2, the rate of a
measured click combined with a dark count in the other detector, and the rate of coinciding
dark counts in both detectors during the detection window.

4.5. Experimental Setup

The distillation experiments employs the qubit module QGate that was introduced in
Chapter 3. The setup used to reflect the weak coherent beams from the atom-cavity
system and to subsequently analyze the resulting state is shown in Fig. 4.3. Light comes
from an input fiber and uses the low reflectivity of a Semrock laserline filter to be sent
to the resonator. The reflected light passes the filter and an AOM is used to send the
light either via an optical fiber to a Hanbury Brown-Twiss setup (first-order diffraction)
or to a homodyne detector (zeroth-order diffraction, AOM off). In the homodyne setup,
a local-oscillator beam, derived from the same master laser as the signal, comes from an
optical fiber and is overlapped with the light from the cavity using a 50/50 nonpolarizing
beam splitter (NPBS). The power in the LO beam is 1.8 mW. It is resonant with the
cavity and the diffusive reflection from the homodyne detector was sufficient to heat the
atoms in the resonator. Therefore, a TOPTICA photonics SSR780 Faraday isolator is used
in the signal path to block any light coming from the detection setup. It has a transmission
of 97 % and a suppression from the other direction of 20 dB, which is sufficient to prevent
too strong heating [125].

As outlined above, to use the homodyne detection for a full state reconstruction, it is
important to have different relative phases of the LO and the input light-state. In our
experiments, this is done with a detuning of 1 Hz between the signal and the LO. As the
experimental sequence runs with a repetition rate of 500 Hz, this results in sufficiently
many different relative phases. After each experiment, a phase- reference measurement is
performed [125].

Unless otherwise specified, the experiments performed in this chapter are done with a
weak coherent input pulse having a Gaussian envelope with full width at half maximum
t = 2.3µs.

4.5.1. The Homodyne Detector

Commercial homodyne detectors did not fulfill the specification we were looking for,
especially concerning the quantum efficiency of the photodiodes. For this reason, I designed
and assembled a custom detector. It has already been used for the work presented in the
thesis of Bastian Hacker [125], and its key characteristics are also listed therein. A photo of
the detector is shown in Fig. 4.4 and the relevant parts of the circuit diagram are depicted
in Appendix C. For the photodiodes, the model S3883 by Hamamatsu was chosen for its
high quantum efficiency. Removing the protective glass cap from the diodes, the quantum
efficiencies ηQE of the detectors at a wavelength of λ = 780 nm are ηQE = (98.5± 1) %,
resulting in a sensitivity of 0.63 A/W. The difference in current of the two photodiodes
is amplified by a factor of 22000 with a transimpedance amplifier based on the op-amp
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Figure 4.3.: Experimental setup for the distillation. This sketch shows the setup for the light’s
reflection from the cavity and the subsequent analysis of it in the distillation experiments. The light
comes from the input fiber and uses a laserline filter as a circulator. With an AOM, the light can
be either sent to a Hanbury Brown-Twiss setup or to the homodyne detector. The lenses, curved
mirrors, and waveplates in the setup are used to set the mode and polarization of the light.

LMH6624. Stabilizing capacitances were chosen according to [169]. After a high-pass filter
with a cut-off frequency of 0.7 kHz, the signal is again amplified by a factor of 73.5 using
an additional custom-built amplifier with an LMH6624 that is mounted directly on the
detector (the circuit diagram of it is shown in Appendix C). For impedance matching
purposes, this direct mounting is necessary and the two devices should not be connected
by a coaxial cable. Furthermore, in the current configuration, the detector unit should
not be used without the amplifier without changing the impedance of its output. The
full system’s signal is sent to an analog-to-digital converter card of an FPGA. The total
theoretical gain G of a current difference in the system, including the voltage divider by
the output impedance of 51 Ω and the input of the analog-to-digital converter (50 Ω) is
G = 5.14× 105. The gain measured with a sinusoidal input at 20 kHz was slightly higher
at G = (5.5± 0.2)× 105, possibly due to tolerances in the used electronic parts.

4.5.2. Losses in Light Propagation and Detection

Losses that happen after a specific light state has been produced by the interaction with
the cavity are summarized in this section. For a single-photon state, these losses result
effectively in the admixture of vacuum and can therefore impair e.g. the negativity in
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Figure 4.4.: Photo of the homodyne detector. The picture shows the final printed and assembled
circuit board. The top cover of the detector unit has been removed for this picture.

the observed Wigner function. However, such losses are added only by the presented
measurement setup of the light and are not intrinsic to the created photonic state. For
this reason, the reconstructed state can be corrected for the losses that can be attributed
solely to the specifics of the measurement setup. These losses are also discussed in the
dissertation of Bastian Hacker [125], but due to their importance to the analysis in this
section, a quick overview is given here as well.

There are several sources of effective loss related to the homodyne detection. The strongest
contribution is caused by the imperfect mode matching of the signal and the LO beam in
the two detector paths, as only signal light in the mode of the LO becomes amplified by it.
This results in a loss of 6 %. Furthermore, noise in the detector adds a random component
qe to any measured quadrature qφ. This is equivalent to an additional optical loss in the
setup Ln [164] of

Ln =
〈q2
e〉
〈q2
φ〉
, (4.23)

where 〈〉 denotes the expectation value. The effective electronical noise resulting from
e.g. thermal fluctuations or the spot current of the non-ideal op-amps [169, 170] can be
estimated with a single measurement comparing the spectrum of the homodyne detector
photocurrent with and without the incident local oscillator [164]. For the bandwidth regime
of the detection (given by the high pass filter and the spectrum of the used light as roughly
0.7 kHz-500 kHz), it was found that Ln = 0.025. In the detection, there is additional
classical noise from the laser providing the strong LO signal that leads to an effective loss
LLO [125]. For the used LO power of 1.8 mW, this loss amounts to LLO = 0.018. The
non-unity quantum efficiency of the photodiodes leads to an additional loss of 1.5 %. Lastly
there are detection errors resulting from the use of the electronic high-pass that filters out
a part of the measured spectrum.

Aside from the detection, there are losses related to the propagation of the light after the
resonator. As shown in Fig. 4.3, the light passes the laserline filter, the AOM, the optical
isolator, several lenses, mirrors and waveplates, and additionally the viewport of the vacuum
chamber (not shown). The losses of all these mentioned imperfections are summarized in
Tab. 4.1. The individual losses Li can be summed according to 1− Lsum =

∏
i(1− Li).

The total identified loss related to the light propagation and detection is Lsum = 25.1 %.
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Table 4.1.: Different losses in light propagation and detection. This table lists all the identified
losses affecting the light state after the cavity interaction in the propagation to the measurement
setup and in it its subsequent detection. The losses Li are summed with 1− Lsum =

∏
i(1− Li).

Source of effective loss Loss Li

Transmission through waveplates, mirrors and NPBS 7.6%

Mode matching with LO 6.0%

Transmission of the isolator 3.0%

AOM transmission 2.5%

Electronic noise of the detector 2.5%

LO laser classical noise 1.8%

Semrock laserline reflectivity 1.5%

Limited quantum efficiency of homodyne PDs 1.5(15)%

High pass filter 1.1%

Vacuum chamber viewport reflection 0.6%

Background noise of high pass filter 0.2%

Total losses Lsum 25.1%

4.6. Experimental Results

This section gives the main results of the single-photon distillation experiments. First,
the photonic parity measurement is investigated, and then it is used to produce single
photons. The generated light is analyzed for different input-photon numbers by the
population in the different Fock states and additionally by a Wigner function. Lastly
g(2) measurements underline the single-photon character of the produced light for various
input-photon numbers, and it is demonstrated that the distillation can be performed for
various temporal shapes of the input pulse.

4.6.1. Simulation and Characterization of the Setup

The amount of losses both from the cQED parameters and from the light transmission
and detection that have been identified for the QGate setup have already been discussed.
However, combined they only form a lower bound of the total losses and in the actual exper-
iment, higher values are observed. Furthermore, the amount of the imperfect atomic state
detection was not yet identified. To obtain numbers on the actual observed imperfections,
a simulation is fitted to data of the populations in the different Fock states |0〉, |1〉, and
|2〉. The resonator is modeled with the input-output formalism (see Chapter 2.1.2) using
concatenated beam splitters [125, 153]. At the end, the transmitted and scattered light
modes are traced out. To identify and fit some unknown parameters with the simulation,
the distillation protocol is performed for 14 different input photon numbers n̄ between
0.35 and 4.0 and the resulting state is analyzed with the homodyne setup. For each n̄, an
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Figure 4.5.: Fitting a theoretical model the data. For an atom detection in |↑z〉, the measured
and uncorrected populations P in the different Fock states |0〉 (blue), |1〉 (orange), and |2〉 (green)
are reconstructed from homodyne measurements and are shown here as colored dots for different
average photon numbers of the incoming coherent pulse n̄. The curves with the respective colors
give the calculated overlap of the density matrix in the simulated model with the different Fock
states for the parameters discussed in the main text.

average of 22 000 quadrature values have been measured for the detection of the atomic
state in |↑〉. From this data, the different Fock-state contributions are reconstructed with
the maximum-likelihood approach. The simulated model of the parity measurement is
implemented in QuTip [171]. It includes as free parameters the total losses after the
interaction with the cavity Lfit, the probability of a wrong state-detection outcome η and
the detuning of the light from the cavity frequency ∆c. The detuning of atomic transition
from the incoming light was found to have only a small effect. It was set to a constant value
of ∆a = 2π × 6 MHz, resulting from a separate characterization that includes additional
AC Stark shifts of residual atomic motion in the standing-wave dipole traps [108].

The fit of this model to the measured data is shown in Fig. 4.5. It results in the parameters
Lfit = 35.2 %, η = 0.013, and ∆c = 2π×0.39 MHz. The values for η and ∆c are used for the
simulations given below, unless otherwise specified. Concerning Lfit, the experimental data
based on the homodyne detection is corrected for the identified losses in propagation and
detection of Lsum = 25.1%. This leaves losses of Luncorr = 1− (1−Lfit)/(1−Lsum) = 13.5%
that remain in all presented data and that are used in the simulations. They might stem,
for example, from fluctuations of experimental parameters in the production process of the
light.
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Figure 4.6.: Effect of the parity measurement on the photon distribution. For input pulses with
different average photon numbers, the output photon-number distribution after our protocol is shown
as reconstructed from the homodyne measurement. In the first column, it is given unconditioned on
the atom measurement. The middle column shows the distribution for an atomic state detection in
|↑z〉 and the last column for a detection in |↓z〉. The black line indicates a Poisson distribution with
an average photon number given by the unconditional distribution. The input-photon numbers
in the different rows are indicated on the right side of the figure. The black contours give the
distribution expected from the simulation. The values shown here are corrected for losses occurring
in the propagation and detection.

4.6.2. The Photonic Parity Measurement

For an incoming weak coherent pulse |α〉 with an average photon number of n̄ = α2, the
parity measurement heralds a projection onto the odd-parity states by measuring the atom
in |↑z〉. Similarly, even-parity states are heralded by the atom being in |↓z〉 at the end of
the sequence. In Fig. 4.6, photon distributions reconstructed from the homodyne detection
are shown without postselection on an atomic state and for the atom detected both in |↑z〉
and |↓z〉. As a basis of the reconstruction, an average of 95 000 quadrature values have been
recorded per input-photon number. The data is corrected for the losses in the propagation
and detection of the final light state after the interaction with the cavity. The enhancement
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Figure 4.7.: Overlap fidelity with a single photon. a: The measured overlap fidelity F1 of the
distilled light state with a single-photon Fock state reconstructed from a homodyne measurement is
shown in blue markers for different input photon numbers n̄. The measurements are corrected for
losses in propagation and detection. The blue line corresponds to a simulation using the major
experimental imperfections. For reference, the overlap of a coherent state of a given photon number
with a single-photon state is shown. b: The probability of detecting the atom in |↑z〉 after the
distillation protocol is shown as a function of the input-photon number. The solid line corresponds
to a simulation and the blue markers give the measured values per distillation attempt.

of the odd (even) photon contributions for a detection in |↑z〉 (|↓z〉) compared to the
unconditioned distribution is clearly visible. The experimental imperfections discussed
above result in a nonperfect separation to the different parity states. A simulation including
these imperfections yields the distributions given by the black contours in the figure. They
represent well the measurements for smaller average photon numbers. The small deviation
for larger photon numbers could be caused by non-linearities in the system and by the fact
that the interaction of the light pulse with the cavity happens while part of light is already
being detected. However, they do not play a role for the theoretical understanding of the
distillation to single photons for that light with small average photon numbers is used.

In all the results for a post-selection in |↑z〉, the relative suppression of the vacuum and the
two-photon component are apparent. Together with the negligible low population of the
three photon state for small n̄, this is the key to using the parity measurement to produce
single photons.

4.6.3. Distillation of Single Photons

The combination of a coherent input pulse with a small average photon number and a
following projection to an odd-parity state constitutes the single-photon distillation. The
output fidelity of its measured light state ρ with a single photon (given by the overlap
F1 = 〈1| ρ |1〉) is shown in Fig. 4.7a (corrected for losses in propagation and detection) for
different average input photon numbers n̄. It is reconstructed from homodyne measurements
using an average of 22 000 quadrature values. The solid line gives F1 as expected from the
theoretical simulation, which matches well with the data. As a reference, the single-photon
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Figure 4.8.: Wigner function having a high overlap with a single-photon state. The figure shows
the Wigner functions reconstructed from the homodyne measurements for an input average photon
number of n̄ = 0.31. For a better visibility, part of the function is cut to display the center of the
distribution. a: Wigner function that is corrected for losses occurring in propagation and detection.
b: Wigner function as reconstructed from the measured marginal distribution without any further
corrections.

fidelity F1 of a coherent state is also shown in the figure. Such states are used in many
quantum-network protocols to approximate single photons. While the coherent state
achieves a maximal overlap of F1 = 36.8 % with a true single photon, the light state
produced after the cavity reaches up to F1 = (66± 1) %. This maximum is achieved for
n̄ ≈ 0.5. If the input-photon number increases compared to this value, the contributions
from the higher Fock states result in a slow decrease of F1. For n̄→ 0, F1 also decreases.
This is due to the atomic state detection (π/2 rotation and state detection in |↑z〉 / |↓z〉)
yielding the wrong result in 1.3 % of the cases. As the input pulses are dominated by
the vacuum, there are fewer detections for an odd parity and the atom in |↑z〉. This is
shown in Fig. 4.7b as the measured probability to detect the atom in this state, P (↑). The
lower number of overall detections for small n̄ leads to an increased impact of the small
percentage of state detections with the wrong result for an atom that should ideally be
detected in |↓z〉. This yields a lowered F1 as P (↑) drops.

At the point of the highest fidelity F1, the Wigner function of the photonic state is
reconstructed from the homodyne data out of 7 500 quadrature values. In contrast to the
results shown before, this analysis also contains information on the off-diagonal elements
in the density matrix of the state. Therefore, this representation is a means to show the
full state produced by the distillation protocol. The result of this reconstruction for an
incoming photon number of n̄ = 0.31 is shown in Fig. 4.8. The Wigner function in Fig.
4.8a is corrected for losses in propagation and measurement. It clearly shows the dip in the
middle of the distribution that is characteristic for a single photon, albeit it is with a value
of −0.125± 0.006 less negative than in the ideal Wigner function (W1,ideal(0, 0) = −1/π)
displayed in Fig. 4.2. This is expected due to the additional losses, the atomic state-
detection error, and the contributions of higher photon numbers. The Wigner function of
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Figure 4.9.: Second-order correlation function measured with the Hanbury Brown and Twiss setup.
a: The measured values of g(2)(0) for different average input-photon numbers n̄ are shown as black
markers. The green curve shows g(2)(0) of the simulated model with the parameters given in the
main text. b: The measured g(2)(τ) between the different coherent input pulses that are separated
by 2 ms. The errors in both plots are given as black bars and display the standard deviation.

a photonic parity measurement that is subject to these imperfections is discussed in the
thesis of Bastian Hacker [125]. At the phase-space origin, its value is

Wtheo(0, 0)(α) =
e−2(1−L)ξα2 − (1− 2η)e−2Lξα2

π
(
1− (1− 2η)e−2ξα2

) . (4.24)

with losses of L and a probability η that the detection of the atomic state yields a wrong
result. The losses to be taken into account are caused by the cavity with Lc = 1 − ξ
and there are additional, uncorrected losses of 13.5 %, as discussed further above. Using
these values at α =

√
0.31, the theoretical negativity of our state expected from Eq. 4.24

is Wtheo(0, 0) = −0.109 and therefore very close to the measured value. Furthermore,
the detected Wigner function shows the overall radial symmetry expected for a single
photon with a some vaccum contribution. The small deviations from the expected Wigner
function can result, for example, from fluctuations of the cavity frequency between different
experimental runs. In Fig. 4.8b, the Wigner function for the same data is shown without
the corrections applied. In this case, there is still a small negativity of −0.016±0.008 at the
center of the distribution, but the vacuum component almost suppresses this characteristic
of a nonclassical state. With the combination of the fitted losses and the cavity effects, the
theory in Eq. 4.24 results in Wtheo(0, 0) = −0.004, confirming that the expected negativity
is almost negligible for the given experimental parameters.

If incident weak coherent pulses with even smaller average photon numbers are to be
considered, the probability of detecting the wrong atomic state leads to a higher admixture
of even-parity contributions and the detected state in the homodyne setup becomes
dominated by the vacuum component. To characterize the ability of the distillation
protocol to suppress higher-photon numbers in a loss independent way that is less sensitive
to the vacuum contribution, the light is analyzed with the Hanbury Brown-Twiss setup.
The detection efficiency of light from after the cavity to a final detection with it is 47 %. As
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the correlated clicks are normalized with the individual clicks occurring in each detector,
the impact of the vacuum on the resulting state is excluded in this approach. The value of
the second-order correlation function g(2)(0) at τ = 0 of the distilled light for incoming
intensities between n̄ = 0.1 and n̄ = 2.5 is shown in Fig. 4.9a. For the different datapoints
(with the exception of the data at n̄ = 0.1, see below), an average number of 3 000 clicks
was recorded with the single-photon detectors. A clear sub-Poissonian photon statistics as
characterized by a reduction in the count fluctuations g(2)(0) < 1 is visible. As expected
due to the vanishing higher-photon contributions, the figure shows g(2)(0)→ 0 for n̄→ 0.
For very small incoming intensities in the coherent input pulse, the distilled light therefore
exhibits the photon statistics expected for a single photon. Fig. 4.9a additionally shows a
curve resulting from a simulation of the expected g(2)(0) with the experimental parameters
in the setup2. The increase of g(2)(0) for very small n̄ is a result of the dark-count rate of
the SPDs of 20 Hz during the detection window of 5 µs. This effect is additionally included
in the simulation. For very small detection probabilities, a click in a detector becomes
more likely to be an uncorrelated random dark count, increasing g(2)(0). This effect poses
a limit on the minimal achievable value measured with our distillation setup.

The lowest recorded value is g(2)(0) = 0.045± 0.006 for n̄ = 0.11. To measure this value
accurately, a total of 11 000 clicks were recorded in the detectors for incoming light with this
average photon number. Using Eq. 4.22 with η = 0.013 for the corresponding α =

√
0.11,

a theoretical value for the second-order correlation function without the effect of the dark
counts g(2)(0)no dc can be derived including the effect of the incorrect atomic state detection
η. This results in g(2)(0)no dc = 0.010 and shows thereby that the main deviation of the
measured value from zero results from the dark counts of the detectors and not from the
nonzero α or the state detection error rate η.

At the average photon number of n̄ = 0.11, additionally the correlations between the
produced pulses in different experimental runs separated by 2 ms are analyzed in Fig. 4.9b.
It shows that g(2)(τ 6= 0) ≈ 1 and confirms therefore that the low g(2)(0) within one pulse
corresponds to an antibunching of photons. In combination, the results shown in Fig. 4.9
confirm that the distillation operation suppresses the two-photon contribution of the initial
light state.

The temporal shape of the incident pulse in the experiments so far was a Gaussian with
full width at half maximum of 2.3 µs. It is created by controlling the radio frequency (RF)
power of the AOM in the beam path of the input light and therefore other shapes can
be easily set in our setup. This allows to use the distillation protocol with input light of
various temporal profiles. If the changes in a pulse are small on timescales defined by the
cavity decay rate κ, the temporal shape of the distilled single photons is defined completely
by this input pulse. In contrast to this, for instance, the creation of single photons with
adiabatic transfer methods requires the inversion of nontrivial functions and an accurate
control of the coupling laser to generate tailored photon shapes [172]. This hinders a
flexible approach to adapt photon shapes to, for example, distortions in different quantum
channels, as the temporal form is completely predefined by the control. The distillation
protocol, however, does not require a precise a-priori knowledge of the pulse shape that is to

2Here ∆c = 0 as the stabilization of the cavity frequency introduced in Sec. 3.3 has been implemented
prior to this measurement.
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Figure 4.10.: Input pulse shapes. This figure shows the different temporal profiles with that single
photons have been created using the distillation protocol. The labeling letters correspond to the
quoted values for the second-order correlation function given in Table 4.2.

be distilled, as long as the spectral width of it supports an efficient phase-shift mechanism
in the cavity. This is highlighted by distilling single photons with four different pulse
shapes shown in Fig. 4.10. The use of these pulses each with an average photon number of
n̄ = 0.11 results in very low values of g(2)(0) (derived from 1 900 detector clicks on average)
given in Table 4.2 as expected for a single photon.

4.7. Perspective and Outlook

With the measurements discussed above, it has been shown that our protocol is able to
successfully distill the single-photon component out of a weak coherent input state by

Table 4.2.: Second-order correlation function for various input shapes. This tables lists the values
obtained for g(2)(0) with the different temporal input shapes given in Fig. 4.10 and with an average
photon number in each of n̄ = 0.11.

Photon shape g(2)(0)

a: Gaussian 0.045± 0.006

b: Double peak 0.06± 0.03

c: Rectangular 0.06± 0.03

d: Capped Gaussian 0.07± 0.02
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suppressing the even-parity states. The achieved fidelities for this input are limited by the
cQED parameters, imperfect atomic state detection, and effective losses to the light state.
This restricts the reported single-photon fidelity to (66± 1) %. However, the usage of the
distillation protocol is not limited to coherent input states. To illustrate its capabilities
on other states, it is interesting to simulate the result a distillation would have on the
impure single photon that was produced in a similar system with an adiabatic transfer
approach [173]. In this experiment, single-photon fidelities of F1 = 56 % have been reported.
Performing the distillation including all the reported imperfections to this input state could
increase this fidelity to F1 = 70.1 % with a probability of 45.2 % for the heralding atomic
detection.

The system used for the distillation could be improved with measures such as a better
atomic state detection or an enhanced cavity stabilization. This could allow to approach
the maximum achievable fidelity of the system F1,max defined by the cQED parameters
(see Eq. 4.11). While in our system these parameters limit the fidelity to 81.9 %, different
systems with an emitter strongly coupled to a resonator can, for instance, use higher
reflectivities of the mirrors and smaller mode volumes to increase this maximal F1 max. A
good candidate system to produce high-fidelity single photons are state-of-the-art fiber
resonators in which atom-cavity couplings of g = 2π × 240 MHz have been achieved for a
single rubidium atom in a cavity of 39 µm length [98]. Assuming an out-coupling efficiency
in the reflecting mirror of 1300 ppm and taking realistic parasitic mirror losses of 13.5 ppm
as reported in [99], single-photon fidelities of up to F1 = 0.959 are possible.

These perspectives together with the adaptability to different temporal pulse shapes make
the distillation a valuable tool in e.g. quantum network applications. They require single
photons for many protocols from state teleportation [71] to joint computing operations [94]
and the ability to be used with different temporal profiles can help to tune a photon
spectrally to the receiving network module.

As a last point, the parity measurement itself can be used for the purification of, for instance,
the Fock-state distribution of optical cat states [153,174] or specific photonic states created
by photon-blockade mechanisms [175,176]. It can even allow for error correction in optical
codes that employ the photon-number parity as an error syndrome [177].
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5. A Nonlocal Quantum Gate between
Distant Qubits

The content of this chapter has been published in:
A quantum-logic gate between distant quantum-network modules.
S. Daiss, S. Langenfeld, S. Welte, E. Distante, P. Thomas, L. Hartung, O. Morin and G.
Rempe.
Science 371, 614 (2021).

5.1. Motivation

Since they were first envisioned by Richard Feynman [73], quantum computers have come
to the verge of first applications. In 2019, the first advantage of a quantum computer over
classical processors has been demonstrated by Google, using 53 superconducting qubits to
sample the outputs of random quantum circuits [85]. At the same time, systems based
on atoms as qubits have developed the experimental toolboxes for large quantum circuits
in monolithic setups [81, 178], and they have even shown the first simulations, e.g. of
lattice models based on hybrid classical-quantum algorithms [179]. However, as the number
of qubits increases, it becomes increasingly hard to scale the system up further. Each
individual qubit must be well isolated from the environment, must have means to control
and measure its state precisely, and should be connected to at least some other qubits to
allow for joint computations [87]. Furthermore, for an action on a certain qubit there should
be no effect on the other information carriers in the system. Experimentally, the limited
size of, for example, cryostats or vacuum chambers, the increasing cross-talk between the
many qubits, and the complexity of the necessary connection and control infrastructure
are severe challenges in the further scaling of quantum processors [88, 89]. To date, the
largest monolithic quantum processors have only around 50 qubits. This limited number
of implemented qubits becomes even more problematic by the fact that a main goal of
today’s devices is the incorporation of error correction, requiring several physical qubits for
each single logical qubit [90].

A promising way to deal with these challenges is the incorporation of quantum network
techniques to combine smaller quantum processors to a larger computing architecture
[88,91,92]. In such a modular approach, separate devices of moderate sizes can be linked
with quantum channels to form a larger quantum processor. A versatile choice to connect
the different modules is given by optical photons, as they are fast and have no interaction
with other electromagnetic radiation. Optical fiber networks allow to easily guide them, and
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thus they can bridge typical inter-building distances with only very small loss, for example
on a science campus. First elementary qubit networks between distant modules based on
such optical fibers have already shown their capability to teleport quantum states [53] or
to distribute entanglement [63,64,180–186]. These experiments have demonstrated how
to link distant qubit modules to form a joint quantum system. Most notably, in 2012,
Ritter et. al published a quantum network paper using the same two qubit modules QGate
and Pistol that were introduced in Chapter 3. This paper demonstrated a state transfer
between the two modules, local manipulations of a nonlocal state, and the creation of
remote atom-atom entanglement between the separated qubits. However, to extend the
capabilities of such an architecture to distributed quantum computing, it is necessary to
be able to perform quantum-logic gates between the qubits in separated network modules.
To this end, gate teleportation has been proposed [93]. It allows performing nonlocal gates
between qubits by employing previously shared entanglement, classical communication
and local operations [187]. This has first been demonstrated in photonic systems in the
context of linear optical quantum computing [188, 189] followed by a realization with
continuous-variable states of light [190]. Recently, the technique was also implemented
with stationary qubits in monolithic experimental setups. First, it was demonstrated with
superconducting qubits in a single cryostat, both in a programmable processor [191] and
with a setup using dedicated communication qubits coupled to logical qubits [192], then it
was realized with ions in a single Paul trap [193].

In this thesis, I describe the first realization of a nonlocal quantum gate between widely
separated qubit modules that we published in [94]. It does not rely on the gate teleportation
mechanism but instead employs a simple successive photon-reflection from the modules
that was proposed simultaneously by two different groups [194,195]. In our implementation,
we connect our two atom-cavity modules with an optical fiber and reflect a single photon
first from QGate and then from Pistol, followed by a heralding photon detection and
a conditional feedback. This fast protocol has the additional advantage that no prior
distribution of a typically fragile entangled state is necessary and that the distant qubits
are thus always ready for a gate execution. We envision that this protocol is used in future
implementations of a quantum computer based on spins coupled to optical resonators with
modules located in nearby buildings, as depicted in Fig. 5.1.

5.2. Demonstrating a Universal Two-Qubit Gate

As outlined in Chapter 2.2.1, a CNOT gate changes the state of the target qubit if the
control qubit is in a certain state. Since the conjunction of this gate together with rotations
of each individual qubit allows for universal quantum computing, the demonstration of a
CNOT gate between distant qubits in two setups is the most versatile way to merge the
computing power of the two modules.

This universal gate is implemented in the work presented here using the basis states
|↑z〉 / |↓z〉 and |↑x〉 = (|↑z〉+ |↓z〉)

√
2/ |↓x〉 = (|↑z〉 − |↓z〉)

√
2. With the first value in each
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Figure 5.1.: Vision of a distributed computing system. Qubit modules are formed by spins (white
arrows) in a resonator (white brackets). Many different such modules form together a larger
computing cluster between different buildings. They are connected by optical fibers (red lines) to
each other and to both photon sources (blue stars) and photon detectors (blue half-discs). Detection
results can be communicated classically (indicated by the black antennas).

ket state belonging to QGate and the second to Pistol, the effect of the gate can be
expressed as

|↑z↑x〉 −→ |↑z↑x〉
|↑z↓x〉 −→ |↑z↓x〉
|↓z↑x〉 −→ |↓z↓x〉
|↓z↓x〉 −→ |↓z↑x〉 .

(5.1)

To characterize the gate realized between the two distant qubits, it is necessary to val-
idate that the presented operation does indeed approximate a CNOT gate (limited by
existing experimental imperfections). An important step of this consists in measuring
the truth table of the gate operation. It gives the distribution of the output in the basis
|↑z↑x〉 , |↑z↓x〉 , |↓z↑x〉 , |↓z↓x〉 for the different initial states in Eq. 5.1. For an ideal CNOT,
the gate unitary describing this is defined by the matrix

ÛCNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (5.2)

and the truth table measurement detects the corresponding output probabilities for all
four input-basis states. However, this does not determine the phases in the entries of Eq.
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5.2 that might still be non-zero in the experimental realization. Indeed, the same detection
probabilities in the measured states can be achieved with any unitary represented by

Ûδ,θ,ζ =


1 0 0 0
0 exp iδ 0 0
0 0 0 exp iθ
0 0 exp iζ 0

 (5.3)

with some phases δ, θ, ζ. Any additional complex phase of the first column can be absorbed
in a global phase and is therefore assumed to be zero without loss of generality. Thus, to
quantify the unitary operation of a gate as a CNOT, more measurements are needed to
determine the values of the possible phases.

An approach that is often taken to claim a CNOT gate consists of measuring the truth
table and additionally creating one maximally-entangled Bell state. This method has
been used in different gate implementations over a variety of systems [81, 113, 196, 197].
However, it does not simultaneously attribute values to all possible phases in Eq. 5.3. It is
more targeted at demonstrating a truth table and showing both the linearity of the gate
operation and the ability to create entanglement by producing Bell states.

For a more thorough approach, the values of the other phases should be determined in
the analysis of the gate operation. This can be done in different ways. A full process
tomography can completely describe the effect of the considered operation for any input
state [109]. For this procedure, the resulting state has to be obtained for 16 different input
states. However, the full procedure is not necessary if a unitary operation is assumed as in
the case of Eq. 5.3. One approach in this simpler scenario is to measure the truth table
for different sets of basis states and complement this measurement with one Bell-state
generation as done in [135]. A different route is taken here. It combines three different
measurements to address the three different possible phases in Eq. 5.3. The outline of this
approach is given below, and it also demonstrates why the generation of just one Bell state
is not sufficient.

First, the unitary Ûδ,θ,ζ is applied to the state |↑x↑x〉. This results in an entangled state as

|↑x↑x〉 =
1√
2

(|↑z↑x〉+ |↓z↑x〉)
Ûδ,θ,ζ−−−−−−−−−→ 1√

2
(|↑z↑x〉+ exp iζ |↓z↓x〉) . (5.4)

The resulting state yields information about the phase ζ. If it is the Bell state |Φ+〉 =
(|↑z↑x〉+ |↓z↓x〉) /

√
2, as would be expected for a CNOT gate, it can be concluded that

ζ = 0.

The generation of another entangled state is used to determine the second phase. Applying
the unitary Ûδ,θ,ζ to the initial state |↑x↓x〉 results in

|↑x↓x〉 =
1√
2

(|↑z↓x〉+ |↓z↓x〉)
Ûδ,θ,ζ−−−−−−−−−→ 1√

2
(exp iδ |↑z↓x〉+ exp iθ |↓z↑x〉) . (5.5)

If the resulting state after the experiment is the Bell state |Ψ+〉 = (|↑z↓x〉+ |↓z↑x〉) /
√

2,
as would be expected for a CNOT gate, it can be concluded that δ = θ. Creating the
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two maximally-entangled states mentioned here leaves therefore only the phase δ in Eq.
5.3 undefined. It is noteworthy that the unitary Ûδ,θ=δ,ζ=0 already corresponds to a
universal gate, as it can be combined with a single-qubit gate on the Pistol side with
|↓x〉 → exp (−iδ) |↓x〉 to form a CNOT.

This last phase can still be determined, for example, by applying Ûδ,θ,ζ to an initial state
|↑z↑z〉. This yields

|↑z↑z〉 =
1√
2

(|↑z↑x〉+ |↑z↓x〉)
Ûδ,θ,ζ−−−−−−−−−→ 1√

2
(|↑z↑x〉+ exp iδ |↑z↓x〉) . (5.6)

If the resulting state after the gate operation is (|↑z↑x〉+ |↑z↓x〉) /
√

2 = |↑z↑z〉, i.e. if the
input state is an eigenstate of the operation and remains unchanged, it can be concluded
that δ = 0. These three measurements together can confirm that an operation producing
the correct truth table is, in fact, a CNOT gate.

5.3. Protocol of the Nonlocal Quantum Gate

Here I describe the protocol of the nonlocal gate by formulating the effect of each single
step on an initial atomic state

|Ψ〉 = α1 |↑z↑z〉+ α2 |↑z↓z〉+ α3 |↓z↑z〉+ α4 |↓z↓z〉 . (5.7)

As above, the first spin of each ket describes the qubit state in the QGate system, from
which the photon is reflected first. The second spin indicates the qubit state in Pistol. The
coefficients α1, α2, α3, α4 follow the normalization constraint√

|α1|2 + |α2|2 + |α3|2 + |α4|2 = 1. (5.8)

Hereafter, this discussion uses the approximation r↑ = −r↓ = 1 (see Chapter 2.2.3).

First, an initial right-circularly polarized photon in |R〉 is converted to |A〉 using a quarter-
wave plate. The light is then reflected from the QGate resonator. Using Eq. 2.28 and 2.29
from Chapter 2.2.3, this reflection results in the combined atom-atom-photon state

|Ψ〉 = iα1 |↑z↑z〉 |D〉+ iα2 |↑z↓z〉 |D〉 − α3 |↓z↑z〉 |A〉 − α4 |↓z↓z〉 |A〉 . (5.9)

On the way to the Pistol setup, the light passes through another quarter-wave plate that
transforms the light’s polarization according to |A〉 → |R〉 and |D〉 → |L〉. Afterwards, the
light is reflected from the Pistol cavity, resulting in a π change of the phase for all terms
not having both the Pistol atom in |↑z〉 and the photon in |R〉. The total state is then
given by

|Ψ〉 = −iα1 |↑z↑z〉 |L〉 − iα2 |↑z↓z〉 |L〉 − α3 |↓z↑z〉 |R〉+ α4 |↓z↓z〉 |R〉 . (5.10)

In a next step, the light is detected in the basis of |A〉 / |D〉. Rewriting the polarizations as
|R〉 = (|D〉 − i |A〉)/

√
2, |L〉 = (|A〉 − i |D〉)/

√
2, we arrive at

|Ψ〉 =− 1√
2

(α1 |↑z↑z〉+ α2 |↑z↓z〉+ α3 |↓z↑z〉 − α4 |↓z↓z〉) |D〉

− i√
2

(α1 |↑z↑z〉+ α2 |↑z↓z〉 − α3 |↓z↑z〉+ α4 |↓z↓z〉) |A〉 .
(5.11)
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Figure 5.2.: Quantum circuit diagram of the nonlocal gate protocol. |Ψ1〉 and |Ψ2〉 are the states
of the qubits residing in the two distant atom-cavity systems. The middle line gives the state of the
ancilla photon that is initially in |A〉. The reflection of the photon on the qubit modules is depicted
as a CNOT gate between the two relevant qubits. The classical communication of the polarization
measurement in depicted as double line that is connected to the conditional feedback π pulses.

For limited transmission probabilities, the detection of the photon heralds a successful gate
application. The result of this detection is then communicated to the QGate experiment.
This allows for a polarization dependent feedback to ensure the resulting atom-atom state
is the same for both measured polarizations: If the photon detection occurs in |A〉, an
effective Z-gate feedback is applied to the qubit in QGate.

As described in Chapter 3.4.3, this could be done by introducing a detuning ∆R for a time
1/(2∆R) between the Raman beams at the QGate setup. This would change the reference
system of the qubit given by the Raman beams. However, as there is no control pulse
acting on the joint qubit state directly, a different approach was chosen to implement the
feedback physically onto the qubit in QGate. In the realization presented in this work, the
Z gate is performed by first a π-pulse T yπ around the y-axis and then a π-pulse T xπ around
the x-axis (see Appendix A). For the photon detected in |A〉, this implements the following
transformation on the QGate atom:

T xπ T
y
π |↑z〉 = −i |↑z〉 , and T xπ T

y
π |↓z〉 = i |↓i〉 . (5.12)

If the photon is detected in the state |D〉, no feedback is applied. In total and up to a
global phase, this yields the state

|Ψ〉 = (α1 |↑z↑z〉+ α2 |↑z↓z〉+ α3 |↓z↑z〉 − α4 |↓z↓z〉) (5.13)

independent of the measured polarization of the photon. The total protocol thus realizes a
fully controlled quantum-PHASE gate with

|↑z↑z〉 −→ |↑z↑z〉
|↑z↓z〉 −→ |↑z↓z〉
|↓z↑z〉 −→ |↓z↑z〉
|↓z↓z〉 −→ − |↓z↓z〉

(5.14)

From this, a quantum CNOT gate can be obtained, either in the z-basis by combing the
phase gate with two Hadamard gates [114] or by working with one atom in a superposition
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10 time [µs]200 240 280 320

Optional pulses

Figure 5.3.: Protocol of the truth table measurement. The experimental sequences that are run
in the QGate and Pistol labs to measure the truth table of the nonlocal gate. A hatched color
indicates that the corresponding pulse is only performed for some of the prepared states.

basis |↑x〉 = 1√
2

(|↑z〉+ |↓z〉) and |↓x〉 = 1√
2

(|↑z〉 − |↓z〉), which directly results in the gate

having the effect

|↑z↑x〉 −→ |↑z↑x〉
|↑z↓x〉 −→ |↑z↓x〉
|↓z↑x〉 −→ |↓z↓x〉
|↓z↓x〉 −→ |↓z↑x〉 .

(5.15)

The quantum circuit diagram of the basic operations necessary for the nonlocal quantum
gate is shown in Fig. 5.2. It contains both the separated atomic qubits and the ancilla
photon and gives the necessary rotations, feedback, and local atom-photon gates. To
demonstrate that this protocol does indeed realize a quantum CNOT gate, it is necessary
to show a truth table measurement of Eq. 5.15, as was outlined in the section above.
Additional measurements define then the possible phases in the underlying unitary.

5.3.1. Timing of the Protocol

When doing the experiments, we run the gate protocol at a repetition rate of 1 kHz. Most
of the time is needed for the cooling of the atoms after each gate attempt and for the
initial pumping of the atoms. The sequence of the remaining part of the protocols for
the truth table and the entanglement generation are visualized in Fig. 5.3 and Fig. 5.4,
respectively. They differ slightly in state preparation and detection, but the gate consisting
of the photon reflection and the feedback is the same.

In the following, the differences and similarities of the two measurement protocols are
outlined by referring to the colored sequences shown in Fig. 5.3 and Fig. 5.4. For the
truth table measurement, the QGate qubit is prepared either in |↑z〉 by optical pumping
(orange sequence) or in |↓z〉 with an additional π-pulse (green) followed by a heralding
state detection (yellow). The heralding serves to increase the production fidelity: If for
incident state-detection light there are no photons scattered to the cavity, the atom is
in |↓z〉. These additional pulses for a preparation in |↓z〉 are marked as optional in Fig.
5.3. For the entanglement generation experiment, QGate prepares an equal superposition
of |↑z〉 and |↓z〉 by employing a π/2 rotation pulse after the optical pumping. The same
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Optical Pumping Photon Single qubit rotations State detection

Gate ProtocolState Preparation State Detection

10 time [µs]200 240 280 320

Optional Pulses

Figure 5.4.: Protocol of the Bell-state generation. The experimental sequences that are run in the
QGate and Pistol labs to generate the Bell-states with the nonlocal gate. A hatched color indicates
that the corresponding pulse is only performed for some of the prepared states or detection bases.

is done in the Pistol module for both protocols before the gate sequence follows. For
this, the photon is first reflected from the two systems and then it is measured with the
polarization resolving detector (blue colored sequence). The feedback to the QGate qubit
is performed, depending on the measured polarization, with two successive π pulses (green
sequences in the gate part). While the atomic states are normally measured in the basis of
|↑z〉 / |↓z〉, the detection basis can also be rotated with additional (optional) Raman pulses
around either the x-axis ( 1√

2
(|↑z〉+ |↓z〉)) or the y-axis ( 1√

2
(|↑z〉+ i |↓z〉)). This enables

measurements along different qubit axes. In the Bell-state generation experiment, these
pulses are switched randomly to perform a state detection in all combinations of bases
for the two atoms to reconstruct the complete state [198]. In the measurements, the time
needed for a π/2-pulse was roughly 4 µs. State detections are not done simultaneously in
the two setups to prevent state-detection light from the QGate side to leak to the Pistol
detectors. First, the state detection is done on the Pistol side during 8 µs, followed by the
measurement on the QGate side. For the latter, we use a measurement time of 30 µs, but
we switch off the detection laser-light automatically if there are more than three photons
detected. This threshold allows to discriminate the atomic states by their emission while
the resulting spectrum retains enough features to ensure a sufficient discrimination between
the two corresponding distributions.

After the final state detection, a stabilization of the cavity frequency is performed in the
QGate lab within 110 µs [125] before the cooling light is switched on for roughly 500 µs. In
the Pistol lab, the atoms are cooled directly after the sequence given here.

5.4. Experimental Implementation

The setup of the nonlocal gate protocol connects the two individual atom-cavity systems
introduced in Chapter 3 to form an elementary quantum network consisting of two modules
[61]. The resonators are linked with a 60-meter-long optical fiber as a quantum channel,
as described below. Additional coaxial cables are used for classical communication, for
example between the detection setup and the first module. The experimental setup is
sketched in Fig 5.5.
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5.4.1. The Quantum-Network Link

The experimental setups for the two network modules used in this work are located in
laboratories that are 21 m apart. A versatile way to connect different network modules
is given by the use of optical fibers. Here a 60 m Thorlabs 780HP optical single-mode
fiber is employed to send light from QGate to Pistol. The end facets of the fiber have an
anti-reflection coating each. For the experiments described below, polarization qubits at
780 nm are sent between the two modules. At this wavelength the fiber has a transmission
of 95 % over the distance of 60 m.

At each module, it is important to be able to route the outcoming light of the resonator to
a channel different from the input. For this purpose, it is necessary to include circulators
before each cavity as shown in Fig 5.5. In case of the QGate side, this is done by employing
a Semrock LL780 filter with a transmission of 98.5 % at 780 nm as a non-polarizing beam
splitter. As we use weak coherent light as an input, the low reflectivity of the filter is
employed to weaken the incident light to the low average photon number utilized. The
light reflected from the resonator is transmitted through the filter and is thus only subject
to little loss. Afterwards, it passes several optics and an AOM in zeroth order (see Fig 5.5)
before being injected into the long fiber.

At the Pistol side, there is a fiber circulator (PMOPTICS Inc. 780nm SM2) directly spliced
to the connecting fiber with one port going to the cavity. A transmission of 0.81 has been
measured, and it has an isolation to other outputs of at least 36 dB, depending on the
port. After a reflection from the Pistol module, the light enters again the circulator and is
routed to the last output port, leading to a polarization resolving detection setup based
on superconducting nanowire single-photon detectors. In the context of larger quantum
networks, such a circulator port could be connected to additional quantum modules [107].

We use piezoelectric fiber squeezers to actively stabilize the polarization between the
modules. The details of the applied procedure and the required setup for this are described
in Chapter 5.4.3.

5.4.2. Synchronization

In the past years, both the QGate and the Pistol setups have been upgraded indepen-
dently. For the experiments performed here, it is necessary to synchronize the individual
experimental sequences and run them only once both systems have successfully loaded an
atom into their cavity. Furthermore, the data taken at the different single-photon detector
setups has to be matched to each other.

At the beginning of an experimental run, QGate and Pistol attempt independently to load
an atom each. If a system loads an atom successfully, this is heralded using a TTL signal
and the atom-cooling sequence [117] is started in the corresponding setup. Once both
systems have sent the loading TTL signal, the main experimental protocol is started. The
necessary sequences for each system are run individually by an FPGA in each laboratory.
In order to synchronize them, the QGate FPGA acts as the main control and sends a
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Figure 5.5.: Connection of two qubit modules. This sketch shows the beam path connecting the two
qubit modules QGate and Pistol, including all optical components. The connecting light (red line)
from an input fiber travels via a laserline filter as a circulator to the QGate cavity. Reflected light
can either be sent by an AOM and an optical fiber to the QGate detection setup (top left) or via a
60 m optical fiber to the Pistol module. Using a fiber circulator there, it is first reflected from the
cavity before going through the fiber to the Pistol detection setup (bottom left). Depending on the
measurement outcome, a feedback is applied to the QGate atom. The waveplates and lenses in the
beam paths are used to set the mode and polarization of the light. To control possible polarization
drifts in the long fiber, reference light of two different and known polarizations (dark green line)
can be coupled into the long fiber using flip mirrors. The polarization of either is measured at the
Pistol side and corrected to the target value using piezoelectric fiber squeezers and computer-based
optimization.
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trigger to start each single experimental run at Pistol exactly at the onset of each QGate
sequence.

To attribute the data sets taken at the different locations to each other, the QGate FPGA
sends a digitally encoded experimental-run number at the beginning of every sequence
to each of the time-tagging quTAU boxes in the laboratories. This allows to match the
click data of each time tagger to the other one, even though the absolute time stamp
at each device is subject to accumulating relative differences and overflow resets. This
digitally encoded experimental-run number is sent three times to allow for a majority-vote
error correction in case of non-registered clicks at the time taggers. The click data of each
quTAU box is then pre-processed and the relevant information stored in binary file format
(hdf5) for a following joint evaluation in Python.

5.4.3. Matching the Polarizations

In the nonlocal gate protocol, the light sent between the two systems contains an ancilla
qubit encoded in the polarization. Thus, it is crucial to match the polarization bases at
the different locations of the setup; for example, a photon that interacts with QGate in a
|R〉 polarization, should have – neglecting any further quarter-wave plate effect or change
due to the QGate resonator – the same polarization when it interacts with Pistol and this
polarization should also match |R〉 in the polarization resolving detection setup. Since
the light passes through a long optical fiber, this equates to controlling the birefringence
in the fiber. However, it passes through several rooms and is subject to the relative and
absolute temperature drifts between them. As the refractive axes depend on the stress on
the fiber, these drifts lead to a time dependent birefringence that needs to be controlled
(see [199] for measurements of the drift). For this purpose, we employ four piezoelectric fiber
squeezers (General Photonics, PCD-M02) to locally apply stress to change the birefringence.
The squeezers are mounted at different angles around the fiber to allow for an arbitrary
polarization change. This system is used to actively stabilize the birefringence to the desired
value, similar to a setup that has been implemented in the Weinfurter group [200,201].

For the stabilization, we use light in two reference polarizations that can each be blocked
using electronic shutters. This light can be injected into the long fiber using a flip mirror at
the QGate side (see Fig. 5.5). At Pistol, there is another flip mirror to send the reference
light to a polarimeter. To set the reference polarizations, a resonant beam polarized either
in |R〉 or in |A〉 is sent to the locked QGate cavity without an atom loaded. The light is
reflected and passes several optical elements and an AOM, all of which affect the resulting
polarization arriving just before the long fiber. Then the reference beams of the fiber
calibration are matched to these final polarizations. The detailed procedure for this is
described in the next section below. This matching allows to use the automatic fiber
calibration with input polarizations that correspond exactly to |R〉 and |A〉 at the QGate
cavity. As the target polarizations of the automatic calibration at the Pistol module,
the respective circular and eigenaxis polarizations of the Pistol resonator are used. With
a gradient-descent method, the overlap of measured and target polarization are then
maximized using the fiber squeezers [199]. This can be utilized to force |R〉 at QGate
to correspond to |R〉 at Pistol and to stabilize it against drifts in the birefringence. The
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Table 5.1.: Polarization-detection click ratios. Typical ratios of the number of clicks in the
different channels of the polarization-detection setup for various input polarizations. The fiber
squeezers implement a quarter-wave plate that rotates the polarization prior to the measurement.
Polarization-dependent losses, imperfect wave-plate operations and the accuracy of the stabilization
and characterization lead to deviations from the ideally expected values.

Preparation bases

Detection bases |R〉 |L〉 |A〉 |D〉
|R〉 / |L〉 0.50 0.43 0.993 0.031

|A〉 / |D〉 0.994 0.043 0.47 0.53

full protocol of the nonlocal gate includes an additional quarter waveplate, which is also
realized using the fiber squeezers on the long fiber. For this, the target polarizations of the
compensation algorithm are changed, as an initial |R〉 should correspond to |A〉 after the
fiber.

The full compensation takes several 10 s and has been performed every 60 min to 90 min
during the following experiments to make up for the effect of slow temperature drifts that
occur on timescales on the order of hours.

As a last step of the polarization matching, it has to be ensured that also the detection
setup measures |R〉 and |A〉 as defined at the cavities. To achieve this, light in |R〉 and |A〉
is reflected on the Pistol side from a locked and empty resonator. It is used to tweak the
polarization detection setup by equalizing the counts in |A〉 / |D〉 or by maximizing the
counts in |A〉, respectively.

To check the final polarization matching, light having the polarizations |R〉, |L〉, |A〉 and
|D〉 is sent via QGate and Pistol and the click ratios in the different channels of the
polarization detection setup are checked. A typical result of these ratios after an automated
calibration of the fiber is listed in Table 5.1. The deviations from the ideally expected
values are attributed to polarization-dependent losses and to imperfect waveplate effects,
limited by the accuracy of the polarimeter and the compensation, resulting in a small
overall depolarization of the light.

5.4.4. Temperature Effects of the Path-Switch AOM

A crucial element in the beam path is the AOM that is used to send light to the SPDs
on the QGate side (see Fig. 5.5 for a sketch of the setup). With the RF power applied,
it steers light into the first-order diffraction mode going to the detection setup. This is
the standard setting during the protocol, as it also limits light leakage to the Pistol setup.
Only for the transmission of the single photon mediating the quantum gate, this RF power
is switched off to allow for maximal transmission (97.5 %).

In the procedure to map the reference beams to the polarization of the light reflected from
the QGate cavity for a certain AOM duty cycle, light is reflected from the QGate resonator
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Figure 5.6.: Effect of the path-switch duty cycle. This figure shows the measured photons in the
Pistol setup starting when the AOM was switched to a 99 % duty cycle after a short time of being
constantly on. The counts/s values given are averages over 10 consecutive seconds. Before the
brief period of being constantly on, the transmission had been reduced to ≈ 70 counts using a
quarter-wave plate and a polarizer in a 99 % duty-cycle protocol. The slow decay of the counts
is attributed to temperature effects that occur already at the small differences in the duty cycles
compared here. A fit of an exponential decay to the data is shown in green.

when the AOM is off. Using a combination of a quarter-wave plate and a polarizer in front
of the long fiber, the number of clicks detected in the SPDs on the Pistol side is minimized
by rotating the elements by hand. Leaving the waveplate and the polarizer in place, the
polarizations of the reference beams can be adapted to reduce the counts through the long
fiber, and they are thus matched to the polarization of the QGate reflected light. In this
procedure, we noticed that the total number of counted photons on the Pistol side for a
given polarizer and waveplate setting depends on the duty cycle of the AOM. After for
a short time running a protocol that has a 100 % duty cycle (no light sent to the Pistol
setup) and a following switching back to the minimization scheme with a 99 % duty cycle
(protocol of 1 ms duration), we registered a five-fold increase in the count numbers of the
SPDs from the initial ≈ 70 counts (corresponding to a ≈ 7◦ rotation on the Poincaré
sphere for a maximum number of 105 detected photons). While this improved during the
first 10 min of running with the 99 % duty cycle, it did not recover the original counts, as
shown in Fig. 5.6. Instead, the data shows an exponential decay that is fitted with a decay
time of 180 s and a limit of 206 counts/s. The fit is displayed in the figure in green. The
observed decaying behavior is attributed to the slight change in AOM temperature related
to a modification in the duty cycle and to the corresponding impact on the polarization.
The AOM contains a crystal as the medium of the sound waves that reflect the incident
light via Bragg diffraction. Small changes in temperature can affect the birefringence of
this crystal and therefore the polarization of the light transmitted through it. In this effect,
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also some hysteresis is observed, and it is thus important to avoid any change in the duty
cycle during all the relevant operations and calibration measurements. To this end, all the
protocols including e.g. the cooling sequence during loading and the heating sequence when
too many atoms are loaded were rewritten. All further measurements between the two
setups are performed with the AOM being switched on every 1 ms for a duration of 8 µs.

5.5. Experimental Results

Here I give the main results of our realization of a nonlocal quantum gate protocol, starting
with a discussion of the light mediating the interaction. Then the measurement of the
truth table is presented. To demonstrate the coherent nature of the gate, the results of
the creation of all four maximally-entangled Bell states with this gate protocol are given.
Lastly, it is discussed that this operation does indeed realize a quantum controlled-NOT
gate.

5.5.1. Weak Coherent Pulses and Success Probability of the Gate

The theoretically discussed ideal protocol from above is subject to several imperfections
for our implementation in the laboratories. A primary example is the use of weak coherent
pulses that, together with postselection, approximate the single-photon for our purpose.
A coherent pulse has a Poissonian photon distribution [154] and therefore it always has
contributions of higher Fock states. Due to existing losses in the setup and the detection
of the light, such contributions can still be detected as a single photon even though it
interacted with either one or both cavities as a higher photon-number state before. The
ratio of single to higher photon-number contributions can be improved by decreasing
the average photon number n of the pulse to n � 1. Such a pulse, however, consists
predominantly of vacuum, which greatly lowers the efficiency of our protocol, as there
are few heralding clicks. This increases both the impact of dark counts and the overall
measurement time and therefore leads to a higher sensitivity to drifts of the experimental
parameters.

The impact of the average photon number on QIP protocols in our setup of an elementary
quantum network is illustrated by the characterization measurement shown in Fig. 5.7. It
is based on the protocol of the single-photon distillation that was introduced in Chapter 4.2:
A weak coherent pulse with an average photon number of n̄ that is polarized in |R〉 is sent
to the QGate setup with the atom in the superposition state (|↑z〉+ |↓z〉)/

√
2. The reflected

light travels through the long fiber, is reflected at the Pistol resonator and detected by
the SNSPDs. In this scenario, the Pistol cavity is locked without an atom trapped at its
center. Ideally, the reflection of a single photon at the QGate cavity changes the atomic
state to (|↑z〉 − |↓z〉)/

√
2 and a final π/2 results in the atom in |↑z〉. For the distillation,

the atom state was measured and the resulting light state analyzed. Here, the atomic state
conditioned on a heralding detection of the light (a click in the SPDs) is of interest, as
it gives a fidelity to whether a single photon has interacted with the cavity [112]. This
technique is used to characterize the influence of the average photon number by measuring
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Figure 5.7.: nondestructive (ND) photon-detection protocol over n̄. This figure shows a character-
ization measurement for the impact of the average photon number n̄. The fidelity of the atom
being in |↑〉 for a click detection in the SNSPDs is strongly affected by contributions from higher
photon numbers in the initial pulse [112], leading to a drop of the fidelity F for higher n̄. For very
low average photon numbers, random dark counts in the detectors start to dominate, resulting
in a lower fidelity. The solid line gives a curve of the expected fidelity using the experimental
specifications listed in Chapter 5.6.1, with a separately measured dark-count rate of 23 Hz per
detector, a Monte-Carlo sampling of the cavity width using 50 samples, and no free parameters.

the overlap fidelity F of the final atomic state with |↑z〉: As a result of the higher Fock-state
contributions, the fidelity drops with larger n̄. For small n̄, the scarce rate of detection
events leads to a higher impact of the dark-count rate, which again lowers the fidelity. Fig.
5.7 also shows the fidelity expected from a simulation of the experiment including these
effects and other known imperfections of the setup (summarized in Chapter 5.6.1, albeit
here the cavity width is sampled only with 50 values and a separately measured dark-count
rate of 23 Hz is used for the detectors). For the further experiments presented here, weak
coherent light with an average photon number of n̄ = 0.07 ± 0.01 is used as a trade-off
between good fidelities and acceptable measurement times.

The two cavities have a non-unity reflectivity. For the estimated mode matching, the
average reflectivities of the two systems are 60 % for QGate and 55 % for Pistol. Between
the two setups, there are various optical elements (see Fig. 5.5), a zeroth-order AOM
transmission, a Semrock laserline filter and the long fiber with an included circulator.
The total transmission of light from just after the QGate cavity to just before the Pistol
resonator is 52 %. After Pistol, the light enters again into a fiber, passes the circulator, and
is detected using a polarization-detection setup consisting of two SNSPDs. The detection
efficiency of a single photon from just after the Pistol cavity with this system is 50 %.

Due to all these effects, the total success probability P to detect a heralding photon for
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Table 5.2.: Measurement of the truth table. Registered detection events in the different states for
a certain input to the gate operation.

input / output |↑z↑x〉 |↑z↓x〉 |↓z↑x〉 |↓z↓x〉
|↑z↑x〉 491 103 9 0

|↑z↓x〉 67 424 3 1

|↓z↑x〉 3 3 35 502

|↓z↓x〉 0 0 402 95

a gate attempt is P = 0.006. However, the only intrinsic limitation to this probability
stems from the light losses of 5 % in the transmission of the light at 780 nm through the
60-m-long fiber. The other numbers impacting the success probability can all be improved
by technical enhancements and a good single-photon source of appropriate bandwidth and
wavelength.

5.5.2. Measurement of the Truth Table

As outlined in Chapter 5.3, our nonlocal gate scheme acts as a CNOT gate in the basis
of |↑z〉 / |↓z〉 for one and |↑x〉 / |↓x〉 for the other atomic qubit. For this measurement, the
qubit in the QGate module is chosen to be prepared in the energy eigenbasis |↑z〉 / |↓z〉, as
there are already the feedback rotations performed on this qubit. The additional pulses
to work with |↑x〉 / |↓x〉 in preparation and detection are added only on the Pistol side of
the protocol. This has the additional advantage that decoherence effects on the QGate
side are reduced. On the Pistol setup, a lot of work has been already put into eliminating
time-dependent decoherence mechanisms for a recent paper [202].

The qubits are prepared in all four possible combinations of the input states, namely |↑z↑x〉,
|↑z↓x〉, |↓z↑x〉 and |↓z↓x〉. After each gate protocol, the QGate atom is measured in the
z-basis and the Pistol atom in the x-basis. Only outcomes when the mediating photon has
been measured to herald the successful transmission are considered. The results of this
experiment in terms of the number of detections in the various states for each input state
are given in Table 5.2. From these clicks, the truth table shown in Fig. 5.8 is derived. The
errors given in the figure are obtained by assuming independent counting statistics in the
measurement. Furthermore, the truth table of an ideal CNOT gate is displayed as a lightly
shaded reference in this figure. An ideal CNOT gate should only have four bars that equal
defined output state per input state and it should display the swap in the target state, if a
control qubit is in the correct state. While there are smaller contributions of other output
states for each input due to various error sources (discussed in Chapter 5.6.1), there is
always one clearly dominant output state visible in the measured data. Labeling the QGate
qubit as the control and the Pistol qubit as the target, the basis state in Pistol is flipped
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Figure 5.8.: CNOT truth table of the nonlocal gate protocol. The truth table of our quantum gate
protocol is shown. The black ranges on top of each bar indicate the statistical errors, assuming
independent photon statistics. The light shaded bars give an ideal CNOT truth table as a reference.

whenever the QGate atom in the state |↓z〉. For a perfect CNOT gate, this transformation
is

|↑z↑x〉 −→ |↑z↑x〉
|↑z↓x〉 −→ |↑z↓x〉
|↓z↑x〉 −→ |↓z↓x〉
|↓z↓x〉 −→ |↓z↑x〉 .

(5.16)

The overlap fidelity of our measured values with those expected for an ideal CNOT gate is
F = (85.1± 0.8) % (the error is calculated by error propagation under the assumption of
independent errors of the different bars). While additional measurements are necessary to
demonstrate the quantum nature of the gate and to analyze possible relative phases in the
unitary, the truth table measurement already shows the hallmark signature of a CNOT
gate.
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Figure 5.9.: Bell states realized with the nonlocal gate protocol. The real and imaginary parts of
the produced density matrices are shown. The ideally expected values are added as light shaded
bars.
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5.5.3. Creation of the Four Bell States

The coherent quantum character of our protocol is demonstrated by producing all four
maximally-entangled Bell states. These measurements also help to identify our gate as a
CNOT, as examined in Chapter 5.2 and discussed further below. To produce each of the
different Bell states, the nonlocal gate protocol is applied to four different input states

|↑x↑x〉 −→
∣∣Φ+

〉
|↑x↓x〉 −→

∣∣Ψ+
〉

|↓x↑x〉 −→
∣∣Φ−〉

|↓x↓x〉 −→
∣∣Ψ−〉 ,

(5.17)

as outlined in Chapter 5.3. To analyze the resulting state, a full two-qubit tomography is
performed by measuring both qubits in the different detection bases |↑x〉 / |↓x〉, |↑y〉 / |↓y〉
and |↑z〉 / |↓z〉 [198]. The switching between the different bases is done randomly (automated
at the QGate side and by hand on the Pistol side). From the obtained click distributions,
the corresponding density matrices are reconstructed. The results for all four Bell states are
displayed in Fig. 5.9, where the real and imaginary parts of the final density matrices are
shown separately. The overlap fidelities for the different produced states with the ideally
expected Bell states are given in Table 5.3. An average fidelity of F̄ = (76.6 ± 1.0) % is
achieved. This demonstrates that our gate is able to produce entanglement well beyond
the classical threshold of F = 50 %. The experimental imperfections that limit the fidelity
of our implementation are again discussed in Chapter 5.6.1.

Although the application potential of a quantum gate far exceeds the creation of entan-
glement, it is still interesting to compare this aspect to the entanglement generation that
has been done with the same experimental setups in 2012 [61,122]. In this prior work, a
photon has been generated in the first atom-cavity system in a stimulated Raman adiabatic
passage process, and it was stored in the atom of the other cavity. With this, entanglement
fidelities of (85.0 ± 1.3) % were measured at a generation efficiency of 2 % and with a
read-out efficiency of 0.16 %. While the fidelity and the pure generation rate were higher in
2012 (with different aspects limiting either compared to the present protocol), the quantum
gate approach has an important advantage, namely the availability of a herald. The
heralding can allow, for example, to use the entanglement as a resource that is available

Table 5.3.: Results of the Bell-state generation. The ideally expected output states (up to a global
phase) and the achieved overlap fidelity with them after our nonlocal gate protocol for all four
prepared input states is displayed.

Input states Output states Fidelity

|↑x↑x〉 1√
2

(|↑z↑x〉+ |↓z↓x〉) = |Φ+〉 (78.8± 2.0)%

|↑x↓x〉 1√
2

(|↑z↓x〉+ |↓z↑x〉) = |Ψ+〉 (75.1± 2.0)%

|↓x↑x〉 1√
2

(|↑z↑x〉 − |↓z↓x〉) = |Φ−〉 (76.8± 2.0)%

|↓x↓x〉 1√
2

(|↑z↓x〉 − |↓z↑x〉) = |Ψ−〉 (75.8± 2.0)%
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for further processing or for other protocols. There are furthermore smaller conceptual
differences between the two entanglement creation processes: In 2012, the entangled states
were in different hyperfine manifolds in the two atoms, whereas the quantum gate uses the
same qubit states, which is an advantage in the construction of larger modular systems.
Additionally, in this work, the connecting photon remains available to possibly interact
with more systems which could allow for extensions and derivatives of the gate protocol.
For these reasons, the generation of entanglement presented in this thesis outlines a very
useful technique, even in the context of the work done in 2012, although both the fidelity
and the efficiency still require improvement. The imperfections to be addressed for such
enhancements are discussed in Chapter 5.6.1.

5.5.4. Discussing the Evidence of a CNOT Gate

As was discussed in Chapter 5.2, the evidence stemming from the truth table measurement
is not enough to label a gate as a CNOT. The unitary transformation performed by a
gate protocol might still have arbitrary relative phases δ, θ and ζ between the truth table
results of the four different input states |↑z↑x〉, |↑z↓x〉, |↓z↑x〉 and |↓z↓x〉. For a CNOT, is it
required that δ = θ = ζ = 0, which is tested by employing the gate to superposition states
of the aforementioned inputs. It was already shown above, that applying the gate to |↑x↑x〉
and |↑x↓x〉 results in the respective Bell states |Φ+〉 and |Ψ+〉, as is expected for relative
phases of ζ = 0 and θ = δ in the gate unitary. The remaining phase δ can be determined
by a gate operation on |↑z↑z〉. A non-zero relative phase δ would result in a rotation of the
atom in the second module out of its energy eigenstate (see Chapter 5.2). However, in the
gate operation, this module experiences only the reflection of the photon and no further
pulses. This can not result in a rotation away from the energy eigenstate |↑z〉. As expected,
in a measurement reflecting a photon successively from the two modules with the qubits in
|↑z↑z〉, the initial state is preserved with a measured probability of (98.6± 0.6) %. This is
expected for δ = 0 and, as a conclusion and within the experimental imperfections, the
gate presented here is indeed a quantum CNOT gate.

5.6. Error Analysis and Simulation

In order to evaluate how different experimental imperfections affect the fidelities for both
the truth table measurement and the Bell-state production, a simulation of our experiment
is performed using the Python library QuTip [171]. For this, the cavities are modeled
using the input-output formalism (see Chapter 2.1.2) and for each cavity interaction
the light modes that are reflected, transmitted, or scattered from the mirrors or the
atom are considered. In the simulation, this is implemented using concatenated beam
splitters [125,153]. At the end of the calculation, the unwanted light modes are traced out.
In the present section, I first describe the identified physical imperfections of our setup
before I show the result of how big their impact on the measured fidelity is according to
the simulation.
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5.6.1. Experimental Imperfections

Transversal mode matching: The photons are propagating through the system starting
from a fiber output via a low reflectivity beam splitter (a Semrock filter) to the QGate
cavity and then from there via the long transmission fiber to the Pistol resonator and
back again to the fiber, as shown in Fig. 5.5. As explained in Chapter 2.1.3, imperfect
transversal mode matchings between the fibers and the cavities lead to an interference in
the collecting fiber between light that is interacting with the atom-resonator system and
directly reflected light. Thus imperfect mode matching lowers the overall performance of
the gate protocol. The simulation is used to gauge the magnitude of this effect. There are
three fiber matchings to be taken into account: On the QGate side, there is the outcoupling
fiber for light going to the cavity and there is the long fiber picking up the light after
the reflection from the resonator. On the Pistol side, the output of the long fiber and
circulator combination is again the input after the interaction with the cavity. Therefore,
the relevant parameters (see Chapter 2.1.3) on the QGate side are the intensity mode
matchings ηout and ηlong and the relative phase between light in the picked-up matched
and unmatched modes φ∗QGate. On the Pistol side, there is the mode matching ηPistol and
the respective relative phase φ∗Pistol. The effects of the two relative phases on the overall
fidelities were found to be minor compared to the other parameters. Therefore, both
φ∗QGate and φ∗Pistol are estimated by the value found in [108] with a large fidelity interval of
φ∗j = 0.17± 0.17 for j ∈ {QGate,Pistol}. The mode matching at the long fiber is bound
from below by using the power transmission of 0.55± 0.05 though the fiber and taking into
account the losses caused by the optical circulator. As a result, this matching is assumed
to be ηlong = 0.69± 0.05 to get an upper bound on the related error. The matching ηout

can be estimated by either a reverse transmission measurement through the fiber using
light from the cavity mode or by the cavity spectrum for a coupling and a noncoupling
atom that is defined by the cQED parameters and the mode matching. This results in
ηout,QGate = 0.94± 0.02. Lastly, it was found that ηout,Pistol = 0.98± 0.01.

Weak coherent pulses: As discussed further above, weak coherent pulses are used in this
series of experiment to approximate the single photon traveling between the modules. We
have a probability of 0.0060(6) to measure a heralding click in each run of the experiment
with the atoms in an equal superposition of energy eigenstates. From the mode matching
and the cavity parameters, the average reflectivities on resonance R = (r(↑)2 + r(↓)2)/2
can be calculated to be RQGate = 0.60± 0.03 and RPistol = 0.55± 0.01. The transmission
probability between the two resonators is impacted by other elements in the beam path
shown in Fig. 5.5. Apart from the long fiber, there are the AOM pathswitch, the
Semrock filter, 6 mirrors and four lenses and the total transmission including the fiber is
T = 0.52± 0.05. Lastly, there is the detection efficiency of ηeff = 0.5± 0.03. Using these
numbers, the average input-photon number is n = 0.07± 0.01 per pulse.

Decoherence: In the quoted experiments to test the performance of the nonlocal gate,
there is always at least one atom in either QGate or Pistol in a superposition state.
Therefore, the fidelities are always affected by dephasing effects that drive superpositions
of the energy eigenstates to a statistical mixture. Relaxation effects can be neglected on
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Figure 5.10.: Decoherence in the two setups. The figure shows the measured populations in the
state |↑z〉 for a Ramsey experiment with waiting time t between the pulses in blue. The decoherence
becomes apparent as a decay of the oscillation amplitude. Shown as a solid line is a fit used to
obtain the time constants given in the main text. Part a shows the Ramsey experiment results for
QGate and part b shows them for the Pistol setup.

the time scales relevant for the experiment and therefore dephasing and decoherence are
used equivalently in the following. In order to estimate the effect of it on the measured
fidelities, the respective decoherence times are the crucial parameter. To obtain them, a
Ramsey type experiment is performed preparing the atoms in |↑z〉 and using two π/2 pulses
separated by a variable time t before the population in |↑z〉 is measured after the last pulse.
The resulting curve for a scan of t can be fitted with a cosine with decaying amplitude. For
the Pistol setup, this decay is well described by a Gaussian decay ≈ exp(−t2/τ2

pist) and
a decay constant of τpist = (390± 17) µs was measured. The result of this measurement
including the fit is shown in Fig. 5.10b. The statistical error given is extracted from the fit
to the data. However, a larger systematic error is expected due to the 1064 nm trap and
fluctuating magnetic fields that were not controlled during this measurement and in the
following τpist = (390± 100) µs is assumed.

On the QGate setup, the decoherence is best fitted with both a Gaussian and an exponential
decay ≈ exp(−t/τq1) exp(−t2/τ2

q2) with τq1 = (401± 21) µs and τq2 = (372± 15) µs. The
measured data and the fit are shown in Fig. 5.10a. The errors are derived as the statistical
errors from the fit. Furthermore, from the fit of the QGate data, an offset of the cosine can
be extracted. It results from the decoherence happening for two π/2 pulses with a non-zero
duration that are applied without any waiting period. Here, the effective additional time
during which the state can decay is teff = (2.15± 0.10)µs, and it has to be added to the
protocol time on the QGate side.

State preparation and measurement errors: The infidelity in the state preparation and
measurement (SPAM) is considered as an average over the various bases used, as these
numbers do depend on the different preparation and detection axes of the experimental
run. In general, the highest fidelity is achieved when pumping the atoms to |↑z〉 and when
measuring them along the z-axis, where no additional single qubit rotations are needed.
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For other combinations, the required Raman pulses introduce an additional source of
error, especially as drifts and fluctuations in the ambient magnetic fields can affect the
atomic transition frequency |↑z〉 ↔ |e〉 and thus – via the changed rotation angle – the
fidelity during longer measurements. While this has been compensated every 60 min to
90 min, it still has residual effects. From detections in the different bases and from the
observed visibility of Rabi oscillations between the measurements, a fidelity of the SPAM
of 0.96± 0.015 is assumed in both the QGate and the Pistol experiment.

Polarization effects and cavity birefringences: As pointed out in Chapter 5.4.3, there
are effects from polarization-dependent losses and an imperfect waveplate rotation in the
matching of the polarization bases at different places of the combined experimental setup.
In a first step, these imperfections were included in the simulation using variable parameters
in the light transmission of the long fiber. Then the free parameters were fitted with
the target to reproduce the measured click distribution shown in Table 5.1. The fit was
repeated with different starting values to check if there are various parameter sets that
might lead to the same click pattern that was observed. Two such sets were found, with
one being more unlikely as a retardation far-off from a quarter-wave plate is compensated
with bigger polarization-dependent losses. This second set of parameters is therefore only
used to estimate the fidelity range of the error caused by polarization effects, whereas the
other set is used generally in the simulation.

Furthermore, a small depolarization of 0.005± 0.005 in the long fiber is included in the
simulation. This addresses the limited accuracy of the used polarimeter and the residual
error in the automatic compensation. Lastly, an additional error related to the polarization
of the light stems from the birefringences of the resonators introduced in Chapter 3.3. In
the procedure employed to match the polarizations at the different parts of the setup,
the cavities are locked and no atom is loaded. With a strongly-coupled atom, however,
light polarized in |R〉 can not enter the cavity anymore and gets directly reflected. As a
consequence of this, it is not rotated by the birefringence that affects only light that enters
the resonators. As this happens only for the atom in the coupling state |↑z〉, it leads to
a small polarization difference in the reflected light depending on the atomic state. This
effect is also included in the simulation.

Cavity width and detuning: The amplitudes and phases of the reflectivites of both
resonators depend on the detuning between the incoming light and the cavity frequencies
(see Chapter 2.1.1). To get these numbers, the reflection spectra of the resonators are
compared using frequency-scanned light from the same source, in this case the weak
coherent states from the QGate experiment. As the QGate resonator has an in-sequence
stabilization of drifts of the resonator [125], the detuning of it can be assumed to be zero.
Measuring the resonance frequency of the Pistol cavity relative to the other setup, it was
found that ∆Pistol = 2π (0.3± 0.1) MHz.

Another important feature affecting the detuning comes from the fluctuation of the cavity
lock around its central frequency. It can lead to slightly different detunings from shot to
shot and thus lowers the fidelity in the aggregated data over many experiments. To measure
the fluctuations, power-stabilized light that is detuned from the cavity by ≈ κ can be sent
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though the resonator to be detected afterwards. As it is not at the central frequency but at
the side of the transmission spectrum, fluctuations in the central frequency will translate
to fluctuations of the measured power after the resonator. If the frequency drifts closer to
resonance, more light passes, for drifts in the other direction the measured power is lower.
The width of the lock can then be extracted from the width of the measured power spectrum
around its central value. For QGate, a standard deviation of σQGate = 2π (205± 50) kHz
around the mean was found and for Pistol a value of σPistol = 2π (200± 50) kHz is estimated.
In the simulation, this distribution of the resonator frequency has been implemented using
a Monte Carlo simulation using 750 detuning samples chosen randomly from a Gaussian
distribution with the width given above.

Other imperfections: Additional to the experimental parameters mentioned in this sec-
tion, the cQED parameters play a role as they lead to losses and can leak information about
the atomic state (see Chapter 2.1.2). Lastly, the SNSPDs have a (9.5± 0.5) Hz dark-count
rate per channel of clicks, independent of any incoming light that stems mostly from light
leakage. This leads to false positives and therefore to a reduction in the measured fidelities.
For achieving this low dark-count rate, the light in the room of the detectors has to be
switched off, as otherwise more light couples into the fibers just before the detectors. In the
simulation, the dark-count rate is included taking into account the 2 µs detection window
of the photon.

5.6.2. Impact on the Achieved Fidelities

The effect of the individual experimental imperfections on the fidelity is estimated using
the simulation. First a baseline fidelity is established by including all imperfections except
for the frequency width of the cavity lock, as it requires a Monte-Carlo approach. To
attribute numbers to the impact of the different parameters on the fidelity, each of them
is switched off individually and the resulting fidelity is compared to the established base
value. In this way, it is taken into account that the effects of the different deficiencies
are not independent of each other and can have cross effects with the other imperfections.
Thus, the fidelity reduction of each individual element is to be understood as a value valid
for the realized settings. Improvements in some of the parameters in the future could also
affect the error contributions of different experimental imperfections.

The calculation of the effect of the frequency width of the cavity lock with the Monte Carlo
method is done on top of the baseline error established for the other parameters. The
impact of the cavity QED parameters is at the heart of the simulation and can not be easily
switched off by a using a different set of parameters. The error caused by them is therefore
estimated by comparing an otherwise perfect scenario to a unity fidelity. The fidelity
reduction of the mode matching was calculated similarly, with only the imperfections of
the cavity QED parameters included otherwise.

The fidelity reductions of all different parameters are summarized in Table 5.4, both for
the truth table and the Bell-state measurement.
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Table 5.4.: Impact of different experimental imperfections on the measured fidelities. The table
summarizes the effect of different experimental imperfections in both the truth table and the
Bell-state generation measurement. The values are derived from the simulation discussed in the
main text.

Imperfection Effect on truth table Effect on Bell states

Weak coherent states and losses (2.3+0.3
−0.3)% (3.8+0.5

−0.4)%

SPAM (2.9+1.0
−1.0)% (2.7+1.0

−1.0)%

Polarization effects (2.2+0.3
−0.5)% (2.7+0.4

−0.6)%

Mode matchings (2.0+1.6
−1.2)% (2.4+2.5

−1.5)%

Lock widths and atom-cavity detunings (1.4+1.3
−0.7)% (1.9+2.8

−1.0)%

Detector dark counts (0.61+0.03
−0.03)% (0.74+0.04

−0.03)%

Atomic decoherence (0.11+0.09
−0.03)% (3.2+0.3

−0.2)%

cQED parameters 0.17% 0.33%

5.7. Perspective and Outlook

With the measurements discussed above, a nonlocal quantum CNOT gate between two
qubits in spatially separated network modules has been shown. The gate is heralded, an
important feature as fibers operating as optical links between the setups have inherent loss
and heralding is a way to deal with the non-deterministic photon transmission. It was
shown that the gate operation considered in this chapter has an (85.1± 0.8) % overlap with
an ideal CNOT truth table. Possible additional non-zero phases in a unitary describing our
operation have been excluded with the backdrop of the experimental creation of all four
maximally-entangled Bell states with an average fidelity of (76.6± 1.0) % by the gate. In
this first implementation, the observed gate fidelity is still limited by various experimental
imperfections. For a use in larger modular quantum architectures, the performance still
has to be improved. As discussed above, a major step in this direction would be the use
of single photons, for example derived from a distillation scheme (see Chapter 4). Also,
for various other identified error sources, prescriptions for improvements are available, for
example with faster qubit rotations or a better stability of the magnetic fields and cavity
center frequencies. All this will help to boost the fidelity in future realizations of this gate,
making it feasible in larger multi-module and multi-gate applications.

The gate implementation discussed in this chapter is performed within 22 µs, which is
still slow compared to monolithic state-of-the-art quantum computation architectures
(for example, Google’s Sycamore processor performs two-qubit gates within 12 ns (see
Supplementary Material of [85]), and two-qubit gates mediated by Rydberg excitations
in arrays of neutral atoms are done within 400 ns [81]). On one hand, the gate presented
here could be sped up with faster rotations and a differently implemented Z feedback. On
the other hand, this gate could also be treated by algorithms as a special connecting gate
that might not need to be performed at the same speed as the local operations. In this

77



sense, algorithmic compilations heeding the differing nature of local and nonlocal gates are
required to make the most of a larger modular system.

Future steps to establish this nonlocal gate in a larger context could involve connecting
modules with several qubits each and also to connect more than two modules, to explore
the scaling behavior of distributed systems based on this gate. This could also enable
single-step multi-module gates [107].
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6. Summary and Outlook

In the work described in this thesis, two quantum-network protocols have been exper-
imentally realized using modules consisting of an atom strongly coupled to an optical
cavity.

In Chapter 4, I present a technique that we have used to distill single photons out of
a resource coherent state [72]. By applying a parity-projection measurement, the zero-
and two-photon components of the incoming weak coherent state have been successfully
suppressed. With this, a light state having a (66± 1) % overlap with a single photon has
been produced. The remaining infidelity is almost exclusively coming from the vacuum and
is largely affected by the imperfect cavity QED parameters. The Wigner function of the
state created by this distillation has been reconstructed and the suppression of the higher
Fock-state contributions has been confirmed by measuring the second-order correlation
function with g(2)(0) = 0.045± 0.006.

In Chapter 5, I present the first realization of a quantum gate between stationary qubits in
modules that are located in two separate laboratories [94]. The two qubit modules have
been connected with a 60-m-long optical fiber as a photonic quantum channel. By reflecting
a single photon successively from both setups and by implementing a conditional feedback
after the photon measurement, we have been able to demonstrate a universal, nonlocal
quantum-logic gate. In the experiments, we have measured an overlap of (85.1± 0.8) %
with the truth table of an ideal CNOT gate. Furthermore, the gate has been used to create
all four maximally-entangled Bell states with an average fidelity of (76.6± 1.0) % out of
separable input states. An important part of the remaining infidelity stems from the use of
weak coherent pulses instead of single photons.

For both protocols, possible steps to increase the fidelity in future implementations have
been outlined. The fact that the largest limitation for the nonlocal quantum gate could be
removed by the use of single photons instead of weak coherent pulses shows that the two
protocols could be naturally combined in a quantum network: One module could be used
to distill the single photon that is the resource for a gate between distant qubits located in
the other modules. It is important to note that such a distillation module would not be
required for each two modules that should be connected with a quantum gate: Photons
could be routed to specific modules, and it is also possible to tune only the target modules
into resonance with the light. Furthermore, it has been proposed that a single photon can
be used to connect many modules to perform a single-step Toffoli gate between qubits in
them [107]. These perspectives highlight the possibilities that quantum gates based on the
reflection of a photon might have in networks with many modules.

I have pointed out that a main challenge in current quantum computing architectures is
to scale up the system size to more qubits. The nonlocal gate presented in this work can
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enable a different approach where the qubits are distributed over many modules that form
together a larger quantum computer. In such a scenario, it might still be desirable to have
more than one qubit per module, as the use of fibers lowers the overall efficiency. Together
with the scaling constraints in a single system, this could result in a trade-off between the
number of qubits per module and the number of modules for a given size of a distributed
quantum computer.

To use more qubits in our network modules, several atoms can be trapped at the center
of the cavities and each could encode a qubit [111]. Optical tweezers could then be used
for an individual preparation, manipulation and detection of each atom. Furthermore, the
tweezers would enable an active positioning of the qubits in the resonator, allowing to reload
atoms from a reservoir to regions of strong coupling. Techniques of the optical tweezers
have been pioneered in the groups of Antoine Browaeys [203] and Mikhail Lukin [204].
They could be implemented in our modules through the high NA objectives with the use of
acousto-optical deflectors that are powered by a signal of various frequency components. In
the Pistol setup, a single-atom addressing has already been implemented to shoot unwanted
atoms out of the cavity [205]. Optical tweezers could furthermore allow to use the AC
Stark shift on the atoms to bring specific qubits in- and out of resonance with the cavity.
Since the nonlocal quantum gate relies on the reflection of a photon resonant with the
atom-cavity system, the AC Stark shift could be used to select individual qubits for a gate
operation with another module. In such a setup, nonlocal quantum gates between different
modules could be combined with local two-qubit gates based on a photon reflection, that
have been demonstrated in [111]. Together, this could allow performing gates between any
two qubits of a larger combined, distributed system.

The complete experimental setup of each individual module was still rather large in
this work (see e.g. [125] for an overview picture of the optical part of QGate in 2019).
However, the majority of this space is required for the laser systems, whereas the resonator
at the heart of each module is way smaller [117]. In the recent years, quantum optics
experiments are slowly moving toward more compact, integrated systems and this trend
toward miniaturization will continue. Today, there are already quantum experiments that
can create a Bose-Einstein condensate and use less than 0.1 m3 for all optics, electronics and
shielding [206]. This trend will also result in the modules for quantum networks becoming
integrated and smaller, facilitating the construction of larger, modular networks.

An important feature of the protocols presented in this thesis is that they are not limited to
the specific experimental platform of single atoms in a cavity. They rely on the phase-shift
reflection mechanism that can be realized with any emitter that couples sufficiently strong
to a one-sided resonator. First experiments using this mechanism have, for example, already
been performed with a charged quantum dot in a photonic crystal cavity [207] or with a
superconducting artificial atom and a microwave cavity [208]. Each experimental platform
has its own advantages and challenges [60], and it is not clear if future developments will
favor one system over the others. Therefore, it is valuable to devise protocols that are
applicable to different platforms and that might thus be useful tools in quantum networks
beyond a specific implementation.

Today more than ever, the field of quantum networks and quantum computation is blooming:
First quantum key distribution systems are commercially sold and investments in quantum
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computing are huge, resulting in many start-ups and big tech corporations entering the field.
The interest in quantum technology is also taken up by the funding agencies worldwide,
reflecting the potential and value that is expected from harnessing the power of individual
quantum constituents. All of this will result in many novel applications in the years to
come, using and expanding the protocols that exist so far. The field of quantum information
processing is therefore a fertile ground for the tools presented in this work, and it will be
interesting to see how they will be incorporated in future systems.
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A. Atomic and Photonic Qubit
Transformations

The effect of a quarter-wave plate (depending on the orientation of the birefringence axes)
in this basis of |R〉 / |L〉 is given by the matrices

Tλ/4 =
1√
2

(
−i 1
1 −i

)
, T−λ/4 =

1√
2

(
i 1
1 i

)
. (A.1)

Similarly, for an atom in the basis of |↑z〉 / |↓z〉, the effect of π and π/2 rotations around
the x- and y-axes are given by the transformations

T yπ/2 =
1√
2

(
1 −1
1 1

)
, T xπ/2 =

1√
2

(
1 −i
−i 1

)
(A.2)

and

T yπ =

(
0 −1
1 0

)
, T xπ =

(
0 −i
−i 0

)
, (A.3)

with the rotation angle given as the subscript and the rotation axis indicated as the
superscript.
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B. Wave Functions and Wigner Distributions

The Wigner functions for a given density matrix ρ or for for a given wave function ψ are

Wρ̂(x, p) =
1

π

∫
e2iyp/~ 〈x+ y| ρ̂ |x− y〉 dy, (B.1)

or

Wψ(x, p) =
1

π

∫
e2iyp/~ψ?(x+ y)ψ(x− y)dy. (B.2)

To obtain the Wigner functions of the vacuum and the single-photon states, the annihilation
operator for the harmonic oscillator can be used:

a =

√
mω

2~

(
x̂+

i

mω
p̂

)
,

[
a, a†

]
= 1. (B.3)

The wave function of the vacuum is straightforwardly obtained with a |0〉 = 0 multiplied
by 〈x| and the transition to position space (p̂→ −i~∂x, |0〉 → 〈x| 0 |=〉ψ0(x)), leading to

ψ0(x) =
1√√
πx0

e
− x2

2x20 (B.4)

with x0 =
√
~/(mω). Similarly the wave functions for higher Fock states can be calculated.

Using the Hermite polynomials

Hn(x) = (−1)nex
2

(
d

dx

)n
e−x

2
, (B.5)

the Fock wave-functions are

ψn(x) =
1√

2n(n!)

(
1

πx2
0

) 1
4

Hn

(
x

x0

)
e
− x2

2x20 . (B.6)

The equations become more elegant by switching to the dimensionless quadratures

X =
x

x0
, P =

x0p

~
, (B.7)

To calculate the Wigner function for the vacuum, a straight-forward Gaussian integral
yields

W0(X ,P) =
1

π
e−X

2−P2
. (B.8)

For a general Fock state, the solution can be expressed with the Laguerre polynomials,
which are defined as

Ln(x) :=
ex

n!

dn

dxn
(
xne−x

)
. (B.9)
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This yields the Wigner functions

Wn(X ,P) =
(−1)n

π
exp

[
−
(
P2 + X 2

)]
Ln
[
2
(
P2 + X 2

)]
(B.10)

and therefore for a single photon

W1(X ,P) =
−1

π
e−(P2+X 2) [1− 2

(
P2 + X 2

)]
. (B.11)
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C. Circuit Diagram of the Homodyne
Detector

Output to amplifier

Monitor
Output

Photodiodes

Homodyne Detector

Amplifier

LMH6624

LMH6624

Figure C.1.: Circuit diagrams of the homodyne detector and the amplifier used in the distillation
experiment. In both diagrams, the voltage regulators have been omitted.
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D. List of Abbreviations

AOM accousto-optical modulator

CNOT controlled-NOT

cQED cavity quantum electrodynamics

EPR Einstein, Podolski and Rosen

FPGA field-programmable gate array

LO local oscillator

MOT magneto-optical trap

NA numerial aperture

ND nondestructive

NPBS nonpolarizing beam splitter

PD photodiode

QEC quantum error correction

QIP quantum information processing

RF radio frequency

SNSPD superconducting nanowire single-photon detector

SPAM state preparation and measurement

SPD single-photon detector
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