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Abstract

The main advantage of anthropomorphic robots is their adaptability to environments built
for humans. For walking robots, robustness to uneven terrain is essential to exploit these
advantages. Although current approaches often use the full multi-body dynamics, the exe-
cuted motions over uneven terrain are often only quasi-static, i.e., correspondingly slow. This
thesis deals with reduced control approaches to answer which level of detail of the models is
necessary for dynamic walking over uneven ground.

In this thesis, a tactile sensor prototype for measuring contact surfaces is proposed and ex-
perimentally evaluated. Also, this work proposes contributions for balance control strategies
that consider the robot’s structural eigenfrequencies and centroidal dynamics. Furthermore,
force-control concepts for contacts with the environment are presented, which exhibit robust
stability to uncertain mechanical contact properties. On the one hand, the approaches tol-
erate uncertainty in the timing, stiffness, and geometry of the contacts. On the other hand,
they also adapt to unexpected parameters based on the measured contact surface and contact
forces. Both hand and foot contacts are considered to support multi-contact locomotion on
rugged terrain. Other parts of this thesis deal with software modules and architectures for
biped robots and a hardware layer design. In addition, a machine-learning-based tool for
intelligent robot system testing is presented.

All methods are evaluated on the bipedal robot LOLA both for normal walking and multi-
contact locomotion experiments. The results show high robustness to undetected uneven
terrain, unknown ground-height changes, and unexpectedly soft ground using the proposed
control schemes with reduced dynamic models. The achieved walking speed on uneven
and soft terrain is significantly higher than for state-of-the-art bipeds. Moreover, the results
show that high-quality hardware and software/hardware integration in humanoid robotics
are essential to achieve high overall system performance.
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notch Notch filter, see Appendix A.3
rotMat Transforms quaternion to rotation matrix, see Equation (A.20)
⊗ Hamiltonian product of two quaternions, see Equation (A.11)
quat Converts a rotation vector to a corresponding quaternion, see Equation (A.23)
rotVec Converts a quaternion to a corresponding rotation vector, see Equation (A.23)
diag Diagonal matrix from vector
deltaX Calculates the difference between two task-space vectors, see Appendix A.4
modify End effector task-space modifier, see Appendix A.4
modifyAll Apply modify to multiple end effectors in a chain, see Section 3.4.3
hybridCtl Hybrid control scheme taking (β ,u, x) as arguments, see Equation (A.40)
posCtl Position control scheme taking (u, x) as arguments, see Equation (A.39)
intA Integrator for vectors in moving FoR, see Equation (3.12)
(·)∗ Quaternion conjugate
◦
(·) Absolute derivative for quantities in a moving FoR, E

◦
r i= E ṙ i + Eωi × E r i



Chapter 1

Introduction

Since the industrial revolution, the importance of machines for human society has continu-
ously increased. The first industrial machines drastically changed the economy and human
society of that time, although these machines were relatively simple and well specialized on
a particular problem or purpose. In the 1950s, the first industrial robots, i.e., programmable
multi-purpose manipulators, were developed. Today, industrial robots automate the produc-
tion of a large amount of high-tech goods. These robots are, when compared to humans, still
very specialized in their specific tasks. Most notably, the robots, in most cases, are not mobile
but are fixed in a very controlled environment and perform mostly repetitive tasks.

Mobility drastically increases robotic systems’ complexity and leads to a new range of
applications in complex non-industrial scenarios. Today, wheels are the preferred way of
locomotion for robots in warehouses [170, 191], service robots [276], or cleaning robots at
home. Still, wheeled robots may fail to overcome stairs, high obstacles, or uneven terrain — a
restriction that does not hold for legged robots. Hybrids between legged and wheeled robots
combine both worlds’ strengths at the cost of higher system complexity [22, 148]. While the
use of four-legged robots is — due to the higher stability — in most cases beneficial, nar-
row environments require biped robots with a smaller footprint. With their anthropomorphic
design, biped robots are also ideal for the operation in environments built for humans. The
initially high costs for humanoid robots favor applications that put high physical or psycho-
logical stress on humans. The list of applications is potentially huge, ranging from disaster
recovery, search and rescue, inspection and monitoring of machinery in a dangerous environ-
ment to health- and elderly care. Moreover, the technology behind these robots can push the
development of active prostheses or exoskeletons.

The unilateral contact between the robot’s feet and the ground and the discrete steps
used for continuous locomotion make bipedal walking challenging. The most significant
problem is not the formulation of a comprehensive mathematical model for the involved
physics. Instead, it is a problem of computational power to generate valid solutions in real-
time and identify all the required parameters — some are hard to measure. One common
approach is the use of a specific model in conjunction with a comprehensive optimization
problem. While this strategy is elegant and generalizing from a mathematical perspective,
its performance depends on the model’s accuracy, and its optimization parameters are often
sensitive to the targeted robotic hardware. A different approach — which is used throughout
this thesis — is based on reduced models and simple control policies, which are easy to relate
with physical effects and may be ported to different robots using only minimal information
on the system characteristics. This approach further explains why a specific control policy
has benefits in certain situations, which may show links to human walking strategies.

There has been considerable research on the dynamics and control of biped walking
robots since the development of the first biped in 1973 [149]. Nevertheless, biped robots
are still not competitive compared to wheeled robots, mostly because of their limited robust-
ness on uneven or undetected terrain. Typically, the environment is perceived by cameras
or similar sensors on the robot. Safe footholds are then computed based on a generated
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environment model [77, 93, 114, 146, 213, 317]. Disturbances and model inaccuracies are
typically mitigated via feedback control loops. Still, uneven terrains are only traversed at
low walking speeds [77, 146, 156, 195, 257, 277, 330] to keep the perception errors low
and maintain stability. However, the machines must perform motions at a speed comparable
to humans to be competitive — even in the presence of disturbances or unexpected uneven
terrain.

This work attempts to identify control policies to improve the stabilization of biped robots
on undetected, uneven terrain without using visual information on the terrain. It further
tries to generate an understanding of why specific methods work and how they compare to
different approaches. The thesis further deals with robot balancing in multi-contact scenarios,
i.e., when the feet and arms are used for stabilization. In the following, an overview of the
state of art is given, and the objectives and outline of this thesis are described.

1.1 State of the Art: An Overview

Due to the vast field of biped robot research, only works most relevant to this thesis’s scope
are summarized in the following. A comprehensive literature survey on work related to the
proposed methods is part of the thesis’s corresponding chapters. For a more in-depth review
of vision-based planning and navigation for biped robots, refer to [111, 318].

Waseda University The first biped robot WABOT-1 was developed at Waseda University in
1973 [149]. Since then, several impressive humanoid robots have been developed at the
university’s Humanoid Robotics Institute HRI. The latest biped WABIAN-2R [220] is able to
walk over soft ground [104] at a walking speed of 0.22 m/s and realizes a quite human-like
gait pattern with heel-strike and toe-off motions [221]. The robot is able to use slippery
ground for quicker turning on the spot [102]. Recent research deals with developing human-
inspired control of a running robot [224, 225].

Tokyo University - Jouhou System Kougaku Laboratory (JSK) At the JSK laboratory of
the Tokyo University, several biped robots were developed, including the humanoids H6 and
H7 [212, 218]. These robots reached a high level of autonomy and enabled early work on
online 3D vision and motion planning for bipeds [133]. More recently, bipeds with water-
cooled high-performance electrical drives were developed at JSK [131, 310]. These machines
showed an impressive performance for step recovery in case of external disturbances al-
though having position-controlled joints [311]. The team later founded the company SCHAFT
Inc. to participate in the DARPA Robotics Challenge (DARPA) 2013 [58, 128] and won the
first round of the "Trials" before being acquired by Google. The used robot was based on
Urata and Nakanishi’s work, who pronounced the importance of high-performance hardware
for humanoid robots [128]. Recent work investigates the use of joint torque control without
dedicated torque sensors [288] and robot control in multi-contact scenarios [116].

Humanoid Robotics Project / AIST The Humanoid Robotics Project (HRP) is a joint project
of Japan’s National Institute of Advanced Industrial Science and Technology (AIST), several
universities, and Japanese industry partners. The general aim of the project is the develop-
ment of domestic helper robots. Since 1998, several humanoid robots have been developed
in the scope of the project [6, 134, 141–144] with the HRP-5P being the latest prototype
[145]. At AIST, ground-breaking research on the stabilization of biped robots based on the
Zero Moment Point (ZMP) was conducted [136, 137, 214]. Furthermore, adjustments to
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the ZMP trajectories [203, 216] combined with ground force control, and early-/late-contact
strategies [201] enabled HRP robots to walk over uneven ground (±2 cm) at walking speeds
up to 0.31 m/s. The used control schemes support partial contacts with the feet when the Base
of Support (BoS) — often called support polygon due to the common approximation via poly-
gons — is known beforehand [204]. Recent research with HRP-5P focuses on multi-contact
planning of arm contacts [171].

Honda The Honda Motor Company is one of the pioneers in biped robot research. It initi-
ated research on domestic robots in 1986 and developed several biped robots in total secrecy
[117]. The first publicly released prototype P2 already used ZMP and ground reaction force
control and was able to walk on flat surfaces and stairs [115]. The gained experience with P2
and the smaller P3 resulted in the development of the biped ASIMO in 2002 [253]. ASIMO
was continuously improved and is able to walk, hop, and run at a speed of 2.8 m/s [302].
A later developed experimental humanoid robot based on ASIMO is able to switch between
different gait schemes dynamically in the presence of external disturbances [140]. Honda
published few papers on ASIMO’s control algorithms [140, 300–303], which, however, do
not fully disclose the secrets behind ASIMO’s hardware and software design. Nevertheless,
Honda’s approaches greatly shaped the design of humanoid robots worldwide.

Later work concentrated on the development of a legged robot for disaster response
[332]. Recently, Honda published work on a mechanical leg design, which renders the me-
chanical properties of a biped close to those of a spring-loaded inverted pendulum, potentially
simplifying control effort for biped walking [272].

KAIST / Seoul National University The Korea Institute of Science and Technology (KAIST)
developed several humanoid robots from KHR-1 over KHR-3 (Hubo) [231] to Hubo-2 [107].
The robots are able to walk over uneven terrain (±4 mm) at speeds < 0.2 m/s [156] and run
with a short flight phase [48]. For walking and running, the BoS of the feet overlap in
forward direction, which allows to use a static stability criterion for motion planning. KAIST
won the finals of the DRC [58] with the robot DRC-Hubo+ [12], which can switch to wheeled
locomotion to overcome debris. The Hubo robots were commercialized and are sold by the
Korean Rainbow Robotics company [249].

The Seoul National University participated at the DRC Finals with their robot THORMANG
[159] with a focus on the driving and manipulation tasks. Recent work deals with balance
control of a biped with torque-controlled joints [176] and detecting partial contacts in uneven
terrain by active exploration [177]. The motions are executed quasi-statically.

German Aerospace Center (DLR) The German Aerospace Center presented its first biped
robot in 2010 [227]. The mechanical design is based on the DLR lightweight robot arm
[7], enabling torque control at the joint level. The DLR Biped was later extended to the full
humanoid robot TORO with 25 torque-controllable joints and two position-controlled joints
[70].

The balance control scheme is based on impedance control for the Center of Mass (CoM)
position [226]. Computed net wrenches from the CoM- and posture impedance controller
are distributed to the feet; the desired joint torques are computed via inverse dynamics.
The approach was later extended to multi-contact scenarios [106]. It showed impressive
compliance of the robot in various balancing tasks while the robot stood in one place. The
control approach was, however, not applied to walking. The walking control of TORO is based
on the related concepts of Capture Point (CP) — a point where a robot can step to come to
rest — [241] and the Divergent Component of Motion (DCM) [301], which were extended
to arbitrary CoM height trajectories [67]. Although having torque-controllable joints, TORO
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was at first only walking based on joint position control with the DCM control scheme [69]
due to stability problems [66]. Static walking — the feet overlap in forward direction — on
torque-level was achieved later using a specialized combination of a rate limiter and filter
[66]. It is unclear if the observed limiting structural vibrations are caused by methodological
limitations or hardware and integration limitations. Recent work achieved dynamic walking
of TORO at a speed of 0.37 m/s using joint torque control by extending the passivity-based
balance control scheme with DCM tracking [195]. TORO is able to walk over grass at a
walking speed of 0.15 m/s and can traverse a soft mattress with 0.05 m/s [195].

Centre National de la Recherche Scientifique (CNRS) The CNRS operates a Joint Robot-
ics Laboratory (JRL) with Japan’s research institute AIST, using the HRP robot platform. The
JRL lab’s research focus is the generation of complex motion plans for multi-contact scenar-
ios [29, 30, 71, 178]. The methods facilitate the use of complex models and constraint sets,
leading to planning times in the range of minutes [29] or hours [178]. More recent research
is directed towards real-time capability, describing a combination of stabilization methods
for stair climbing [43], or real-time static balancing in multi-contact scenarios [254]. Experi-
ments with HRP-4 to walk on gravel with a soft sole have been conducted in [228]. The robot
quasi-statically walks over the uneven ground at a speed of 0.011 m/s.

Italian Institute of Technology (IIT) Several biped robots have been developed at the
Italian Institute of Technology [179, 198, 306], some of them containing serial elastic actua-
tors with a relatively low intrinsic stiffness [179, 306]. The WALK-MAN robot can overcome
uneven terrain based on visual data [146]. Only a single footstep is located on rough ter-
rain, and the walking speed is unspecified; an approximation from the attached video yields
≈ 0.2 m/s. The contact with the uneven terrain significantly disturbs the robot’s state. Ex-
periments without prior knowledge on the environment or vision-based data have not been
conducted to this author’s best knowledge.

Boston Dynamics In 1979, Marc Raibert started with his research on one-legged hopping
machines to study legged locomotion fundamentals. The pneumatically driven machines
with a low leg-to-base mass ratio were able to hop and locomote in 3D using relatively simple
control structures [246]. Raibert further argues “that the trotting quadruped is like a biped,
that a biped is like a one-legged machine, and that control of one-legged machines is a
solved problem.” [246, p. 22]. Conceptually, the approach is related to the control of the
instantaneous CP [241]. By defining a Virtual Leg, the control schemes were later transferred
to the control of a quadruped [247, 248].

In 1992, Raibert founded the company Boston Dynamics Inc. to build the hydraulically
powered quadruped BigDog with funding from Defense Advanced Research Projects Agency
(DARPA). The machine uses control based on the virtual leg concept and is able to traverse
uneven terrain carrying high payloads [245]. From 2009 to 2012, the company developed
the bipeds PETProto and PETMAN based on hardware and control of BigDog [208]. These
machines are able to walk at a speed of up to 1.96 m/s on flat ground. Later, the Atlas series
extended the capabilities of PETMAN with arms to make contact with the environment or bal-
ance using angular momentum control [207]. The Atlas robots are able to cross challenging
terrain at high walking speeds and were provided as a platform to teams participating in the
DRC [58].

There is no substantial information on the control schemes used by Boston Dynamics to
control these machines. One supposed big advantage to other machines is the high total
mass of the robots (95-182 kg) in conjunction with the very powerful hydraulically actuated
legs, which make these robots particularly well suited for stabilization by step modification.



1.1 State of the Art: An Overview 5

For safety reasons, these robots’ hydraulic actuation does not seem suitable for a broader
range of applications, though. Boston Dynamics’ first commercially available product — the
quadruped Spot — is electrically actuated [27]. In 2016, Boston Dynamics revealed the next
generation Atlas. To date, only videos of executed motions are available [26].

Massachusetts Institute of Technology (MIT) / Institute for Human and Machine Cogni-

tion (IHMC) At MIT, a team of researchers worked on a control framework for biped robots
based on a hierarchy of Quadratic Programs (QPs) [169]. A motion planner QP computes
valid footholds and trajectories based on visual information with a computation time in the
range of several minutes. A second, real-time capable QP then tracks the plan while con-
sidering constraints and the robot’s dynamics [168]. Experiments are carried out on Boston
Dynamic’s Atlas platform, which was provided to several US institutes, and universities in
the context of the DRC [58]. The QP based framework is tested for visual-guided walking
on uneven terrain. The terrain-blind traversal of uneven terrain has — to the author’s best
knowledge — not been tested.

In 2006, Pratt, Carff, Drakunov, and Goswami [241] described the concept of the CP —
the point a robot needs to step to bring its orbital energy to zero — for the stabilization of
biped robots. The approach was experimentally validated on the Yobotics-IHMC robot [242],
is equivalent to the Divergent Component of Motion approach used in the Honda robots [299,
301], and uses a linear model for the robot’s dynamics.

In the context of the DRC, a team from IHMC and MIT developed a control framework
based on CP and momentum control [166]. The instantaneous CP is used to generate the
CoM trajectories and the desired momentum rate of change. A subsequent QP solves for the
joint accelerations and contact wrenches using the relation between centroidal momentum
and wrenches on the robot. The QP combines wrench distribution, momentum control, and
motion tasks in one problem, which is solved in real-time. Experimental results with Atlas
walking over undetected rubble were shown. The walking speed is not specified; analysis of
the photos of the experiment indicate an approximate speed of 0.2 m/s over the undetected
uneven terrain [166]. By combining the momentum-based controller with a Center of Pres-
sure (CoP) based contact estimator, IHMC’s Atlas is able to balance on partial/line contacts
[324]. Recent work includes disturbance rejection by step modification [91] and footstep
planning for uneven terrain based on visual data [93].

Oregon State / Agility Robotics The semi-passive biped robot ATRIAS was developed at
the Oregon State University in 2016 to study the application of the biomechanically inspired
spring-mass model. The robot is equipped with two point-feet, and most of its weight is
located in the upper body. This enables ATRIAS to walk in 3D with relatively simple heuristics
for the next step location [125].

Jonathan Hurst and Damion Shelton later founded the robotics spin-off Agility Robotics
to commercialize the research on ATRIAS with the biped Cassie [4]. Cassie has no upper
body, and each of its legs is driven by five actuated and two passive degrees of freedom.
Just as ATRIAS, it uses four-bar linkage mechanisms with leaf springs for the passive joints
and is technically walking on its toes with a small support area. The advanced mechanical
design lumps most of the mass in its upper body and enables the control of Cassie with simple
heuristics [87]. While Cassie can go upstairs quite well, it is unclear if going down is possible
with its inverted knee kinematics. Agility Robotics has recently announced a new product
Digit, which has a full torso, perception, and arms to manipulate objects [4]. It uses the same
leg kinematics as Cassie with larger feet. The arms have four Degrees of Freedom (DoFs)
each and are used to hold an object by clamping it between the two arms (no fingers).
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Others At Carnegie Mellon University, Stephens and Atkeson [283] worked on push recov-
ery and momentum-based balancing of compliant robots [284]. The methods were exper-
imentally validated by applying external disturbances on a Sarcos Primus hydraulic robot
standing on flat ground. On the same hardware, Herzog, Righetti, Grimminger, Pastor, and
Schaal [108] from the Max Planck Institute for Intelligent Systems demonstrated the effec-
tiveness of cascaded QPs for the implementation of a similar momentum-based controller.
The approach considers a full set of physical constraints and the robot’s full centroidal dy-
namics while still being fast enough for a 1 kHz control loop. Experimental validation is
carried out in several balancing scenarios while the robot stands still.

For participation in the DRC Finals, the humanoid robot ESCHER was built at Virginia
Tech [122]. The robot with torque-controlled joints is able to overcome undetected uneven
and soft terrain at a walking speed of 0.075 m/s.

Quadrupeds The control of quadruped robots poses, in general, very similar problems com-
pared to biped robot control. Some differences to biped robots are the point feet, a larger
support area, and a drastically smaller leg-to-base mass ratio. Notable research quadrupeds
are ANYmal [126] from the ETH Zürich, MIT’s Cheetah [61, 210, 230] and Mini-Cheetah
[150], and HyQ [268] from the IIT. At ETH Zürich, methods based on Model Predictive Con-
trol with the full dynamics of the robot are used on ANYmal for disturbance rejection [78]
or walking on soft ground [90]. Current research with the Mini Cheetah is about the ex-
traction of simple heuristics from offline optimizations to reduce the computational power
required on the robot and simplify parameter tuning [23]. At IIT, current research deals
with quadruped locomotion over terrain with different compliance using a contact-consistent
whole-body control scheme [75].

Quadrupeds are increasingly commercially available, e.g., Spot from Boston Dynamics
[27], ANYmal from ANYbotics [10], or the A1 from Unitree Robotics [309].

Chair for Applied Mechanics - Technical University of Munich In the 1990s, the six-
legged robot Max and eight-legged robot Moritz were designed at the Chair for Applied Me-
chanics using a control design based on neurobiological findings [236]. The first biped robot
JOHNNIE was able to autonomously walk over known obstacles using onboard navigation
and reached a maximum speed of 0.66 m/s on flat ground [186, 187]. The experience with
JOHNNIE led to the design of its successor LOLA [189], which was presented to the gen-
eral public in 2010. LOLA was shown to reach a maximum walking speed of 0.93 m/s on
flat ground [36] and overcome simple undetected obstacles of several centimeters in height
[35]. Furthermore, real-time autonomous navigation methods [112], and step modifications
for disturbance rejection in the presence of obstacles [114, 328] were investigated on this
platform. The LOLA biped has been continuously improved over the years and is the hard-
ware used for this thesis’s investigations.

Summary There are some remarkable particularities when looking at the state of the art in
the field of biped robots: First, most high-performance bipeds are either designed by com-
panies or private research institutes. Consequently, one could reason that system integration
and the particularly time-consuming hardware design seem to influence system performance
significantly. On the other hand, the control schemes and their complexity are incredibly
diverse in biped robot control. Lacking hardware performance or integration may, in some
cases, be compensated with more complex control algorithms. Different approaches are sel-
dom evaluated on the same hardware, making it hard to separate problems related to the
core nature of bipedal walking from problems caused by poor hardware performance or sys-
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tem integration. Third, most control approaches use dynamic models, but the experimental
validations often show quasi-static motions only.

1.2 Objectives and Outline

The goal of this thesis is to improve the robustness of fast biped walking over undetected
uneven terrain with contributions to the following biped walking research areas:

• proprioceptive contact sensors,

• hardware and software integration,

• balance and multi-contact force control algorithms.

The dynamics and state of contacts play an essential role in the control of biped walking
robots. It is difficult to create precise models of the contacts made between the robot and the
ground, making the measurement of contact information especially valuable for control.

Enhanced hardware and software integration improves the robot’s overall performance
and reduces the coupling between effects caused by unsatisfactory system performance and
effects caused by the control schemes. This author hypothesizes that the higher performance
of the robot on hardware and software level enables less complicated control schemes; its
weakest part always limits the whole system’s performance. This work tries to answer how
far the limits of robustness can be pushed using elementary control policies with reduced dy-
namic models, making hardware and software integration especially important. The balance
and force control algorithms proposed in this thesis

• rely on fast feedback loops with reduced dynamical models,

• are local in time (non-predictive) and therefore efficient,

• do not require vision-based or other prior knowledge on the environment,

• support stabilization in multi-contact situations, i.e., with additional use of the robot’s
hands,

• also work at relatively high walking speeds ≥ 0.5 m/s.

The approaches do not require a full multi-body dynamics model of the biped. Because iden-
tifying a precise multi-body model is time-consuming, this requirement reduces the overall
engineering effort for the application to a robot. Time-locality ensures efficiency and makes
it easy to use the approaches in global optimal control schemes on higher control-levels, e.g.,
[328].

The developed algorithms are experimentally tested on the biped robot LOLA in several
uneven terrain scenarios. In all experiments, the control software assumes perfectly flat
ground. To evaluate the control algorithms’ performance in the context of high uncertainty,
the robot’s vision system is not used. Nevertheless, the approaches described in this thesis
may be combined with a vision-based planner, which reduces the terrain uncertainties to the
perception errors of the vision system.

The outline of this thesis is visualized in Figure 1.1. In Chapter 2, an overview of the
hardware platform LOLA is given first. Furthermore, the proposed hardware control architec-
ture and tactile contact sensor are described and experimentally evaluated. Chapter 3 gives
an overview of the planning and control approach of LOLA and deals with the connection
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Figure 1.1: Visualization of the objective and outline of this thesis.

between feedback control loops and trajectory adaptation strategies. In Chapter 4, concepts
for stabilizing the floating base in the presence of disturbances are presented, discussed,
and experimentally validated. Furthermore, strategies for the distribution of stabilizing CoM
wrenches to the different contacts with the environment are described and analyzed. Chap-
ter 5 deals with proposed approaches for a contact force control scheme at the contact loca-
tions, which uses sensor-based contact information and adaptation strategies. The concepts
are experimentally evaluated and enable LOLA to walk over undetected uneven terrain in
partial contact situations. Details on the control concepts’ software implementation are pre-
sented in Chapter 6. The software for the control of biped robots is a complex system, and
despite simulative unit and system tests, errors are often only discovered in experiments. A
machine-learning-based analysis tool for simulative system tests, which leverages error de-
tection, is presented. Experimental results achieved with the combined proposed control
approaches in a set of uneven terrain scenarios are shown in Chapter 7. In Chapter 8, the
contributions of this thesis, conclusions, and recommendations for future work are presented.

1.3 Notation and Videos

Required fundamentals and the used notation are described in Appendix A. All symbols,
indices, operators, and acronyms are hyperlinks in the electronic version of this document,
directing to the respective glossary entry. The time is considered discrete, i.e., t = n∆t.
For clarity of the equations, the time step is omitted when it equals the current time step n,
i.e., a = a[n] for any time-dependent variable a. The order in which methods are described
follows the flow of data from input to output. When higher-level methods are validated,
the default for the low-level modules is used unless noted differently. Links to videos of the
experiments are provided at the beginning of the corresponding result sections.



Chapter 2

Platform Mechatronics

This chapter describes the platform mechatronics of the humanoid robot LOLA, i.e., every
piece of platform-specific software, electronics, and hardware required to move the robot’s
joints and read its state. This includes the low-level software for joint control, communication,
and data pre-/post-processing. The interface to the control software is defined by the Hard-
ware Layer (HWL), which provides general data interfaces to the high-level control software
modules.

The platform mechatronics is extremely important for the whole robotic system’s perfor-
mance: All high-level modules, i.e., the Walking Pattern Generator (WPG) and Stabilization
and Inverse Kinematics (SIK), rely on the performance of this combined piece of hardware
and software. If seen as a cascaded structure, it becomes clear that the platform mecha-
tronics must meet the highest requirements for update rates, latency, safety, and reliability.
This chapter presents the proposed hardware control architecture for improved hardware
integration and a tactile sensor concept for biped robots.

2.1 Mechatronic Design Overview

This section gives a short overview of the different design revisions of LOLA and describes the
current design. Note that the original design is only described in detail where necessary for
the understanding of later improvements.

2.1.1 Design Revisions of LOLA

Since its first stable design in 2010, several improvements were made to the mechatronic
architecture of LOLA, see Figure 2.1. In the following, the changes leading to different hard-
ware revisions and corresponding lessons learned are briefly summarized.

2010: Original Design The original mechatronic design of the humanoid robot LOLA [33,
81, 188] is shown in Figure 2.1a. By that time, the robot was equipped with a stereo camera
head from a project partner with 3 degrees of freedom [39]. This resulted in a total of 25
degrees of freedom for the whole robot. Due to the high computational load, the vision data
processing was done on computers in an external rack. However, the trajectory generation
and control already ran on a central control unit on LOLA’s back.

The communication and actuation structure of LOLA consisted of 9 Distributed Sensor
Control Boards (DSCBs) [80]. Each board could control up to three joints via dedicated Elmo
Motion Control servo drives [65], which were connected to a DSCB via a Controller Area
Network (CAN) bus. Sensor data from the joint encoders was read in; target positions for
the joints were sent to the servo drives. Additional sensor data — for example from the

9
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(a) LOLA from 2010–2014 [326] ©2014

IEEE.

(b) LOLA from 2014–2016 [327] ©2015

IEEE.

(c) LOLA from 2016–2020 [266] ©2019

IEEE.

Figure 2.1: The history of LOLA.
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Figure 2.2: Lola’s right foot with contact switches in the pads.

Force/Torque (FT) sensors — was directly processed on individual DSCBs. The boards also
acted as slaves in a Sercos-III bus system [270] to communicate with a central control unit
at a cycle time of 1.5 ms. The software processes on this control computer used the received
sensor data to calculate new trajectories for every joint and sent the corresponding target
positions to the distributed sensor control boards at an update rate of 666.6̄ Hz. The real-time
operating system QNX Neutrino 6.5 was used in this setup.

2013: Contact Switches LOLA’s feet consist of four footpads each, making the actual con-
tact with the ground. The original pads did not contain any sensors or electronics. In 2013,
these pads were extended with an internal discrete switch to detect if ground contact was
made [74]. The discrete information on the pads with closed contact is encoded bitwise in
one byte for each foot, see Figure 2.2. The switches’ force threshold is ≈ 30 N per pad.

2014: New Head Design The stereo camera head system with 3 degrees of freedom was
replaced by a low-cost ASUS Xtion RGB-D sensor on a pan/tilt unit. This was mostly because
the collaboration with the project partners for LOLA’s vision ended and because low-cost
structured light sensors became available on the market.

2016: New Hardware Control System The original communication and joint control sys-
tem had several drawbacks:



2.1 Mechatronic Design Overview 11

• Unnecessary Complexity: The design of the DSCBs was very complex. This complexity
was built to enable advanced distributed control concepts — concepts that were never
implemented.

• Lacking Reliability: Probably due to their high complexity, the control boards were
unreliable. After a certain time of operation, the boards repeatably failed to boot-up
and needed to be replaced. This process was repeated until the circuit components were
no longer available. The problems with hardware and software caused much downtime
of the robot and made it hard to concentrate on developing new methods.

• Low Control Bandwidth: Although equipped with an Ethernet-based Sercos-III bus,
the servo drives were still connected via CAN to the DSCBs. The update cycle time
was limited to 1.5 ms. Furthermore, the joints’ position control loop was closed on
the control boards and over the CAN. This led to additional latencies and jitter in the
control loop timing.

Based on the experiences with the original control system, a new design was created. Further-
more, the real-time operating system was upgraded to QNX Neutrino 6.6. The new hardware
control system’s detailed design and characteristics are described in Section 2.2 of this thesis.

2020: Redesigned Upper Body and Arms Earlier versions of LOLA used the arms only for
compensating the angular momentum of the feet during walking. In the context of a new
DFG research project1, LOLA’s arms were redesigned to enable balancing in multi-contact
scenarios. By adding one degree of freedom to each arm, the kinematically reachable space
was extended. Also, FT sensors were added to the hands to enable feedback control of hand
contact forces [267]. Hand contacts are made via spherical end effectors with rubber coating.
Note that only unilateral multi-contact scenarios are considered.

The weak connection between the lower- and upper body in LOLA’s original design caused
structural resonances near the mounting point of the Inertial Measurement Unit (IMU). This
mechanical design flaw limited the balancing controller’s bandwidth and is discussed in [16].
The upper body has thus been redesigned with the intent to shift the structural eigenfrequen-
cies to higher values. A comparison of the eigenfrequencies of both designs can be found in
[17].

Additional hardware enhancements include increased computational power of the on-
board computers and an updated vision system. A comprehensive in-detail description of all
changes is presented in [267].

2020: New Foot-Sole Material The compliant material on the footpads was replaced with
a two-layer design. The inner layer is made of the compliant shoe material Nora Lunasoft SLW
(6mm) to absorb impacts with the ground. The compliance of this material is additionally
important for the design of the contact force control, see Chapter 5. The outer layer is made
of the shoe-sole material Nora Astral Crepe (1.8mm) and provides the necessary rigidity for
contacts with rough surfaces. Furthermore, this layer provides an excellent static friction
coefficient µ= 0.8 [285].

2.1.2 Current Design

The humanoid robot platform LOLA is 1.76 m tall, weighs approximately 67 kg, and is ac-
tuated by 26 electric joint drives. The kinematic structure is shown in Figure 2.3. LOLA is
equipped with an active toe joint, which allows to rotate the forefoot separately.

1German Research Foundation, grant number 407378162
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Figure 2.3: The design of LOLA and its kinematic structure at the time of writing. The current design features 26

DoFs and a redesign of the upper body / the arms.

Drive Modules Every joint drive module consists of a brushless DC motor, encoders, and
a servo drive for decentralized and fast control of joint position and velocity. The servo
drives are commercial Gold Line drives from Elmo Motion Control [64]. The distributed joint
control architecture enables high local sample rates with 20 kHz for the current feedback, and
10 kHz for velocity and position. The servo controller implements a PPI cascade and uses the
incremental encoder on motor-side for position and velocity feedback.

Most drive modules are equipped with stiff high-ratio Harmonic Drive transmission gears.
An exception are the ankle and knee joints: The knee joint is designed as linear actuator
via planetary roller screws; the ankle joints are actuated via a parallel kinematics using two
spatial slider crank mechanisms and belt drives. All joints are back-drivable. Every drive
module is equipped with an incremental encoder on motor side and an absolute encoder on
joint side, i.e., after the gearbox or linear actuator kinematics. The schematics of a typical
drive module is shown in Figure 2.4. Details on the joint drive properties are described in
Appendix B. Information on the mechanical design of the drive modules can be found in
[188].

Sensors The robot is equipped with the commercial IMU iVRU-FC-C167 from iMAR Navi-
gation [129]. The device is mounted at the torso of the robot. It contains three fibre-optic
gyroscopes, three Micro-Electro-Mechanical accelerometers, and a micro controller for inter-
nal sensor data fusion, temperature correction, and communication. The system provides the
orientation, its derivative, and the linear accelerations via CAN at a data rate of 200 Hz.

LOLA is further equipped with custom 6-axis FT sensors at the feet, because there are —
to date — no commercial sensors available on the market, which combine the requirements
of low weight and size with the high torque specifications (±120 Nm,1000 N, overload-safe).
Measurement data is supplied via CAN at a data rate of 1 kHz. Details on the mechanical
design are described in [188]. Efforts for a redesign of the sensor have been made to increase
the accuracy and bandwidth while keeping the low weight of 400 g [237].
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Figure 2.4: Simplified schematics for a typical joint drive module of LOLA.

The hands of LOLA feature FTE-AXIA80-DUAL SI-200-8/SI-500-20 6-axis FT sensors from
Schunk GmbH & Co. KG with a maximum contact force of 900 N and a maximum contact
moment of 20 Nm. These AXIA FT sensors are directly connected to the EtherCAT (EC) bus
and support a maximum update rate of 4 kHz.

Onboard Computing & Communication The distributed servo drives and sensors commu-
nicate via EC [73] with LOLA’s central control computer, see Figure 2.5. This control unit,
which is located at the back of the robot, runs the real-time operating system QNX Neutrino
7.0 and executes all computations required to plan and control the motion of the humanoid.
The onboard computer is built from an Advantech AIMB-276 mainboard with an Intel i7-8700
hexa-core CPU and 32 GB RAM. A second onboard computer at the front, with identical spec-
ifications, but additional Nvidia Quadro P2000 graphics card, runs a standard linux distribu-
tion and is connected to the control unit via Gigabit Ethernet. This vision processing unit and
the connected Intel RealSense cameras at LOLA’s head are not used throughout this thesis.

The EC bus topology is based on three lines — one for each arm and one for the rest of
the slaves. The separated lines for the arms are necessary due to missing second ports on
the commercial FT sensors of the arms. CAN-based data is integrated via a CAN-EC gateway
[72] with 1 Mbit/s bandwidth. The EC bus runs with an update frequency of 4 kHz and uses
the Distributed Clocks feature of the EC technology. In Table B.4, a detailed description of
the bus topology is presented.

Power Network LOLA does not have an onboard power supply; it is operated tethered with
a 24 V supply line for the electric components, and a 80 V supply line for the motors (except
head joints). The power supplies are located in a nearby rack.
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Onboard Hardware Overview
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Figure 2.5: Overview on the computing and communication components onboard of LOLA.
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Operator Commands Both onboard computers are connected to an operator PC via Gigabit
Ethernet. The connection is used to send high-level control commands and parameters to the
software running on the control unit via a publish–subscribe system. Furthermore, logfiles
and executables are transferred via Ethernet to the onboard computers.

Hardware Layer Application The Hardware Layer Application runs the HWL in the soft-
ware architecture of LOLA. It is responsible for all low-level communication and safety mea-
sures, handles hardware errors, implements device abstractions to represent their state, and
provides a shared-memory based sensor and target data interface to the high-level control
modules. The module is further described in the following section.

2.2 EtherCAT-based Real-Time Hardware Layer

The content in this section has
previously been published in [296]
©2018 IEEE.

The following section describes the proposed EC-based hardware control software for LOLA

to improve hardware integration and overall performance. This control software is respon-
sible for executing and controlling target motions for the robot. Furthermore, sensor data is
collected and sent to the higher-level planning and stabilization modules of the robot. The
performance, i.e., control bandwidth and latency, of this hardware-near control structure is
essential because it represents the inner control loop for all higher-level software and, there-
fore, directly limits the overall system’s performance. The key features of the new hardware
control system design are — in the order of priority:

• Reliability: More commercial components and less hardware-near custom code. By
reducing the complexity and deploying widely used technology, the risk of failure is
minimized.

• Bandwidth: The EC field-bus technology and commercial servo-drives with high local
update rates allow high bandwidth of the hardware control system. The control loop
and all involved software components are designed for hard real-time constraints with
low communication latency and low jitter, i.e., a low standard deviation of the control
loop update rate. The communication system allows update rates > 1 kHz.

• Compatibility: The EC technology is a wide-spread standard and allows easy integra-
tion of many commercial sensors and actors in the future.

• Portability: The hardware layer tries to be as generic as possible. It implements a
real-time bus middleware to decouple the field-bus characteristics from those of the
connected devices and the higher-level modules. This makes it easier to change tech-
nologies (devices or the bus itself) in the future.

In the following, the components of the real-time capable HWL are described. This in-
cludes data pre-/post-processing, the real-time bus middleware, device drivers, and safety
measures. Subsequently, the software’s performance, the EC bus, and the overall system are
analyzed. Parts of the HWL code are available open-source, see Chapter 6.
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Figure 2.6: Overview of the architecture of the HWL application with major components.

2.2.1 Software Architecture

An overview of the HWL’s software components is visualized in Figure 2.6.

Interfaces and Data Preprocessing The HWL receives target data from high-level robot
control processes and, at the same time, sends sensor data to these processes. The commu-
nication is done via a synchronized shared memory interface [33]. All higher-level modules
wait for new sensor data from the HWL, generate new target data, and finally copy it to the
shared memory region. This means the HWL defines the timing of all software processes —
including the high-level modules. While the HWL blocks the robot control processes until
new sensor data is ready, the HWL itself is never blocked to ensure high timing accuracy and
safety. Instead, it always uses the newest available target data in the shared memory region.

With the new EC bus system, communication cycle times as fast as ∆tbus = 250µs can
be attained for LOLA. However, the high-level control modules typically can, because of
the computational complexity of the control algorithms, not keep up with these low cycle
times. Therefore, the HWL publishes sensor data just every nth bus cycle to trigger high-level
module execution at the higher control cycle time ∆tcont = n∆tbus. The last target data in the
shared memory region is linearly extrapolated for all minor bus cycles Cm = {i | i mod n ̸= 0}
based on the target data gradients (e.g. velocities).

In addition, target and sensor data preprocessing includes converting motor to joint an-
gles and vice-versa and converting raw sensor data to physical units. These conversions
include the resolution of the knee- and ankle-joint kinematics with a non-constant gear ra-
tio. Moreover, a feed-forward control strategy on velocity-level is implemented to further
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reduce joint position tracking errors [296]. The technique uses a learned feed-forward gain
to compensate for typical velocity-dependent position errors, e.g., caused by friction.

Parameters and operator commands are received via network using a publish–subscribe
system. The robot’s kinematics can be calibrated using a specialized calibration rig. The HWL
stores relevant joint calibration data, which is used when homing the joint drives.

State Machine and Safety The HWL contains a state machine to represent the state of
the communication bus and all attached devices. If a device is entering an invalid or unsafe
state or experiencing communication errors, the software tries to bring the robot to a safe
halt. Once the machine is in such a fault state, the operator has to explicitly acknowledge
continued operation before the joint drives can be reactivated.

Also, safety checks are part of the data preprocessor. When FT sensor data is not plausible
or the tracking error on a joint is above a specified limit, the HWL state machine assumes
a fault and puts all devices in a safe state. Also, every sensor data frame sent to SIK/WPG
carries a working counter number, which increases every cycle. The working counter from
the sensor data is sent as part of the planner data from WPG to SIK, and as part of the target
data from SIK back to the HWL. For every sensor data frame sent to the higher-level modules
with a certain working counter, the HWL expects a target data frame from SIK with exactly
the same working counter in the next cycle. If the counters do not match, either SIK or WPG
were too slow and violated the real-time requirements. A working counter mismatch does
trigger a fault when it happens at two consequent cycles.

Real-Time Bus Middleware To abstract the communication between nodes in a Fieldbus,
two common CANopen [40] definitions are used: Process Data Objects (PDOs) and Service
Data Objects (SDOs). These concepts are also widely used in modern Fieldbus technology
such as EC and define the name, type, and size of objects, which can be received from and/or
sent to a slave. PDOs define data objects, which are cyclically sent and received in real-time;
SDOs are used for asynchronous communication based on a request-response pattern and do
typically not meet hard real-time constraints. Furthermore, the following definition of the
Fieldbus’ state based on the EC standard is used in the middleware:

• Init: Initial state of a slave.

• Pre-Op: Initialization done; SDO but no PDO communication yet.

• Safe-Op: PDO data is exchanged; PDO output data is not yet applied, i.e., physical
outputs remain in a safe state.

• Op: PDO data is exchanged; PDO output data is applied on the slave, i.e., physical
outputs are changed according to the PDO.

In the following, a new approach to decouple the Fieldbus communication from the applica-
tion software is proposed. A middleware software layer makes the bus completely transpar-
ent for the application software. It makes device-specific implementations, e.g., interpreting
sensor data or abstracting the device’s state, independent from the Fieldbus protocol and
implementation. This has advantages in handling the software (and system) complexity and
improves maintainability and safety. The core idea behind the abstraction is the proposal of
Bus Variables to make PDOs and SDOs available to the HWL application. Basically, a Bus Vari-
able is an instance of a special class representing a variable of a certain predefined primitive
data type (int, float, char, etc.); it may be used as any standard variable in the application
code. However, the Bus Variable can be linked to a PDO of a slave by telling the middle-
ware the name and slave identifier of the PDO object. The Bus Variable then serves as a
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Figure 2.7: The proposed middleware decouples the device abstraction layer (application software) from the

Fieldbus driver and Fieldbus type by using Bus Variables. These variables are linked to PDOs in the PDO map via

the name and type information in the bus description file. Adapted from [296] ©2018 IEEE.

fully transparent representation of the distributed slave objects. If an Output Bus Variable’s
value is changed, the middleware automatically sends the new data to the corresponding
slave. Equivalently, the data in Input Bus Variables is updated every time new PDO data is
received from the bus slaves. Bus Variables are thread-safe and implement an automated
data-type checking during run time. Furthermore, Bus Variables can be used for SDO-based
communication. The concept is visualized in Figure 2.7.

The middleware software layer defines an abstract data interface to the Fieldbus driver,
which then translates changes in the PDO/SDO data to data packets on the bus. Note that
one can use different implementations for different Fieldbus types or driver implementations
without changing code on the device abstraction or application side. For LOLA, a commercial
EC master stack is used as Fieldbus driver [3]. The connection between the Bus Variables in
the application code and the variables on the slaves is made through the respective slave and
variable names defined in the EC Network Information File (ENI), which is the bus description
file for EC.

The framework for Bus Variables is available open-source as part of a header-only C++

library, see Section 6.2.

Device Abstraction Layer On top of the middleware layer, all devices on the bus are repre-
sented by device abstraction classes. The class instances map the internal logic and physical
behavior of the slaves to the software. The device abstraction classes are derived from a
general BusDevice class provided by the middleware, which makes the use of Bus Variables
in these implementations straightforward.

For LOLA, there are device classes for the Elmo Motion Control servo drives, the CAN
gateway, the IMU, and the FT sensors. Every device class implements a state-machine, spe-
cialized error handling and provides an Application Programming Interface (API) to control
the corresponding device. For example, the FT sensor device class provides methods that re-
turn the current force and torque readings; the servo drive device class accordingly provides
methods to change the joint controllers’ set points. These API methods are called from the
data processing module of the HWL, see Section 2.2.1. Some common device abstraction
implementations based on Bus Variables are available open-source, see Section 6.2.
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Tables 2.1 and 2.2. The figure is to scale with the given legend. Adapted from [296] ©2018 IEEE.

ID Name Description

↷

1 waitForTimingEvent Wait for an event from the timing thread
2 signalNextCycle Unblocks the main thread
3 RX Process the frames received in the last cycle (EC stack)
5 copyRX Copy incoming data from the EC stack to the Bus Variables
7 copyTX Copy outgoing data from the Bus Variables to the EC stack
8 signalDataReady Signal main thread new incoming data is available and Output Bus Variables

may be modified
9 sendFrames Queue cyclic EC frames to be sent on the bus
12
↶

mailbox Send acyclic frames and execute administrative tasks of the EC stack

Table 2.1: Execution sections called in the EC-thread of the HWL. Adapted from [296] ©2018 IEEE.

2.2.2 Software Integration and Timing

The HWL contains both the device abstraction layer and the middleware. It spawns several
child threads for the bus communication, logging, operator interfaces, and inter-process com-
munication with the other two control framework processes (SIK/WPG). The main thread
runs the data processing, the state machine, and error handling in a cyclic loop, see Sec-
tion 2.2.1. It is synchronized to a higher-priority EC-thread to ensure minimum latency of
input and output data. Within the EC-thread, methods of the bus middleware and the EC
master stack are executed. This includes copying data between the Bus Variables and the
actual EC PDO map and sending all cyclic and acyclic EC frames. To keep the timing be-
tween consecutive EC cycles precise, a separate timing task with the highest priority is used
to trigger the EC-thread execution.

In Figure 2.8, the timing and synchronization of the three threads is shown. All important
execution sections of the EC- and main thread are described in Tables 2.1 and 2.2. A
particularity of the approach is the interleaving of sections that access the same Bus Variables.
Section 4 and 7 both operate on the target data Bus Variables and, in theory, simultaneous
access may occur when section 4 has a higher execution time than section 3 and 5. Although
Bus Variables are thread-safe, the process data may become invalid when data in different
Bus Variables of the same device becomes inconsistent. There is more sensor data than target
data to process in practice, at least for humanoid robots. This means section 5 very likely
has a higher execution time — more Bus Variables need to be processed — than section 4.
This concept seems unsafe at first, but it reduces the latency of the whole control loop —
i.e., from sensor data over the high-level modules to target data on the devices — by one bus
cycle ∆tbus. Furthermore, the execution times are deterministic and can be analyzed by high
precision measurements with a trace logging tool to prove the concept’s viability.
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ID Name Description

↷

4 getTargets Get new target values from high-level control modules (if available)
6 waitForDataReady Block the thread until new input/output data has been processed in EC-thread
10 process Process raw input data in Device Abstractions
11 publishSensorData Push processed input data to shared memory. This triggers a new calculation of

target data in the high-level modules and is skipped for all minor bus cycles Cm

13 generalTasks Executes state-machine logic, error handling, and communication with the op-
erator computer

14
↶

waitForNextCycle Blocks the thread until the EC Cycle Time has elapsed

Table 2.2: Execution sections called in the main thread of the HWL. Adapted from [296] ©2018 IEEE.
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2.2.3 Communication with the Bus Slaves

The slaves in an EC bus are organized in a logical ring — independently from the physical
topology of the slaves. When an EC frame with new data is sent from the bus master, it passes
every slave and is finally sent back to the master by the last logical slave. Each slave reads
and writes data to the EC frame while passing the device, i.e., “on the fly”. This enables short
delays, resulting in low minimum cycle times, and avoids collisions by design. Furthermore,
bandwidth usage is optimized as input- and output data belonging to different slaves may
share the same space in the EC frame. Due to the logical ring and the propagation delays of
the physical transport medium, however, an EC frame passes every slave at a different time.
This means that the slaves’ input- and output data is not synchronized and may represent the
system’s state at different points in time. To overcome this problem, master and slaves can be
synchronized with the EC Distributed Clocks (DC) functionality. The synchronization of the
master operates in BusShift mode, i.e., the time of the slaves is changed depending on the
timing of the bus master. All slaves and the master are synchronized to a global-in-time event
called Sync0, see Figure 2.9. The Sync0 event is shifted relative to the sendFrames() operation
of the bus master with the Global Shift Time ∆tshift. The hardware driver’s input- (∆tin) and
output delay (∆tout) depends on the slave time required for latching/processing a measured
input ∆tlatch, the slave time required to set an output value ∆tset, the bus cycle time ∆tbus,
and the global shift time ∆tshift. Note that for a bus with identical slaves, ∆tlatch >∆tshift and
∆tin >∆tbus holds.

The global shift time ∆tshift is subject to tuning. It needs to be as low as possible to
reduce the output delay ∆tout and as high as required to allow all slaves to receive the EC
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Quantity Mean or norm
value

Standard
deviation

Data Source

Input PDO data size 822 bytes - ENI
Output PDO data size 526 bytes - ENI
Total PDO data size 1348 bytes - ENI
EC datagram size 974 bytes - ENI
Global Shift ∆tshift 140µs - -

Propagation Delay 114µs 6µs Wireshark measurement
Minimum input data delay ∆tin,min ∆tbus + 35µs n.a. tracelogger
Minimum output data delay ∆tout,min ∆tshift + 20.5µs n.a. tracelogger
Minimum total control latency ∆tin,min+∆tout,min+

∆tcont − 56µs
n.a. tracelogger

Bus cycle time ∆tbus 249.3µs 2.69µs High Performance Event Timer
Master Sync0 Timing Error 147 ns 840 ns master stack
Slaves Sync0 Timing Error 1.5 ns 94 ns master stack

Table 2.3: Parameters and performance quantities for the HWL and the EC bus system.

frame before the scheduled Sync0 event. This means the propagation delay of the EC frame
to the last logical slave defines the absolute minimum for the global shift time. To optimize
the global shift time, the propagation delay is measured using an Ethernet switch between
the master and the first slave and a connected measurement computer with the open-source
software Wireshark [305]. The time delay between the outgoing (coming from the master)
and incoming EC datagram belonging to one bus cycle is a conservative measurement of the
propagation delay. Additional latencies from the switch and the measurement computer are
added. The mean value of the propagation delay over a period of ≈ 13 seconds is 114µs with
a standard deviation of 6µs. For robust operation, the global shift time is set to 140µs.

2.2.4 System Performance

The performance of the HWL in terms of data processing and communication is evaluated
in the following. For all further tests, the bus runs at an update rate ∆tbus = 250µs, with a
high-level control update rate ∆tcont = 1 ms. Higher bus update rates are not possible with
the current control unit’s hardware. The limited accuracy of the real-time clock does not
allow BusShift operation of the DC at higher update rates. The parameters and measured
performance values are summarized in Table 2.3.

The system’s software-side performance is measured on the real-time control unit using
QNX Neutrino’s trace logging features. This enables to get precise information on the timing
of individual program sections. The exact execution times for all code sections in one EC
bus cycle are visualized in Figure 2.8. Furthermore, these measurements are the basis for
the calculation of the input- and output data delay. The installed joint drive modules do
not provide information on the actual latch- ∆tlatch or set-delays ∆tset via the slave’s object
dictionary. Therefore, only the minimum delays, usually only a few microseconds less than
the actual ones, can be calculated from the trace logging data.

For the chosen bus cycle time, the total latency caused by the hardware control system is
only 389.5µs. The total control latency, including the high-level control modules’ computa-
tion time, results in 1389.5µs.

The timing error of the global Sync0 events on the master and the slaves — the system is
synchronized via the DC feature — is measured by the master stack; statistical information
on the error is given in Table 2.3. In 99.99 % of the time, the error of the master timing is
less than 1.4 % of the bus cycle time. The timing of the slaves is even more accurate.
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The accuracy of the timing thread (bus cycle time) is measured online with a high-
precision CPU-internal timer. As the bus cycle is the data source for all high-level control
modules, errors in this timing primarily affect the correctness of these modules’ calculations.
Relative to the control module cycle time ∆tcont = 1000µs, the error is less than 1.2 % in
99.99 % of the time.

Additional data on the performance of the joint controllers itself can be found in [296].

2.2.5 Related Work

In the following, the proposed hardware control system is discussed in the context of related
work. First, real-time software frameworks in the context of robotics are compared with
the proposed real-time bus middleware. Second, the achieved performance of the combined
hardware and software concept is benchmarked to state-of-the-art robots.

Software Frameworks Commonly used frameworks for the control of robots, e.g., the Ro-
bot Operating System (ROS) [244] or Yet Another Robot Platform (YARP) [197], do in gen-
eral not support hard real-time constraints. While this is not a problem for high-level com-
munication and planning, the frameworks are not suited for low-level motion control. Using
ROS or YARP in such a context is, of course, possible but will introduce jitter in the timing of
the control loops and unnecessarily limit the minimum reachable sample time.

To mitigate this problem, several (not so commonly used) frameworks provide real-time
capable communication. The OpenRTM-aist Software supports real-time control threads, pro-
vides a graphical user interface for the design and connection of components, and uses code
generation to speed up the development process [9]. Unfortunately, the timing and inter-
nal latency of the software framework are not analyzed. Compared to the hardware control
system presented in this work, OpenRTM-aist provides a more general software generation
approach for robots.

Another robot platform software, XBotCore, provides a lightweight shared-memory-based
communication structure directly connected to an open-source EC master stack implemen-
tation [205]. The interface between the EC bus, the device abstractions, and high-level
software is defined by typical robot devices, such as joints, IMU, and FT sensors and not on
PDO/SDO level. Data showing the control period for the robot WALK-MAN using XBotCore
is presented in [205]. While the control period is below the target of 1 ms, there is significant
jitter in the timing.

To the author’s best knowledge, the concept of Bus Variables has not been presented in
literature so far. In contrast to related work, the interface between the communication bus
and the device implementations is at variable-level, effectively separating device-specific code
from the bus technology and master implementation. Despite this fine-grained interface, the
presented hardware layer concept supports hard real-time requirements and minimal control
loop latency.

Hardware Layer Performance Although modern real-time bus technologies have been
available for quite some time, only a few humanoids are equipped with high-performance
communication systems. In contrast to distributed control systems with a digital bus com-
munication system, central control concepts were used, e.g., in the Honda humanoid robot
[115], HRP-2 [141], or Wabian-2 [220]. All sensors and actuators are directly attached to
I/O interface boards in the central control computer in these architectures. As an advantage,
high update rates are possible as no communication bus is needed. However, the system’s
complexity is high, as all peripheral sensors and actuators must be connected directly to the
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central control unit. Due to their high complexity, centralized systems are more error-prone
than distributed systems, where some error checking and handling are already executed on
intelligent distributed slaves. With decentralized control concepts, parts of the computa-
tional effort can be off-loaded to the intelligent actuator controls. This also allows for very
high update rates of the local control cycles (e.g., 20 kHz current control).

Because of its easiness and reliability, CAN is a prevalent technique for communication in
distributed control systems of humanoid robots. It is used in popular robots such as the HRP
robots version 3 and 4 [142, 144], Hubo-2 [48] and the iCub [198] to send and receive data
to and from the distributed joint controllers. However, the maximum bandwidth of CAN is
relatively low (1 Mbit/s) and communication is only partially deterministic (for high priority
messages). Therefore, multiple CAN networks are used in parallel for robots with a high
number of DoFs. Still, the maximum achievable update rates for joint-controller set-points
are considerably low. The DRC-Hubo uses CAN for communication and is limited to a control
rate of 200 Hz [333]. With the use of four parallel CAN-Buses, CHIMP reaches an update rate
of 500 Hz [282]. Also, the CAN protocol does not allow to compensate for the transmission
delays, i.e., allow synchronous execution of commands on the distributed joint controllers.

Several different approaches were used in literature to overcome the drawbacks of CAN.
[310] proposes the use of multiple RS422 connections with an effective data rate of 6 Mbits
per connection and a central control system with ART Linux operating system. However, it
is unclear what kind of protocol and media access control is used in the daisy-chain setup
of the RS422 interface. In [6], a real-time communication system based on the Ethernet
protocol is developed for the HRP-3P (prototype). It uses a custom protocol to link several
bus nodes, which operate an ART-Linux real-time operating system. While originally designed
to replace the unreliable central control system of the HRP-2, the AIST group later switched
to CAN for the final HRP-3 humanoid “to improve reliability and maintenance of the system”.
[142, p.2476]. PETMAN [208] uses a modified CAN bus to reach an update frequency of
1 kHz, details have however not been published so far. Unfortunately, there is only little
information on the hardware of ATLAS (1 kHz update rate) [169] and no information on
the inner structure of Honda’s ASIMO. For the robot TORO [70], a Sercos-II bus with a
bandwidth of up to 16 Mbit/s is used. Although this enables a 1 kHz control rate, the bitrate
would probably not allow for much higher update rates. The former hardware design of the
humanoid robot LOLA, see Section 2.1.1, used a Sercos-III bus based on 100 Mbit/s-Ethernet
[81]. However, the distributed I/O boards and interfaces to the actual joint drives were in-
house made and complex. As this introduces another source of errors, the reliability of the
whole solution was limited.

For the design of newer robots, the EC bus became increasingly popular, as it is fast, reli-
able, and widely-used. In-house-made electronics are often used for the actual joint control,
and fault handling in such systems [83, 139], which may reduce such solutions’ reliability
and persistence. Furthermore, often non-real-time capable software frameworks are com-
bined with the EC technology, giving away its advantages of low communication delays [83].
The latency of the communication or the control loop is in general not analyzed.

The RoboSimian robot from the Jet Propulsion Laboratory features a similar hardware
structure using an EC bus and the same commercial joint servo drives [147]. The control
loop runs at 1 kHz on a non-real-time operating system. There is no data given on the la-
tencies of the control loop. The biped robot TALOS from PAL Robotics uses an EC bus for
its communication network with update rates beyond 1 kHz. The hardware layer interface
is based on a ROS node, and there is no data given on the latency of the communication or
control loop [280]. The recently presented robots HRP-5P [145], and CENTAURO [148] use
an EC network. There is no information given on the used control rates or latency.

Compared to the systems found in literature, the proposed control architecture operates
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Figure 2.10: Picture of the proposed tactile sensor (prototype C) [291] ©2017 IEEE.

at an update rate of 4 kHz. The system has explicitly been designed and evaluated for low
control loop latency. The approach uses reliable and available hardware modules. The only
other example found in literature specifies a 2 ms latency at a 1 kHz bus update rate for the
humanoid robot TORO [70]. However, it is not specified how the latency is measured and
what is included in the value. The total control latency of the proposed architecture currently
is < 1.4ms, which is mostly limited by the high-level control modules.

2.3 A Flexible and Low-Cost Tactile Sensor for Robots

The content in this section is published
in [291] ©2017 IEEE.

While today’s industrial robots present potential harm and are thus caged with safety fences,
the next generation of robots will have to provide intrinsic safety without external mea-
sures. This paradigm change enables operation in human environments, and an expansion
of robotic applications is expected, e.g., to health-care and service robotics or human-robot
cooperation. In these scenarios, the robots must handle unstructured, unknown, or changing
environments, requiring them to safely interact with the environment or detect contacts if
they occur.

There are many approaches to achieve safe motion planning for robots in human-centered
environments. Typically, these use visual information, prior knowledge on the environment,
or FT sensors, e.g., in the robot’s joints. However, these methods generally do not perform
well when the line of sight is obscured or objects with unknown mechanical properties are en-
countered. The common use of FT sensors provides only limited information on the pressure
distribution, i.e., the contact location and surface. Moreover, contacts with the environment
are generally avoided. The sense of touch is crucial to explore unknown and unstructured
environments, as contacts with the environment can be accurately detected and localized.

In the following, the development of a tactile sensor for robots is described. It uses a
set of tactile pixels — commonly called taxels — to sense the pressure on a sensor surface.
Three different designs are analyzed and compared. The final design, see Figure 2.10, is
selected based on experimental results. The sensor is generally suitable for a wide range
of applications, not only for humanoid robots. The presented designs are motivated by the
experience gained from preliminary studies [100].
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2.3.1 Design Overview

In this section, the design criteria, and materials for the proposed sensor are described.

Design Goals The tactile sensor requirements are defined with several use cases in mind:
First, tactile sensing on robotic fingers with a high spatial resolution (2–3 mm). Second,
a flexible tactile skin may cover a humanoid robot’s whole body to detect collisions with
the environment and the precise contact location. Third, a tactile foot sole on the feet of a
humanoid robot to detect the contact state. Based on these applications, the design goals
for the tactile sensor are defined. The tactile skin has been developed due to the lack of
commercial alternatives which meet the following resulting base requirements for a robotic
application:

• High spatial resolution

• High resolution and linearity of a calibrated taxel (for spatial interpolation)

• Mechanical robustness and flexibility

• Low cost

• Easy to replicate

• High update rates ≥ 1 kHz, low mass, and low energy consumption

The main objective of the sensor is to detect accurate positions of contacts on the sensor
surface. Interpolation algorithms may be used on the pressure readings to improve the overall
spatial resolution for a given amount of taxels. Interpolation requires an acceptable accuracy
and linearity of the sensed pressure on each taxel. Any calibration of the sensor should
be easy and ideally only be carried out once. For good integration on arbitrarily shaped
surfaces, the material must be flexible, and it must be possible to customize the shape and
spatial resolution of the sensor. Further essential requirements are low cost and the ability to
replicate the sensor element with commonly available tools and materials. This enables the
use of the sensor concept as a tool in research projects.

General Concept and Materials The selection of the materials largely influences confor-
mance with the requirements. In the following, the general concept and materials are mo-
tivated and described. The sensor is based on the piezoresistive effect, enabling the mea-
surement of both static and dynamic pressures. If pressure is applied to such a piezoresistive
material, its electrical resistance decreases. The resistance is measured via conductive elec-
trodes on both sides of the sensor layer. Many taxels are arranged next to each other to
achieve a high spatial resolution. In order to keep the number of necessary connecting wires
low, the commonly-known matrix structure is used. All electrodes on a vertical line are con-
nected to one wire, and all electrodes on a horizontal line are connected to another common
wire. Each taxel’s resistance in the matrix can be measured by selecting the right combination
of vertical and horizontal wires.

Based on the design goals, the sensor design should consist of commonly available and
low-priced materials. Retail prices are used to estimate the overall costs. The search led to the
choice of Velostat™ 4540 EVA Copolymer (≈ 50€/m2), which is produced by 3M and consists
of a polymeric foil (11µm thickness) impregnated with carbon black. While this material is
intended for the packaging of electrostatic-sensitive devices, it is known for its piezoresistivity.
For the electrodes, which also serve as connecting wires, a commonly available stainless steel
thread (2-ply and 3-ply) at costs of ≈ 0.26€/m is used. An outer protection layer is made of a
cotton fabric (≈ 3€/m2), or neoprene2(≈ 25€/m2).

2SEDO Chemicals Neoprene LS, 2 mm thickness
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Prototype Description Drawbacks

Similar to prototype A, but with a silicone cast instead of the neo-
prene cover

High pressure thresholds
High bending radius

Similar to prototype B, but laminated with insulating foil instead
of the neoprene cover

Air between the contacts
High bending radius

Similar to prototype C, but with the threads directly attached to
the polymer using an adhesive foil and neoprene cover

Difficult to manufacture

Table 2.4: A list of earlier design prototypes and their drawbacks [291] ©2017 IEEE.

Upper Thread

Lower Thread

Piezoresistive Polymer Neoprene

Insulation

Figure 2.11: Assembly of the sensor prototypes A and B with neoprene cover. For prototype B, the adhesive

insulation layer is not present and all layers are sewed together on the border [291] ©2017 IEEE.

2.3.2 Sensor Prototypes

Based on the selected materials, several prototypes for the overall sensor element assembly
were built and evaluated. This section describes the three best designs concerning the ac-
curacy, manufacturability, and low force thresholds. All other tested prototypes and their
drawbacks are described shortly in Table 2.4.

Woven Matrix with Glued Neoprene Cover (A) The structural composition of this pro-
totype is depicted in Figure 2.11 for a 3 × 3 taxels matrix. Stainless steel threads (3-ply)
are woven into the polymeric foil to build a grid. Shimojo, Namiki, Ishikawa, Makino, and
Mabuchi [271] previously used this technique for a silicone-rubber-based matrix. Each verti-
cal and horizontal thread intersects at exactly one point, where one of the threads is on the
upper side of the polymer and the other on the lower side. On the left side of Figure 2.11,
one taxel on the matrix is magnified. The sewing process is carried out manually. The sensor
element is wrapped in a neoprene cover to protect it from mechanical damage. The cover
is glued to the inner layers using a silicone-based adhesive3 to preserve its flexibility. Before
the cover is glued, a thin and flexible adhesive insulating foil is attached to the polymer to
protect the electrical contacts from the silicone adhesive, which may break the electrical con-
tact between the polymeric foil and the stainless steel thread. This design allows a bending
radius rA ≈ 10 mm. The radius is determined by clamping two ends of the sensor together
and measuring the resulting radius in the middle of the patch.

3Dow Corning 3140 MIL-A-46146 RTV
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Conductive
Thread

Normal
Thread

Piezoresistive Polymer

Fabric

Optional Neoprene

Figure 2.12: Assembly of the sensor prototype C with machine-sewed matrix and fabric cover [291] ©2017 IEEE.

Woven Matrix with Hand-Sewed Neoprene Cover (B) This prototype is similar to proto-
type A. Instead of gluing the neoprene cover, all layers are sewed together manually on the
sensor patch’s outer rim. Thus, there are no adhesive tangential forces between the single
layers, even if the sensor is bent or deformed in any way. Without adhesive, the insulation
layer is not necessary, and a lower bending radius rB ≈ 6 mm is reached.

Machine-Sewed Matrix with Fabric Cover (C) The assembly of prototype C is depicted
in Figure 2.12 for a 4 × 4 taxels matrix. In this case, the conductive threads are machine-
sewed into the protective cotton fabric using a lockstitch with a normal sewing thread and a
stainless steel thread (2-ply). The non-conductive thread electrically insulates the polymer /
steel thread from the environment; the conductive thread is accessible only from the inner
sides of the fabrics, touching the polymer. All layers are machine-sewed together at the outer
rim of the sensor patch. The result is a very flexible sensor prototype. Due to the machine-
based sewing process, higher spatial resolutions and accuracies can be reached compared
to prototypes A and B. Furthermore, this prototype can be cut to fit arbitrary shapes after
manufacturing, as long as the conductive threads can be connected. The taxels’ position
can be designed arbitrarily (curves or other shapes) and even non-uniformly throughout the
patch. The sewing process is easy and fast. Due to the higher robustness of the sensing layers,
it is unnecessary to wrap the elements with neoprene. However, an additional neoprene layer
may be sewed to the bottom of the sensor patch to achieve mechanical compliance. This
prototype allows a bending radius of rC ≈ 5mm.

2.3.3 Experimental Results

https://youtu.be/HLdVkaF9ZR4/

The proposed concepts are evaluated on three different prototypes with a matrix size of
6 × 6 taxels and 7 mm taxel distance. Analyzed metrics are the accuracy of the pressure
measurement and the threshold for the detection of contacts. Prototype C is measured with
the additional neoprene layer at the bottom.

Calibration Model A calibration model is identified to reconstruct a corresponding pres-
sure value from the resistance of a taxel. Due to the nature of the piezoresistive effect, the

https://youtu.be/HLdVkaF9ZR4/
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relation between resistance and pressure is highly nonlinear. The following equations were
considered possible candidates for the sensor’s calibration:

p = a exp (b R) (2.1)

p = a exp (b R) + c exp (d R) (2.2)

p = a R2 + b R+ c, (2.3)

with the sensed pressure p, the resistance R and the parameters a, b, c, d. Experimental results
show the lowest fitting errors for model Equation (2.2). This model is used in two different
ways to describe the sensor behavior:

Distinct Model The distinct model uses a separate parameter set for each taxel, which leads
to the highest accuracy but requires taxel-wise calibration.

Universal Model The universal model uses only one parameter set for all taxels. As all tax-
els have slightly different properties, higher errors occur. However, this significantly reduces
the calibration effort to the measurement of one taxel. Different units of the same sensor
type may even use a single parameter set. In the following, the universal model is generated
from a measurement on all taxels. However, the concept can similarly be applied by using
measurements from a few taxels only.

Test Setup The test bench for the prototypes consists of a manual force test stand IMADA
HV-500N II combined with a Sauter FL-20 force gauge, see Figure 2.13. The reference force
sensor accuracy is ±0.05 N, with a resolution of 0.01 N. The flat circular test probe has a
contact area of Ap = 3.0cm2. A custom electronics board with a voltage divider and several
analog multiplexers converts the taxels’ resistance to a voltage signal. The row and column
are selected via the address lines of the used multiplexer modules. The output voltage re-
flects the resistance of the selected taxel. A scanning algorithm is implemented on a data
acquisition system to read the complete matrix taxel-per-taxel with a sample time of 0.001 s
per taxel. The update rate for data from the entire sensor is relatively low with ≈ 28 Hz.
However, this is a limitation of the test setup readout electronics and not the sensor itself.

Evaluation of the Sensor Patches First, a single taxel is loaded with a continuously in-
creasing pressure until 33.33 kPa (10 N) are reached. Then, the force is decreased to zero.
The corresponding taxel’s resistance is measured during the whole process, which is repeated
for each taxel on the matrix. Figure 2.13 shows the result for one taxel of prototype A. For
low loads, the resistance of the taxel increases unexpectedly. This effect has been previously
described in [287] and is caused by the different elasticity of the stainless steel thread and
the piezoresistive polymeric foil. When pressure is applied on a taxel, the steel thread with
a higher elastic modulus is deformed less than the polymeric foil (and neoprene). Conse-
quently, the contacting steel threads lift off the foil, and the contact resistance increases. As
a result, pressures below a specific pressure threshold (pth) cannot be detected reliably. The
pressure value at the first drop below the unloaded resistance value is defined as pth, see
Figure 2.13.

The original intention behind prototype B is less influence from tangential forces when
the whole sensor is bent or placed on a curved surface. However, without the adhesive,
the thread-lifting effect is also clearly reduced, and lower pressures can be detected. As
horizontal movement between the layers is no longer constrained, the viscoelastic materials
may deform horizontally, which possibly reduces the vertical deformation and, therefore, the
lift-off of the steel threads.
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Figure 2.13: On the left: the used IMADA HV-500N II test stand with Sauter FL-20 force gauge, tactile skin, and

multiplexer electronics board. On the right: Resistance and reference pressure over time for a taxel of prototype

A.

A B C

Pressure threshold max(pth) [kPa] 27.9 3.9 0.7
Distinct model error median emed,dist [kPa] 0.5 0.5 0.3
Distinct model standard deviation σ15,dist [Ω] 552 344 286
Universal model error median emed,univ [kPa] 4.1 2.7 1.5

Table 2.5: Pressure thresholds and model errors for all prototypes.

For prototype C, even lower minimum pressures are reached. On the one hand, this
may again result from the loose coupling between the layers. On the other hand, the steel
thread is sewed into the fabrics with significantly higher thread tensions. Thus, the steel
threads are additionally constrained in their movements, making the combined fabrics less
inhomogeneous. Presumably, the elastic modulus of the combined fabrics (cotton & steel
threads) better matches the polymer’s elastic modulus, effectively reducing the lift-off effect.
Therefore, prototype C is selected as the final prototype and is considered in the following ex-
periments. The maximum pressure threshold values max(pth) over all taxels of the prototypes
are summarized in Table 2.5.

Calibration and Pressure Resolution Calibration curves are identified from the measure-
ments described above to reconstruct pressure signals from each taxel’s resistance. For each
taxel, 17 data points (reference pressure and resistance) between 0.5 kPa and 33 kPa are se-
lected from one data set (pressure increase over time). Data points with a resistance value
above the unloaded resistance of the taxel are discarded. Via nonlinear least-squares, the
parameters for each taxel’s distinct calibration model are identified from this data.

The median of each parameter over all taxel-distinct models builds the universal model
for all taxels. This procedure results in a fit, which may have higher errors for outliers than a
new least-squares fit over all data points but has lower errors for most taxels (typical taxels).
Moreover, a subset of all taxel measurements generally leads to the same universal model,
which reduces the calibration effort.

Results on the calibration models of the prototypes are shown in Table 2.5. The analysis
uses the absolute error between the distinct model and the data points for each taxel. The
median of all these errors emed,dist is quite low for all three prototypes. The standard devi-
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Figure 2.14: (a) Data points as well as distinct models and universal model of prototype C. For the measurement

of the data points, the pressure is increased step by step. (b) Comparison of reference and sensed pressure for

distinct and universal model of prototype C. Adapted from [291] ©2017 IEEE.

Typical Taxel [kPa] Worst Taxel [kPa]
max(edist) max(euniv) max(edist) max(euniv)

0 - 5 kPa 0.9 1.0 1.4 1.6
5 - 10 kPa 2.2 2.4 3.7 4.7
10 - 20 kPa 4.4 4.8 7.9 11.8
20 - 40 kPa 9.9 10.9 14.4 24.8

Table 2.6: Maximum errors between sensor value and reference pressure for a typical and for the worst taxel of

prototype C.

ation σ15,dist of the resistance value at 15 kPa indicates the extent of differences between a
prototype’s taxels in the calibration curves. The distinct calibration models of prototype A
differ more from each other than those of prototype B. The lowest value for σ15,dist is reached
with prototype C. This also reflects in the median model error for a universal parameter set,
emed,univ, where prototype C is best.

The data points for every taxel, the distinct models, and the universal model over all taxels
for prototype C are shown in Figure 2.14a. Due to the nonlinear response of the material,
the universal model’s error is best at low pressures with increasing (absolute) uncertainty for
higher pressures.

Figure 2.14b shows the sensed pressure signal with distinct- and universal model for pro-
totype C on a typical taxel, i.e., a taxel with a parameter set near the median of all taxels.
Note that this is based on a measurement that is not part of the calibration data and con-
tains different loading speeds and loads (0–74 kPa) significantly above the calibration range
(0–33 kPa). Especially for low pressures, the sensor values represent meaningful informa-
tion about the intensity of contact with the environment. Besides, there is no significant
dependency on the loading speed, and the calibration model also yields reasonably accurate
estimates outside the calibration range. The maximum sensor errors for a typical and for the
worst taxel of prototype C are shown in Table 2.6. Using the universal model with just one
fit function still provides low sensor errors. However, sensor errors can be higher for single
outlier taxels.
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Figure 2.15: (a) Hysteresis of prototype C. Note that the upper end of the hysteresis curve is rounded and not a

sharp edge due to superimposed drift effects of the material for constant pressure [291] ©2017 IEEE. (b) Sensor

output of prototype C for a four-point load.

Hysteresis and Drift Several load cycles at different maximum pressure were applied to
one taxel of prototype C to analyze the piezoresistive material’s hysteresis effects. The result
of the measurements is shown in Figure 2.15a. There is a significant hysteresis effect, espe-
cially for higher pressures > 15 kPa. The sensor model may be extended to include different
calibration curves for loading and unloading the taxels if required for the targeted purpose.
For the applications described in this thesis, the effect is only of minor importance because
the tactile sensor data is typically only used during foot loading.

Prototype C is loaded with a weight to ensure constant loads to analyze the drift over
time. The median drift (of all taxels) of the sensed pressure is 0.26 kPa/s. The drift effect
reduces the absolute accuracy for long-time static loads. However, the effect is equal for all
taxels (standard deviation of 0.08 kPa/s), i.e., spatial localization of contacts is still accurate.

Spatial Resolution In general, the spatial resolution is defined by the number of taxels per
area and the taxels’ arrangement on the sensor surface. Depending on the skills of the worker
who sews the steel threads into the fabric, high resolutions < 5 mm can be achieved. An ex-
ample of a sensor output of prototype C for a four-point contact is shown in Figure 2.15b.
A video of the sensor output for the tactile prototype C at different loads and contact sce-
narios is available at https://youtu.be/HLdVkaF9ZR4/. For some applications, interpolation
methods with adequate models may be used to enhance the spatial resolution of the sensor
output. Both the four-point load example in Figure 2.15b and the video show some crosstalk
between the taxels. A further analysis of the effect and the resulting spatial resolution has
been conducted by Hirschmann [118].

2.3.4 Related Work

Tactile sensing has been of increasing scientific interest in the last years. Numerous tac-
tile sensor skins have been proposed [41, 262, 308]. Work has been done in the field of
multi-modal and modular tactile skins [57, 199] and on the problems of electric wiring and
scalability [14, 320]. However, these tactile sensors are stiff, and their application to arbi-
trarily shaped geometries is limited. Therefore, several 3D-shaped sensor elements have been

https://youtu.be/HLdVkaF9ZR4/
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designed [31, 164]. While these sensors can be manufactured to fit arbitrary shapes, they
are not inherently flexible. A flexible sensor simplifies integration and allows adaptation to
any form of external contact. A completely flexible, multi-modal skin based on a capacitive
measurement principle is proposed in [120] — the design yields high accuracy and low cost.
However, the spatial resolution may be limited. In [19, 32, 123] the taxels are also based on
larger contact areas. While these sensors provide excellent results for specific applications,
the theoretically reachable spatial resolution is limited.

Micro-mechanical taxels or a matrix structure of the connecting wires are used to reach
higher spatial resolutions [49, 63, 158, 174, 234, 286]. Most of these designs are based on
flexible Printed Circuit Boards (PCBs) or injection-molded elastomers. Either the structure is
complex, or the manufacturing process targets high volumes. For low volumes and custom
pieces, as needed in, e.g., research labs, manufacturing effort, and costs are usually high.

Some flexible sensor designs described in the literature are easy to reproduce. In [307], a
robust and low-cost tactile skin is proposed, based on a capacitive measurement principle. In
general, this design can be built quickly without the need for special machinery. However, it
requires a dedicated circuit for each taxel, which complicates the overall design. Although the
sensor could be made flexible, no flexible version has been published so far to the author’s
knowledge. [154] presents an approach based on a screen-printed piezoresistive ink and
a flexible PCB. It is unclear how accurate the pressure measurements are and how easy
the manufacturing process is. Another approach is based on electrical wires stitched into
piezoresistive rubber [271]. The design is easy to build and flexible. There are, however, no
details on the accuracy of the sensor patch given.

Recently, after the publication of the presented design in [291], Kim, Vu, and Kim [155]
proposed a single layer piezoresistive tactile sensor based on woven fabric with a mixture of
carbon-impregnated conductive yarn and standard wool yarn. The sensor is flexible, easy to
build, and its design enables a high spatial resolution. The sensor is experimentally evalu-
ated for pressures up to 1000 kPa. The sensitivity at low pressures has not been analyzed. In
[173], a promising design based on a tactile matrix is proposed. It consists of carbon-black-
filled silicone and conductive fabric. Manufacturing is easy given the mix of carbon-black
and silicone is known. The sensor’s accuracy is high; however, it is unclear if higher spatial
resolutions can be reached easily. Another approach is presented in [269], based on conduc-
tive ink on a PET film. While this sensor is easy to manufacture, only discrete pressure values
are detected. In [223], a highly scalable tactile skin is presented, based on photo-reflectors
covered by urethane foam. The design is low-cost and relatively easy to build, but the photo
reflector size limits the spatial resolution. Another approach based on a piezoresistive foil
and a fabric-based conductive matrix is proposed in [59]. In contrast to the work presented,
the sensor consists of more layers, and its spatial resolution is limited by the large conductive
fabric rows and columns. Day, Penaloza, Santos, and Killpack [59] additionally proposed
methods to mitigate crosstalk effects between taxels.

The proposed sensor concept is especially targeted to low-cost, flexibility, and a simple
manufacturing process. Its primary application is detecting the contact points or the contact
area and not the precise reconstruction of contact forces.

2.3.5 Discussion & Summary

In the evaluation, prototype C (Figure 2.12), which is made out of a cotton fabric and
machine-sewed steel threads, showed the lowest threshold pressure and highest accuracy.
Prototypes A and B (Figure 2.11) can be made by hand, but the manufacturing effort is high
for large areas and accuracies are lower. As prototype C only requires a sewing machine
and can be easily manufactured, it is selected as the final prototype. The sensor patch has a
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maximum activation threshold (over all taxels) of only 0.7 kPa, which is significantly below
the values found in literature. The thresholds for comparable flexible sensors are 10–20 kPa
in [286], 15 kPa in [234], 15.8–158 kPa in [63] as well as ≈ 3–4 kPa in [32].

The relationship between the sensor accuracy and the number of taxels was not evalu-
ated; however, similar results for a higher number of taxels are expected. Furthermore, the
influence of parameters such as the polymeric foil’s thickness, the thread tension, and thick-
ness was not analyzed. Even better designs may be reached with further experiments in this
direction. Although larger contact areas are generally possible, the matrix design results in
a high wiring effort for a high number of taxels compared to decentralized approaches, e.g.,
[199] (which do, however, not support high spatial resolutions).

The calibration model with distinct parameter sets leads to low errors in the sensed pres-
sure as it considers local differences between the taxels. A universal calibration model gen-
erated from all distinct models leads to almost the same accuracy for a typical taxel on the
sensor patch. The universal model may be general enough for a group of sensor patches with-
out or with a very simple re-calibration per sensor. The detected hysteresis leads to errors for
higher pressures. An extended inverse hysteresis model might improve this. Furthermore,
the sensor values drift over time. As the drift is equal for all taxels, localization of the contact
areas should not be affected. In general, the sensor is more suitable for measuring contact
points and the contact area than for accurate contact forces.

With the described properties, this sensor fits general tactile sensing applications in ro-
botics. Due to the low force threshold, it may be used for collision detection or even on a
robotic hand’s fingertips. The sensor is made of widely available and low-cost materials and
can be manufactured with low effort. Due to the high flexibility, a bending radius of 5mm is
feasible. The material costs are 60− 100€/m2, depending on the spatial resolution. Despite
the low-cost design, pressure sensing on the taxels is accurate in the range of 0–40 kPa using
a simple calibration model. Pressures of up to 70 kPa can be detected reliably. As the sensor
patch consists of fabric with stainless steel threads, the spatial resolution can be customized,
and the sensor may be cut to arbitrary shapes.

The manufacturing process for an exemplary sensor patch is shown in Appendix D. Fur-
ther work dealing with data extraction from a tactile sensor of this type is presented in [118].
Moreover, a comprehensive model of the tactile sensor considering hysteresis, drift, nonlin-
earity, and taxel crosstalk is described in [250].

2.4 A Tactile Foot Design

Biped robots typically sense the ground reaction forces and use these measurements in bal-
ance control concepts. In some cases, joint torque sensors are used; in other cases, 6D FT
sensors are attached to the end effectors — hands and arms — of the robot. Generally, only
the resulting ground reaction forces are measured and not the pressure distribution of the
contact. However, especially in partial ground contact situations, the knowledge of the pre-
cise contact area helps to improve humanoid robots’ balancing capabilities. In the following,
a foot design for LOLA with an integrated tactile sensor array is presented. Besides the inte-
gration of the sensor, proposed mechanical improvements for the traversal of uneven terrain
are described. The design is a prototype proposal, which has not been integrated on LOLA

yet.
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Figure 2.16: Pad-based foot design with contact switches and the coarse design (blue) for the new toe and heel

element from side and bottom view.

2.4.1 Mechanical Concept

The original foot concept for LOLA consists of four footpads making contact with the envi-
ronment, see Figure 2.2 — a design going back to the feet of its predecessor JOHNNIE [33].
This approach allows a lightweight design of the foot and reduces the leg’s effective inertia,
thus enabling faster walking. The pads are covered with a compliant, thin material to absorb
shocks from impacts; the normal stiffness of one pad (with compliant material) is relatively
high with approx. 80 N/mm [85] to enable contact force control at high bandwidth. In the
presence of small and high objects, this design may lead to unwanted contact points between
the four pads.

A schematic comparison of the original and proposed mechanical foot design is shown
in Figure 2.16. The active toe joint is kept, and the foot is separated in a closed toe- and
heel element. Alternative actuation possibilities for the toe joint, which reduce the leg’s
inertia, were investigated in [172]. The solutions are, however, very complex and require
comprehensive changes to the robot’s leg design. Thus, the toe actuator is kept in place, and
only the axis of the toe joint is shifted forward to the middle of the toe element to provide
equal torque reserves in both directions. When standing on the toe element only, it should
not make a difference for the toe joint torque requirements wether the robot stands on the
front or rear edge of the element. Furthermore, the width of the foot is reduced to make
walking in narrower environments possible.

2.4.2 Sensor Concept and Contact Material

For the contact sensor array, the tactile sensor described in Section 2.3 is used. Hirschmann
[118] successfully evaluated its suitability for the detection, parametrization, and classifica-
tion of individual contacting objects. Furthermore, the convex BoS can be calculated from
the tactile sensor data.

A separate sensor patch is used for the toe and heel area; both sensors feature a resolution
of 1 taxel/cm2, resulting in 8× 14 and 20× 14 taxels per patch, see Appendix D. The conductive
threads are connected to separate row and column multiplexers for each patch, which in turn
route the sensor signals to a PCB with the Infineon XMC4300 microcontroller, see Figure 2.17.
Both sensor patches are scanned taxel-by-taxel and simultaneously by the two Analog-to-
digital converters (ADCs) of the microcontroller. The raw resistance values for all taxels are
then sent to the control computer via EC.
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Figure 2.17: Proposed wiring diagram for the readout electronics of the tactile sensor arrays of toe and heel
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Figure 2.18: Proposed composition of the different foot sole layers.

On the one hand, the tactile sensor patches must be protected from wear and sharp objects
on the ground. On the other hand, the sensor should be as close as possible to the ground to
avoid the spatial distribution of ground pressure to a larger sensor patch surface. A structure
consisting of four layers is proposed to resolve this conflict of objectives as far as possible,
see Figure 2.18. The sensor is protected by a hard contact layer, while a thicker layer over
the sensor ensures compliance. Only materials withstanding the high loads occurring from
walking over uneven terrain are used. A detailed analysis of several mechanical designs for
the foot sole layers is described in [285].

2.4.3 Design Proposal

A drawing of the foot sole prototype with two tactile sensor elements — one for the pad and
one for the heel — is depicted in Figure 2.19. The design is inspired by the preliminary works
developed in [285]. The compliant sole-layer is intended to be glued to the aluminum plate
with an universal leather glue adhesive. The tactile sensor sits in a small pouch of the compli-
ant material and is loosely clamped by the contact element (not shown) to avoid tangential
stresses on the sensor fabric. The design uses an early form of multiplexer electronics boards
at the foot’s side, where the individual sensor wires are connected. The isolated row and
column line wires are routed through small drill holes in the aluminum plate and connected
to the multiplexer boards. In this early prototype, the clamping bars and multiplexer boards
stand over the foot’s support boundary. Future designs may integrate parts of the wiring in
the sole layers. The foot also contains the regular FT sensor, which is more accurate in mea-
suring the total ground reaction forces than the tactile skin. The electronics board with an
interface to the EC bus is located at the heel.
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Figure 2.19: Computer Aided Design (CAD) drawing of the tactile foot sole prototype proposal. The sole is

attached to the ankle via the interface at the FT sensor.

2.4.4 Related Work

A tactile foot sole on a humanoid robot was first proposed by Kinoshita, Kimura, and Shimojo
[161] in 2003. The approach used a conductive rubber between row and column electrodes
forming 14×24 taxels and was used to measure the actual CoP [162]. A similar design for the
H7 humanoid based on a conductive rubber pad and a PCB board with 32× 32 (3.3 taxel/cm2)
taxels is described in [298]. In [76], a flexible foot sole with integrated capacitive sensor
patches is proposed to retrieve proximity data in different foot areas.

The presented approaches concentrate on designing the sensor foot sole and not on con-
trol schemes using the additional data. In many cases [161, 162, 298] only the calculation
of the actual CoP from the pressure data is described. However, the used sensing techniques
can generally not keep up with the precision and accuracy of FT sensors — either in the joints
or the end effectors. The use of the contact area is not discussed.

In [252], the multi-modal tactile skin described in [199] is used on the foot sole of a
humanoid robot. It is shown that actual CoP and the support BoS can be estimated from
the measurements of the 42 taxels (0.15 taxel/cm2) per foot. Furthermore, the contact area at
the initial touchdown is used to decide if the contact is safe; when the area is below a fixed
threshold, the footstep location is changed. The movements are executed quasi-statically.

Compared to related work, the proposed tactile foot design is specifically targeting the
measurement of the contact area rather than performing a second measurement of the con-
tact forces, which are anyway acquired from the FT sensor in each foot. The contact area
information can, especially for dynamic walking on uneven terrain with unplanned partial
contacts, significantly increase the contact force controllers’ performance, see Chapter 5. The
contact area data is primarily of interest in the first 100 ms after initial contact, which justifies
the high readout sample rate and related engineering effort.

2.5 Chapter Summary

This chapter gives an overview on the hardware of the biped robot platform LOLA. Further-
more, a hardware control software based on the new concept of Bus Variables is proposed.
Although the hardware-near software is designed for maximum flexibility, special emphasis
is put on low latency and a high update rate of 4 kHz. All higher-level control modules de-
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scribed in the following chapters rely on the performance of the low-level hardware control,
which makes it especially important for the operation of the whole system.

An easy-to-manufacture fabric tactile sensor design is proposed and analysed experimen-
tally. It may generally be used for a wide range of applications where contacts and their
locations must be traced on an arbitrary surface. This information can, for example, be used
to avoid collisions with obstacles in real-time, see [261, 294].

To improve the performance of contact control methods described in this thesis, a foot
design prototype with integrated tactile fabric is proposed. The concept aims to provide ac-
curate information on the actual contact surface with the ground. Control schemes described
in Chapter 5 are able to use this data to improve the robot’s robustness to unexpected contact
conditions.





Chapter 3

Real-Time Walking Control

The following chapter briefly discusses the dynamic properties of biped robots and conse-
quent implications for their control. Furthermore, it gives an overview of LOLA’s planning and
control schemes. It sets the different control modules into context and draws the connection
between the high-level and low-level control modules. Important frames of reference and the
task-space definition are discussed. Besides, an overview of the WPG used throughout this
thesis is given. In addition, this chapter describes strategies for the event-based adaptation
of trajectories. It also presents a method to identify relevant control system plants using only
onboard sensors and actors. The proposed control structure supports multi-contact scenarios,
i.e., intended support with the feet and at least one hand.

3.1 The Dynamics of Biped Robots

A high number of degrees of freedom is characteristic for the dynamics of humanoid robots.
Furthermore, these machines are not fixed to their environment but are standing on the
ground with unilateral contact. The nature of bipedal walking requires to make and break
contact with the environment in a rhythmic pattern, combining discrete events with contin-
uous dynamics. The control of biped robots has been (and continues to be) a research topic
for several decades because of these special properties of the involved dynamics.

To illustrate the implications on the control of such systems, let us write the equations of
motions for a biped with n joint coordinates qJ ∈ Rn, and the additional DoFs qU ∈ R6, which
define the orientation and position of the upper body in the world:
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M denotes the mass matrix, and h contains the gyroscopic, centrifugal and gravitational
forces on the robot. The right-hand side consists of the joint actuator torques τJ, and the
contact wrenches (forces, torques) for the right (λRF) and left (λLF) foot, which are projected
to the coordinates q via corresponding Jacobians. The floating-base DoFs qFB are defined
to be the delta between the actual upper-body pose qU and the desired pose qU ,d

1. For
simplicity, qU ,d = const. is further assumed in this section.

1The precise definition of qFB and qU is not required for the following considerations, but it is assumed that
their choice does not lead to singularities in practice.

39
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Equation (3.1) shows the underactuation of the system: Only q̈J can directly be influenced
by the actuator torques τJ. This limitation is especially problematic because qFB contains
DoFs with unstable (labile) dynamics. Even when sufficient friction in the ground plane is
assumed, rotations around the edges of the feet in the sagittal and frontal plane are labile.
When there is low friction, even more floating-base components require stabilization.

One indirect possibility for the floating-base stabilization is the induction of inertial force
via the acceleration of joints. This becomes clearer when the floating-base dynamics are
written for position-controlled joints. In this case, the control inputs are desired joint angles
qJ,d, and it is assumed that the decentralized joint control achieves qJ ≈ qJ,d:

MFB q̈FB + hFB = −MFBJ q̈J,d + J T
FB,RF λRF(qJ,d) + J T

FB,LF λLF(qJ,d)
︸ ︷︷ ︸

ΛFB

(3.3)

The right hand side of Equation (3.3) describes the wrench ΛFB acting on the floating-base
dynamics. The term −MFBJ q̈J,d describes a linear dependency of ΛFB on the desired acceler-
ations of the joints, which may be used to stabilize the robot’s floating base.

A second and more powerful possibility concerning control input limitations is the control
of the external contact forces, which act on the dynamics of the floating-base DoFs, see the
last two terms of the right hand side of Equation (3.3). The corresponding Jacobians JFB,RF,
JFB,LF typically are full rank for surface contact (at least one foot must be on the ground).
Furthermore, the robot’s desired configuration qJ,d influences the contact wrenches when
the contact is compliant, which is valid for all real-world contacts. The contact wrenches are
limited by the unilateral contact to the ground, which complicates the control of the floating-
base dynamics.

The control of dynamic systems described by Equation (3.3) involves the generation of
trajectories for the robot’s joints, which consider the discrete nature of footsteps, are feasible
with the unilateral contact constraints including friction, and stabilize the underactuated
floating-base dynamics.

3.1.1 Feasibility of Motions

The unilateral contact between the ground and the feet is one of the essential constraints in
biped walking. In combination with the unilateral contact restrictions, the discrete footholds
lead to a changing BoS for the robot in the ground plane. A planned motion (floating base
and joints) for a biped robot is considered feasible when it is dynamically consistent with the
unilateral contact constraints. In this case, the underactuated floating-base DoFs experience
zero acceleration when the joint motion is applied to an arbitrary (often reduced) dynamics
model.

Feasibility does not guarantee the motion’s stability because it does not consider a possibly
disturbed state of the robot with nonzero floating-base angular momentum [240], nor does
it necessarily consider an exact dynamical model of the robot. Feasibility is required for a
biped’s stability in the static case (no movement). However, feasibility is not required for
a biped’s stability in general because a motion can be stable even if it does not result in
the planned floating-base motion (there are multiple valid solutions). Still, from a control
perspective, it does not make sense to violate the feasibility criterion deliberately because this
increases the uncertainty in the system due to a (higher) deviation of the floating-base DoFs
from their expected trajectories.

The Zero Moment Point The ZMP was proposed over 50 years ago and is defined as that
point on the ground within the BoS of the feet, at which the total moment of inertial and grav-
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itational forces has no component along the horizontal axes [314]. Differently phrased, the
existence of the ZMP (within the BoS) means that the forces corresponding to a dynamic mo-
tion of the biped are compatible with the unilateral contact constraint under the assumption
of sufficient friction. Note that the direction of allowed unilateral forces is only implicitly
considered because, by definition of the ZMP, only forces in one of the two directions are
possible. When used as a synthesis tool, the direction of ground-reaction forces is defined
a priori. When used for the analysis of motions, an additional check for the vertical force
component is required.

Vukobratović and Borovac [314] term the system “dynamically balanced” when the ZMP
exists. Furthermore, the ZMP always coincides with the CoP on the ground; the CoP is,
however, not automatically the ZMP, because the latter may not exist. Vukobratović and
Borovac [314] develop the ZMP equations from the dynamics of the foot only, with the result
of an undesired foot rotation when the ZMP does not exist. This description is commonly
used, e.g., for the FRI [88]. Still, this definition makes it hard to differentiate between
undesired and intentional rotations of the foot. The meaning of the ZMP becomes clearer
when the robot is considered as one system with all gravitational and inertial forces being
written at one point (the CoM for example) and the ground-reaction forces described in
the ground plane. With this description, it becomes clear that a non-existing ZMP does
lead to a rotational acceleration of the whole robot around the edge of the foot. Because
this rotation is not contained in the bodies’ intentional (planned) motion, it shows up as a
floating-base rotation in the model. Consequently, when the ZMP exists, the floating-base
angular acceleration is zero (for the used dynamics model). This logic matches the definition
of feasibility above and makes it a suitable criterion for synthesizing biped walking motions.

Strictly speaking, the ZMP is only defined for contacts in one ground plane. However, the
concept may be ported to foot locations on different heights or uneven terrain [256].

A typical trajectory synthesis method for bipeds is the ZMP trajectory: the contact forces
are defined by a specified ZMP trajectory, which automatically ensures compatibility with the
unilateral contact. Usually, the ZMP trajectory is generated first, then a compatible CoM mo-
tion is calculated using the system’s dynamics or a reduced-order model. In theory, the ZMP
trajectory can be designed arbitrarily, and this method does not impose limitations beyond
the constraints of the unilateral contact. The distances between the ZMP and the edges of
the BoS describe margins of the contact forces to the infeasibility of the planned motion. The
margins limit the foot torque reserves, which might be needed by a balance controller relative
to the system’s nominal motion. Thus, it is advisable to keep these margins high, although
they are not (directly) related to the system’s stability.

The ZMP criterion is fundamental and only related to the feasibility of planned motions.
In particular, it does not enforce a zero rate of angular momentum on the total system dy-
namics nor does it consider friction limitations. Besides, measurements of human walking on
a flat ground show a margin of the ZMP trajectory to the BoS [238], similar to the standard
gait synthesis method for LOLA.

The Fictious Zero Moment Point / Foot Rotation Indicator To detect if the currently
executed motion is compatible with the BoS, Goswami [88] proposed the Foot Rotation Indi-
cator (FRI). Vukobratović and Borovac [314] term this point the Fictious Zero Moment Point
(FZMP). It is defined identically to the ZMP, except that it may leave the BoS. Compliance
of a motion with the contact constraints can not be evaluated using the contact forces be-
cause the CoP can not leave the support and a location on the edge of the BoS is indifferent
concerning feasibility. The FZMP needs to be calculated from the biped’s motion to evaluate
if the current motion is valid. If its location is within the BoS (including the edges), the
unilateral constraint is met.
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Friction Cone The description of the contact via the ZMP assumes sufficient friction in the
horizontal ground plane. To lift this limitation, the additional constraint

||F t || ≤ µ||F n|| (3.4)

for the tangential F t and normal F n total ground reaction force must be considered. This
limits the direction of the total ground reaction force to a friction cone at the ZMP/CoP
described by the friction coefficient µ.

Because of the nonlinearity of the constraint Equation (3.4), the friction cone is often
approximated using polyhedra, or more specifically regular pyramids [119, 166, 169]. This
allows the description of valid forces via a set of linear basis vectors and makes related opti-
mization problems convex [166, 169]. For multiple contacts in different planes, volumetric
friction polyhedrons are used to define the feasible range of forces on the robot [2, 11].

Note that the consideration of friction coefficients in the generation of biped robot trajec-
tories may cause drawbacks. It is generally difficult to know the exact mechanical properties
of the environment beforehand. When the believed friction coefficients are lower than the
actual ones, conservative (slow) movements result from the constraints, making the applica-
tion of biped robots unappealing. Therefore, choosing relatively high values by default and
treating unexpected slipping as disturbance seems to be a better alternative.

3.1.2 Stability of Motions

The generation of motions for biped robots, which lead to a dynamically stable gait, is a
key problem in biped robotics. The motions must be compatible with the contact constraints
and stabilize the unstable parts of the underactuated floating-base dynamics. They must
match discrete footsteps constrained by the environment and kinematic capabilities of the
robot. In the following, several approaches for trajectory generation and stability criteria are
summarized. Note that some of the techniques may be combined to improve balancing in
different scenarios.

Hybrid Zero Dynamics / Virtual Constraints Westervelt, Grizzle, and Koditschek [322]
proposed an interesting framework for generating asymptotically stable motions for biped
robots. The control concept is based on a set of holonomic constraints parametrized by the
state of the robot. These position-based constraints are used to define the desired motions
of the robot. They are called virtual constraints because they are enforced by controllers
acting on the actuated DoFs of the robot. Instead of explicitly generating trajectories for the
joints over time, the approach looks for parameters of the virtual constraints (between joints)
leading to stable walking.

By choosing corresponding system outputs for the dynamics, which are zero when the
constraints are fulfilled, control loops for the virtual constraints can be designed with low ef-
fort. Having the system outputs driven to zero via these controllers, only the (internal) zero
dynamics of the robot determines the overall system’s stability. The zero dynamics are the
system’s internal dynamics, which are not visible on the output (in the constraints). Because
bipeds are a hybrid system with discrete and continuous states, it is called hybrid zero dynam-
ics in this case. An offline optimization problem on the parameters of the virtual constraints
is used to achieve stable zero dynamics. This concept has been successfully applied to a series
of semi-passive bipeds [87, 229, 279]. The approach has, to the author’s knowledge, only
been applied to robots with small (point) feet. The application to different walking scenar-
ios (speed, step parameters) requires the generation of a gait library with different virtual
constraint parametrizations.
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Zero Rate of Angular Momentum / Centroidal Moment Pivot Goswami and Kallem [89]
introduce the concept of the Zero Rate of Angular Momentum (ZRAM) point as a stability
criterion for biped robots. The ZRAM is the point on the ground surface where the total
ground reaction force would have to act to reach a zero rate of change of the biped’s total
angular momentum [89]. In an independent investigation, Popovic, Goswami, and Herr
[238] describe the same point as Centroidal Moment Pivot (CMP). When a biped falls, the
distance between ZRAM/CMP and the CoP increases, effectively leading to a high angular
momentum. However, the criterion of a zero rate of angular momentum is stringent for the
generation of biped robot trajectories. A motion with a non-zero rate of angular momentum
may still be stable, e.g., for a periodic and symmetric modulation. The difference to the
ZMP is that the ZRAM enforces zero rate of the total angular momentum of the robot, while
the ZMP only enforces that the directions of q̈FB corresponding to the sagittal and frontal
inclinations are zero for a certain considered dynamics.

Reference Trajectory Modification A prevalent method for controlling biped robots is the
generation of feasible — not necessarily stable — reference trajectories for the CoM and
the contact forces. A subsequent stabilization module then uses sensor data to balance the
robot by modifying the reference. The generation of reference trajectories is generally a
complex problem with a high number of effects and parameters to consider. Using an op-
timization problem for the generation, many relations can be considered exactly [29, 169,
178]. However, this also requires the knowledge of often uncertain parameters, and leads to
high computation times in the range of minutes or hours. Moreover, the high dimensionality
of the search space may trap the optimizers in local minima, leading to often counterintu-
itive solutions. To achieve higher autonomy of the machine, the planner must be real-time
capable, i.e., have a planning time lower than one footstep duration. These online planners
typically use simplified models for the robot’s dynamics; in most cases, the Linear Inverted
Pendulum Model (LIPM) is used [50, 99, 136, 202]. In some cases, the model is extended to
directly describe dynamic effects of the torso and leg motion [37, 241, 266, 301]. The CoM
trajectory is usually obtained by solving the dynamic model for a predefined ZMP reference
trajectory. This typically involves approximating the solution or modifying the ZMP, as the
underlying problem is overdetermined [37, 136, 266].

The stabilization of the reference trajectories is done via feedback loops. There are three
different basic mechanisms to balance a biped robot. Two of them are continuous and di-
rectly visible in Equation (3.3): (1) modifying the contact wrench, (2) accelerating the CoM.
The third mechanism is discrete: (3) a modification of the BoS, i.e., modifying the next foot-
step location. While this is the most efficient approach, it is constrained by kinematic limits,
obstacles, and the robot’s stepping speed. The first two mechanisms are related since the
acceleration of the CoM changes the contact forces and vice versa. The third one can be
interpreted as a change in the feasible contact wrench. Most control approaches stabilize
the upper-body orientation or position of the CoM via contact forces [38, 135, 166, 187,
201, 300]. For robots with torque-controlled joints, this usually requires control of the CoM
position based on the robot’s estimated state [106, 127, 166, 175]. In contrast, additional
force control feedback based on FT sensor data is usually needed for robots with position-
controlled joints to track desired ground reaction forces [38, 86, 201]. An acceleration of
the CoM is typically applied when the contact forces are saturated [166, 303]. Step modifi-
cations based on heuristics are described by [303]. Further stabilization schemes based on a
modification of the next footstep location are described in the following paragraphs.

Capturability Pratt, Carff, Drakunov, and Goswami [241] introduced the concept of the
Capture Point (CP) — the point a robot needs to step to bring its orbital energy to zero.
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When multiple CPs are possible — and kinematically reachable — the set of these points is
called Capture Region. For the calculation of CPs, the robot is modeled as a linear inverted
pendulum with additional rotational inertia in the sagittal plane. The ability to bring the
robot’s orbital energy to zero within N footsteps is called N -step Capturability. This approach
is used as a stability criterion and control scheme for step recovery [203, 242].

The CP concept is equivalent to the 2D Divergent Component of Motion (DCM) described
earlier by Takenaka [299] and Takenaka, Matsumoto, and Yoshiike [301]. The main idea
behind this approach is the separation of the CoM dynamics in a stable (convergent) and
unstable (divergent) component. A stable gait trajectory for the CoM is obtained by specifying
the divergent component dynamics. The method has later been extended to 3D with arbitrary
trajectories for the CoM height [67]. The DCM-based CoM planner framework described in
[68] was successfully implemented on different robots traversing various terrain [166, 195].
The concept exploits the linearity of the floating-base CoM dynamics of the robot. However,
it does not directly include dynamic effects caused by the acceleration of the legs and arms.
Furthermore, a zero rate of angular momentum is assumed in the planning process, limiting
the set of possible motions (see above).

Model Prediction Due to the nonlinear dynamics, Model Predictive Control (MPC) schemes
are often used for the stabilization of biped robots. Nishiwaki and Kagami [214] and Tajima,
Honda, and Suga [297] facilitate a high frequency replanning of the CoM trajectories based
on the LIPM. Wieber [323] extends ZMP preview control [136] to linear model predictive
control to generate optimal CoM trajectories online. Stephens and Atkeson [283] use linear
MPC to calculate step modifications in case of disturbances on the robot. Urata et al. [311]
combine fast replanning with an optimal preview controller for the LIPM to determine foot
step locations and foot step timing online, achieving impressing disturbance rejection. The
MPC concept is also used for step recovery with nonlinear reduced dynamic models [328].
With advances in computational power and by using parallelization techniques, MPC con-
sidering the full whole-body dynamics and constraints was successfully deployed to a biped
[163] and quadruped [78]. Both implementations are based on Differential Dynamic Pro-
gramming (DDP).

MPC schemes do not consider the effect of unforeseen mechanical properties of the envi-
ronment or obstacles which were not detected by a vision system. Therefore, these concepts
must be paired with performant local control schemes to increase disturbance rejection on
uneven terrain.

3.2 Control Structure Overview

Figure 3.1 visualizes the hierarchical control structure of LOLA’s walking controller. An opera-
tor sends high-level user commands via a network to the WPG. The operator interface allows
the execution of pre-defined walking sequences or the control of the robot via joystick. Using
a reduced dynamic model of the robot, the WPG module calculates an ideal walking pattern
with trajectories X id, V id for the center of mass, all four end effectors, and the corresponding
ideal ground reaction wrench ΛCoM

id = [F T
id, T T

id]
T at the CoM2. In addition, the information on

the desired contact states γid (open/closed in a continuous fashion) is generated by the WPG.
The trajectories are ideal in the sense of being calculated from a reduced dynamic model and
not considering a possibly disturbed state of the robot. Vision-based data on the environment
is the only sensory information used by the WPG module.

2Due to the task-space definition and the planner’s internals, the CoM is a natural choice.
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Figure 3.1: Overview of the hierarchical walking controller with signal flow and simplified control loops.
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The generated plan contains several footsteps and always ends with a safe state for the
robot. The (re-)planning of the walking pattern is triggered event-based, e.g., by a new
target position or commanded velocity; however, the currently executed step is not changed
to ensure smooth trajectories.

All planned task-space trajectories are evaluated and sent to the SIK module every∆tcont =

500µs via a shared memory interface. The primary purpose of SIK is the compensation of
inaccuracies in the model and the environment and the mitigation of a caused disturbed state
by modifying the ideal task-space trajectories from the WPG module.

The reactive trajectory adaptation module is designed for the mitigation of discrete events,
such as unexpected impacts on the environment. It uses contact event data of early contacts
ε, and late contacts ι. Furthermore, the currently executed control mode (force or posi-
tion), stored in β e for every end effector e, is utilized. A subsequent balance control module
modifies the desired contact wrench and the CoM trajectories to reject disturbances on the
measured floating-base inclination UϑFB, and angular velocity UωFB of the robot. A vertical
CoM acceleration module additionally uses the actual contact factors κ.

The resulting total desired wrench ΛCoM
bl is distributed to specific end-effector wrenches

λe,d for each end effector e. The resulting desired wrenches for each end effector are then
fed into corresponding contact force controller instances. These modules track the desired
contact wrenches based on the measured forces λm and contact state χ e,m by modification
of the task-space trajectories. These final trajectories Xd, Vd are passed to a velocity-level
Inverse Kinematics (IK) before being sent to the hardware control software via a shared
memory interface.

This work deals with continuous and local control schemes. The inclination UϑFB and
inclination rate UωFB of the floating base are used as quality factors to quantify the perfor-
mance of different control schemes regarding the stability of the system. The goal of all
described stabilization schemes is the minimization of these deviations. The floating base
inclination is measured via the IMU using the torso’s known inclination relative to the base,
see Section 3.6.1.

3.3 Previous Work on LOLA

This section briefly summarizes relevant previous work on LOLA in the context of this chapter.
More detailed comparisons are part of the corresponding chapters dealing with individual
control submodules. The hierarchical control structure for LOLA has been proposed in [33]
and is adopted for this work. The original planner used a collocation approach with cubic
splines to generate CoM trajectories for the robot [37]. A subsequent inertial stabilization
and force control method modified the planned trajectories in the presence of disturbances
[38]. The wrench distribution to the two feet used a heuristic, which does not consider
additional hand contacts with the environment. An angular momentum compensation in
nullspace (mainly using the arms) was proposed in [264].

Later work on LOLA deals with the generation and optimization of stepping motions over
previously unseen but detected obstacles [109, 113] and the navigation in the presence of ob-
stacles [112]. Furthermore, a vertical torso trajectory generation for LOLA based on an opti-
mization problem was investigated in [110]. Due to the integration of a simplified kinematic
robot model, the approach enabled the successful execution of dynamic stepping motions
near the kinematic limits of LOLA. In terms of disturbance rejection, a reduced nonlinear
model was used for step recovery in a model-predictive-control fashion [327, 328]. The cor-
responding control module was located between the planner and stabilization module, with
an update rate of 50 Hz. These global approaches are not used in the scope of this thesis.
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Frames of Reference and Task-Space Definition Based on the experience with JOHNNIE,
a jumping reference frame was used to describe task-space trajectories [33]. The frame
was inertial on the current stance leg position, which simplifies calculating an ideal walking
pattern. This approach required additional variables for the biped’s location in the world,
especially for vision-related implementations.

The end-effector trajectories were defined relative to the CoM position, which was defined
in the jumping reference frame. The orientation of the torso and the feet were described
in a custom angle representation proposed by LÖFFLER [33]. While these representations
allow the independent description of two of the three rotations, their use makes a purposive
modification of foot orientations complicated.

Note that the CoM position was part of the task-space for the used IK solution. Further-
more, the arm joints were entirely in the nullspace, determined only by secondary objectives,
e.g., angular momentum compensation and the CoM location.

Event-Based Walking Control Event-based walking is motivated by how many animals
and humans adapt their walking patterns once contact with the environment occurs. The
WPG of LOLA was previously enhanced to enable event-based transitions from single-support
to double-support phase [35]. These transitions are necessary when the robot steps on an
undetected obstacle — leading to an early contact of the swing foot. The findings indicate
that keeping the original step timing is beneficial because this extends the practical double-
support phase in the presence of such disturbances. The transitions were implemented via an
additional impact state, in which the trajectory of the swing foot was replanned to accomplish
a premature halt of the swing foot.

However, practical experience with this algorithm revealed several drawbacks: (1) The
algorithm is implemented in the WPG — and not in the generally faster SIK module. This
leads to additional delays until the changed trajectory becomes effective. Furthermore, a
parametrized implementation in the form of a curve makes the implementation more com-
plicated than necessary. (2) After the early-contact impact on the obstacle, the swing foot
moves too far away from the new ground, effectively leading to a subsequent late-contact
situation. Thus, a different method for early-contact situations (which still keeps the original
step timing) is proposed in this chapter.

3.4 Frames of Reference and Task-Space Definition

In general, there are many possible valid choices for the components used in the task-space
definition and their respective Frames of Reference (FoRs). Compared to previous work on
LOLA, the end effectors’ motions and the CoM are described relative to a fixed (non-jumping)
FoR. This simplifies calculations in the SIK module and gives a more intuitive description of
the motions. In contrast to previous work on LOLA, double-precision floating-point arithmetic
is used. Thus, the numeric error caused by an accumulation of large values in the task-space
entries is no (longer) significant relative to the machine’s total accuracy. Furthermore, the
location of the reference FoR can be reset from time to time to avoid numerical inaccuracies.
Internally, the WPG still uses a jumping reference frame, which significantly simplifies the
planning effort for feasible trajectories.
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Figure 3.2: On the left: the end-effector FoRs for LOLA with visualization of x - (red), y- (green), and z-axis (blue).

On the right: Visualization of inertial FoR I , the ideal-world FoR W , and the upper-body FoR U .

3.4.1 Frames of Reference

The planned trajectories from the WPG are described in the world FoR W . This frame is
inertial in the ideal world of the WPG; its z-axis points upwards. The origin of the FoR is
located on the ground level; the exact location, however, is not essential. The planner has
no notion of a possibly disturbed state of the robot and the planned trajectories are always
expressed in W . However, the actual robot state may be disturbed, and W is thus not a
real inertial FoR. For example, when the robot tilts, W rotates with respect to the real-world
inertial frame I . The definition of I allows SIK to differentiate between trajectories for the
ideal world and the robot’s actual orientation. The transformation between I and W equals
the floating-base DoFs introduced in Section 3.1.

Another important FoR, the upper body frame U , is fixed to the torso body of LOLA. Its
z-axis faces upwards when the upper body is vertical, its x-axis is directed forwards. The
frame is attached to the torso body’s origin; only its orientation is relevant. A visualization
of the FoRs is depicted in Figure 3.2. The additional intermediate FoR I ′ differs from I in a
rotation around its z-axis; the I ′x -axis and the projection of the Ux -axis onto the I ′x , I ′y plane
are parallel. This FoR is required for the representation of yaw-free orientations measured by
the IMU, see Section 3.6.1.

Each end effector (feet, hands) has a body-attached frame E = {RF, LF, LH, RH}, see
Figure 3.2. The frames are located at the respective Tool Center Point (TCP) of the end
effector. For the feet, this is the geometric center of the toe contact surface on ground-level;
the z-axis is orthogonal to the contact surface and faces upwards, the x-axis points in forward
walking direction. For the hands, the TCP is located in the geometric middle of the contact
sphere.

3.4.2 Task-Space Definition

The components used for the task-space definition of LOLA are summarized in Table 3.1. The
rotation vectors are a form of angle-axis representation and can be transformed from and
to quaternion descriptions, see Appendix A. Using this parametrization instead of quater-
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Symbol Description

W r W ,CoM Position (x, y, z) of the CoM relative to the world FoR in the world FoR

WϑW ,U Rotation vector from upper body FoR to world FoR

W r W ,RF Position (x, y, z) of the right foot TCP relative to the world FoR in the world FoR

WϑW ,RF Rotation vector from right foot end effector FoR to the world FoR
ϕRT Right toe angle

W r W ,LF Position (x, y, z) of the left foot TCP relative to the world FoR in the world FoR

WϑW ,LF Rotation vector from left foot end effector FoR to the world FoR
ϕLT Left toe angle
ϕP Head pan angle
ϕT Head tilt angle

W r W ,RH Position (x, y, z) of the right hand TCP relative to the world FoR in the world FoR

W r W ,LH Position (x, y, z) of the left hand TCP relative to the world FoR in the world FoR

Table 3.1: Components of the task-space definition of LOLA.

nion coefficients in the task-space simplifies the modification of orientations in the control
approaches and reduces the task-space size.

Using the described components, the following three task-space vectors are defined. The
position of the base — that is the upper body and the legs — is described by

W x T
B :=

�

W r T
W ,CoM Wϑ

T
W ,U W r T

W ,RF Wϑ
T
W ,RF ϕRT W r T

W ,LF Wϑ
T
W ,LF ϕLT ϕP ϕT

�

,

(3.5)

with the corresponding absolute velocity using angular velocities and not ϑ̇ ̸=ω:

W v T
B :=

�

W ṙ T
W ,CoM Wω

T
W ,U W ṙ T

W ,RF Wω
T
W ,RF ϕ̇RT W ṙ T

W ,LF Wω
T
W ,LF ϕ̇LT ϕ̇P ϕ̇T

�

.

(3.6)

Additionally, separate vectors for the two hands h = {LH,RH} are defined:

W x h := W r W ,h, W vh := W ṙ W ,h, (3.7)

E x h := E r W ,h, E vh := E

◦
r W ,h . (3.8)

Via the selection factors ξ, the task priorities in the IK can be changed online. A value of
ξ = 1 denotes the position of a hand can be specified in task-space, while ξ = 0 makes the
arms available for secondary objectives, see Section 3.9. Depending on the task-space choice,
the number of redundant DoFs changes, see Table 3.2. The complete task-space vector is
described by

X T :=
�

W x T
B W x T

RH W x T
LH

�

∈ R28. (3.9)

Task-Space Choice Task-Space Size Redundant DoFs

Base 22 10
One Arm & Base 25 7
Both Arms & Base 28 4

Table 3.2: The task-space size and redundancy for the different selectable task-space choices. LOLA has 26

mechanical DoFs plus 6 unactuated DoFs for the floating base.
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The position and orientation of the feet are key for the stabilization and control of the robot.
For convenience, the 6D pose of a foot f = {LF,RF} is additionally described with

W x T
f

:=
�

W r T
W , f Wϑ

T
W , f

�

, W v T
f

:=
�

W ṙ T
W , f Wω

T
W , f

�

, (3.10)

E x T
f

:=
�

E r T
W , f Eϑ

T
W , f

�

, E v T
f

:=
h

E

◦
r

T

W , f Eω
T
W , f

i

. (3.11)

3.4.3 Task-Space Trajectory Modification

Reference trajectories from the planner need to be modified to stabilize the robot in uneven
terrain. For example, several control modules modify the pose of the feet relative to an input
task-space vector, see Figure 3.1. In this section, several operators and helper algorithms are
defined, which are used for the purpose of modifying a reference trajectory online.

Different task-space vectors must not be added directly due to the description of foot
orientations via the coupled 3D rotation vector. Thus, the operators modifyRF, modifyLF are
introduced to define the superposition of a task-space trajectory X , V with a differential foot
trajectory ∆x f ,∆v f , see Appendix A.4. The alias W modify f , E modify f are used to describe
the operators for modifying the trajectory of a foot f in world or end-effector FoR. Modifiers
for the hand positions of LOLA are defined analogously to modifyRH, modifyLH, with the alias

W modifyh, E modifyh. Algorithm 1 describes a cascade to modify all specified end effectors
using a specified expression for the modifications.

Function (X ′, V ′) = FoR modifyAllSet(X , V, expression)

(X ′, V ′)← (X , V);
for all i in Set do

(X ′, V ′)← FoR modifyi(X
′, V ′, expressioni);

end

end

Algorithm 1: Applies the modify operator to a set of end effectors by chaining the calls to
the operator.

Time-Integration Helpers Instantaneous velocities need to be integrated to translational
or rotational delta modifications before being added to a reference trajectory. By default, the
discrete-time integrator int() described in Appendix A.3 is used for integration from t0 = 0 s
to current time t = n∆tcont. In some cases, the modifying (absolute) velocities are described
in moving FoRs, for example the end-effector FoR. However, when the requested velocities
are zero, the modifications stored in the integral should be constant in an inertial FoR, not a
moving one. Thus, the velocities are transformed to an inertial FoR before integration. For
this purpose, the special integrator

intA: Rk ×Rk×k→ Rk

(z, A) 7→ AT [n] int(A[n] z[n]) (3.12)

takes a time-dependent transformation matrix A for this purpose. The result of the integrator
is, however, always returned in the FoR of the input vector z. The transformation matrix
usually is based on the reference trajectory the module wants to modify. Note that this
special measure is not a question of mathematical correctness but a question of modification
policy. Either the modification is constant in the moving FoR or in the inertial FoR for zero
velocity.
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Figure 3.3: Typical foot trajectory for one step of the right foot on flat ground, with a step duration of 0.8 s.

3.5 Walking Pattern Generation

This section gives an overview of the WPG (1 in Figure 3.1) used for experiments in this
thesis. The WPG’s design is outside of this thesis’s scope3, and details on the implementation
are consequently only given where necessary to understand the overall system. For an in-
depth explanation of the planner, refer to [33, 266]. The WPG is currently being extended to
generate feasible trajectories for multi-contact scenarios, i.e., when additional hand contacts
are required. In the following, only the sequence of stages for the generation of standard
walking patterns is described.

Stage 1: Foot Step Locations, Foot Trajectories, and Load Factors In the first stage, the
footstep locations are determined. Based on a user-commanded target location and a map
of the environment — typically acquired by a vision system — footstep locations may be
autonomously planned [112]. In the context of this thesis, however, only fixed sequences of
footsteps with predefined timing and step lengths4 are used, see Figure 3.3. Corresponding
collision-free foot trajectories are planned via a heuristic using fifth-order polynomials for
parametrization [266]. Toe joint rotation is used to increase the margins to the kinematic
limits for large steps. In addition, the load factors γid = [γRF, γLF, γRH, γLH]

T are planned
according to the planned contact state. The factors indicate the fraction of the maximum
contact wrench capability of an end effector, which may be used by contact force control to
generate the desired total CoM wrenches and stabilize the robot. Typical trajectories for the
foot and the corresponding load factor are depicted in Figure 3.3.

Stage 2: ZMP Trajectory The WPG plans a piecewise linear ZMP trajectory with predefined
margin to the edges of the BoS, see Figure 3.4. This solution minimizes the change of the
ZMP over time and thus makes the resulting contact forces easier to track by contact force
control [37]. The ZMP trajectory is traversed with constant velocity, except for the first and
last step [266]. Note that this trajectory is just one possible solution, which works well
with the proposed control schemes and leads to smooth walking. The ZMP-based planning
generally allows arbitrary walking gaits as it is just related to feasibility of the motion, see
Section 3.1.1.

3LOLA’s latest WPG has been developed by Philipp Seiwald.
4The step length is the distance between the left and right foot when taking a step. In contrast, the stride

length is the distance a foot travels before touching the ground again.
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Figure 3.4: Typical ZMP trajectory (red) with the BoS (yellow), foot trajectories (green, blue), and resulting CoM

trajectory (grey) for LOLA.

Stage 3: CoM Trajectory As proposed in [33], the WPG uses a three-mass model — one
mass for the torso, and one for each leg — as reduced dynamic model for the biped. Com-
pared to the commonly-used linear inverted pendulum model, this additionally takes the dy-
namics of swing foot accelerations into account. Another advantage is that the vertical CoM
trajectory can be defined arbitrarily. Based on the model, the linear- and angular momentum
ṗ, L̇

CoM
at the CoM may be written as

ṗ = F +mg (3.13)

L̇
CoM
= L̇

CoM
RF + L̇

CoM
LF + L̇

CoM
Torso = T (3.14)

Λ
CoM
id =

�

F

T

�

(3.15)

with the mass of the robot m, and the contact forces F and torques T on the CoM. The
angular momentum for the reduced dynamics model can be split into parts for the torso and
the foot masses. The first two components of T are already known from the planned ZMP
trajectory. Furthermore, the vertical components of ṗ and L̇

CoM
Torso are specified by the desired

vertical CoM trajectory and the desired torso rotation around the vertical axis, respectively.
The previously planned foot trajectories completely define L̇

CoM
RF and L̇

CoM
LF . This leaves the

horizontal motion of the torso mass (and therefore the CoM), and the vertical component
of T as unknowns to be determined. Using all known entities, the equations of motions
become two linear ordinary differential equations, which form a boundary value problem
together with boundary conditions for the start and end of the robot’s motion. The problem
is overdetermined and its solution is approximated by a collocation method with quintic
splines. More details can be found in [266].

The solution for a CoM trajectory is run iteratively to consider kinematic limits properly.
Based on a simplified kinematic model, the desired vertical torso trajectory is changed in
each iteration when kinematic limits are violated. This method is generally not active in the
experiments conducted as part of this thesis unless noted differently.

Multi-Contact For improved robustness, the WPG module can use additional hand contacts
in challenging scenarios. This involves selecting a suitable support point, planning feasible
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Parameter Value Note

Step Time 0.8 s Time between two double-support phases
Step Length 0.4 m Distance between two steps (half the stride length)
Step Height 7 cm
Mean Torso Velocity 0.5 m/s

Table 3.3: The default walking pattern gait parameters used for experiments in this thesis.

hand trajectories, and determining the timing for a transition to contact control and vice
versa. Moreover, the planner may decide to explicitly consider a certain contact force at the
hands when calculating the CoM trajectory, which results in leaning against the support. As
an ultimate goal, the planner should use vision-based data to generate an environment model
for an autonomous generation of trajectories. In its current preliminary state, the WPG uses
predefined hand positions and timings without vision-based data in the loop.

Interface to SIK At every control-module time step ∆tcont, the WPG evaluates the planned
trajectories for the current time and sends the result to SIK via shared memory. The data con-
tains the complete task-space vector X , the ideal contact wrench ΛCoM

id from Equation (3.15),
the load factors γid, task-space selection factors ξ, and surface normals N for the end effec-
tors:

WPGdata =
�

X V WΛ
CoM
id γid ξ N

	

. (3.16)

The contact normals for the feet always point along the Ez axis; for the hands, the normals
are based on the environment model.

Default Gait Parameters The default gait parameters used for all experiments in this thesis
— unless noted differently — are described in Table 3.3.

3.6 Sensor Data Preprocessing

In the following, essential parts of the sensor data preprocessing module (10 in Figure 3.1)
are described. Further parts of this module are described in Chapter 5 along with the data-
consuming modules.

3.6.1 Floating-Base Inclination

The floating-base inclination is defined by the rotations in the sagittal and frontal plane
between the ideal world FoR W and the inertial frame I , see Section 3.4. In general, this
transformation can be obtained when the planned (ideal) and the actual orientation of any
robot body is known, see Section 3.1. For LOLA, the IMU is located at the torso, and the
floating-base inclination is consequently calculated from this body’s orientation.

The IMU provides roll-pitch-yaw data for the transformation from the IMU-fixed frame
U to the inertial frame I and the corresponding angular velocity UωIMU = UωI ,Um

(index m
for measured). The roll and pitch angles are automatically initialized via the gravity field
when the sensor is switched on. The yaw angle, however, is set to zero in an unknown
initial pose of the robot and it is not required for the stabilization of the robot’s floating base.
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Consequently, the yaw measurements are not used for the calculation of the floating-base
inclination, assuming the robot always follows the desired (planned) yaw orientation.

Based on the measured roll and pitch angles, setting yaw to zero, the rotation vector

I ′ϑIMU = I ′ϑI ′,Um
is calculated. To retrieve a full transformation to the inertial FoR, the desired

yaw transformation I s I ′ is multiplied to the left:

I sUm
= I s I ′⊗quat(I ′ϑIMU). (3.17)

The pure yaw transformation I s I ′ is calculated from the angle between the vectors e x and
diag([1, 1, 0])W AU id

e x using planned entities only. The floating-base inclination is then cal-
culated from the actual orientation I sUm

and the ideal (planned) orientation W sU id
. The

angular velocity of the floating base results from the actual and the planned entities UωIMU,
and WωW ,U id

, respectively:

UϑFB = wrap
�

rotVec
�

W sU id

∗⊗I sUm

��

(3.18)

UωFB = UωIMU − rotMat(W sU id
)T WωW ,U id

. (3.19)

The wrap() operator shifts the rotation vector to the smallest representation to get the short-
est angle between the two orientations.

3.6.2 Contact Transition Detection

The ideal timing of contacts with the environment is determined by the planned load factors
γid. Disturbances of the robot’s state and undetected terrain properties, however, change
the actual contact timing. The purpose of this preprocessing step is the detection of contact
transitions on the end effectors using FT sensor data and discrete contact state data χm from
contact switches (see Section 2.1.1) or a tactile sensor (see Section 2.4). The sole use of
FT sensor data may lead to false positives when the sensors experience high accelerations
(finding a force threshold is difficult).

Actual Contact Factors The actual contact factor κe ∈ [0, 1] for an end effector e describes
the actual contact state (1.0 closed, 0.0 open). The input data for the generation of these
factors is discrete, i.e., non-smooth, but κe is used to activate or deactivate the output of
velocity-level controllers continuously. The factors must be C1 smooth to achieve finite de-
sired accelerations from the control laws’ output. Thus, the discrete states are rate limited
with δκ and low-pass filtered, see Algorithm 2.

Early Contacts An early contact occurs when the contact on an end effector closes earlier
than expected from the ideal plan. The algorithm to detect an early contact event on an
arbitrary end effector is described in Algorithm 3. A combination of FT data and measured
contact states from contact switches or a tactile foot sole is used. By using a force thresh-
old Fec,th,e for the activation, minor contact-timing imperfections are tolerated; without this
threshold, almost every step would be classified as being early, e.g., due to slight floating-base
inclinations. The detection logic can equally be used for hand contacts with the environment,
using a different parameterization for the contact force thresholds. Theoretically, the algo-
rithm works with data acquired solely from the FT sensors. However, the combination of data
from the contact switches and the FT sensors makes the algorithm robust to wrong sensor
readings from either sensor type. The early contact state ends when the desired load on the
end effector becomes non-zero, and the contact force controller is completely activated.
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input : Contact force norm Fe = ||λe,m||, measured binary contact state χ e,m
for end effector e, sample time ∆tcont

output : Actual contact factor κe

initial state: linFactor← 0;

contactClosed← ||χ e,m||> 0 || Fe > Fc,th,e;
if contactClosed then

changeRate← δκ;
else

changeRate←−δκ;
end

linFactor← linFactor+ changeRate∆tcont ;
linFactor←max(min(1.0, linFactor), 0.0);
κe← lpf1(T = 0.003 s, linFactor);

Algorithm 2: The algorithm to generate a C1 smooth actual contact factor κe from raw
sensor data χ e,m for end effector e. The measured input contact state is acquired from
discrete contact switches or a tactile skin. A typical parametrization is Fc,th, f = 200 N,
Fc,th,h = 10 N, δκ =

1
0.02 s . For the implementation of lpf1 refer to Appendix A.3.

input : Contact force norm Fe = ||λe,m||, contactClosed from Algorithm 2, ideal
load γe, force control activation factor from the last time step
β e[n− 1], see Algorithm 5, sample time ∆tcont

output : Early contact state εe

initial state: plannedAirTime← 0;

if !εe then

if contactClosed && γe == 0 && Fe > Fec,th,e && plannedAirTime > ∆tε,dead then

εe← 1;
end

else if γe > 0 && β e[n− 1]> 0.99 then

εe← 0;
end

if γe > 0 then

plannedAirTime← 0;
end

plannedAirTime← plannedAirTime+∆tcont;

Algorithm 3: The algorithm to detect an early contact for an end effector. A typical
parametrization is Fec,th, f = 100N, Fec,th,h = 100N, ∆tε,dead = 0.3 s.
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Late Contacts A late contact of an end effector happens when the contact of an end effector
closes significantly later than ideally planned via γe. The algorithm to detect a late contact is
depicted in Algorithm 4.

input : contactClosed from Algorithm 2, ideal load γe, sample time ∆tcont
output : Late contact state ιe
initial state: contactDelay← 0;

if !ιe then

if !contactClosed && γe > 0 then

contactDelay← contactDelay + ∆tcont;
else

contactDelay← 0.0
end

if contactDelay > ∆tι,dead then
ιe← 1

end

else if contactClosed || γe == 0 then

ιe← 0;
contactDelay← 0.0

end

Algorithm 4: The algorithm to detect a late contact for an end effector. A typical
parametrization for the feet is ∆tι,dead = 0.12 s.

3.6.3 Force Control Activation

An end effector may either be position-controlled (adhering to the planned reference trajec-
tories), or force-controlled (when in contact with the environment). The nature of biped
walking requires to repeatedly switch between these control modes. A force-controlled end
effector corresponds to a force control activation factor β = 1, while position-control mode
means β = 0. This control mode blending factor β e for an end effector e is generated from
the algorithm depicted in Algorithm 5.

Generally speaking, the force control mode is turned on when there is a planned load
on the respective end effector. In the case of early contact, the end effector is immediately
switched to force control. In the case of late contact, it seems rational to keep the opposite
foot (the swing foot) in force-controlled mode until the late contact situation is over (the
planned stance foot made contact). Because the swing foot can not break contact with the
environment as long as the planned stance foot is in the air, this would otherwise lead to
contact with the environment in position-controlled mode, reducing the ability to stabilize
the robot. The control mode factors are changed linearly over time with the specified rate
limits and processed by a subsequent low-pass filter to ensure C1 smoothness. This is required
to have C2 smoothness of the control approaches using the activation factors in their control
laws, see Chapter 5.
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input : Early contact states ε, late contact states ι, ideal loads γ, sample time
∆tcont

output : Force control activation factors β
initial state: lateContactActivation← 0;

for all end effectors e do

if γe > 0 then

changeRate← δβ ,e;
else

changeRate←−δβ ,e;
end

/* Immediate increase on early contact */

if εe > 0 then

linBetae← 1.0;
changeRate← 0;

end

linBetae← linBetae + changeRate∆tcont ;
linBetae←max(min(1.0, linBetae), 0.0);

end

/* Keep swing foot force-controlled when stance foot contact is

late */

if ιRF || ιLF then

lateContactActivation← 1.0;
changeRate← 0.0;

else
changeRate←−δβ ,lc

end

lateContactActivation← lateContactActivation+ changeRate∆t;
lateContactActivation←max(lateContactActivation, 0.0);
with swing foot as f

linBeta f ←max(linBeta f , lateContactActivation);
end

for all end effectors e do

β e← lpf1(T = 0.003s, linBetae);
end

Algorithm 5: The algorithm to generate C1 smooth force control activation factors. A
typical parametrization is δβ , f =

1
0.03 s , δβ ,h =

1
0.06 s , δβ ,lc =

1
0.1 s .
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3.7 Reactive Trajectory Adaptation

Parts of this section have previously
been published in [292].

This section describes the trajectory adaptation module (2 in Figure 3.1), which modifies the
planned reference trajectories based on discrete events and desired quantities. The module
does not close (continuous) feedback loops using sensor data, but includes strategic feedfor-
ward approaches.

3.7.1 Early Contact Reflex

In order to achieve precise tracking of the end-effector trajectories — this is especially im-
portant for stepping over obstacles [114] or avoiding arm collisions with the environment
— high-gain position control loops are required. On LOLA, the distributed joint controllers
ensure the positional tracking of the desired joint trajectories. However, when the swing foot
hits an undetected obstacle, the nonzero impact velocity causes high contact forces and dis-
turbs the robot’s state. In the following, an approach to mitigate the influence of such early
contacts is presented, which preserves the quality of the end effectors’ positional tracking.
The strategy does not require re-planning of the CoM, or end-effector trajectories; instead, it
reactively modifies the currently planned trajectories to minimize the impact on the system.

Feed-forward Control In the following, the control approach is described for early contacts
on the feet. The methodology is equally applied to the robot’s hands.

In an early-contact situation, the swing foot still has a (planned) non-zero velocity, when
it hits the ground. The general idea is to reduce these planned velocities v e,id as fast as
possible using event-triggered feed-forward control. The following velocity is added to the
ideal trajectories of an early contact end effector:

W∆v e,ec = lpf2(T = 0.003 s, d = 1.0, −εe,a W v e,id). (3.20)

The second-order low-pass filter is used to ensure C2 smooth trajectories and limit the band-
width of the feedforward controller to match limitations imposed by the robot’s hardware. It
uses critical damping to reduce overshoot of the foot (away from the obstacle). For the filter
implementation, refer to Appendix A.3. The activation factor εe,a is set to 1.0 in the case of an
early-contact, and is ramped-down linearly when the early contact situation is over to slowly
return to the original foot velocities:

εe,a =max

 

εe, 1.0−
n∑

nlastEC,e

δε,a∆tcont

!

. (3.21)

The variable nlastEC,e denotes the last time step εe > 0 held. The maximum rate of change
is typically parametrized with δε,a =

1
0.1 s . Ideally, this method reaches W∆v e,ec = −W v e,id

shortly after the beginning of the early-contact situation, which means full compensation of
the planned ideal foot velocities. The time-constant T of the low-pass filter determines the
build-up time of the feed-forward approach (99 % in 5T) and can be used to tune the speed
of adaptation. The activation factor, planned, and adapted vertical velocity on an impacting
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Figure 3.5: Activation factor (dashed black), planned vertical foot velocity (orange), and resulting adapted vertical

foot velocity (blue) in an exemplary early-contact scenario at time tec .

foot are visualized in Figure 3.5. The ideal task-space trajectories are modified with the
integrated velocity, which yields the adapted task-space trajectories:

W∆v ′e,ec[n] = posCtl(W∆v e,ec , (1− β e)(1− εe)W∆x ′e,ec[n− 1]) (3.22)

W∆x ′e,ec = int(W∆v ′e,ec) (3.23)
�

X ′ad, V ′ad

�

= W modifyAlle
�

X id, V id, W∆x ′e,ec , W∆v ′e,ec

�

. (3.24)

The position controller (see Appendix A.5), which drives the modifications back to zero, is
active when the end effector control mode is position control and there is no early contact
situation. Note that the integration of rotational velocities in Equation (3.23) is only approx-
imative, see Appendix A.2.

Contact Transition The feed-forward control described above operates in the position do-
main to reduce the velocities of the end effectors as fast as possible. In parallel, feedback
control of the contact forces is activated on the impacting end effector, see Section 3.6.3. The
planned load on the end effector, however, is still zero. In order to keep the (early) contact
at the end effector, and to avoid subsequent late contact situations, the planned load factor is
increased to a low value γec. Algorithm 6 describes the adaptation strategy. Note that the sum
of the load factors of both feet is always 1, while the hand load factors are not constrained.
This is expected by the wrench distribution heuristics, see Section 4.1. Figure 3.6 visualizes
the resulting ideal load γid and adapted load γad on the impacting foot.

Validation In Sygulla and Rixen [292], an earlier version of the early contact reflex has
been validated and compared with LOLA’s original approach [35] on LOLA 2020 (fig. 2.1c).
Compared to the strategy described above, [292] uses a different task-space definition and
leaves tangential impact velocities uncompensated. Unfortunately, due to software and hard-
ware incompatibilities, a fair comparison of the strategy described above with the method in
[35] is no longer possible on recent LOLA hardware.

Nevertheless, the current strategy is evaluated on the newest hardware concerning floating-
base inclination and vertical contact forces on the impacting foot. The results of all three
variants are depicted in Figures 3.7 and 3.8. For best comparability with the older results,
the vertical CoM acceleration method described in Section 4.5 is activated with reduced gain
GCoM = 0.26.



60 3 Real-Time Walking Control

input : Early contact states ε, ideal loads γid
output : Adapted loads γad
initial state: ∆γe← 0 for all e;

γad← γid;
for all end effectors e do

if εe > 0 then

∆γe←∆γe +δγ,ec γec∆t;
∆γe←min(∆γe,γec);

else if γid,e > γec then

∆γe← 0;
end

if ∆γe > 0 then

γad,e =max(γad,e,∆γe);
if e is foot then

// The load of the opposite foot is reduced

γad,ě← 1.0− γad,e;
end

end

end

Algorithm 6: The algorithm to adapt the load on an end effector for an early contact
situation. A typical parametrization is γec = 0.05, δγ,ec =

1
0.05 s .
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for the previous (prev [35]), newer method (newer [292]), and strategy described above (current). Note that the

results for the current method are evaluated on LOLA 2021 (fig. 2.3), while the older approaches were tested on

LOLA 2020 (fig. 2.1c).

In the experimental test scenario, LOLA walks in the direction of an unknown, 4 cm high
undetected obstacle with the gait parameters described in Table 3.3. The earlier implementa-
tion of the method has been compared to the previous method of Buschmann, Ewald, Ulbrich,
and Büschges [35] for an early-contact situation on LOLA 2020 (fig. 2.1c) [292]. The newer
early-contact method provides a reduced impact-induced change in sagittal torso inclination
from 3.1 ◦ to 1.2 ◦, see Figure 3.7. The change in frontal torso inclination is similarly reduced
from 3.7 ◦ to 1.6 ◦. The impact forces decrease faster, and the "bouncing" of the foot is reduced
— i.e., the second force peak is smaller, see Figure 3.8.

The method proposed above is an extension of the work in [292], uses a different task-
space representation, and is also able to compensate tangential impact velocities of the feet.
The results of an experiment in the same early-contact scenario, see Figures 3.7 and 3.8,
proof the effectiveness against early contact situations. However, due to different walking
gait parameters and hardware changes, it is impossible to isolate the effects of the tangential
velocity compensation. Nevertheless, simulations with a multi-body model of LOLA have
shown a benefit of the algorithm’s extension.

Related Work An early-contact concept is essential for robots with position-controlled joints
and the resulting high, intrinsic stiffness. There are several ways to mitigate the impact effects
of the swing foot on uneven terrain, e.g., the modification of the joint controller gains based
on the gait cycle timing [101, 218] or the activation of a ground reaction force controller once
the swing foot is in contact [201]. Another strategy is implementing reflexive heuristics that
change the vertical trajectory of the swing foot when an early contact occurs — i.e., when
the vertical contact forces exceed a certain threshold [124, 135]. Other approaches trigger a
replanning of the gait-cycle trajectories once an early contact occurs [35] or combine a fast
walking-pattern regeneration with heuristics to stop the swing-foot upon early contact [215].
While these global approaches certainly have the ability to consider a reduced dynamics
model of the system in the updated trajectories, the latency from an early-contact event to
an actual change in trajectories is usually about 20 ms — this may lead to high impact forces
for fast walking on uneven ground. Therefore, the proposed method is restricted to maintain
the original trajectory plan and to modify the swing-foot trajectory based on the combination
of a reflexive heuristic with force control at a latency of ∆tcont. Furthermore, findings with
the early-contact method [35] previously used on LOLA indicate that maintaining the original
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step timing is beneficial, as this extends the effective double-support phase in the presence of
such disturbances. The combination of force control and reflexes has already been described
in [101, 156]. In contrast to related work, the approach at hand includes an additional
modification of the planned load on the impacting foot. This avoids bouncing effects of the
impacting foot just after the early-contact event and allows for higher impact velocities.

3.7.2 Swing Foot Adaptation

When the robot steps on undetected uneven terrain, the early contact reflex stops the foot
immediately and switches to contact-controlled mode. Both footholds are now located on
different heights, which raises the question of which height the next swing foot should be set
in such a case.

Ground Plane Matching Within this thesis, the following strategy is pursued: After an
early- oder late contact, the next swing foot is set on exactly the same height as the current
stance foot (which initially hit the uneven terrain). To implement this policy, the vertical
deviations of both feet to the ideal planned trajectories are calculated from direct kinematics.
The required modification of a foot height then results from the negative deviation of the
opposite foot:

W∆z f ,plane = −ez
T
�

W r W , f̌ ,id −W r W , f̌

�

. (3.25)

Note that this compensation is also required for level ground, because small deviations of the
foot positions — caused by contact force or balance control, see Chapter 5 — otherwise lead
to imperfect contact timing.

Footsole Deformation Compensation At the planning stage, infinite stiffness of the ground
contact is assumed when foot trajectories are generated. The foot sole of LOLA consists
of a flexible material, though, and the limited bandwidth of joint position control leads to
additional compliance. Due to the deformation of the stance foot, the swing foot hits the
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ground too early, causing a non-smooth gait or disturbed state of the robot. Therefore, a
corresponding additional modification

W∆zdeform =
m g

cfoot
, (3.26)

with the robot mass m, gravity constant g, and the total stiffness of one foot cfoot, is calculated.
The value of cfoot is determined experimentally.

Time-Integration & Discussion Both modifications are applied to the height of the cur-
rently position-controlled foot (swing foot), tracked by a position controller:

W∆ż f [n] = posCtl(−W∆zcm[n− 1]

Ts f ,decay
, (1.0− β f ) (W∆z f [n− 1]−W∆z f ,plane −W∆zdeform)),

(3.27)

where W∆z f [n−1] is the integrated modification from the last time step. The common mode
of the modification of both feet

W∆zcm =
1

2
(W∆zLF +W∆zRF) (3.28)

decays to zero with time-constant Ts f ,decay = 0.2 s to avoid building a vertical offset on both
feet, for example, when repeated early contacts occur. The calculated velocities are integrated
and added to the adapted task-space vector:

W∆z f = int(W∆ż f ) (3.29)

(Xad, Vad) = W modifyAll f

�

X ′ad, V ′ad,

�

ez

0

�

W∆z f ,

�

ez

0

�

W∆ż f

�

. (3.30)

In words, this algorithm adds the vertical deviations of the stance foot inversely to the swing
foot’s trajectory, and the swing foot height is increased by the estimated deformation of the
stance foot.

The presented swing foot adaptation method strongly depends on the chosen task-space
definition. In some cases, this logic might not be explicitly necessary to generate the same
policy. In general, the topic of swing foot placement in the context of known unknown
uncertainty (there is a known uncertainty but not a quantified one) is rarely discussed in
the literature. Most concepts avoid to explicitly model uncertainties in the perception of
the environment and the consequences caused by undetected obstacles. Wahrmann et al.
[315] show that an overestimation of the ground height leads to a smaller disturbance of
LOLA than an underestimation, which justifies the chosen policy. However, such analysis is
strongly dependent on the type of robot and control mechanisms, making it difficult to find
generally valid policies for such cases.

3.8 Feedback Stabilization

The planned, adapted trajectories describe feasible but not necessarily stable motions for the
biped robot. In this thesis’s scope, the robot is stabilized using three continuous, cascaded
feedback control loops. The outer loop modifies the desired total contact wrenches to drive
the floating-base inclination UϑFB of the robot to zero (see Chapter 4). The inner loops are
contact wrench feedback for each end effector (see Chapter 5) and a method to adapt the
CoM trajectory to match the current contact wrenches (see Chapter 4). In the following, all
relevant control plants for the design of the feedback control loops are introduced.
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3.8.1 Control System Plants

Figure 3.9 visualizes the feedback loops as a connection of transfer functions. Several sim-
plifications must be made to describe the control system in this form. First, the system is
linearized, i.e., the transfer functions depend on the robot’s pose. Second, only the foot
contacts are considered in this analysis. Furthermore, symmetry of the right and left foot’s
dynamics is assumed. All transfer functions describe the system in a settled state, i.e., when
contacts are either fully closed or fully open, and the robot is in a standing pose. Although
the unknown plants describe the system’s dynamics only for a particular state, their structure
at different operating points gives hints on the contained uncertainty, which is used to de-
sign robust feedback laws in the following chapters. The plants contain valuable information
on the dynamics of actuators and sensors and the structural dynamics of the robot’s bod-
ies. Because the structural eigenfrequencies of lightweight robots can easily — even when
high stiffness is a primary design goal — be in the operating range of feedback controllers
(1–20 Hz) [15, 16], the plant data must either be used to drive mechanical design decisions
[267] or for the design of robust control loops. The mechanical design of LOLA’s torso has
already been improved to shift the first eigenfrequencies to higher values, see Section 2.1.1.
In the following chapters, the identified plant data is used to further increase the bandwidth
of control loops under structural eigenfrequencies’ influence.

3.8.2 Onboard Plant Estimation

The identification of the unknown plants in Figure 3.9 is made on LOLA using only onboard
sensors and actuators. This approach does not require additional hardware for the identifi-
cation. It automatically includes sensor and actuator characteristics in the identified plants.
The identification must, due to the coupling of the Multiple-Input Multiple-Output (MIMO)
plants / controllers, be done open-loop, i.e., with deactivated CoM and contact controllers
CCoM(s) = 0, C contact(s) = 0, see Section 4.5 and chapter 5. Otherwise, it can not be guaran-
teed that only one input of the plants is excited at a time because the controllers themselves
may connect different plant inputs via their loops.

All task-space measures are described on velocity-level to avoid errors caused by slight
differences in the robot’s pose. A periodic excitation is added to the controller output. By
observing the respective system output, the plant transfer function can be identified [183]. In
the described case, two different identification input locations (see Figure 3.9) are sufficient
to identify all unknown plants. Only one component of one excitation input is used at a time.
For the identification of Pcontact(s), only one foot is excited via u1. Pstructure(s) is identified
by simultaneous, in-phase excitation of both feet (via u1). The third plant PCoM(s) is excited
via the additional input u2. A superposition of multiple sine waves is used for the excitation
of the system. Compared to the commonly used chirp signal, single frequencies are excited
for a longer time, which reduces the influence of sensor noise and the transient states of the
system (for example, caused by friction in the joint actuators). A further advantage is the
precise control of the energy brought in for a certain frequency range. Compared to a chirp
signal, the system is not excited at frequencies outside the specified band [183]. This comes
at the price of higher measurement effort and lower frequency resolution. The sine waves
use Schroeder phases to minimize the crest factor — i.e., overlapping peaks — of the signal
[260]. Table 3.4 lists the excited frequency ranges.

System identification is conducted in the robot’s standing pose (see Figure 3.2), once in
double support and once in single support on the left foot. Based on the periodograms of
recorded input and output signals for an unknown plant, a transfer function is estimated for
every pose and frequency range using the Matlab Signal Processing Toolbox [304].
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Figure 3.9: Simplified representation of the feedback control loops in the frequency domain. Transfer functions

with white background are designed in the following chapters; blocks with gray background depend on the robot’s

structural and multi-body dynamics, and the contacts with the environment. Triangle blocks describe the wrench

distribution and its inverse, see Section 4.3. There are two excitation inputs u1, u2 for the system. C bl(s) denotes

the transfer function of the inclination controller, see Section 4.2. C contact(s) and Pcontact(s) denote the transfer

function of a contact force controller and its plant, respectively, see Section 5.2. CCoM(s) and PCoM(s) describe

the CoM acceleration controller and its respective plant, see Section 4.5. The loop of the inclination controller is

closed via the plant Pstructure(s) from total wrenches at the CoM to the floating-base inclination.
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Frequency Range [Hz] Nr. of Sine Waves Frequency Resolution [Hz]

0.5–5 31 0.15
5–10 31 0.17
10–15 31 0.17
15–20 31 0.17
20–25 31 0.17
25–30 31 0.17
30–40 31 0.33
40–50 31 0.33

Table 3.4: The frequency range and number of sine waves for the system identification. The system’s response

to the excitation in each line is recorded separately.

A Hann window is used to reduce leakage effects. The resulting discrete transfer function
samples at the excitation frequencies are then merged to an estimated transfer function over
the excitation frequency range.

The identification technique has been cross-validated with a modal analysis of LOLA,
showing a good match of structural eigenfrequencies and the identified plant’s resonances
[16]. The concept may be used to compare different hardware revisions of one robot or dif-
ferent robots in terms of their structural eigenfrequencies. Given no changes are necessary
on the hardware, the identification can be carried out rather quickly. In contrast to a modal
analysis with external excitation and sensors, the system’s structural modes can, however,
not be identified. Initial experiments with this technique on LOLA were conducted by [184].

3.9 Inverse and Direct Kinematics

The desired task-space trajectories from the feedback module (Xd, Vd) are fed into a local
IK scheme based on Automatic Supervisory Control (ASC) [180]. This IK module (6 in Fig-
ure 3.1) calculates the solution of the optimization problem

min
1

2
q̇ T q̇ +αN

�
∂ H
∂ q

�T
q̇ (3.31)

subject to v − Jq̇ = 0, (3.32)

i.e., the joint velocities q̇ and the additional objective function H are locally minimized subject
to the constraints of the robot’s kinematics described by the task-space jacobian J [34]. The
problem is solved [206] via the generalized (pseudo) inverse

J# = J T
�

J J T
�−1

(3.33)

using the relations

q̇ = J#vd,eff −αN

�

I − J#J
� �
∂ H
∂ q

�T
(3.34)

v d,eff = vd + GIK∆x . (3.35)

The desired joint angles q are obtained from q̇ via numerical integration. In order to elim-
inate numerical error ∆x , the desired task-space velocity vd is extended by a compensator
with gain GIK.
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Direct Kinematics The actual robot state x is obtained via a recursive Direct Kinematics
(DK) implementation (for details see [33]), which is based on the output of the IK q T

d
=

�
q T

U ,d q T
J,d

�

— not the measured joint configuration of the robot. This makes the DK data
less prone to noise; tracking errors of the joints are not considered, which implicitly assumes
perfect tracking. The desired pose for the upper body qU ,d is a by-product of the IK due to
all quantities in the task-space being defined relative to W . The DK module (9 in Figure 3.1)
provides position and velocity data of the task-space, position and velocity data of all robot
bodies, and the Jacobians required for the calculation of IK.

Secondary Objectives The specification of the cost function H allows the exploitation of the
robot’s redundancy with respect to the chosen task-space definition to meet secondary control
objectives. For LOLA, cost terms for a comfort pose, joint limit- and self-collision avoidance,
and the minimization of the robot’s total vertical angular momentum are considered.

The comfort pose and joint limit avoidance terms are based on the robot’s current joint-
space configuration, keeping the pose away from joint limits and close to a preferred con-
figuration. Self-collision avoidance is based on distance calculations between predetermined
bodies of the robot, mostly the elbows and hips. The vertical angular momentum compen-
sation uses a full dynamics model of the robot to determine the angular momentum caused
by the base (feet, hips, torso). Corresponding cost gradients on unconstrained bodies (the
arms) are then used to approximately compensate the base-induced angular momentum. For
more details on the secondary objective methods, refer to [34, 263, 264].

Task-Space Blending For standard walking, the exact position of the robot’s hands is irrel-
evant, leaving the pose of the arms fully available for the realization of secondary objectives.
In the case of a planned contact between the hand and the environment (multi-contact),
however, the task-space hand trajectories must be tracked exactly to avoid collisions with the
environment and allow precise end-effector force control. The task-space definition needs to
be changed online to achieve this behavior with the used velocity-level IK.

One possibility is the use of hierarchical IK algorithms, treating xB as the highest priority
task, and xRH, x LH as the lower priority tasks. Individual hand position tasks may be blended
out using smooth blending factors [151]. The implementation of a corresponding IK scheme,
however, does either not provide exact tracking of lower-priority tasks [47] or is computa-
tionally expensive and prone to algorithmic singularities (when subtasks become orthogonal)
[151, 275].

A different possibility is to change the task-space definition online, sometimes also termed
task-space or nullspace switching. Exchanging the pseudoinverses of different task-space
definitions, however, leads to discontinuities in the solution [192]. Interpolations in task-
space selectively nullify regions of the Jacobians and task-space vectors [192]. Additional
coupling matrices need to be computed to ensure smoothness in the joint-space during the
continuous blending process.

A more straightforward solution, using interpolation in joint-space, is described by An
and Lee [8]. A modified version of this approach is used for the multi-contact IK solution in
the SIK module. The continuous task-space selection factors ξ define if a corresponding hand
end effector is in the task-space or not, see Section 3.4.2. The factors must be C1 smooth to
achieve C2 smooth joint trajectories because they are multiplied to the joint velocities, which
require C1 smoothness.
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Based on the four different task-space combinations

Sv =






v1 = W vB, v2 =

�

W vB

W vRH

�

, v3 =

�

W vB

W vLH

�

, v4 =





W vB

W vRH

W vLH










, (3.36)

separate IK solutions are defined:

q̇n,d = J#
n vn,d,eff −αN

�

I − J#
n Jn

� �
∂ H
∂ q

�T
Jn =

∂ vn

∂ q̇
(3.37)

vn,d,eff = vn,d + GIK∆x n ∀ n= {1,2, 3,4}. (3.38)

The task-space error for the base vector must be calculated via the separate operator deltaXB

to correctly consider the orientations:

∆x 1 = deltaXB(W x B,d, W xB) ∆x 2 =

�

∆x 1

W xRH,d −W xRH

�

(3.39)

∆x 3 =

�

∆x 1

W x LH,d −W x LH

�

∆x 4 =

�

∆x 2

W x LH,d −W x LH

�

(3.40)

The four IK solutions represent the possible extremes that may occur when the ξ factors
are chosen to their maximum or minimum. Solutions in between are calculated via bilinear
interpolation in the joint-space:

q̇d =

4∑

n=1

wnq̇n,d, (3.41)

with the weighing factors

w1 = (1− ξRH)(1− ξLH) w2 = ξRH(1− ξLH) (3.42)

w3 = ξLH(1− ξRH) w4 = ξLH ξRH. (3.43)

All four IK solutions must be calculated for this algorithm to work. However, the imple-
mentations of the individual IKs are numerically efficient, see Chapter 6. Note that only the
desired mechanical joint trajectories qJ,d, q̇J,d — a subspace of q̇d — are sent to the HWL, see
Equation (3.2).

3.10 Chapter Summary

This chapter introduces the concepts of feasibility and stability in the context of biped robot
research. Furthermore, an overview of the proposed control framework of LOLA and previous
concepts is given. The chapter describes the chosen frames of reference, the task space, and
IK algorithm. The utilized WPG module is explained as far as necessary for the experiments
conducted in this thesis.

Further, algorithms for sensor data preprocessing and reactive trajectory adaptations are
described. These approaches deal with the contact timing imperfections that occur in the
context of uneven and unknown terrain. The reactive concepts enable the robot to deal with
unexpected closing of contacts even at high impact speeds. Induced disturbances on the
floating base can be mitigated effectively.

Also, applying an onboard system identification concept to acquire the robot’s essential
control plants is described. This chapter’s concepts and definitions are essential prerequisites
for developing stabilization methods described in the following chapters.



Chapter 4

Balance Control

Parts of this chapter have previously
been published in [292].

This chapter deals with concepts to stabilize the floating-base dynamics of a biped robot in
the presence of disturbances or uneven terrain. The methods modify the adapted trajectory
Xad and the total desired contact wrench on the CoM ΛCoM

d (3 in Figure 3.1). Furthermore,
a concept for the distribution of the total wrench to multiple end effectors in contact is
described in this chapter (4 in Figure 3.1). The resulting desired wrenches λd for every end
effector and the modified position trajectories Xbl describe the interface to the contact force
controllers presented in Chapter 5.

The balance controller’s primary goal is to stabilize the planned trajectories by counteract-
ing deviations of the CoM location in an inertial FoR. In this work, the measured floating-base
inclination between the planner’s ideal world W and the actual inertial FoR I is used to bal-
ance the robot’s state. The corresponding control approach for inclinations in the frontal
and sagittal plane is covered in Section 4.2. A further balance strategy involving an addi-
tional vertical acceleration of the CoM is treated in Section 4.5. This chapter investigates
the relationship between the balance control performance and structural resonances of the
robot. Different approaches to mitigate parasitic effects from mechanical vibrations are im-
plemented and compared experimentally. All presented balance concepts do not change the
footstep locations or gait pattern and can thus be easily combined with obstacle avoidance
algorithms.

4.1 Previous Work on LOLA

The original balance controller used for LOLA is proposed in [33] and uses a PD-type ap-
proach to calculate modifications of the torque acting on the CoM:

∆TCoM
x = KP,x ∆ϕx + KD,x ∆ϕ̇x (4.1)

∆TCoM
y = KP,y∆ϕy + KD,y∆ϕ̇y , (4.2)

where ∆ϕ describes the difference between desired and measured inclinations of the torso
using a special representation of rotations introduced by Löffler [185]. The special angle def-
inition allows an independent representation of inclinations in the sagittal (ϕx) and frontal
plane (ϕy). In addition, vertical deviations of the CoM are regulated via modification of the
total vertical contact force

∆FCoM
z = KP,z ez

T (W r W ,CoM,id −W r W ,CoM) + KD,z ez
T (W ṙ W ,CoM,id −W ṙ W ,CoM) (4.3)

69



70 4 Balance Control

to avoid drifting effects caused by inaccuracies or modeling errors when the feet are force-
controlled. Typically, the derivative term was inactive with KD,z = 0. The equations in this
section originate from [33, p. 95] and are adapted to the notation used in this thesis.

Wrench Distribution The previous wrench distribution for LOLA uses a heuristic based on
the planned load factors γ for the feet. Buschmann [33] proposes to maximize the use of
normal forces due to the foot torques being limited by the size of the feet. The heuristic
uses the planned load factors and a modification of the normal forces ∆Fz,stab to calculate the
contact wrenches for both feet:

W FRF = γRF W Fbl + ez∆Fz,stab (4.4)

W FLF = γLF W Fbl − ez∆Fz,stab (4.5)

W T feet = W Tbl −W rCoM,RF ×W FRF −W rCoM,LF ×W FLF (4.6)

W TRF = γRF W T feet (4.7)

W TLF = γLF W T feet. (4.8)

To calculate the normal force modification, the desired total torque component perpendicular
to the connecting line of the feet (TCPs) in the ground plane is considered. ∆Fz,stab is chosen
to realize this torque component (minimizing the foot torques) under the constraint of the
unilateral contact and a maximum admissible normal force Fz,max = γ f 2mg for foot f , where
m is the robot’s total mass. The approach does not consider hand contacts. For details on the
concept refer to [33]. Typical planned load factors are depicted in Figure 3.3. The original
method was later extended to restrict the normal force modifications keeping a minimum
normal force of 30 N per foot [292]. This extension helps to keep the feet in contact at any
time, reducing the probability of late contacts.

Event-Based Walking Control For late-contact situations, the extension of the single sup-
port by horizontal acceleration of the CoM has been proposed for LOLA [316]. However, this
concept requires an additional modification of the footstep locations to match the modified
horizontal CoM trajectory. It is shown in the following that a vertical acceleration of the
CoM can effectively be used on late-contact scenarios without having to modify the footstep
locations.

4.2 Inclination Control

The stabilization of the rotational floating-base DoFs, i.e., the inclination in the sagittal and
the frontal plane, is the primary aim of the controller described in this section. Its lineariza-
tion corresponds to the transfer function Cbl(s) in Figure 3.9, which defines the outer loop of
the feedback control system.

The floating-base rotation vector UϑFB and its angular velocity UωFB are measured indi-
rectly via the difference between the planned orientation of the torso in the planner’s world
FoR and the actual rotation vector obtained from the IMU at the torso, see Section 3.6.1.
The control scheme is motivated from the corresponding floating-base dynamics in Equa-
tion (3.3):

Mϑx y U ϑ̈FB,x y + hϑx y
= −Mϑx y ,J q̈J,d + U TCoM

x y , (4.9)

where UϑFB,x y = [1, 1, 0]T UϑFB ∈ R2 denotes the floating-base inclination in the sagittal and
frontal plane of the upper-body FoR, U TCoM

x y the corresponding commanded contact torques
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I x

I z

U x

Uz

m,θx ,θyUϑFB,y

Figure 4.1: Illustration of the simplified floating-base dynamics in the sagittal plane used to derive an inclination

controller. A single mass at the location of the CoM with rotational inertia is considered. The y-component of the

floating-base inclination in the upper-body FoR is defined by UϑFB,y .

at the CoM, and Mϑx y
, hϑx y

describe the system dynamics. Note that UϑFB,x y is a rotation
vector and the x- and y-components of this vector thus equal the projected angles in the
frontal and sagittal plane respectively. The total torque on the system can be separated in the
ideal (planned) torques U TCoM

x y,id and a modification U∆TCoM
x y . The same applies to the desired

joint accelerations q̈J,d, which yields:

Mϑx y U ϑ̈FB,x y + hϑx y
= −Mϑx y ,J∆q̈J,d −Mϑx y ,J q̈J,d,id + U TCoM

x y,id + U∆TCoM
x y . (4.10)

Assuming sufficient accuracy of the reduced planning model in the WPG,

U TCoM
x y,id −Mϑx y ,J q̈J,d,id ≈ 0 (4.11)

holds since the planner does not intentionally create a non-zero floating-base inclination1.
In addition, Mϑx y ,J∆q̈J,d ≈ 0 is assumed, i.e., the influence of joint accelerations caused by
trajectory modifications of the ideal plan are treated as disturbances on the system. If further

U x and U y describe main axes of inertia, the full floating-base dynamics reduces to separate
(nonlinear) inverted pendulum models:

�

θx x 0
0 θy y

�CoM

U ϑ̈FB,x y −mgl

�

sin(UϑFB,x)

sin(UϑFB,y)

�

= U∆TCoM
x y , (4.12)

with the rotational inertia θx x , θy y , the robot’s mass m, and the shortest distance l between
the CoM and the pivot of the inclination (the TCP in the ground plane), see Figure 4.1.

4.2.1 Basic Control Scheme

The control objective is to minimize the floating-base inclination ϑFB,x y following a prede-
fined second-order dynamics:

ζv⊙ζv⊙U ϑ̈FB,x y + 2d v⊙ζv⊙U ϑ̇FB,x y + UϑFB,x y = 0, (4.13)

1The floating-base inclination is defined as the difference between the planner’s ideal world and the actual
inertial FoR. Thus, differences are caused by errors in the planner’s model and external disturbances.
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with time constant and damping vectors ζv, d v. By solving Equation (4.13) for U ϑ̈FB,x y and
inserting into Equation (4.12), a PD-type controller with nonlinear compensation of gravity

U∆TCoM
x y =

�

θx x

θy y

�CoM

⊙
�

−ζ̂v⊙ζ̂v⊙UϑFB,x y − 2d v⊙ζ̂v⊙U ϑ̇FB,x y

�

−mgl

�

sin(UϑFB,x)

sin(UϑFB,y)

�

(4.14)

is obtained. Introducing the gain vectors

Gv =

�

θx x

θy y

�CoM

⊙ζ̂v⊙ζ̂v Gω = 2

�

θx x

θy y

�CoM

⊙d v⊙ζ̂v , (4.15)

and using the relation2
U ϑ̇FB,x y ≈ UωFB,x y simplifies the control law to

U∆TCoM
x y = −Gv⊙UϑFB,x y −Gω⊙UωFB,x y −mgl

�

sin(UϑFB,x)

sin(UϑFB,y)

�

. (4.16)

For the distance l, the planned (ideal) vertical height of the CoM relative to the ground
(TCPs) is used. The inclination controller directly modifies the ideal total CoM wrench to

WΛ
CoM
bl = WΛ

CoM
id +





0

W AU

�

U∆TCoM
x y

0

�



 =








W FCoM
id

W TCoM
id +W AU

�

U∆TCoM
x y

0

�

︸ ︷︷ ︸

W TCoM
bl








, (4.17)

with W AU calculated from the desired orientation of the upper body FoR. The approach is
a PD-type control scheme with additional gravity compensation, which is commonly used
in related work, see [104, 226] for example. Compared to the previous implementation on
LOLA, the nonlinear compensation of gravitational torques is added.

4.2.2 The Effect of Structural Resonances on Inclination Control

The plant of the inclination controller depends on the wrench distribution (Section 4.3), the
contact force controller (Chapter 5), the actual contact, and the mechanical structure of the
robot between the feet and the mounting of the IMU at the torso, see Figures 3.1 and 3.9.
The control cascade requires the inclination controller to have significantly slower open-loop
dynamics than the inner contact force control loop to preserve stability. Due to uncertainty
in the properties of the contact, the gains Gv and Gω must be chosen carefully.

However, experience with LOLA has shown that the mechanical robot structure’s flexibil-
ity imposes a far more significant performance limitation. The discrete nature of footsteps
excites the system’s mechanical eigenfrequencies, causing vibrations of the IMU mounting.
Primarily via the sensed angular velocities, UωFB,x y , the vibrations are fed into the control
loop and strongly limit the maximum value for Gω. The relation between the mechani-
cal eigenfrequencies of the structure and resonances observed in IMU measurements was
confirmed with an experimental modal analysis of LOLA [16]. A redesign of LOLA’s torso
intended to increase the structural eigenfrequencies with a stiffer design to reduce their im-
pacts on the control loops [267]. However, it is generally difficult to significantly improve
the eigenfrequencies as the reachable specific modulus is limited; only an increase of the
eigenfrequencies by ≈ 2Hz has been achieved [17].

2For this 2D case, the assumption holds for small angles tan(UϑFB,x y)≈ UϑFB,x y , see [273].
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Frequency [Hz] Sharpness Q Damping d

9.3 1.17 0.1353
17.5 2.2 0.0227
30.0 3.77 0.04194

Table 4.1: Notch filter parameters for the inclination controller.

To analyze the effects of the structure on the inclination control loop, the estimated trans-
fer function Pstructure(s) from desired torques at the CoM to the floating-base inclination is
used, see Section 3.8.1. The combined open-loop transfer function for inclination control
Equation (4.16) and the estimated plant is depicted in Figure 4.2. For the raw plant transfer
function estimates, see Appendix C.

The floating-base modes of the system are located at low frequencies < 3 Hz and need
to be stabilized by the inclination controller. Especially in the x direction, the phase drops
significantly at 3 Hz. Thus, the resonances above 9 Hz require relatively low inclination con-
troller gains to preserve closed-loop stability. However, this reduces the crossover frequency
and disturbance rejection for the critical range around the floating-base eigenfrequencies. In
the following, several methods for the suppression of structural resonances are described and
compared.

4.2.3 Filter-Based Resonance Rejection

One approach to deal with the structural resonances is to shape the open-loop transfer func-
tion using frequency-domain filters. Two approaches with different filter types are considered
in the following. The first approach uses the low pass filter lpf2(T = 1

2π7.0Hz , d = 0.65) (Ap-
pendix A.3) to attenuate all significant resonances above 7 Hz. The design effort for this filter
is low. However, it creates an additional phase shift in the low-frequency ranges, limiting the
crossover frequency.

The second approach is based on three notch filters (Appendix A.3) for the highest eigen-
frequencies and a second-order low pass lpf2(T = 1

2π26.0 Hz , d = 0.65) with 26 Hz cutoff fre-
quency. In contrast to the low pass, the notches affect the open-loop transfer function only in
the resonances’ vicinity. However, the robot’s structural resonances likely depend on its pose,
which changes during walking. The antiresonances of the notches must, therefore, be chosen
wide enough to tolerate these uncertainties. Unfortunately, plant identification in different
poses is difficult, and the choice of parameters is thus solely based on experience. An advan-
tage is that the eigenfrequencies are linearly dependent on the square root of the stiffness
per mass, which causes low sensitivity to mass (inertia) changes at higher frequencies. Also,
the small differences between eigenfrequencies of the old and revamped torso design [17,
267], and similar results for robot manipulators [15] indicate low sensitivity of the eigenfre-
quencies to changes of the robot’s pose. However, the eigenfrequencies might — depending
on the pose — be either visible in the x- or y direction of the inclination control plant. Thus,
the same filters are used for both directions. The parameters for the notch filters are listed in
Table 4.1.

Both approaches’ filter transfer functions are depicted in Figure 4.3. The floating-base
angles UϑFB,x y and angular velocities UωFB,x y are calculated from IMU data, which uses a
fiber-optic gyroscope and physically measures velocities. Due to internal filter mechanisms
of the IMU and the low amplitude of vibrations, resonances are only visible in the angular
velocity signal and not the integrated angles themselves. Thus, the filters are applied to the
angular velocity signals only.
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Figure 4.2: Estimated transfer function for the open loop of the inclination controller, consisting of the plant
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Figure 4.3: Transfer function of the low and notch filter approaches to suppress structural resonances in the

inclination control loop. The filters are applied on the floating-base angular velocities of both directions.

4.2.4 Time-Domain Passivity Control

A system is passive if and only if the energy flowing into the system is at all times greater
than the energy flowing out of the system, i.e., the system does not generate energy. In the
following, mechanical one-port systems with input u and output y are considered, where
uT y > 0 indicates energy is flowing into the system. This leads to the following condition for
passivity:

t∫

0

u(τ)T y(τ)dτ+ E0 ≥ 0, ∀t ≥ 0, (4.18)

where u, y is a force/velocity port pair, and E0 the initially stored energy. Passivity is a suf-
ficient condition for stability of both linear and nonlinear systems. For physical systems, a
collocated input–output pair satisfying Equation (4.18) must exist due to energy conserva-
tion.

The concept of passivity is transferred to the inclination controller in the presence of
unmodeled structural dynamics. The power port between controller and plant is defined by
the desired torque at the CoM U TCoM

bl,x y
and the corresponding velocity of the floating-base

UωFB,x y . The control law Equation (4.16) may be interpreted as a spring–damper system,
and is, therefore, always passive with respect to this power port. However, the controlled
robot is not necessarily passive because the power port is not a collocated input–output pair:
the desired torques from the controller output do not act at the IMU but the feet. This means
the structural resonances may “generate” energy, which leads to the observed instability of
the inclination controller.

Hannaford and Ryu [98] proposed the concept of a time-domain Passivity Controller (PC),
which observes a system’s energy ports and adds additional damping on the ports when
energy is generated. The concept wraps the original system with a new power port, for which
the system is passive, see Figure 4.4. The approach is, for example, used in teleoperation or
haptic interaction tasks where unknown and varying time-delays occur, because these are
challenging to model. The method is purely based on energy considerations and does not
require any information on the plant’s inner structure. The inclination control plant follows
a force-to-velocity causality, and thus a parallel PC is used [98].
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Plant
Passivity

Controller
Inclination
Controller

U TCoM
bl,x y

UωFB,x y

U TCoM
bl,x y

Uω
′
FB,x y

Figure 4.4: Total network of the control loop. The time-domain passivity controller exposes the new passive port

(U T CoM
bl,x y , Uω

′
FB,x y ) to the inclination controller by adding damping.

The power port of the system is observed with a passivity observer, which updates the
stored energy estimate Eob in every time-step n. The inclination controller is fed with the
updated angular velocity

Uω
′
FB,x y = UωFB,x y +α U TCoM

bl,x y
, (4.19)

with the time-varying damping factor α > 0. The required damping is calculated from the
observed energy of the system:

α=







min
�

−Eob

||TCoM
bl,x y
||2 , αmax

�

for Eob < 0

0 for Eob ≥ 0
(4.20)

with a maximum damping factor αmax > 0. The energy estimate for the system is given by

Eob[n] =min(Eob[n− 1] +∆tcont Ė[n], Emax) (4.21)

with the power flow

Ė[n] = U TCoM
bl,x y
[n]T UωFB,x y[n]

︸ ︷︷ ︸

Ė1

+(Gω⊙Uω
′
FB,x y[n− 1])T Uω

′
FB,x y[n− 1]

︸ ︷︷ ︸

Ė2

(4.22)

+α[n− 1] ||TCoM
bl,x y
[n]||2

︸ ︷︷ ︸

Ė3

.

Ė1 describes the power flow at the plant’s port. Ė2 considers the known power dissipation
of the inclination controller, which depends on the velocity in the last step and the gain
for angular velocities. Without this term, power dissipated in the inclination controller and
flowing out of the plant would lead to an increase in damping. Ė3 considers the dissipation
generated by the PC in the last time step. The maximum energy the system may generate
over a contiguous set of time-steps before the PC adds damping to the port is defined by Emax.

4.2.5 Experimental Comparison

Experiments on LOLA are conducted to analyze and compare the performance of the two
filter-based and the passivity-based approach. In the test setup, the robot is commanded to
step in place with inclination control gains Gv = 700 Nm/rad

�

1 1
�T

, Gω = 175 Nms/rad
�

1 1
�T

,
which lead to significant amplification of the structural resonances in the control loop. The
reference controller and the PC use an additional prefilter lpf2(T = 1

2π26.0 Hz , d = 0.65) with
26 Hz cutoff frequency to attenuate high-frequency noise. The PC is parametrized with
Emax = 0, and αmax = 0.003 rad/Nms.
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Figure 4.5: Power Spectral Density (PSD) of the floating-base angular velocity signal for different vibration damp-

ing strategies in a walking experiment with LOLA.

In the standard pose, the structural resonances are dominant in the rotations around the
x-axis, see Figure 4.2. Thus, only this direction is considered in the following. Figure 4.5
shows the PSD of the measured floating-base angular velocity around the x-axis for all three
controllers and the reference. Especially the high peak of vibrations at 17 Hz in the reference
is effectively reduced by all three approaches. The low-pass filter and the notch filters yield
comparable results over the whole frequency range. The results for the PC are close; how-
ever, it does not reach the same vibration suppression level with the used parametrization.
Significant differences between the filter-based approaches and the passivity-based approach
are only visible in the floating-base inclination, see Figure 4.6. With the PC but otherwise
identical parameters of the inclination controller, significantly higher oscillations of the ro-
bot’s floating-base occur. In fact, the disturbance rejection gets even worse for higher values
of αmax. A variation of this parameter has shown that the PC is not Pareto optimal with
respect to floating-base inclination and vibration suppression.

4.2.6 Discussion in the Context of Related Work

The Relation to DCM Tracking Control A common approach to balance biped robots is
the DCM, see also Section 3.1.2. The concept can be used to generate a reference trajectory
for the CoM. Furthermore, DCM tracking control provides a control scheme to track this
trajectory based on sensor data. For the tracking control, the CoM reference trajectory from
any planner may be used.

In the following, the extension of the DCM to 3D is considered [67]. For the approach,
point feet are assumed, and the robot is approximated with a single point mass. Due to the
point-mass model, a zero rate of angular momentum is assumed.

The DCM approach uses the fact that it is not required to consider the second-order dy-
namics of the CoM to track its position in space. Instead, the DCM ζ with time constant b is
introduced:

ζ = r W ,CoM + b ṙ W ,CoM . (4.23)
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Figure 4.6: Floating-base inclination of LOLA in the frontal plane for walking on the spot with different vibration

damping controllers. Interestingly, good vibration damping with the PC leads to worse stabilization of the floating

base’s unstable dynamics. In contrast, the filter-based methods produce similar results.

With this substitution, the tracking task simplifies to the first-order dynamics of ζ as it is
known that r W ,CoM follows ζ with stable dynamics. The variable b is a design parameter
related to the (average) height of the CoM above ground. Based on these considerations, the
DCM tracking controller

FCoM =
m

b2
(r W ,CoM + bζ̇d − ζ+ k b(ζd − ζ)) (4.24)

calculates the force on the CoM that tracks a reference DCM trajectory ζd using the robot’s
mass m and a control gain k [67].

Re-substituting Equation (4.23) into Equation (4.24) yields

FCoM = mr̈ W ,CoM
︸ ︷︷ ︸

FCoM ,id

+
m

b

�

k(r W ,CoM ,d − r W ,CoM ) + (1+ kb)(ṙ W ,CoM ,d − ṙ W ,CoM )
�

, (4.25)

which is basically a PD-type controller on the CoM position and velocity, with feedforward
term FCoM ,id for the planned contact forces. In contrast, the balance controller described
in Section 4.2 tracks the floating-base inclination of the robot, i.e., an angular difference to
the planned reference. Naturally, the CoM position error and the floating-base inclination
are related, although not necessarily linearly. A further difference is the zero rate of angular
momentum assumption from the DCM tracking controller — the desired ground reaction
forces always point to the CoM. In contrast, the concept from Section 4.2 does only use
torques at the CoM to balance the robot and track the reference trajectory. It assumes that
rotational disturbances rather than translational ones cause deviations of the CoM trajectory.

In [43], for example, the DCM tracking controller is used to modify a planned ZMP loca-
tion. In general, this leads to additional torque around the CoM, i.e., it violates the zero rate
of angular momentum assumption of the DCM formulation. The approach is a viable solution
from a control perspective, though, and even closer to the implementation from Section 4.2.
In this case, the only difference is the approximation of a rotational disturbance via the error
in the CoM location.
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Structural Resonance Rejection The greatest advantage of the PC approach — not re-
quiring any knowledge on the plant — is also its greatest disadvantage. Operating in the
time-domain, the PC damps all frequencies equally, including those belonging to the float-
ing base’s unstable modes. A closer look at Equations (4.16) and (4.19) shows that the PC
effectively reduces the absolute value of the angular velocity fed into the inclination con-
troller when it adds damping. Experiments have shown that a reduction of the damping
gain (Gω = 114 Nms/rad

�

1 1
�T

) for the reference (just prefilter) leads to a similar behavior of
the system concerning the inclinations. Nevertheless, the PC provides better damping of the
structural resonances than just reducing the gains of the reference controller. The concept
of the time-domain PC originates in teleoperation, where time-varying plants with deadtimes
are common. Of course, the approach does work for other plants and can passivate a system
without further knowledge of the inner workings. This simplicity, however, comes at the price
of a reduced tracking performance of the closed loop. Typical robot plants do not contain sig-
nificant deadtimes3 and are not per se time-varying but depend on the robot’s configuration.
The results show that even for the moving structural eigenfrequencies, loop shaping via notch
filters provides a better overall performance.

There is no related work on analyzing time-domain passivity control for vibration sup-
pression on biped robots to the author’s best knowledge. The technique has, however, been
applied for different purposes in the field. Kim, Lee, Ryu, and Kim [160] use a PC for a
landing force control of a biped robot. In [105], the approach is used for a compliant balance
controller of a biped to make the system robust to soft and moving ground. In contrast to
the acceleration-level (torque-based) contact control in [105], the force control approaches
presented in Chapter 5 provide robust stability via velocity-level feedback; an additional pas-
sivation is not required.

Both the low-pass and the notch-based variants seem adequate solutions to deal with the
structural resonances. Because the notches lead to less phase shift at low frequencies and
the variation of the eigenfrequencies seems unproblematic, they are the preferred approach
used in this thesis. Notch filters are a standard way in the literature to suppress mechanical
vibrations [243]. In contrast to phase-based vibration canceling techniques, the notch filters
can be applied to non-collocated control loops (as is the case here). For all subsequent experi-
ments in this thesis, the new default values Gv = 725 Nm/rad

�

1 1
�T

, Gω = 250 Nms/rad
�

1 1
�T

are used for the parametrization of the inclination controller.
In [13], the filter-based methods are compared to a model-based state observer with an

optimal controller. The work assumes the structural dynamics are known beforehand and
evaluates the approaches on a simulation model that considers some flexibility in LOLA’s
structures. Interestingly, the differences in the achieved performance are minor, while the
design- and tuning effort for the model-based approaches are significantly higher.

There are only a few publications on vibration suppression on humanoid robots. In [138],
a model of structural resonances is identified from estimated transfer functions and used
to design a vibration-damping controller based on observer design. However, this requires
identifying state-space (or other whitebox) plant models from the transfer function data,
which requires high effort, especially for MIMO systems. In contrast, the notch filters can be
designed right from the raw transfer function data. Another example of vibration damping
is described by [157] and uses an additional accelerometer to damp vibrations. In [329], a
feedforward control method is used to suppress vibrations of flexible robot parts.

Although structural vibrations seem to limit robots’ performance in many cases, only a
few publications explicitly deal with this problem. This may also be because the effects of

3The sample frequency is usually a lot faster than the dynamics of the robot. The dynamics are dominated by
the inertia of the joint drive modules (high gear ratio) and the robot’s links. Friction effects can effectively be
mitigated by appropriate design of the joint-level control loops.
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the structure on these complex systems are not fully understood. For example, the oscillation
problems reported in [66] may be caused by the robot’s structure, and it might be neces-
sary to reveal the propagation paths of the vibrations to facilitate effective countermeasures.
When structural resonances are not explicitly considered in the control loop design, they
are often suppressed by choosing suboptimal parameters for observers or control loop gains,
making the closed loops slower than necessary. Also, to the author’s best knowledge, the only
publication describing an experimental modal analysis of a humanoid deals with LOLA [16,
17]. These tests are essential to prove that the structure causes the resonances identified in
the control loops.

4.3 Optimal Contact Wrench Distribution

The desired contact wrench ΛCoM
bl from the inclination controller is realized by contact force

controllers, one for each end effector, see Chapter 5. When multiple end effectors (feet,
hands) are in contact with the environment, the distribution of wrenches to the individual
contact controllers becomes redundant. In previous work on LOLA, the wrench distribution
to the feet in the double support phase is achieved via a heuristic, see Section 4.1. However,
hand contacts are not considered by this method. In the following, an optimization-based
approach is presented, which enables multi-contact with the hands and feet, and considers
(different) friction at the end effectors. To make the algorithm computationally efficient and
compatible with hard real-time requirements, the problem is formulated as a convex QP.
The wrench distribution module is part of the inclination control loop and its linearization is
depicted with triangle blocks in Figure 3.9.

4.3.1 Prerequisites

The constraint of limited friction sets a relation between the tangential forces on an end
effector E F e,t , the friction coefficient µe, and force E F e,n normal to the contact surface:

||E F e,t || ≤ µe||E F e,n||. (4.26)

Unfortunately, Equation (4.26) is a nonlinear relation and must be linearized first to obtain
a convex problem. The friction cone is commonly approximated via regular pyramids [119,
166, 169]. Based on the contact surface normal ne and the friction coefficient µe, a set of
p unit basis vectors be,i ∈ R3, i = 1, ..., p is calculated for each end effector. The surface
normals N from the WPG are used to generate the basis vectors. These vectors geometrically
approximate the friction cone, i.e., the set of possible force directions compatible with the
friction constraint, see Figure 4.7a. The contact force vector is then given by

E F e =

p∑

i=1
E be,i ϕe,i , (4.27)

where ϕe,i > 0 denote the coordinates in the new basis. The relation can be written in
matrix-vector form, which yields the more compact formulation

E F e = EBeφe, (4.28)

with EBe ∈ R3×p, φe ∈ Rp. The matrix EBe is calculated from the contact normal and friction
coefficient of an end effector and is defined in the corresponding end-effector FoR.
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be,2be,3
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(a) Friction cone and linearized representation with p = 4
basis vectors of a regular pyramid.

E x

E y

dx ,min

dx ,max
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rµ

(b) Foot geometry distances and friction radius used for the

foot torque contraint, exemplarily shown for LOLA’s feet.

Figure 4.7: Friction cone model and foot geometry variables used in the unilateral contact constraints.

In order to be able to limit the contact forces in the QP, a relation for the normal contact
forces as a function of the ϕe,i coordinates is required. The normal force component for an
end effector is

Fe,n = Ene
T

E F e = Ene
T

p∑

i=1
E be,i ϕe,i =

p∑

i=1
Ene

T
E be,i

︸ ︷︷ ︸

cos(atan(µe))

ϕe,i =
1

Æ

1+µ2
e

p∑

i=1

ϕe,i . (4.29)

Due to the hands’ spherical geometry, only point contacts with the environment are assumed,
and no additional torques are considered at the hand end effectors. The position of a hand’s
contact point relative to the world FoR is denoted W r W ,h,c and results from the contact surface
normal, the geometry of the hand, and the location of the hand’s TCP.

Additional contact torques can be realized with the feet, which must be considered in the
optimization problem. The unilateral contact poses constraints on the maximum achievable
contact torques, depending on the current normal (Ez direction) contact force. The torques
e x

T
E T f , e y

T
E T f in the ground plane additionally depend on the foot’s length and width.

The torque ez
T

E T f around the foot plane normal is further limited by the friction coefficient
and the effective friction radius

rµ =
1

A

∫∫

S

ri(x , y)dSi (4.30)

|ez
T

E T f | ≤ rµµ f Eez
T

E F f , (4.31)

where A is the area of the foot and ri(x , y) denotes the radius to a surface element i relative to
the origin in the foot plane. Note that this limitation is a common approximation — the yaw
torque limit generally depends on the CoP location and the tangential forces [44]. However,
the effect of this simplification is assumed to be low, because the yaw torques are not actively
controlled and already defined by the planned WPG motion. Further, the friction coefficient
or radius may simply be reduced for a stricter limit. Figure 4.7b illustrates the geometry
parameters and the friction radius of LOLA’s foot. The planned contact surface, i.e., either
full contact of the whole foot or the toe segment is used for the calculation of the geometry
parameters. The latter case is only relevant for walking on LOLA’s toes, e.g. for stair climbing.
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The unilateral contact constraint on a foot torque E T f is then described with

ED f ,min E F f ≤ E T f ≤ ED f ,max E F f , (4.32)

where the matrices

ED f ,min =





−dy

−dx ,min
−rµµ f



 ez
T

ED f ,max =





dy

dx ,max
rµµ f



 ez
T (4.33)

contain the relevant geometry and friction parameters. This representation is relatively com-
pact in comparison to the use of multiple point contacts per foot. However, it is limited to
rectangularly shaped feet.

4.3.2 Problem Formulation

The state vector of the optimization problem is given by

ZT =
�

φT
RF φT

LF φT
RH φT

LH E T T
RF E T T

LF

�

. (4.34)

The static QP which finds an optimal Z∗ is defined to:

min
Z

∑

f ={RF,LF}

�

φT
f EBT

f H F EB f φ f + E T T
f H T E T f

�

(4.35)

+
∑

h={RH,LH}

�

φT
h EBT

h HH EBhφh

�

(regularization) (4.36)

+F T
res H F,res F res + T T

res H T,res T res (constraint residuals) (4.37)

with

F res =W Fbl −
∑

e={RF,LF,RH,LH}

�

W AE EBeφe

�

(desired force) (4.38)

T res =W TCoM
bl −

∑

f ={RF,LF}

�

W AE E T f +W r̃ W , f W AE EB f φ f

�

(4.39)

−
∑

h={RH,LH}

�

W r̃ W ,h,c W AE EBhφh

�

(desired torque)

subject to

ϕe,i ≥0 ∀e = {RF,LF,RH,LH}, i = 1, .., p (friction cone) (4.40)

γad,e Fe,n,min ≤Fe,n ≤ Fe,n,max γad,e ∀e = {RF,LF,RH,LH} (force limits) (4.41)

ED f ,min EB f φ f ≤E T f ≤ ED f ,max EB f φ f ∀ f = {RF,LF} (torque limits) (4.42)

The cost Term (4.35) describes quadratic costs in the contact forces and torques of the feet,
which may be weighted via the diagonal matrices H F , H T . Similarly, Term (4.36) describes
costs for the hand contact forces with diagonal weighing matrix HH . Further, a deviation
from the desired forces and torques is penalized via the diagonal matrices H F,res, and H T,res
respectively. Typically, the entries of these matrices are set to high values to ensure the
residual forces and torques only become nonzero when no other solution to the wrench
distribution problem exists.

Constraint Equation (4.40) enforces the unilateral contact with the environment. Equa-
tion (4.41) limits the normal contact forces to an admissible range [Fe,n,min, Fe,n,max] and
ensures end effectors are not considered when the respective load γad,e is zero (no planned
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contact). This allows a smooth transition between single- and double support phase, for
example. Equation (4.42) limits the contact torques at the feet, refer to Equations (4.32)
and (4.33).

The main objective of the wrench distribution problem is encoded in Equations (4.38)
and (4.39). The sum of all contact forces — transformed to the world FoR via W AE — should
equal the desired total forces from the inclination controller, see Equation (4.38). Analo-
gously, the total torque at the CoM should match the desired torque, see Equation (4.39).
The residuals of these soft constraints are minimized with high cost values to ensure these
constraints are seldomly violated.

The optimization problem is solved once every time step without reuse of data from the
previous run. Due to the convexity, a proper choice of cost values leads to a smooth optimal
state Z∗ over time given all input variables to the problem are smooth. Due to the inequality
constraints, only C0 smoothness may be reached. The desired contact wrenches for the end
effectors result from the optimal state vector:

λ f ,d =
�
φT

f ∗ EBT
f E T f ∗

�T
λh,d =

�

φT
h∗ EBT

h
0
�T

. (4.43)

4.3.3 Implementation

The linearized friction cone is parametrized with p = 4 for application of the wrench dis-
tribution on LOLA. The friction radius is approximated with the mean value of the radii to
the four pads’ center. Given that there is significant uncertainty in the friction coefficient,
this simplification seems valid with a view to the overall accuracy. From experiments with
the pad material, the static friction coefficient is known for different ground materials. The
maximum of these coefficients µ f = 0.8 is chosen for the feet. In contrast, the material of
the hands does not provide much grip with µh = 0.05. The cost factors’ parametrization is
reduced to three scalars for the foot forces, torques, and hand forces. Furthermore, the hand
force and torque costs are scaled relatively to foot force costs based on typical ranges of the
three different quantities:

H F = h f I H T = ht

F2
f ,n,typ

T2
f ,typ

m2 I HH = hh

F2
f ,n,typ

F2
h,n,typ

I , (4.44)

with (4.45)

F f ,n,typ = 600 N T f ,typ = 100Nm Fh,n,typ = 200N. (4.46)

The residual wrench costs are set to H F,res = 5000 I , and H T,res = 50000 I . The torques contain
the output of the inclination controller and should, therefore, be realized by all means with
corresponding high costs. Errors in the desired forces have less impact on the stabilization —
in fact, the horizontal components are equally encoded in the desired task-space trajectories.
Also, the lower costs enable the algorithm to generate the desired torques at the CoM via a
modulation of the (vertical) contact forces when no other option exists. The realization of
these forces via acceleration of masses is described in Section 4.5.

The minimum and maximum normal forces are set as follows:

F f ,n,min = 30 N F f ,n,max = 1200 N (4.47)

Fh,n,min = 10 N Fh,n,max = 400N. (4.48)

The nonzero minimum forces help to avoid altogether losing contact with the environment.
Otherwise, the end effectors may drift away from the contact and lead to a late-contact
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Method ωFB,z,RMS [rad/s] W eCoM
Tx ,RMS [Nm] W eCoM

Ty ,RMS [Nm]

Heuristic 0.1405 31.5 25.7
QP, h f = 1, ht = 1 0.1416 32.9 24.0
QP, h f = 10, ht = 1 0.1322 32.4 23.2

QP, h f = 20, ht = 1 0.1502 34.7 30.3
QP, h f = 1, ht = 10 0.1515 32.5 26.6

Table 4.2: Experimentally identified metrics for different wrench distribution methods and parametrizations. Bold

values represent the optimum of a column.

situation when contact forces need to be applied (again). The QP is solved with a custom
solver generated via CVXGEN, see [194]. The web-based tool uses C-code generation to
create tailored solvers for convex problems. The iterations per cycle are limited to 40. The
tolerance for solver-related residuals on constraints and the duality gap are set to 1× 10−4.
The problem can easily be solved under the real-time constraints of the control loop, see
Section 6.3.

4.3.4 Experimental Comparison

The optimization-based wrench distribution is experimentally compared to the previously
used heuristics for LOLA, see Section 4.1. An early contact scenario, see Figure 3.7, is used for
the comparison of the foot-wrench distribution in the double-support phase. The vertical CoM
acceleration method described in Section 4.5 is activated with reduced gain GCoM = 0.26. The
costs for hand contact forces are consistently set to hh = 10. A validation experiment of the
optimal wrench distribution in a multi-contact scenario is described in Section 5.5.

Several measures are used for the comparison. The Root Mean Square (RMS) value of the
floating-base angular velocity around the vertical axis ωFB,z,RMS is used to quantify slipping
effects on the ground. Slipping usually occurs when the swing foot is accelerated forwards,
and leads to a rotation around the vertical axis. In addition, the RMS errors between the
desired and actual torques at the CoM W eCoM

Tx ,RMS, W eCoM
Ty ,RMS indicate how well a wrench distri-

bution solution can be tracked by the contact force controllers. Table 4.2 contains the results
for the heuristic and different parametrizations of the QP.

The results show that neither the heuristic nor the QP-based wrench distribution represent
global optimums concerning the chosen metrics. The most significant difference between
heuristic and single parametrizations of the QP approach is shown for the tracking of the
torques around the y-axis with a maximum improvement by 9.7 %. The QP-based approach
has advantages concerning slipping for some parametrizations. It is notable that the heuristic
already performs quite well given no information on the ground friction is used. The heuristic
has another advantage concerning the smoothness of the resulting contact wrenches. The
target wrenches generated from the QP are subject to more constraints, causing kinks in
the target wrenches when a boundary is hit. An example of the desired contact wrenches
resulting from both concepts is depicted in Figure 4.8.

Both methods can be computed in real time. However, the QP-based approach is ≈
45× slower than the heuristics, see Table 6.1. Nevertheless, the QP-based solution with
parametrization h f = 10, ht = 1, hh = 10 is adopted for all subsequent experiments presented
in this work. A systematic advantage is the adaptability via cost function tuning. Moreover,
only the QP-based solution makes multi-contact balancing possible, see Section 5.5.
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Figure 4.8: The right foot’s desired contact wrenches for heuristic (heu) and QP-based optimization method (QP)

with h f = 10, ht = 1, hh = 10.

4.3.5 Discussion in the Context of Related Work

There are several examples in the literature using QPs for the distribution of contact wrenches
on humanoid robots, e.g. [43, 106, 166, 195]. A comparable formulation with linearized
friction cones is described in [106]. The problem additionally considers torque limitations of
the joints and does not describe limitations of the yaw torque (this is, however, mentioned
in a later publication reusing the method [195]). Instead of regularizing the wrench costs of
hands or feet, the wrenches are weighted depending on their origin (planner, interaction task,
balance controller). On LOLA, the total desired wrench is a sum of planned wrenches and
the wrenches from the inclination controller. Because the inclination controller also mitigates
model errors of the planner, no separate weighting is used.

In [43], another related QP formulation is introduced. The friction cone is linearized
similarly and considers the correct analytical relation for the yaw torque friction in contrast
to the approximation used above. The QP tracks the desired wrench via a soft constraint in
the cost function, minimizes the ankle joint torques, and regularizes the normal foot forces
to a predefined load, similar to the load factors used in this work. The regularization of
normal forces is required to achieve continuous contact forces when contacts open or close.
A potential problem with this soft constraint is the parametrization of its weight. When
chosen too low, a significant contact force may be assigned to end effectors not in contact.
When chosen too high, the load factors (relative force between feet) are tracked ideally, and
the algorithm may not use variations of the load to realize torques. In contrast, force and
torque limitations are encoded as inequality constraints for the presented approach.

The wrench distribution problem is often solved as part of a bigger QP, which additionally
considers the centroidal dynamics [166, 169] or even solves the control problem at task-level
[52]. In contrast, the approaches presented in this work stick to the principle of single re-
sponsibility of a module. While this may cause suboptimal solutions, the modules can be
exchanged — and more importantly — different implementations can be compared. Further-
more, using the planned contact state (load factors) for the distribution is essential for the
hierarchical approach’s performance. Otherwise, the contact force controller will not make
an effort to close an unexpectedly open contact because the wrench distribution commands
zero force. Still, using the actual load (measured) for the end effectors may have advantages
in late contact scenarios, where the current method still assigns contact wrenches to the cor-
responding end effector. As a possible enhancement for future research, for example, two
problems could be solved: one with the desired loads to calculate wrenches for end effectors
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currently not in contact; another one using actual loads to optimize the use of currently con-
tacting end effectors. Seemingly, the fundamental problem is to make the resultant contact
forces smooth when contacts open or close.

The implementations for wrench distributions in literature are quite similar, with only
subtle differences in the chosen cost function or constraints. There is, however, little infor-
mation on the sensitivity of these approaches to the cost parameters or their performance
compared to straightforward heuristics. Notably, the results are not clearly in favor of the op-
timization problem. The relatively simple heuristic already achieves quite good performance,
for some parameter choices even better than the optimization-based solution. Nevertheless,
the generalization of the heuristic to multiple contacts in 3D (not a single plane), i.e., hand
contacts, is not straightforward. One general disadvantage of the QP implementation seems
a lacking constraint on the contact wrench change rate, which should match the maximum
dynamics of the subsequent contact force controllers. Because the total performance tracking
error depends not only on the physical correctness of the desired wrenches but also on its
compatibility with the subsequent force control approaches, tuning the QP parameters can be
tedious (has to be done on real hardware). As a possible extension in the future, subsequent
control layers could communicate the current cost for realizing the contact wrenches to the
upstream modules.

4.4 Vertical Center of Mass Tracking

The reference trajectory for the CoM of the robot in the world FoR is generated by the WPG,
see Section 3.5. As part of the task-space description, it is considered in the IK and realized
via the joint controllers without drift. Consequently, an additional tracking controller for the
CoM position is generally not required.

However, the vertical position of the feet in the world FoR is modified by several control
modules, for example the early contact reflex (Section 3.7.1), or the contact force controllers
(Chapter 5). Because the CoM height is described relative to the same FoR, the relative
height of the CoM above the (stance) foot changes. As a further example, consider the robot
stepping on an undetected large plate from ground level. This triggers the early contact
reflex, causing all subsequent footsteps to be placed on the new ground height. However, the
CoM height remains on the same level, effectively being reduced relative to the new ground
height. Therefore, the vertical CoM height relative to the current stance foot must be tracked
explicitly. Additionally, the tracking controller is a prerequisite for the method explained in
the following section.

The control scheme is based on a virtual spring-damper pair between the desired and
the actual CoM height relative to the ground. This concept is passive, provides C2 smooth
trajectories, and is in the literature also used on robots with torque-controlled joints where
positional tracking of the CoM is required, see for example [106]. The actual height of the
ground and its velocity are determined from the load-weighted location of both feet:

zground = ez
T (γad,RF W r W ,RF + γad,LF W r W ,LF), (4.49)

żground = ez
T (γad,RF W ṙ W ,RF + γad,LF W ṙ W ,LF). (4.50)

In the double-support phase, this is the average height of both feet. In the single-support
phase, this equals the height of the stance foot. Analogously, the same can be formulated for
the desired, planned foot locations:

zground,id = ez
T (γad,RF W r W ,RF,id + γad,LF W r W ,LF,id), (4.51)

żground,id = ez
T (γad,RF W ṙ W ,RF,id + γad,LF W ṙ W ,LF,id). (4.52)
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The error between planned CoM height above planned ground and actual CoM height above
actual ground is then given by

eCoM,z =
�

ez
T

W r W ,CoM,id − zground,id

�

−
�

ez
T

W r W ,CoM − zground

�

. (4.53)

Using this difference, its velocity, and the robot’s mass m, the accelerations on the CoM
generated by the tracking controller result to

∆z̈CoM,track =
1

m

�

K eCoM,z + D ėCoM,z

�

, (4.54)

with the virtual stiffness K and virtual damping D. Together with an additional acceleration
input ∆z̈CoM,ctl (described in Section 4.5), the tracking controller output is integrated and
added to the task-space trajectories:

∆z̈CoM =∆z̈CoM,track +∆z̈CoM,ctl (4.55)

∆żCoM = int(∆z̈CoM) ∆zCoM = int(∆żCoM) (4.56)

Xbl
′ = Xad + SCoM,z∆zCoM V ′bl = Vad + SCoM,z∆żCoM. (4.57)

The binary selection vector SCoM,z is defined such that

ST
CoM,z X = ez

T
W r W,CoM. (4.58)

The choice of the parameters K, D is a tradeoff between precise tracking of the reference
on the one hand and smooth resulting contact force profiles, i.e., low accelerations, on the
other hand. Precise tracking is required to avoid violations of the kinematic limits. However,
abrupt changes in the CoM height might disturb the robot’s state and may cause the robot
to fall. The tracking controller is primarily active when the robot steps on an undetected
obstacle, which requires to increase the CoM height relative to the new ground height. The
fact that the robot does already step on the obstacle means the tracking of the CoM height is
a long-term kinematic problem. For example, a consecutive increase in ground height might
then lead to violations of the kinematic limits. In contrast, the robot’s state may already
be disturbed when stepping on an undetected new ground. Thus, smooth force profiles are
chosen over precise tracking of the ideal CoM height. In addition, a method presented in
the following section uses deliberate deviations from the planned trajectory to improve the
robot’s balancing. Hence, the coefficients for the virtual spring–damper system are chosen to
relatively low values K = 4500 N/m, D = 800Ns/m, which correspond to an eigenfrequency
of ≈ 1.3 Hz and a damping ratio of ≈ 0.73 . The damping rate must be high enough to
avoid unwanted oscillations of the CoM for example on soft ground. As an alternative, a
low damping can be combined with a time-domain PC approach, see [105]. The chosen
parameter set keeps the desired CoM height in the long-term, and allows deviations for a
short time.

4.5 Vertical Center of Mass Acceleration

It is known that an acceleration of the robot’s masses directly causes contact forces, see
Equation (3.3). A simplified way to create such reaction forces is to accelerate all robot
bodies in the same direction, i.e., accelerating the CoM. This reduces the robot’s dynamics
to a single point mass and requires only little effort to model and plan feasible acceleration
trajectories in contrast to dealing with individual joint accelerations. One possibility is the
horizontal acceleration of the CoM. Unfortunately, a modification of the horizontal location of
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Figure 4.9: Illustration of the used dynamics model with the vertical acceleration of the CoM ∆z̈CoM ,∆F and the

vertical force tracking errors of the left and right foot ∆Fz,LF, ∆Fz,RF. Adapted from [295] ©2017 IEEE.

the CoM may also require a modified BoS, i.e., a change of the footstep locations. Thus, such
approaches generally need to be combined with global footstep modification methods [114,
316]. In contrast, vertical accelerations of the CoM are unproblematic when the footstep
locations are kept and are also not limited by the friction of the contact.

The method presented in the following shows that the modification of the vertical contact
forces on the robot is a powerful way to improve the robot’s balancing. Because the approach
modifies the contact forces with the environment, it may also be interpreted as an extension
of a force controller. Because the modification acts on the total force of all end effectors,
however, it is covered in this chapter. The general idea behind the approach has first been
published in Sygulla et al. [295] and has been extended in Sygulla and Rixen [292]. For
this thesis, the method is ported to the new task-space definition. Furthermore, the influ-
ence of the structural dynamics is considered, which significantly increases the approach’s
performance on LOLA. The com acceleration module is part of the inclination control loop,
parallel to contact force controllers and the wrench distribution. Its linearization is described
via CCoM(s) in Figure 3.9.

4.5.1 Control Approach

The centroidal dynamics of the robot connects the contact wrenches on the feet with the
acceleration of the CoM. For translational accelerations, the dynamics can be reduced to a
single point mass, see Figure 4.9. For the calculation of CoM accelerations, only differences
of the actual (measured) contact forces F f ,m to the desired forces F f ,d are considered. Fur-
thermore, the forces are expressed in the world FoR:

∆Fz, f = ez
T

W AE (E F f ,d − E F f ,m). (4.59)

Errors in the contact forces occur when the contact force controllers (see Chapter 5) are un-
able to track their setpoints. For example, this may occur when the end effectors’ planned
contact state does not match the actual one or if the ground has unexpected mechanical prop-
erties. From the contact force errors, a desired acceleration of the CoM is then calculated:

∆z̈CoM,∆F =
GCoM

m
(∆Fz,RF κRF +∆Fz,LF κLF), (4.60)

with additional scaling gain GCoM ∈ ]0,1]. An acceleration of the CoM only has an effect on
the contact forces of the feet in contact. Consequently, the force errors are scaled with the
actual contact factors κ f ∈ [0, 1]. For the CoM controller, only foot contacts are considered.
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Figure 4.10: Estimated transfer function for the open loop of the vertical acceleration controller, consisting of

estimated plant PCoM,3, controller Equation (4.60), and CoM tracker Equation (4.54) for GCoM = 1. The original

estimated plant is depicted in Figure C.4.

Frequency [Hz] Sharpness Q Damping d

12.7 1.6 0.017618
15.17 1.1914 0.13271
21.67 2.72 0.05806

Table 4.3: Notch filter parameters for the vertical CoM acceleration controller. The locations of the notches match

the resonance frequencies depicted in Figure 4.10. For the notch implementation refer to Appendix A.3.

As an example, consider a late contact on the right foot. Because the corresponding κRF
is zero, in this case, only the force errors on the left foot are considered. Because the left foot
must additionally provide the forces planned for the right foot, ∆Fz,LF < 0 and the CoM is
accelerated downwards.

Experiments with LOLA show that the control approach becomes unstable for gain values
GCoM > 0.3. This has already been observed in Sygulla and Rixen [292], and the cause
has been suspected in structural resonances of the robot. By analyzing the corresponding
estimated plant PCoM, see Section 3.8.2, this assumption can be confirmed.

The open-loop transfer function for the vertical acceleration controller is depicted in Fig-
ure 4.10. The critical phase is reached at ≈ 13 Hz and the three distinct resonances above this
frequency make the control loop unstable for GCoM = 1. In accordance with the strategy for
the inclination controller, a cascade of notch filters is used on the controller output ∆z̈CoM,∆F

to shape the open-loop transfer function and suppress structural resonances, see Table 4.3.
The output of the notch() operators is then used for the additional acceleration input∆z̈CoM,ctl
in Equation (4.55).
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4.5.2 Late-Contact Foot Acceleration

The control approach only accelerates the CoM, without changing the foot positions in the
world FoR. Consider the case of a foot being in a late contact, i.e., contact is expected but
not present. In this case, it is advantageous to accelerate the CoM and the foot not in con-
tact simultaneously. This strategy reduces the time required to close the late contact and
is also used in the previous implementation [292]. Due to a changed task-space definition,
where the foot positions are no longer described relative to the CoM, this strategy must be
implemented explicitly compared to the implicit realization in [292]. Based on the total
commanded CoM velocity ∆żCoM , see Equation (4.56), a vertical velocity for each foot is
calculated:

W∆ż f ,acc[n] = hybridCtl(β f , (1− κ f ) min(∆żCoM, 0), W∆z f ,acc[n− 1]). (4.61)

The controller uses the hybrid control scheme described in Appendix A.5. Only velocities
directed to the ground are applied to the swing foot — otherwise the foot may lift off unex-
pectedly and never make contact when the CoM is accelerated upwards. The modification is
active when there is no actual contact (1−κ f )> 0 and the foot is force controlled (β f > 0). It
is driven back to zero when the foot becomes position controlled with β f = 0. The resulting
velocity is integrated and added to the trajectories of the feet:

W∆z f ,acc = int(W∆ż f ,acc) (4.62)

(Xbl, Vbl) = W modifyAll f

�

X ′bl, V ′bl,

�

ez

0

�

W∆z f ,acc,

�

ez

0

�

W∆ż f ,acc

�

. (4.63)

This extension to the pure CoM acceleration makes the proposed method an effective way to
deal with undetected changes in the ground level.

4.5.3 Experimental Validation

The effect of the vertical CoM acceleration controller on the performance of LOLA in an early
contact scenario, see Figure 3.7, is evaluated in the following. The robot walks at a speed of
0.5 m/s on an undetected board having a height of 4 cm. A comparison between the reference
(no vertical CoM acceleration) and the controller with different gains GCoM is conducted. Os-
cillations in the vertical contact forces are observed during single support. These oscillations
increase for higher gains, see Figure 4.11. It is in particular interesting that the vibrations
are not dominant in the desired accelerations of the CoM controller, i.e., they are already at-
tenuated by the loop-shaping filters. Also, an additional notch filter directly at the frequency
of the vibration did not change the outcome. Furthermore, the vibrations are not reduced
for lower gains of the inclination controller (see Section 4.2) or of the contact force con-
trollers (see Chapter 5). Further, the vibrations are effectively damped by the contact force
controllers, and reduced force control gains lead to higher amplitudes.

The acceleration controller with its double integrator introduces a negative phase shift
and may theoretically cause closed-loop instability. However, the fact that the vibrations also
exist in the reference and damping does not change significantly with higher gains indicates
a different reason. A higher gain causes higher vertical accelerations and a higher excitation
of mechanical eigenfrequencies of the system. Thus, the contact force variations may simply
be caused by a strong excitation of upper-body eigenfrequencies. One should note that the
mechanical vibrations are barely visible on the real robot, i.e, only have a small (position)
amplitude.
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Figure 4.12: Forward floating-base inclination of LOLA walking over an unexpected obstacle without and with

vertical CoM acceleration.

Fortunately, the relation between the gain GCoM and the performance of the whole system
in terms of the floating-base inclination is nonlinear. For low gains already high performance
improvements are achieved; for higher gains, the relative increase is less. Thus, a reduced
gain GCoM = 0.5 already provides good performance and acceptable oscillations in the verti-
cal forces, see the floating-base inclinations for stepping on and off an unexpected obstacle
in Figure 4.12. This parametrization is used for all experiments in this thesis unless noted
differently. The data shows that the concept is most beneficial when the robot walks down an
unexpected negative ground height change. The forward inclination is reduced by approxi-
mately 30 % compared to the reference controller. Further, using the vertical CoM accelera-
tion, the disturbance on the robot is reduced faster, taking only two steps for the inclination
to return to the common pattern during straight walking. Snapshots of the motion showing
the resulting CoM trajectory are depicted in Figure 4.13. On flat ground, the method slightly
improves the peak-to-peak value for the floating-base inclinations. Further experiments with
higher obstacles are described in Section 7.2. In these scenarios, the reference controller is
no longer able to overcome the obstacles.



92 4 Balance Control

(a) (b) (c) (d)

Figure 4.13: Motion snapshots from initial early contact (a) to full compensation of the disturbance (d). The CoM

height is increased to a maximum in (b) to match the new ground height. In (c) the CoM is accelerated downwards

to track new ground and reduce the impact forces.

4.5.4 Discussion in the Context of Related Work

The proposed method improves the robustness of the biped to undetected terrain using two
different mechanisms. The first generates contact forces via the vertical acceleration of the
CoM. The second reduces the duration of a late contact by tying the vertical foot movements
to the CoM accelerations of the first mechanism.

CoM Admittance Control The vertical CoM acceleration controller Equation (4.60) must
be analyzed in combination with the CoM tracking controller Equation (4.54), which limits
the deviations from the reference height and velocity. If one assumes for the moment that the
feet are exactly at their planned locations, an error in the CoM height can only be induced
by the acceleration controller itself, i.e., eCoM,z = −∆zCoM, see Equations (4.53) to (4.56).
This simplification is merely done for the purpose of making the following lines easier to
digest for the reader. The statements written in the following do hold independently of this
assumption. From Equations (4.54), (4.55) and (4.60) then follows

m∆z̈CoM + D∆żCoM + K∆zCoM = GCoM (∆Fz,RF κRF +∆Fz,LF κLF). (4.64)

Equation (4.64) describes an admittance controller changing the vertical CoM position based
on an error in the contact forces. Because the CoM is tracked relatively to the ground (the
average foot height), this may equally be interpreted as admittance on the foot position
relative to the base (CoM).

Admittance control — also known as position-based impedance control — is often utilized
to mitigate the landing impacts of the swing foot. One approach for robots with position-
controlled joints is to reduce the swing leg’s joint controller gains just before anticipated
contact [101, 218]. Alternatively, admittance control can be implemented by modifying the
desired trajectories based on FT sensor information [181, 232, 233, 257, 277]. The force
reference for this controller usually depends on a predefined [232, 233, 277] or previously
recorded force profile [257]. Later work extended the concept to using model-based force
references — i.e., the output of a ZMP controller [201]. In general, admittance control leads
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to a tradeoff between impact mitigation during the landing phase and the control of the
desired forces once the foot is in safe contact with the ground. In the first case, the stiffness
should be relatively low, while in the second case, the stiffness needs to be high to track
the desired force profiles. In related work, this is often resolved by varying the impedance
parameters based on the gait cycle phase [181, 232, 257, 277]. Another approach is to
switch between different control concepts, e.g., admittance and position-control [103], or
admittance and computed torque control [233].

A different approach for force control on biped robots with position-controlled joints is
the direct force-control scheme [33, 86, 295], which does not impose a particular admittance
on the system but tracks a given force directly. Based on these concepts, the contact forces
at the end effectors of LOLA are controlled to track the reference force trajectories from the
wrench distribution. For the vertical contact forces, the control efforts from the contact force
controllers and the admittance controller on the CoM in Equation (4.64) are superimposed.
The proposed combination of these approaches has several advantages. The contact con-
trollers precisely track the desired force trajectories primarily using relative motions between
the end effectors. Both the contact controllers and the CoM admittance controller react to
vertical disturbances on the feet. The combination makes time-varying parameters for the
admittance controller unnecessary. Furthermore, the approaches complement each other: In
the double-support phase, the contact controllers ensure precise vertical force tracking; in the
single-support phase, the contact forces can only be influenced via acceleration of the CoM.

Balance Control via Vertical CoM Height Modification The method of CoM acceleration
is motivated by the generation of contact forces on the feet to reduce the error to a reference
force. This vertical reference force on the CoM is generated in the planner from a predefined
CoM height trajectory, see Figure 3.4, and a reduced dynamic model of the biped. It is notable
that the method also modifies the vertical CoM trajectory to compensate for inaccuracies in
these dynamic models, which slightly improves the balancing on flat ground.

The CoM height of bipeds typically follows a predefined trajectory and is not modified
— even in the case of disturbances. Koolen, Posa, and Tedrake [165] show, however, that a
biped can be balanced solely by a modification of the CoM height trajectory. The considered
controller is based on the orbital energy of a 2D Variable-Height Inverted Pendulum (VHIP)
in simulation.

In contrast, the prevailing idea in the proposed method is to improve the tracking of
vertical forces by an acceleration of masses. The method presented in this thesis has first been
introduced in [295] and has been extended in [292]. When the CoP reaches the borders of
the BoS, the modulation of the vertical contact forces is the best way (not limited by friction)
to induce stabilization torques on the floating base and can only be achieved by a vertical
acceleration of masses (with consequently changed vertical CoM trajectory). One may argue
the vertical reference force is predefined and not modified when a disturbance acts on LOLA.
However, the wrench distribution method may choose to violate the predefined forces on the
CoM in favor of stabilizing torques when the end effector wrench reserves are depleted, see
Section 4.3. Furthermore, impacts on the robot’s base (especially after a late contact) directly
cause vertical CoM accelerations. The results indicate that the foot does not solely land earlier
in a scenario with negative ground height change, but that the resulting disturbance of the
robot’s state is reduced faster to nominal.

Later, Van Hofslot, Griffin, Bertrand, and Pratt [312], described a concept of balancing
via vertical CoM accelerations applied to the biped Valkyrie. When the CoP reaches the BoS
— i.e., when the feet can no longer apply torques on the ground — a bang-bang controller
applies a vertical acceleration profile to the CoM. A disturbance rejection scenario in still-
stand shows an advantage of the method compared to a reference implementation. Recently,
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another approach on a biped with position-controlled joints is described in [42], which de-
velops an extended DCM controller for the VHIP model to consider CoM height variations in
the desired contact forces. The linear best-effort DCM controller results from a QP, which is
solved at each time step to consider the time-varying properties of the VHIP. Like the work at
hand, vertical admittance control on the normalized leg stiffness is applied to track the total
contact forces on the position-controlled biped with a low gain. It is reported that higher
gains lead to vibrations of the system. The contact force controllers only act on the foot
forces’ difference and are, therefore, not superimposed to the admittance controller.

Conceptionally, control frameworks for robots with torque-controlled joints do not need to
generate accelerations from contact force errors explicitly. The problem changes from a force-
control to a position-control task of the CoM. Popular control frameworks usually deploy
high-gain PD control to track a CoM reference trajectory [166, 175], which does not allow
modifications to a predefined reference trajectory. In other cases, low impedance gains are
only used for balancing in stillstand and not for walking [106, 127]. Only recently, interesting
work replaced the hard constraint on the height of the CoM with a soft constraint of the knee
joint angle [92], allowing variations of the CoM trajectory (vertical CoM accelerations).

Late Contact Strategy By moving a foot in a late contact with the same vertical velocity
as the CoM, the contact controllers are supported in their effort to close these contacts as
fast as possible. This significantly reduces the disturbance on the floating base in such late
contact scenarios. It enables the robot to overcome unexpected height changes of several
centimeters, see also Section 7.2.

In [316], a late-contact strategy using horizontal accelerations of the CoM is proposed.
It is based on the observation that the planned CoP is outside of the BoS in a late-contact
scenario. The CoM is accelerated forwards, extending the single-support phase to reestablish
feasibility of the CoM trajectory concerning the unilateral contact. Due to the horizontal
acceleration, the robot’s floating-base is not disturbed by the missing contact force. However,
the effect can not be held up infinitely long, and the method primarily buys time to let the
contact controllers establish ground contact. The modification of the horizontal CoM location
generally requires changing the next footstep location to avoid falling forwards when the foot
finally makes contact with the ground. This assumes that a change of the footstep location
is possible regarding collisions with the environment. In contrast, the vertical adaptation of
the CoM proposed above — which is also limited to short periods due to kinematic limits
— reduces the time until full contact is made and does not require additional stabilization
techniques or an adaptation of footstep positions. Both methods may be combined to reduce
the floating-base disturbance further while contact with the ground is established.

Late contacts are also investigated in [201]. The approach applies a constant vertical
velocity to a foot with late contact to reduce the duration until full contact is made. In
contrast, the presented approach is driven by differences in the actual contact forces.

Biologically Inspired Walking The concept is somehow related to biologically inspired
semi-passive walking machines, which use a limited number of actuators and compliant ele-
ments in the legs to achieve energy-efficient walking. Typically, a combination of a point mass
with a spring or spring-damper pair is used to model the system’s dynamics. These machines
achieve impressing robustness to ground height changes [125, 229], are, however, restricted
to a subspace of possible motions compared to a full actuation of the joints. Findings in [21]
indicate that a set of task-level priorities for a damped spring-mass system with an actuator in
series is sufficient to describe the ground reaction forces of robust and energy-aware walking.
This outcome is obtained by analyzing birds’ behavior when walking over an expected (seen)
obstacle. The investigations consider point feet with the spring-damper pair being aligned
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with the leg. Although in this thesis, only the vertical force components are considered for the
CoM acceleration, several similarities exist. The admittance on the CoM describes a virtual
spring-damper pair between the CoM and the feet. Only forces deviating from the reference,
however, act on this admittance. It seems possible to realize similar behavior by selecting
a particular force reference related to the series actuator work in the biological model. The
CoM strategy for overcoming an unexpected obstacle, which follows from the CoM tracking
controller, seems related to the “Energy exchange strategy” described in [21, Fig. 1., p.3787].
The CoM height of LOLA is increased to keep the distance to the ground constant. However,
the control scheme operates only in the vertical direction, without actually exchanging ki-
netic energy to potential energy — the horizontal velocity of the CoM is kept constant, and
the actuators must spend energy to increase the CoM height. The relation to the semi-passive
biological model also further motivates the additional late contact strategy for the swing foot.
When the feet are considered spring-damper pairs in the vertical direction, the swing foot is
naturally tied to the movements of the CoM.

Compared to the virtual spring-damper pair, mechanical compliances have the advantage
of zero delays in response to impacts and may store energy. However, the floating-base dy-
namics are relatively slow, making it possible to use virtual components for rapid prototyping
of biological actuation principles. The experiments with LOLA show that the control schemes
are fast enough to handle ground height changes of several centimeters.

Limitations of Vibration Suppression With the approaches described in this chapter, struc-
tural resonances can effectively be decoupled from feedback loops. This means that the con-
trol scheme’s stability is not affected by the mechanical structure, and the crossover frequency
may be improved. However, the mechanical structure and the damping of the eigenfrequen-
cies are not changed by these concepts. Although the amplitudes may be low, structural
vibrations can still significantly affect the ground reaction forces, especially when the cor-
responding eigenmodes are only slightly damped. An effective countermeasure is damping
control; see the contact force controllers in Chapter 5. However, the corresponding control
loops on bipeds are not collocated with respect to the ground reaction forces, the ground
properties are subject to uncertainty, and the actuator dynamics are limited. Thus, only a
limited amount of damping can be injected into the system. These observations support the
design goal of sufficient damping in the mechanical structure and the controlled joints.

4.6 Chapter Summary

This chapter describes methods related to balancing the floating-base of a biped robot using
IMU data. It is shown that the mechanical structure of the robot has a significant influence on
corresponding control loops. Several approaches for the suppression of structural resonances
in these feedback loops are evaluated and discussed. The application of these methods en-
ables a higher crossover frequency of floating-base balancing controllers, and therefore a
more effective way of disturbance rejection.

The chapter further deals with techniques to distribute an overall desired contact wrench
to several end effectors of the robot. An optimization-based approach is compared with a
heuristic in experiments with LOLA. The results indicate only minor differences in the two
approaches for normal walking. In addition, a concept to use vertical accelerations of the
CoM for the stabilization of the floating-base is proposed and experimentally evaluated. On
the one hand, the method uses an acceleration of the robot’s bodies to reduce errors in the
vertical contact force. On the other hand, it enables to effectively overcome late contact
scenarios, i.e., an undetected decrease in ground height.
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The methods described in this chapter generate modified task-space trajectories and de-
sired contact wrenches for the end effectors. How the force trajectories are realized using
contact wrench control is discussed in following chapter.



Chapter 5

Contact Force Control

Parts of this chapter have previously
been published in [292, 295].

The desired contact wrenches for the end effectors, which the balance controller calculates
(see Chapter 4), are regulated via individual contact force controllers (5 in Figure 3.1). This
chapter introduces several control approaches designed to achieve robust, high-bandwidth
control of contact wrenches. A general design guideline is that the mechanical properties of
the contact are assumed unknown and variable. Thus, the control schemes must deal with
completely different mechanical properties while preserving stability and, ideally, the closed-
loop crossover frequency. A lower bound of the contact control bandwidth is critical since the
cascaded higher-level balance control loop may become unstable otherwise.

This chapter presents control strategies for the ground reaction forces, which are either
robust to the contact’s uncertainty or adapt to it. Experimental data and theoretical consider-
ations prove the robustness of the approaches. Additional sensor data from contact sensors —
or more generally a tactile foot sole, see Section 2.4 — is utilized to improve the performance
when only parts of the foot are in contact with the environment. For this, a formulation of
an explicit contact model, which directly parametrizes the contact surface, is described first.
Moreover, the chapter deals with adaptive control schemes to handle different mechanical
ground properties. Finally, a contact force control scheme for the robot’s hands is presented
to enable multi-contact locomotion. The contact force control module operates as an in-
ner loop of the feedback loops. Its linearized transfer function is denoted with C contact(s) in
Figure 3.9.

5.1 Previous Work on LOLA

Previous work on a hybrid position/force controller for LOLA is described in [38]. The ap-
proach uses an explicit contact model, which is defined as gradient of forces/torques with
respect to motions in the configuration space:

λ̇ f =
∂ λ f

∂ q
q̇ . (5.1)

This requires the calculation of Jacobians for the contact points and an additional IK within
the hybrid position/force controller to solve for task-space modifications. Although being
an elegant formulation in many ways, the effects of changing contact surfaces are hard to
formalize for a gradient in the configuration space q .

97
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5.2 Ground Reaction Force Control

The control scheme basis for ground reaction force control at the feet consists of a contact
model and a regulator based on hybrid position/force control. Each foot has a separate
independent control instance. The components of this control approach are described in the
following.

5.2.1 Explicit Contact Model in Task-Space

The proposed explicit contact model describes the relation between ground reaction forces
and a foot’s corresponding movements in task space. It is parameterized with geometry in-
formation on the contact surface and the mean contact stiffness of the ground. This explicit
way to formulate the contact model enables the use of sensory information on the current
contact state to improve the tracking in partial contact situations, see Section 5.3. The pro-
posed model is intended for flat robot feet with or without toe elements. The following work
has — with a minor difference in formulation — previously been published in [295]. In its
original form, the model was used in an inertial frame. This was mainly due to restrictions
of the task-space definition by that time. The foot-attached frame formulation shown here is
certainly more suitable to curve-walking and other scenarios with arbitrary foot orientation
(ramps for example).

Choosing the force-controlled space The contact between a robot’s foot and the ground
is unilateral, i.e., the robot can not pull on the ground, and three components of the contact
wrench (E Tx , E Ty , E Fz) depend on friction only. These tangential friction-dependent compo-
nents, whose feasibility is greatly influenced by the ground’s unknown mechanical properties,
are not considered in the force control scheme. Looking at the way the WPG generates the
desired contact wrench and the motion of the center of mass, see Section 3.5, reveals that
these tangential contact forces automatically result from the planned movement of the feet,
or more precisely, the acceleration of the CoM. There is no need for an additional feedback
loop on these forces as long as there is sufficient friction; furthermore, strategies that reduce
the robot’s angular momentum around its vertical axis can help avoid slipping effects [264].

The rest of the degrees of freedom of the foot, namely the torques E Tx , E Ty , and the
normal contact force E Fz are susceptible to changes of the environment, the timing of the
motion, or a disturbed state of the robot. Thus, these directions are force-controlled and
considered in the explicit contact model; all other directions remain position-controlled. The
separation of force-controlled and position-controlled directions is done in the foot-attached
end-effector frame E.

The infinitesimal contact element The contact with the environment is approximated by
a linear elastic stiffness acting on each infinitesimal element of the contact area. This equals
an infinite number of decoupled linear springs, which act on the robot’s contacting foot,
Figure 5.1. The stiffness cz > 0 N/m3 of these elements can, for instance, be derived from the
elasticity of the contact material E and the effective thickness d of the ground with cz = E/d.
Alternatively, it may be determined experimentally by measuring the vertical stiffness of a
ground contact kz with a contact area A: cz = kz/A. It is assumed that all contact elements,
and the TCP lie in the same plane of the foot. Within that plane, the position of each contact
element i is described via E r i = [E x i , E yi , 0]T with E x i , E yi defined in the foot-attached end-
effector frame E. Considering such a contact element and an infinitesimal small pitch angle
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Figure 5.1: LOLA’s foot with the four contact pads and the proposed contact element model in top and side view.

This visualization applies to LOLA’s foot design from 2013, see Figure 2.1b. The foot is rotated with the pitch angle

Eδαy . Adapted from [295] ©2017 IEEE.

of the foot Eδαy around the E y axis — see Figure 5.1 — the pitch-induced deformation of
the contact element results to

δzi,αy
= E x i Eδαy . (5.2)

With these differential rotations being infinitesimal small around the coordinate system’s
axes, the total deformation of a contact element — depending on the roll angle Eδαx , pitch
angle Eδαy , and a vertical movement of the foot EδzTCP — is then a superposition of the
deformations caused by the individual components:

δzi = E x i Eδαy − E yi Eδαx − EδzTCP, (5.3)

which yields the following differential vertical force (compressive forces are positive) for
contact element i:

δ fz,i = cz

�

E x i Eδαy − E yi Eδαx − EδzTCP

�

. (5.4)

Parameterization for arbitrary contact surfaces For an arbitrarily shaped planar contact
surface S, the resulting differential torques and forces on the foot — caused by the differential
movements Eδαx , Eδαy , and EδzTCP — are calculated by integration over every (active)
contact surface element dSi = dE x i dE yi. This yields equations for the differential torques

EδTx , EδTy , and the differential normal force EδFz:

EδTx =

∫∫

S

δ fz,i E yi dSi (5.5)

EδTy = −
∫∫

S

δ fz,i E x i dSi (5.6)

EδFz =

∫∫

S

δ fz,i dSi . (5.7)
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Inserting Equation (5.4) into Equation (5.5) and simplifying yields:

EδTx = cz

�

Eδαy

∫∫

S

E x i E yi dSi

︸ ︷︷ ︸

Ix y

−Eδαx

∫∫

S

E y2
i dSi

︸ ︷︷ ︸

Ix x

−EδzTCP

∫∫

S

E yi dSi

︸ ︷︷ ︸

A rc,y

�

. (5.8)

The first two surface integrals can be interpreted as the second moments of area Ix y , Ix x > 0
of the contact area A> 0. The third integral contains the position of the center of the contact
area rc,y in E y-direction with respect to the TCP. Equation (5.6) analogously becomes

EδTy = cz

�

− Eδαy

∫∫

S

E x2
i dSi

︸ ︷︷ ︸

I y y

+Eδαx

∫∫

S

E yi E x i dSi

︸ ︷︷ ︸

Ix y

+EδzTCP

∫∫

S

E x i dSi

︸ ︷︷ ︸

A rc,x

�

, (5.9)

with the second moment of area I y y > 0 and the position of the contact surface centroid rc,x

in E x-direction. Using the same relations for the remaining term EδFz leads to the following
linear relation between infinitesimal deformations and respective wrenches:

Eδλ f ,u =





EδTx

EδTy

EδFz



 = cz





−Ix x Ix y −A rc,y

Ix y −I y y A rc,x

−A rc,y A rc,x −A





︸ ︷︷ ︸

U





Eδαx

Eδαy

EδzTCP



 = U Eδx f ,u. (5.10)

The complete information on the foot’s geometry, material stiffness, the effective contact area
(closed contacts), and the coupling between torques and forces is contained in the symmetric
matrix U. It describes the gradient of foot torques/forces with respect to corresponding
movements in a 3D subspace. Using a binary selection matrix S f , the relation can be written
in the full 6D force/motion space of one foot, connecting differential wrenches Eδλ f with
differential motions Eδx f :

Eδλ f =










EδFx

EδFy

EδFz

EδTx

EδTy

EδTz










= ST
f U S f










EδxTCP

Eδ yTCP

EδzTCP

Eδαx

Eδαy

Eδαz










= ST
f U S f Eδx f , (5.11)

with

S f =





0 0 0 1 0 0
0 0 0 0 1 0
0 0 1 0 0 0



 . (5.12)

Lemma 5.2.1. The real-valued contact model matrix U defined in Equation (5.10) is negative
definite for cz > 0, Ix x > 0, I y y > 0, A> 0.

Proof. U is negative definite, if and only if it has only negative eigenvalues. Further, it is real
symmetric and can be decomposed to

U = Q M QT , (5.13)
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with the orthogonal matrix Q. M is in diagonal form and contains the eigenvalues of U on
its diagonal:

M = cz





−I ′x x 0 0
0 −I ′y y 0

0 0 −A



 . (5.14)

Geometrically, this form is obtained by rotating the coordinate axes into the second moment
of the contact area’s principal axes and shifting the coordinates to the surface’s centroid.
From the assumptions directly follows that U is negative definite.

The inverse contact model is given by

Eδx f ,u = U−1
Eδλ f ,u (5.15)

Eδx f = ST
f U−1 S f Eδλ f (5.16)

U−1 =
1

det(U)





I y y − Ar2
c,x Ix y − Arc,x rc,y Ix y rc,x − I y y rc,y

Ix y − Arc,x rc,y Ix x − Ar2
c,y Ix x rc,x − Ix y rc,y

Ix y rc,x − I y y rc,y Ix x rc,x − Ix y rc,y −1
A(I

2
x y − Ix x I y y)



 (5.17)

det(U) = cz(I
2
x y − 2AIx y rc,x rc,y + AIx x r2

c,x + AI y y r2
c,y − Ix x I y y).

The contact surface parameters used for LOLA are depicted in Table 5.1. The geometry pa-
rameters are calculated for a full foot contact (all four pads). The stiffness is parametrized to
cz = 1.9×107 N/m3 and matches the properties of LOLA’s compliant foot sole. This assumption
of infinitely stiff ground is used for all experiments conducted as part of this thesis, as the
mechanical properties of the environment are assumed unknown.

Limitations of the model The proposed contact model has a set of limitations, which are
shortly addressed in this paragraph. First of all, the model is linear, which seems like a severe
restriction for real-world applications. In the context of its use as a gradient for (adaptive)
feedback control loops, however, nonlinear effects play a secondary role. The deformations
are typically small, and the control law treats deviations as disturbance, which effectively
leads to a linear approximation of the real contact. Besides, nonlinear models generally take
more parameters, which need to be estimated for an unknown environment.

The contact model does consider the geometry of the contact surface. It does, however,
not describe any contact dynamics caused by involved masses. The dynamics are separately
considered because it is not only influenced by contact parameters but also the pose of the
robot, see Section 5.2.2.

A further limitation of the model is the neglect of damping. There are several reasons for
this design choice: (1) The actual damping is hard to estimate. (2) A wrong estimation for
the damping may even be worse than not considering damping at all. (3) As the proposed
force control acts on velocity-level, disturbances caused by damping effects are already effec-
tively mitigated. (4) Damping information is only relevant in combination with the contact
dynamics, which depend on the robot’s configuration, see Section 5.2.2.

Reference Ix x [m
4] I y y [m

4] Ix y [m
4] A [m2] rc,x [m] rc,y [m]

One Pad centroid 8.854× 10−7 2.559× 10−6 0.0 4.25× 10−3 0.0 0.0
Full Foot TCP 1.264× 10−4 3.206× 10−4 0.0 0.017 -0.096 0.0
Toe Only TCP 6.318× 10−5 5.118× 10−6 0.0 8.5× 10−3 0.0 0.0

Table 5.1: Contact model parameters for a single pad, full foot contact, and toe-only contact of LOLA’s feet.
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Finally, the coupling of the feet in the double-support phase is neglected, i.e., influences
caused by the other foot’s contact control are not explicitly modeled. Simulations with LOLA

have shown that a coupled contact model is less effective because this leaves less DoFs for
the contact controllers.

5.2.2 Influences from Unilateral Contact Dynamics

Unlike the static case, a foot or hand contact’s dynamic properties are only defined in con-
nection with the floating-base dynamics and the structural dynamics between actuators and
the contact. This is due to the contact’s unilateralism, which requires the simultaneous con-
sideration of the floating-base movement, the inertia of the connected structure, and the
mechanical contact properties. The resulting dynamics depend on the configuration of the
robot, can include nonlinear effects, e.g., caused by friction, and are greatly influenced by
the previously unknown contact parameters. Instead of using a comprehensive model of the
system — with partially unknown parameters — the experimentally identified contact dy-
namics (see Section 3.8.2) are analyzed concerning their uncertainty in different scenarios.
The examined plant Pcontact(s) also contains the actuator dynamics.

Figure 5.2 depicts experimentally identified transfer functions from vertical velocities of
one foot to the resulting vertical forces on the same foot for different configurations and
contact properties. From all directions of the full MIMO plant Pcontact(s), this is the one with
the highest uncertainty. Further plant directions are depicted in Appendix C. Several direct
observations can be made from the transfer functions:

• especially the double-support plants show multiple resonance/anti-resonance pairs at
low frequencies (1–10 Hz)

• all resonances/anti-resonances are shifted to lower frequencies on soft ground, i.e.,
there are no fixed eigenfrequencies observable both on soft- and hard ground

• the static gain decreases for softer ground

• there are significant differences of the plant for single and double support

Furthermore, the static gains

Pu = lim
s→0

S f Pcontact(s)S
T
f U−1

full (5.18)

calculated with the assumed inverse contact model U−1
full for full foot contact should theoret-

ically equal identity. However, Pu calculated from the experimental plant estimates is not
even diagonal. This can be explained with a caused floating-base inclination when the feet
are excited at low frequencies. The inclination also changes the feet’s actual contact surface
and thus the contact model matrix U. Consequently, there is an uncertainty in the parameters
of U even on level ground, where full surface contact is possible. The following additional
hints are known from the structure of the contact problem:

• the contact is defined by a series connection of LOLA’s compliant foot sole and the
ground; the total stiffness may, therefore, only be less than the known foot sole stiffness

• the combined damping of foot sole and ground has an upper bound defined by the foot
sole; thus, the low damping of LOLA’s foot sole reduces the uncertainty of the total
contact damping (ground damping must be lower to have an effect)

• for lower stiffness, the damping ratio increases for fixed damping property of a material;
low-stiffness materials often have high damping.
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Figure 5.2: Estimated measured transfer functions from vertical foot velocity to vertical contact forces

−Pcontact,3,3(s) for double support (ds), double support on soft ground (ds soft), and single support (ss). In ad-

dition, a magnitude-squared coherence estimate is shown. The foot velocities and contact torques have inverted

directions (see Section 3.4.2). Thus, the transfer function to negative contact forces is shown to avoid unintuitive

phase readings. A positive phase does not violate physical consistency due to the velocity-level plant input.
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is reduced up to a factor of 25, the damping up to a factor of 2. The plot displays a subset of all possible uncertainty

transfer function points to visualize the estimated plant uncertainty over frequency.

Combining the observations from the experiments with known clues, the uncertainty in
the contact dynamics can be modeled for a wide range of real-world contacts. The expected
uncertainty for contacts ranging to 1/25 of the foot-sole stiffness and 1/2 of its damping is
shown in Figure 5.3. This uncertainty model is generated from a white-box system descrip-
tion of the estimated transfer function in double support. The parameters of this system are
randomly varied according to the known constraints, which yields the set of possible transfer
functions, i.e., the uncertainty model.

The uncertainty model already shows several beneficial plant properties for a robust con-
trol design. First, the infinity norm of the uncertain plant is bounded, and the supremum
is located at low frequencies, where sufficient phase-reserve is available. Second, all anti-
resonances and resonances are only shifted without swapping their place. Thus, the location
of the critical phase is also only shifted.

A theoretical stability analysis conducted in Section 5.2.4 supports the observations of
these experimentally identified and stability-related properties.

5.2.3 Robust Hybrid Force/Motion Control Approach

Following the deployed IK approach, the proposed force control scheme modifies the velocity
of a foot to achieve the desired contact wrench Eλ f ,d. Generally, higher-order derivatives
(acceleration-level, for example) are possible, yet this reduces the reachable bandwidth in
trade for smoother trajectories. Every foot has a dedicated controller, which acts indepen-
dently of the other foot’s controller. Only a subspace of the full foot task-space vector — see
the contact model in Section 5.2.1 — is used for force control; the rest is motion-controlled,
which makes it a hybrid force/motion control scheme [54]. Furthermore, the control mode
of a foot changes from hybrid force/motion control to pure motion control at the beginning
of the swing phase. This switching of control modes is based on the control mode blending
factors β . The basic control design has previously been published in [295].

Starting from a first-order error dynamics

E ė f + Gλ Ee f = 0 with Ee f = S f Eλ f ,d − S f Eλ f ,m (5.19)
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in the subspace of the contact model Equation (5.10) and the scalar gain Gλ ∈ R>0, a relation
for the desired change of contact wrenches Eδλ̇ f ,u ∈ R3 results:

Eδλ̇ f ,u = S f Eλ̇ f ,d + Gλ(S f Eλ f ,d − S f Eλ f ,m). (5.20)

The wrench distribution, see Section 4.3, does not provide the derivative of the desired
wrench Eλ̇ f ,d. Thus, a discrete derivative implementation is used for the feedforward part

Eδλ̇ f ,u = Gd ddt(Tl , S f Eλ f ,d) + Gλ(S f Eλ f ,d − S f Eλ f ,m), (5.21)

with the filter time-constant Tl > 0 and additional gain 0 < Gd < 1. This feedforward gain is
required to limit the amplification of noise inserted from the balance controller.

From the definition of the contact model in Section 5.2.1 follows a relation between
changes in the contact wrenches and corresponding motion gradients of the foot. Hence, the
control law for the ground reaction forces follows from the combination of Equation (5.15)
and Equation (5.21):

Eδv f ,u = U−1
�

Gd ddt(Tl , S f Eλ f ,d) + Gλ (S f Eλ f ,d − S f Eλ f ,m)
�

. (5.22)

For now the contact model matrix U−1 is constant and parametrized with the geometry of the
total foot surface. Furthermore, it is assumed that U−1 contains all (static) coupling effects
between the individual wrench directions.

5.2.4 Robust Stability Analysis

The relatively simple approach described above provides robust stability of the contact force
control loop, which is proven in the following. In this section, the work in [295] is extended
via a robust stability analysis. Only the force-controlled subspace of the full MIMO plant
Pcontact(s) is considered in the following with

Pcontact,u(s) = S f Pcontact(s)S
T
f , (5.23)

see the definition of the contact model in Equation (5.10). The other directions are not
affected by the force controller, but result from the planned position trajectories of the feet,
see also Section 5.2.1. The plant of the force controller — refer to Figure 3.9 — can be
separated into an integrator, the actuator dynamics, the mechanical system, and the constant
contact model matrix Ū:

Pcontact,u(s) = Ū Pmech(s)Pact(s)
1

s
. (5.24)

It is assumed that the joint actuator control is asymptotically stable; the mechanical system
is a real passive system.

Lemma 5.2.2 (see [190, p.228]). Let the transfer function P(s) with static part

Ps = lim
s→0

P(s), (5.25)

describe an asymptotically stable time-invariant MIMO plant with equal number of inputs and
outputs k. Further let P be a closed negative feedback loop consisting of P(s) and an integral
controller

C(s) = a K
1

s
(5.26)
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with scalar gain a, matrix gain K ∈ Rk×k, and the complex frequency parameter s. Then, the
closed loop system

PP(s) = P(s)C(s) (I + P(s)C(s))−1 (5.27)

is asymptotically stable for an interval 0< a ≤ a+, if and only if

Re{λi{Ps K}}> 0, i = 1, 2, ..., k, (5.28)

where λi are the eigenvalues of Ps K .

Proof. The lemma is proven in [190, p.228].

Theorem 5.2.3. Let

P(s) = Ū Pd(s)
1

s
(5.29)

lim
s→0

Pd(s) = I (5.30)

||Ū|| ≤ ||Ū+||, (5.31)

be an uncertain time-invariant MIMO plant with equal number of inputs and outputs k, asymp-
totically stable dynamics Pd(s), bounded uncertain coupling matrix Ū ∈ Rk×k, and the complex
frequency parameter s. Further let P be a closed negative feedback loop consisting of P(s) and
the controller

C(s) = U−1 G, (5.32)

with gain G ∈ R>0 and the matrix U−1 ∈ Rk×k. Then there exists a gain value G which makes
the closed loop system P of the uncertain plant asymptotically stable, if and only if

Re{λi{Ū U−1}}> 0, i = 1,2, ..., k. (5.33)

This includes the special case

Ū U−1 = p I , (5.34)

for some 0< p < p+.

Proof. By rearranging, the plant and control law can be rewritten to

P(s)′ =
Ū

||Ū|| Pd(s) (5.35)

C(s)′ = ||Ū||U−1 G
1

s
, (5.36)

without changing the open loop system P(s)C(s) = P(s)′C(s)′. From Lemma 5.2.2 immedi-
ately follows asymptotic stability of the closed loop system for some ||Ū|| ≤ ||Ū+||, if and only
if Equation (5.33) holds.

Corollary 5.2.3.1. Theorem 5.2.3 shows that there exists a gain Gλ for the control law in
Equation (5.22), which makes the closed-loop with plant Equation (5.24) asymptotically stable
for any bounded contact ||Ū|| ≤ ||Ū+||, if the assumed contact geometry matches the real one,
i.e., Ū U−1 = p I for some 0< p < p+.

This means that only an upper bound on the contact stiffness is required for robust sta-
bility in the case of a known contact surface. The following considerations show that contact
surface equality is actually not required in general.
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Lemma 5.2.4. The product A B of two symmetric positive definite matrices A and B has only
real positive eigenvalues.

Proof. B has a positive definite square root B1/2 with

B1/2 B1/2 = B, (5.37)

and the matrix B1/2 A B1/2 is consequently also positive definite. Due to similarity transfor-
mation A B has the same real positive eigenvalues as the positive definite matrix B1/2 A B1/2

[18, p.256]:

A B = A B1/2 B1/2 = B−1/2 (B1/2 A B1/2)B1/2. (5.38)

Theorem 5.2.5. There exists a gain Gλ > 0 for the control law in Equation (5.22), which
makes the closed-loop with uncertain plant Equation (5.24) asymptotically stable for all bounded
contacts ||Ū|| ≤ ||Ū+||, i.e., bounded stiffness and surface area, if Ū, U−1 match the structure
defined by Equations (5.10) and (5.17) with arbitrary parameters.

Proof. From Theorem 5.2.3 follows that the control loop is asymptotically stable, if and only
if

Re{λi{Ū U−1}}> 0, i = 1, 2,3. (5.39)

The assumed inverse contact model U−1 uses a contact model matrix U with different pa-
rameters than Ū. From Lemma 5.2.1 follows that −Ū and −U are symmetric positive definite
matrices. Furthermore, the inverse of −U is again symmetric positive definite. From Lemma
5.2.4 follows (−Ū) (−U)−1 = ŪU−1 has only real, positive eigenvalues.

Unfortunately, Theorem 5.2.5 can not be used to make a statement on the (asymptotic)
stability when ˙̄U ̸= 0, i.e., when the contact surface or stiffness changes. Nevertheless, ˙̄U ̸= 0
is limited to the quite short contact transition phase and the changing contact model can
therefore be considered a disturbance of the system. Furthermore, the theorems assume
asymptotic stability of the joint controllers and mechanical system.

Indeed, the described control scheme has been used extensively for LOLA [292, 295] and
has shown its robustness to uncertain terrain, including grass, asphalt, and cobblestone, see
https://youtu.be/cNkQT2SUegE/and https://youtu.be/pmtKv8VEItY/.

5.2.5 Extension via Lag Reduction

In this section, an extension of [295] leading to increased performance is described. The
crossover frequency of the closed loop is limited by the value of Gλ, which in turn is limited
by the intended robustness to the plant’s magnitude uncertainties (the gain scales the open-
loop transfer function). The performance of the control loop can only be increased (at similar
robustness) by increasing the open-loop phase near the crossover frequency.

Lead Compensator A standard way to introduce positive phase shift is the lead compen-
sator, see Figure 5.4. The positive phase-shift has its maximum between the location of the
pole/zero pair of the compensator. In addition, the lead compensator amplifies higher fre-
quencies to compensate magnitude roll-off. Per definition, a lead compensator introduces

https://youtu.be/cNkQT2SUegE/
https://youtu.be/pmtKv8VEItY/
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Figure 5.4: Bode diagram of a lead compensator
g s+1
Tl s+1 for Tl =

1
2π30 Hz and different gains g.

phase lead (positive) and reduces the lag (negative phase) of a system. With a first-order
lead compensator, the force control law (Equation (5.22)) in Laplace domain changes to

C(s) =
sX f ,u(s)

E f (s)
= U−1 diag

�
Gλ̇ s+ Gλ

Tl s+ 1

�

, (5.40)

with additional derivative gain Gλ̇ ∈ R>0, and filter time constant Tl > 0. In theory, higher
order lead compensators can be used. This, however, also puts higher demands on the signal-
to-noise ratio of the sensor signals. The implementation in discrete time domain with the
already described feedforward approach yields

Eδλ̇ f ,u = Gd ddt(Tl , S f Eλ f ,d) + Gλ̇ ddt(Tl ,S f Eλ f ,d − S f Eλ f ,m)

+ Gλ lpf1(Tl ,S f Eλ f ,d − S f Eλ f ,m), (5.41)

Eδv f ,u = U−1
Eδλ̇ f ,u. (5.42)

The value of the lead-compensator time constant Tl also depends on the noise and quanti-
zation of the measured contact wrenches. Ideally, Tl is placed to get the maximum phase
shift in the critical frequency range 7–15 Hz. However, this requires very low values of Tl

with accompanying high sensor noise amplification. Experiments with different values for
the lead-compensator gain are described in Section 5.2.7.

Robust Stability Discussion The lead-compensator does not contain poles near the imagi-
nary axis nor poles with positive real part. With higher gains, the corresponding poles of the
closed loop move to the left. This means Theorem 5.2.5 on the asymptotical stability of the
closed loop applies unchanged to the modified control law Equation (5.41), if and only if the
gain Gλ̇ < l+ is bounded with some l+ > 0 [190].

5.2.6 Time-Integration and Tuning

The control scheme modifies the trajectories calculated from the balance control module de-
scribed in Chapter 4. For each foot f , a foot velocity modification is calculated based on a hy-
brid force/motion control scheme (see Appendix A.5) and the control effort Equation (5.42):

E∆v f ,λx[n] = hybridCtl
�

β f , ST
f Eδv f ,u, E∆x f ,λx[n− 1]

�

, (5.43)

with the control mode blending factor β f , the contact model selection matrix S f (see Equa-
tion (5.12)), and the integrated modifications from the last time step E∆x f ,λx[n − 1]. The
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quantities are described in the end-effector FoR E to match the definition of the contact
model. The time-integration of the foot’s velocity modification is done via

E∆x f ,λx =

�

intA
�

[I3 03×3] E∆v f ,λx , W AE

�

int
�

[03×3 I3] E∆v f ,λx

�

�

. (5.44)

The translational modification velocities are transformed to the W FoR before integration to
keep the modification constant in the world FoR when the orientation of the foot changes.
For the rotations, the modifications are integrated in the foot-attached FoR. Note that the
integration of rotational velocities is only approximative, see Appendix A.2. Finally, the foot
modifications E∆x f ,λx for both feet are applied to the input trajectories of the contact control
module to get

�

X ′d, V ′d
�

= E modifyAll f

�

Xbl, Vbl, E∆x f ,λx , E∆v f ,λx

�

. (5.45)

Common-Mode Rejection Equations (5.43) to (5.45) are generally sufficient to modify the
task-space trajectories based on the contact force control efforts. However, a characteristic
caused by the unilateral contact is the indifference of the contact wrenches to common verti-
cal modifications of both feet in the same direction. In stillstand, the force controllers may, for
instance, set a constant vertical velocity on both feet based on model or sensor inaccuracies,
which causes a drift of the robot’s pose, but does not influence the contact forces.

Although this drift is compensated by CoM tracking and inclination control (see Chap-
ter 4), the time-integration of CoM tracking and contact force controllers uses different inte-
grators and only the sum of the modifications is zero. Due to the large values, inaccuracies
may occur in the final trajectories. Consequently, the contact control approach should not
accumulate vertical modifications of the feet that point in the same direction. To avoid this
effect, the common-mode translational modification for foot f is calculated:

E∆zcm, f ,λx =
ez

T

1+ β f̌

��

I3 03×3

�

E∆x f ,λx + β f̌

�

EAĚ 03×3

�

Ě∆x f̌ ,λx

�

. (5.46)

This quantity is the β-weighted sum1 of the vertical modifications of both feet, represented
in the FoR of foot f . It describes the share of both feet’s vertical modifications with the same
sign. Consequently, the control approach should minimize this common-mode modification.
To achieve this, Equation (5.43) is modified to yield

E∆v f ,λx[n] = hybridCtl

�

β f , ST
f Eδv f ,u −

E∆zcm, f ,λx[n− 1]

Tdecay

�

ez

03

�

, E∆x f ,λx[n− 1]

�

, (5.47)

with the common-mode decay time constant Tdecay > 0.

Tuning The parameters of the control approaches described above must be tuned experi-
mentally on the real robot. At first, Gλ̇ = 0 is used and the gain Gλ is slowly increased until
a desired stability margin or response in the time domain is achieved. It is important to test
the gains during walking and with different step parameters to evaluate the performance
in single- and double support and different configurations. Moreover, tuning must be done
on stiff ground to reach guaranteed stability of the gains for all ground stiffnesses. When a
suitable Gλ is found, Gλ̇ is increased until either the performance of the controller decreases,
or the noise propagated to the actuators leaves acceptable ranges. The noise amplification
can additionally be adjusted via the filter time constant Tl . The decay time constant Tdecay
should be set to relatively high values to avoid performance degradation and is chosen to
Tdecay = 1.0 s in this thesis.

1The weighing is imperfect as the expression is not weighted with β f to avoid division by zero, assuming β f =

1. In practice, this does not make a difference as common-mode rejection is only relevant when βLF = βRF = 1.
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Gλ̇ W eCoM
Tx ,RMS [Nm] W eCoM

Ty ,RMS [Nm]

0 29.7 12.9
0.1 28.7 10.6
0.15 29.6 10.7
0.2 29.4 10.2

0.3 30.0 10.6
0.4 28.6 10.3

Table 5.2: The RMS contact torque tracking errors for walking on the spot with Gλ = 24s−1 and different lead

compensator gains. Bold values represent the optimum of a column.

5.2.7 Experimental Validation

The contact force control scheme is experimentally evaluated on LOLA, performing measure-
ments while the robot is stepping in place — standard forward walking imposes higher distur-
bances on the robot and may cause timing imperfections on the contacts. The more periodic
and reproducible stamping motion is chosen because only the contact controller’s perfor-
mance shall be evaluated. Vertical accelerations of the CoM are deactivated with GCoM = 0 to
isolate effects of the contact controllers. The gain Gλ is determined as indicated in the previ-
ous section. For the feedforward term, a relatively low value Gd = 0.05 is required on LOLA

due to the numerical differentiation of wrenches calculated from IMU measurements. Higher
values propagate noise and vibrations to the force controllers and do not provide substan-
tially higher performance. The filter time-constant for lead compensator and feed forward
term is chosen to Tl =

1
2π20.0 Hz .

The total CoM wrench RMS tracking errors for different lead compensator gains are de-
picted in Table 5.2. Small values for Gλ̇ already reduce the tracking errors of torques around
the x- and y-axis by 3.4 % and 17.8 % respectively. Higher values do not further improve the
tracking errors or even lead to worse results. Further, low gain values have the advantage of
reduced noise amplification. Consequently, Gλ = 24 s−1, Gλ̇ = 0.1 is selected for the foot con-
tact controllers. These values are consistently used in all experiments described in this thesis.
The relatively high torque tracking error around the x-axis compared to the error around the
y-axis can be explained with the robot’s configuration. Timing imperfections (late contacts)
primarily cause torque errors around the x-axis because the feet are aligned along the y-axis
when stepping in place. Exemplary desired and actual contact wrenches for a foot during the
stamping motion are visualized in Figure 5.5. It is noticeable that the vertical forces contain
(damped) oscillations, evident in the single-support phase. These vibrations are discussed in
detail in Section 4.5.

The validity of the proposed contact model has been experimentally evaluated on LOLA

2020 (fig. 2.1c) via comparison with the previous approach presented in [38]. For a default
walking gait with an unexpected obstacle of 4 cm height, the RMS tracking errors of the
total CoM torque were compared. For similar target error dynamics, the method with the
proposed contact model has reached a 3 % and 9 % improvement of torque tracking for x-,
and y-axis, respectively. The experiment uses a different task-space definition and slightly
different implementation of the force control scheme than the method described above. For
more information, refer to [295]. Unfortunately, a comparison on up-to-date hardware is no
longer possible due to irreversible soft- and hardware changes. In all described experiments
in the context of this thesis, the proposed force control scheme is active. Further experiments
with this method are described in several other parts of this work, notably in Chapter 7.
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Figure 5.5: Desired and actual contact wrench on the right foot for stamping on stiff ground.

5.2.8 Discussion in the Context of Related Work

Fujimoto and Kawamura [86] initially proposed using a hybrid position/force control scheme
for the foot torques to track a ZMP reference. Hybrid position/force control was originally
formulated for torque-controlled manipulators [54]. The application to position-controlled
robots led to the development of hybrid position/force control with inner position-loop [274].
This control scheme is deployed in a large number of position-controlled humanoid robots.
[135] uses a 2-DoF force controller for the ground reaction torques. The controller maps
errors in the contact torques to the joints’ velocities and is specified as feedback filters in the
frequency domain. A similar approach with additional position constraint on the modifica-
tions is described in [137]. Nishiwaki and Kagami [211] use acceleration-level feedback to
attain desired ground reaction forces. A quite similar approach with additional position con-
straint is described by [201]. Acceleration-level feedback typically produces smoother output
trajectories, which are easier to follow by the joint controllers. However, that typically comes
at the price of reduced closed-loop dynamics.

The velocity-level force control methods described in the literature are conceptionally
similar to the robust control scheme described in Equation (5.21). However, none of the ap-
proaches described above uses an explicit contact model. Instead, the controllers’ gains are
tuned accordingly, and geometric coupling between individual directions is ignored. Further-
more, explicit contact models provide the possibility to consider the exact contact geometry.
Compared to the previous force control strategy [38] for LOLA, the contact surface with the
ground is parametrized explicitly, which enables the adaptation to partial contact control (see
Section 5.3) and an analysis of stability.

The proposed contact model was first published in 2017 [295]. In parallel, a similar
control approach was proposed in [228], using a velocity-level force controller with contact
model matrix to approximate a static nonlinear footsole model. Still, this contact model is
static and not explicitly parametrized with the contact geometry.

Although the basic velocity-level force control concepts for bipeds have often been used in
many publications, the robustness has, to the author’s best knowledge, not been investigated
concerning contact stiffness- and contact surface uncertainties. There is, however, literature
on robust control design for torque-controlled quadrupeds [79]. Also, the work at hand
investigates the effect of an additional lead compensator on the robustness and performance
of contact force control for bipeds. Of course, the presented methods only apply to biped
robots with position-controlled joints. A theoretical comparison of differences and similarities
to robots with torque-controller joints is given in Section 7.5.
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The robustness of the presented force controller to contacts with arbitrary mechanical
properties is remarkable and has been proven through experiments and theoretical consider-
ations. It is commonly known that such control schemes with force/position causality2 may
suffer from instability problems for very stiff contacts. However, the results show that if the
total stiffness to the environment is limited, for example, by having a compliant element
in series, and the controller is tuned for the maximum contact stiffness, the control loop is
robust to all possible contacts. This also applies to robot manipulators, see [294].

Interestingly, some desired properties on the compliant contact material can be inferred
from the theoretical and experimental analysis. First of all, the material should provide
sufficiently high internal damping, which is usually the case for softer materials. Regarding
the stiffness, the following trade-offs have to be kept in mind: On the one hand, a low
stiffness has an advantage regarding impacts with the environment. On the other hand, a
low stiffness puts higher demands on sensors and actuators (required higher gains) for a
predefined closed-loop crossover frequency. Due to nonlinear (sensor) effects, the stiffness
optimization will most likely require comparisons of the closed-loop performance. Note that
the gains must be re-tuned for different materials.

A disadvantage of the control method’s robustness is a reduced force tracking performance
for soft grounds of unknown stiffness. One possibility to reduce this tradeoff is presented in
Section 5.4.

5.3 Sensor-Based Contact Model Updating

Usually, full foot contact with the environment is assumed for force-control approaches on
humanoid robots. However, in scenarios with partial contact between the robot’s feet and
the ground, the actual contact dynamics can differ. Based on the contact model and control
scheme introduced in Section 5.2, a new approach to consider the shape and location of the
actual contact surface in the ground reaction force-control scheme is proposed. The general
approach has previously been published in [292]. It is migrated to the improved force control
concept with lead compensator and re-validated on current hardware of LOLA. Moreover, the
viability of the concept in combination with a tactile foot sole is validated in simulation.

5.3.1 Control Concept

In Section 5.2, the inverse contact model matrix U−1 is considered constant, which enables
robust stability for varying contact surfaces. However, when the actual contact surface is
smaller than the foot, the performance of the controller degrades due to the lower wrench
gradient w.r.t. foot movements. Thus, the contact matrix must be time-varying with a distinct
representation U−1

f
(t) for each foot f to mitigate these limitations. Equation (5.15) then

changes to

Eδx f ,u = U−1
f (t) Eδλ f ,u. (5.48)

Differentiating this relation with respect to time yields

Eδv f ,u = U̇
−1
f (t) Eδλ f ,u +U−1

f (t) Eδλ̇ f ,u. (5.49)

2Often also called admittance control, although strictly speaking no admittance model is used for the control
but direct force control with arbitrary reference trajectory.



5.3 Sensor-Based Contact Model Updating 113

The first term of Equation (5.49) leads to practical problems for the controller design. De-
pending on the contact transition (opening, closing), U̇

−1
f may either be positive or negative

definite. Furthermore, there are no known limits for the matrix norm ||U̇−1
f || (contacts may

open and close very fast), which may cause unbounded positive feedback and potential in-
stability of the system. Besides, the derivative of the contact surface can not be directly mea-
sured. Consequently, only feedback via the (time-dependent) inverse contact matrix itself is
applied:

Eδv f ,u = U−1
f (t) Eδλ̇ f ,u. (5.50)

The only difference to the control laws described in Section 5.2.3 is the time dependency of
U−1

f
(t). In the following sections, techniques for the computation of the time-varying contact

model from sensor data are proposed.
In the case of a quasi-static plant and controller with Ū f , U−1

f
piecewise constant, some

statements on the stability of the concept can be made. From Theorem 5.2.5 follows the
existence of a stable gain for each U−1

f
(t), but the gain then also depends on the time. For all

combinations of actual and assumed contact geometry, the circular gain of the overall system
must be below an arbitrary threshold for the controller to be stable with a constant set of
gains. As a result, U−1

f
(t) must additionally be bounded with some ||U−1

f
(t)||< ||U−1

f

+||. This
means that the assumed contact area must have a lower positive bound for robust stability
when the gain is tuned for the lowest contact area. However, gain tuning is usually done for
full surface contact. To achieve robust stability for this parametrization, the more restrictive
condition ||Ū f (t)U

−1
f
(t)|| ≤ 1 must hold for U−1

f
(t). In other words, this means the actual

contact surface must be less or equal to the assumed contact surface in the inverse contact
model.

In the transient case with ˙̄U f ̸= 0 and U̇
−1
f ̸= 0, statements about the system’s stability

are difficult, as uncertain plant and controller then describe time-varying MIMO systems.
However, the transitions can be considered as disturbances on the system due to their short
duration.

5.3.2 Contact Surface Estimation

For this section, the foot contact geometry is measured based on the state of the discrete
contact switches located in each foot pad of LOLA, see Section 2.1.1. Vast parts of this section
have previously been published in [292].

Once a switch is closed, full contact of the corresponding pad with the ground is assumed.
When no switch is closed, full contact at all pads of the foot is assumed (the contact model
must be parametrized with some A > 0). The switches are far from being ideal contact
indicators; they do not trigger when the foot is inclined relative to the contact surface, and
there is a certain threshold of ≈ 30 N for activation. Therefore, the raw sensor signal per foot
is enhanced with information from the FT sensors. Figure 5.6 shows the whole pipeline from
the raw sensor signals to the final contact geometry matrix U−1

f
(t). It is separated into several

modules, which are described next. Each foot has a separate pipeline with an independent
estimation.

Contact State Enhancement This module contains several steps to improve the quality of
the raw sensor contact state. For every foot, an enhanced contact state is calculated to get a
more realistic representation of the actual contact geometry.
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Figure 5.6: The contact geometry estimation pipeline based on discrete contact switches [292].
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Figure 5.7: Top-down view of the foot with its four pads [292]. Grey pads have already been detected as closed

contacts in these three exemplary states. The boundaries (red, blue) for the CoP-based enhancement of the

contact state are defined by the pad geometry and a margin d. If the location of the CoP crosses a boundary in

the direction of the corresponding arrow, the pads pointed to are treated as closed contact in the enhanced sensor

state.

First, a contact closing delay is applied to the sensor data, i.e., a contact state must be
active for a certain duration ∆td,c = 0.02 s until it is captured in the enhanced state. This
applies only to the initial foot contact with the environment. This logic’s main purpose is to
prevent erroneously detected partial contact situations in the first milliseconds after contact
due to delayed activation of the contact switches.

Second, contacts may only close based on sensor data but not open again. This assump-
tion is necessary, as the contact sensors’ discrete nature otherwise leads to instabilities caused
by the permanent transition between closed and open contact states. Therefore, if a pad con-
tact was closed in the past, it remains closed in the enhanced state. The enhanced state is
reset to zero — i.e., no contact — in the corresponding foot’s swing phase.

Finally, the calculated position of the CoP is fused with sensor data from the contact
switches to detect contact-closing transitions faster and more reliably. Based on the full 6-axis
data from the FT sensor, the location E rCoP, f of the CoP in the foot plane is calculated. Note
that this is the CoP per foot, not the overall CoP of both feet. Sensor noise and acceleration
of the foot mass can falsify the calculated E rCoP, f . Therefore the module is only active when
the foot load is higher than 30 % of the robot’s weight.

The algorithm works with geometric margins for the current CoP and therefore requires
at least one contact sensor of the foot to have detected a contact first. The general princi-
ple is simple and visualized in Figure 5.7: Once the CoP is outside the geometric region of
closed-contact pads, some of the other pads must also be in contact. The algorithm han-
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dles all permutations of the three scenario classes shown there. For classes a) and b), only
one dimension of E rCoP is evaluated for the decision, which is a simplification for class b)
scenarios (two contacts are considered closed by looking only at a single CoP coordinate).
Furthermore, type c) estimation is also simplified, as it does not consider the more compli-
cated actual BoS of the three closed-contact pads. The simplifications make the algorithm
robust against false data, as it tends to overestimate the contact area, which in turn leads to
less aggressive contact force control. Currently, two diagonally opposite closed contacts are
not considered, i.e., the state is not enhanced based on the CoP location in this case.

Geometry Calculation & Filtering The enhanced contact state from the Contact Estimator
is used in conjunction with the known geometry and location of the footpads to calculate
the contact model’s geometry parameters. These consist of the position of the contact area
centroid (E rc,x , E rc,y), the contact area A, as well as the corresponding second moments of
area Ix x , I y y , Ix y relative to the location of the foot’s TCP, see Section 5.2.1. When a pad
contact is closed, the whole area of the pad is considered the contact area.

The contact geometry parameters are then used to actually compute the raw inverse con-
tact model matrix U−1

f ,r(t) for each foot f . As the geometry information is discontinuous due
to the discrete nature of the contact switches, the raw matrix is then filtered with a second-
order low-pass filter:

U−1
f (t) = lpf2(T = 0.005s, d = 1.0,U−1

f ,r(t)). (5.51)

The filter is applied element-wise, i.e., every matrix element is filtered independently. This
step represents the end of the contact estimation process, and the resulting contact model is
used for the control approach described above.

5.3.3 Limitations & Implementation

It becomes clear from the contact estimation pipeline that U−1
f
(t) is bounded — the smallest

assumed contact surface is one footpad. However, the delay in the contact switches may
cause the assumed contact surface to be less than the actual contact surface and the condition
||Ū f (t)U

−1
f
(t)|| ≤ 1 is violated. This can result in stability issues due to increased total open-

loop gain when the gains are tuned for the nominal (full) contact surface.
This trade-off between high performance in the nominal and partial contact cases on the

one side, and stability on the other side, is solved with different gains for partial and full
contact. Equation (5.50) then changes to

Eδv f ,u =
�

U−1
full + Gp

�

U−1
f (t)−U−1

full

��

Eδλ̇ f ,u, (5.52)

with the static full contact model, the additional gain 0 < Gp < 1 and Eδλ̇ f ,u from Equa-
tion (5.41). The approach scales the difference of the inverse contact model to the full
contact with an additional gain to make the control loop robust to delayed contact surface
information. The output of Equation (5.52) is inserted into Equation (5.47) to get the com-
plete contact control law.

5.3.4 Experimental Validation

The method is evaluated in several scenarios where the contact surface is only a part of the
full foot surface. This partial contact is not considered in the planned trajectories for the
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Figure 5.8: Experimental partial foothold scenario with an unexpected, 4-cm-high wooden board. The graph on

the right shows the frontal (left/right) floating-base inclination for walking over this obstacle at a speed of 0.5 m/s

for the reference force controller (ref) and the proposed controller with changing contact model (new). In the

reference, the robot inclines further and falls.

robot, i.e., it is unexpected. In one case, LOLA walks in the direction of an unexpected 4 cm-
high obstacle at a walking speed of 0.5 m/s. The obstacle’s location is chosen to provide only
a partial foothold at the inner side of the right foot, see Figure 5.8. This setup is especially
tricky to overcome because it induces a disturbance directing away from the next stance.
Even stabilization schemes via step modification may fail to compensate such a disturbance
because this requires crossing the feet, which may be kinematically infeasible. The methods
are evaluated with activated vertical CoM acceleration using the parameters3 GCoM = 0.4,
D = 600 Ns/m.

The dynamic contact model gain is set to a relatively low value Gp = 0.05. Although higher
values do not immediately cause instability problems, the contact model’s abrupt changes —
caused by the contact switches’ discrete nature — lead to high accelerations of the feet.
Experiments with LOLA show this reduced gain is already very effective in partial foothold
scenarios. With the reference controller (constant U−1

f
), LOLA fails to overcome the partial

foothold; with the proposed time-varying contact model U−1
f
(t), the disturbance is effectively

mitigated, see Figure 5.8. Once contact with the ground is made, the Contact Estimator gen-
erates an estimate of the actual surface contact from raw contact switch data, see Figure 5.9.
At the time t = 5.48 s, the partial foot contact (the left pads only) with the obstacle is estab-
lished. The raw sensor values are particularly noisy, but the proposed enhanced contact state
utilizing FT sensor data provides a robust estimation. At the time t = 5.90 s, the right side of
the foot makes contact with the ground, closing full contact of the foot. It is noteworthy that
the contact switches do not detect this contact surface change due to the foot’s inclination
relative to the ground. However, the enhanced state reflects this state change, as the location
of the measured CoP leaves the permitted boundaries. The time-varying contact model leads
to a higher effective feedback gain of the force controller during the partial contact. The
resulting faster reaction reduces the time required to return to a full foot contact and results
in lower torque tracking errors, see Figure 5.10.

Various experiments of the approach in heel-only and other side-only contacts indicate
similar behavior for all partial footholds detectable by the contact switches. More exper-
iments related to partial footholds are described in Section 7.1. A comparison with the

3The default parameters given in Sections 4.4 and 4.5 were optimized later and provide even better perfor-
mance.
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reference for walking on flat ground does not show significant differences. The IMU data
indicates a small reduction in the peak-to-peak inclination angles. With time-varying contact
model, the total CoM wrench tracking errors W eCoM

Tx ,RMS, W eCoM
Ty ,RMS change by −2.3 % and +1.9 %

respectively. The changes are not significant with improvements for the x-axis torques and
almost equal deteriorations for the y-axis.

5.3.5 Discussion in the Context of Related Work

There has only been little research on the use of terrain information directly in the ground
reaction force control to the author’s knowledge. One interesting approach uses feet with
four-point contacts and force sensors in every corner to get information on the contact geom-
etry [222]. The work uses a set of foot-motion primitives — entitled environmental modes
— to control the contact forces that affect the ZMP. Furthermore, a strategy for a two-point
contact along the feet’s diagonal axis is proposed to avoid instability if the desired ZMP is on
that axis. Other work proposes two different force sensors at the center and front position
of the foot. Based on the two force sensor readings, a heuristic detects if uneven terrain is
present and lowers the stiffness of a virtual impedance of the ankle joint [331]. The parame-
ters used for the virtual impedance are predefined and switch in a digital way when uneven
terrain is detected. In contrast to the work presented in this thesis, both approaches have
no direct coupling between the contact geometry information and a force control’s contact
model.

Another approach estimates the rough terrain profile based on direct kinematics and the
location of the center of pressure at initial touchdown [330]. The disturbed robot is driven
back to the reference trajectories using kinematic and IMU data. Also, in other work, the
actual CoP is used to determine simple information on the contact state and heuristically
adapt the motion of the robot [217]. However, it is not possible to directly measure the
contact area from the instantaneous CoP information. Nevertheless, it is possible to use an
active exploration mechanism to determine the current contact area from foot movements.
This approach makes the robot ATLAS walk on partial footholds, and even line contacts [324].
Naturally, the exploration of the allowable region for the CoP takes time in contrast to an
instantaneous contact surface measurement. Furthermore, the contribution focuses on the
online generation of specific trajectories for such narrow support regions. In contrast, the
work at hand focuses on realizing already planned contact wrenches when an unplanned
partial foothold occurs.

There is related work on tactile foot soles for biped robots [134, 161, 162, 298], see also
Section 2.4.4. However, contact surface information is, to the author’s best knowledge, not
used for contact force control. [252] describes the use of the measured foot contact area
to determine if a contact is safe. In the case of partial contact, the footstep location is re-
planned. In contrast to the work at hand, the motions are executed quasi-statically, and no
feedback loop is closed over the contact surface information.

The experimental results indicate that the surface-aware force controller’s primary benefit
is a significantly lower duration until full foot contact is established. Just as for all contact
force control schemes presented in this chapter, the motion of the CoM is not changed, which
requires the realization of the contact wrenches intended for full foot contact. Consequently,
the approach fails when a full surface contact can not be achieved, e.g., in the case of a very
high obstacle. The method can be combined with step-modification stabilization schemes
to mitigate disturbances in these cases. For uneven terrain with heights in the robot’s step
height range, the proposed method provides a significant improvement for unexpected partial
contacts. This is despite the coarse estimation of the contact surface via four discrete contact
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Figure 5.11: (a) Partial-contact simulation scenario with small contact surface and the virtual tactile foot. Every

red sphere corresponds to a taxel. The arrows indicate the force on the taxels. (b) Sagittal floating-base inclination

from a simulation experiment with static contact model (ref) and with contact-surface updating from tactile sensor

data (tactile). In the reference, the robot falls in this scenario.

switches. Although the contact switch data is fused with FT sensor data, the contact surface
estimation is delayed due to the contact switches’ activation thresholds.

5.3.6 Contact Surface Estimation using a Tactile Foot Sole

A higher resolution and lower delay for the contact estimations can be achieved using a tac-
tile foot sole, see Section 2.4. Compared to the discrete contact switches, the tactile sensor
triggers already at low contact pressures, see Section 2.3.3, reducing the time required to de-
tect the surface. A simulation model of the tactile foot sole covering nonlinearity, hysteresis,
drift, and taxel-crosstalk is developed in [250]. Based on this model, simulative experiments
with a virtual tactile foot, see Figure 5.11, are conducted for LOLA.

A binary contact state is extracted via thresholding the quotient of the current resistance
to each taxel’s unloaded resistance. This provides binary contact data for every cm2 of the foot
sole, not only for complete footpad areas. From the binary state matrix, the contact model
parameters are calculated. Simulation results considering the full multi-body dynamics of
LOLA support the sensor’s suitability for contact surface detection. The robot overcomes the
obstacle when the contact model is updated based on tactile sensor data; in the reference,
the simulated LOLA falls, see Figure 5.11. However, a direct comparison with the method
using the discrete sensors is not conducted due to a lacking realistic simulation model for the
discrete pad switches. The author expects a performance gain for contact surfaces smaller
than a single footpad. Nevertheless, the opening and closing of contacts occurs very fast,
and the resulting high changes in the contact model put high torque requirements on the
robot’s hardware. A limitation of the contact model change rate seems necessary even for
estimations from a tactile sensor sole.

A different approach to improving the detection of contact surfaces is based on additional
distance sensors or cameras at the feet. Based on such sensor data, the ground topology can
be detected before the contact is made, which enables in-air adaptation of the swing foot
trajectory to avoid early- and late contacts. Initial experiments with foot distance sensors on
LOLA in this direction are promising [258]. An additional advantage of distance sensors is
that the contact surface may be estimated beforehand without the tactile sensor’s delay.
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Figure 5.12: Exemplary MRAC control scheme with reference model for the closed-loop contact control of foot

f . An error between the reference state z f ,ref and the actual state z f causes an adaptation law to modify the

controller gains G f ,s, G f ,c .

5.4 Adaptive Contact Force Control

The control approach described in Section 5.3 uses the sensed contact surface to avoid degra-
dation of the controller performance for partial contacts with the environment. However, the
dynamics of the controller are not adapted to changing ground stiffness. Because the plant
of a soft ground has a lower static gain (see Section 5.2.1), the nominal controller gains lead
to degraded controller performance, i.e., lower crossover frequency of the closed loop. A
straightforward countermeasure is the direct estimation of the mechanical contact properties
with consideration in the inverse contact model Equation (5.15). However, this requires very
accurate information on the positions and orientations of the feet in the inertial FoR. This
is typically difficult due to elasticities in the mechanical structures and joints, and limited
information on the floating-base DoFs [239].

Instead, a different approach is taken: changes of the ground stiffness are detected in-
directly by comparing the contact wrench dynamics to a reference model of the nominal
(stiff) closed-loop dynamics. A direct Model-Reference Adaptive Control (MRAC) scheme
is deployed on each foot to adapt the control law gains when the actual contact wrench
dynamics diverge from the reference model, see Figure 5.12. The design is based on the lag-
compensated contact controller described in Equation (5.41) and combined with the sensor-
based model updating described in Section 5.3. The approach mainly aims at improving
contact control — and therefore robustness of the robot — on soft ground.

5.4.1 Reference Model

The reference model defines the nominal (expected) dynamics of the closed-loop contact
force controller. It calculates a reference state z f ,ref from the desired input state z f ,d. To find
a suitable reference model, the state vector z f must be defined first. The MRAC scheme is
based on time-varying full state feedback of z f , and the structure of this adaptive controller
should match the well-tested approach used in the preceding sections, i.e., Equation (5.41).
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Figure 5.13: Actual contact torque around the x -axis and corresponding torque calculated from the reference

model for one step on hard ground. Note that the models do only match some time after initial contact due to

timing errors and a changing contact surface.

Thus, the following definitions for the actual and desired state are used:

z f =

�

Eλ f ,u

Eλ̇ f ,u

�

=

�

lpf1(Tl , S f Eλ f ,m)

ddt(Tl , S f Eλ f ,m)

�

∈ R6 z f ,d =

�

Eλ f ,u,d

Eλ̇ f ,u,d

�

=

�

lpf1(Tl , S f Eλ f ,d)

ddt(Tl , S f Eλ f ,d)

�

∈ R6,

(5.53)

with time-constant Tl from Section 5.2.7. Note that in theory, any choice of the state vector
is valid. However, the full state vector must be observable from the only measurable variable

Eλ f ,m. In this case, simple filters are used to generate the filtered contact wrench and its
derivative.

The following decoupled second-order system is chosen as reference model for the nomi-
nal closed-loop dynamics of foot f :

ζn⊙ζn⊙Eλ̈ f ,u,ref + 2dn⊙ζn⊙Eλ̇ f ,u,ref + Eλ f ,u,ref = Eλ f ,u,d, (5.54)

where ζn ∈ R3 and dn ∈ R3 are vectors of time constants and damping factors for each direc-
tion of Eλ f ,u,ref ∈ R3 respectively. The parameters of the reference model are obtained from
experiments with the nominal controller on stiff ground and with full foot surface contact. A
state-space representation of the reference model is given by

ż f ,ref =

�
03×3 I3

−diag(ζ̂n⊙ζ̂n) −2 diag(dn⊙ζ̂n)

�

︸ ︷︷ ︸

Aref∈R6×6

z f ,ref +

�
03×3 03×3

diag(ζ̂n⊙ζ̂n) 03×3

�

︸ ︷︷ ︸

Bref∈R6×6

z f ,d, (5.55)

with zT
f ,ref =

�

Eλ
T
f ,u,ref Eλ̇

T

f ,u,ref

�

, and (̂·) the element-wise (Hadamard) inverse. The refer-
ence model is asymptotically stable. To parametrize the reference model, desired and actual
contact wrench measurements are acquired for LOLA walking on flat ground. Time-constants
and damping values are then chosen for a best fit between the reference model output and the
actual contact wrench, resulting in the parametrization ζn =

�

0.01327s, 0.01327s, 0.01769s
�T

,

dn =
�

0.95, 0.9,0.4
�T

. The actual torque around the x-axis of the right foot and the corre-
sponding torque from the reference model are depicted in Figure 5.13 for normal walking on
hard ground.
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5.4.2 Uncertain Plant Description

The design of the adaptive control law requires a state space description of the uncertain
actuator and contact dynamics plant for a foot. For a robot with position-controlled joints,
the actual foot state z̄T

f
=
�
x T

f
v T

f

�

∈ R1×12, i.e., position and orientation of the foot and

their derivatives, follows the desired trajectory ū f = v f ,d ∈ R6 with some dynamics:

˙̄z f = Ā z̄ f + B̄ ū f . (5.56)

From the actual contact model Ū (see Section 5.2.4) follows the relation to the force-controlled
contact wrench:

Eλ f ,u =
�

Ū S f 03×6

�

z̄ f . (5.57)

The dynamics matrix Ā ∈ R12×12 is considered unknown. A decoupled actuator dynamics4 is
assumed with input matrix structure:

B̄ =

�

06×6

I6

�

. (5.58)

Note that the system can have a maximum relative degree of two, which reduces the approx-
imation of the actuator dynamics to a single pole. This restriction comes from the definition
of the system state. Higher-order models for the plant require a larger state vector with
resulting high effort for the design of a state observer.

The state vector of the uncertain plant description must match the definition used for the
reference model above in order to use it for an adaptive controller. In the following, the
system is transformed to a suitable formulation. Note that the input and output of the state
space model must not match the physical ports of the system. Using the transform

z f =

�

Ū S f 03×6

03×6 Ū S f

�

︸ ︷︷ ︸

L

z̄ f , (5.59)

the plant can be written with the state z f . Furthermore, the control input of the plant is
shifted to match the output of the robust force control Equation (5.41) with inverse contact
model U−1:

ż f = L Ā L−1
︸ ︷︷ ︸

A∈R6×6

z f + L B̄ ST
f U−1

Eδλ̇ f ,u. (5.60)

It is further known that the robust force-control feedback is linear in the gains Gλ, Gλ̇. Con-
sequently, the system’s input is further shifted to

ż f = A z f + B diag(Ξ)u f (5.61)

Eλ f ,u =
�

I3 03×3

�

z f , (5.62)

where the input matrix B ∈ R6×6 now contains the actual contact Ū, the inverse contact
model U−1, and the nominal gains Gλ, Gλ̇:

B = L B̄ ST
f U−1

�

I3 Gλ I3 Gλ̇
�

(5.63)

=

�

03×6

Ū U−1
�

I3 Gλ I3 Gλ̇
�

�

. (5.64)

4Due to the high gear ratios of the robot, the mass matrix of the dynamic system is diagonally dominant. In
combination with the decentralized joint controllers, the closed-loop actuator dynamics are largely decoupled.
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This selection of the system input has two advantages: First, it allows the straightforward in-
tegration of sensor-based contact surface data, see below. Second, the nominal state feedback
matrices become identity matrices.

Moreover, an unknown positive definite diagonal uncertainty diag(Ξ) ∈ R6×6 is introduced
to the left of uT

f
=
�
uT

f ,λ u̇T
f ,λ

�

∈ R1×6. It is directly related to an uncertainty in the diagonal

entries of Ū U−1 — an unmatched ground stiffness, for example. The plant uncertainty may,
however, also cover differences of the plant between single and double support.

5.4.3 Adaptive Control Law

In the following, an adaptive control law based on a direct MRAC scheme is derived for
the uncertain contact dynamics. In contrast to indirect MRAC, where the uncertain plant
is estimated first, directly the gains of the feedback controller are adapted. The control
scheme provides asymptotic tracking of the reference model, i.e., the closed-loop dynamics
are adapted via the gains to match the reference-model dynamics. Comprehensive literature
on the subject can, for example, be found in [209]. Let the adaptive controller with time-
varying gains be defined as

u f = G f ,c(t) z f +G f ,s(t) z f ,d. (5.65)

Provided there exist gains G f ,c∗ ∈ R6×6, G f ,s∗ ∈ R6×6 for the unknown A, and uncertainty
diag(Ξ) such that

A+ B diag(Ξ)G f ,c∗ = Aref (5.66)

B diag(Ξ)G f ,s∗ = Bref, (5.67)

then an adaptive control law to reach this equality with the reference model is given by

Ġ
T

f ,c = diag(Γ c) z f eT
f ,z Y B (5.68)

Ġ
T

f ,s = diag(Γ s) z f ,d eT
f ,z Y B (5.69)

e f ,z = z f ,ref − z f , (5.70)

where Γ c, Γ s parametrize the adaptation rates for each direction of z f , z f ,d, and Y solves the
Lyapunov equation

Y Aref + AT
ref Y = −Q (5.71)

for the reference-model state matrix Aref, and Q some positive definite matrix [209]. The
adaptation law requires the knowledge of the input matrix structure B, which, however,
depends on the unknown actual contact model matrix Ū. Thus, a matching contact surface
with Ū U−1 = pI for some p > 0 is assumed and

B ≈
�

03×6�

I3 Gλ I3 Gλ̇
�

�

(5.72)

is used for the adaptation laws in Equations (5.68) and (5.69). The default (nominal) gains
are defined by

G f ,c,t0
= −I6 (5.73)

G f ,s,t0
= I6. (5.74)
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When a foot f is switched to position control (β f = 0), its gains G f ,c, G f ,s are reset to the
default values. This is motivated by the assumption that the ground at each footstep location
has different mechanical properties. In addition, the adaptation of the gains is halted, when
the normal force on the foot is below a threshold Fa,th = 40 N. This avoids adaptation when
a foot is in the air or is near to break contact with the environment, because the reference
model does not consider opening contacts.

The resulting modification of the foot velocities with feedforward term from Equation
(5.41) and constant inverse contact model U−1 results to

Eδv f ,u = U−1
�

Gd ddt(Tl , S f Eλ f ,d) +
�

I3 Gλ I3 Gλ̇
�

u f

�

, (5.75)

which defines the contact force controller together with Equations (5.47) and (5.65).

Stability Discussion In the nominal case, the control law equals Equation (5.41) and the
corresponding statements on the control loop stability apply, see Section 5.2.4. The track-
ing error between the reference state and the actual state e f ,z is asymptotically stable, if
Equations (5.66) and (5.67) hold and the actual contact surface matches the expected with
Ū U−1 = p I for some p > 0. However, it is known that adaptive controllers may lead to insta-
bility in the case of unmodeled dynamics of the plant [209]. Because the contact dynamics
plant is generally uncertain, additional measures for robust stability are taken and described
in the following.

Robust Adaptive Control The total stiffness of the ground and foot sole of the robot can
only decrease but never increase beyond the stiffness of the foot sole. In addition, there are
limits to the ground softness encountered in real-world scenarios. Consequently, the adapted
gains are limited element-wise

−Ga ≤ G f ,c,i j ≤ −Ii j (5.76)

Ii j ≤ G f ,s,i j ≤ Ga, (5.77)

with some scalar gain limit Ga > 1. For maximum robustness, the maximum gains are chosen
to yield marginal stability reserves for the contact force controller on stiff ground. From
Theorem 5.2.5 then follows stability for all ground stiffnesses and the allowed range of gains
under the specified conditions.

In addition, the σ modification, a well-known method to improve the robustness of adap-
tive controllers, is applied to the control scheme [130]. This basically introduces damping
parametrized via σ > 0 to the adaptive laws, which change to

Ġ
T

f ,c = diag(Γ c) z f eT
f ,z Y B−σGT

f ,c (5.78)

Ġ
T

f ,s = diag(Γ s) z f ,d eT
f ,z Y B−σGT

f ,s. (5.79)

In combination with the gain limits, the approach adds a higher “cost” to high gains and
slowly returns to the minimal (default gains) when the deviation from the reference model is
small. However, the tracking of the reference model is no longer asymptotic. Due to the reset
of the gains for every physical step, this plays a minor role compared to the higher robustness
of the system.

5.4.4 Adaptive Control with Sensor-Based Contact Model Updating

The adaptive controller is able to compensate an uncertainty of the contact plant to some
degree, whether caused by a different ground stiffness, contact surface, or robot pose. Never-
theless, the sensor-based information on the contact surface is available anyway and provides
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(a) (b)

Figure 5.14: Evaluation experiments for the adaptive force controller. (a) with a soft foam board and (b) with a

wooden board and a heel-only partial contact. The robot walks at the same speed of 0.5 m/s. The density of the

foam is 40 kg/m3, the compression hardness is specified to 40 % compression at 6 kPa. The uncompressed height

of the foam is 5 cm. In single support the foam is compressed to ≈ 1.5 cm height. Due to the softness of the

material, the foot pads and the FT sensor body in the middle of the foot make contact, i.e., the contact surface is

greater than just the four foot pads.

an instantaneous estimation. The combination of the approach described in Section 5.3 and
the adaptive control law is straightforward. In fact, Ū U−1 = I is assumed for the design of
the adaptive laws and can only be achieved for a partial contact, if sensor-based contact data
is used.

The approach described in the following is based on the estimation using the discrete
contact switches of LOLA, see Section 5.3.2. Because of the coarse spatial resolution and
delay, the feedback path with time-varying contact model is again limited with the additional
gain Gp. Equation (5.75) with time-varying contact model U−1

f
(t) becomes

Eδv f ,u =
�

U−1
full + Gp

�

U−1
f (t)−U−1

full

�� �

Gd ddt(Tl , S f Eλ f ,d) +
�

I3 Gλ I3 Gλ̇
�

u f

�

(5.80)

and is plugged into Equation (5.47) as usual. This control scheme contains all other ap-
proaches described in this chapter, i.e., only the parametrization of this control structure
must be changed to reach the exact behavior of all other described methods. The concept
deals with the plant uncertainties using different strategies. On the one hand, plant uncer-
tainties are tolerated with decreased quality of control, on the other hand some uncertainties
are compensated by adaptation without or with lower performance loss.

5.4.5 Experimental Validation

The adaptive force control scheme is evaluated in different experiments containing soft
ground and partial footholds, see Figure 5.14. The adaptive law is parametrized with Γ c =

7 × 10−4
�

1 1 0 0 0 0
�T

, Γ s = 9 × 10−4
�

1 1 0 0 0 0
�T

, σ = 0.15, and Ga = 1.4.
These values are found from various experiments with LOLA to have minimal adaptation on
flat terrain while still providing sufficiently fast adaptation for soft ground. The adaptation
rates corresponding to the lead-compensator gains are set to zero to avoid stronger amplifi-
cation of noise. Further, the vertical force direction gains are not adapted because vertical
force control has only limited leverage in the single-support phase. A higher gain does not



126 5 Contact Force Control

change the dynamics significantly, leading to a fast adaptation to the maximums. High gains
in the vertical direction result in significant differences in the vertical foot trajectory, i.e, the
CoM height in the single-support phase. In contrast to the method described in Section 4.5,
these modifications are generated on velocity-level (not acceleration-level), i.e., without di-
rect leverage on the vertical contact forces and are thus undesired.

Experiments on soft ground further revealed the force threshold for the early contact
reflex (see Section 3.6.2) is too low for soft ground. The stance foot sinks into the soft
material, which means the swing foot must also compress the ground to some extend. When
the force threshold is too low, a false early contact is triggered on contact buildup with the
soft material. The resulting stop of the foot motion may lead to the robot tipping over to the
front. Thus, it is increased to Fec,th, f = 200 N for the experiments in the following. The setup
is also tested on stiff ground, showing no significant differences to the original lower value.
The default gait parameters from Table 3.3 are used.

Static Contact Model For the evaluation on soft terrain, see Figure 5.14a, the contact
model U−1 is static and not updated (but the adaptation is active). The RMS values of
the torque tracking errors W eCoM

Tx ,RMS, W eCoM
Ty ,RMS, and the floating-base inclination UϑFB,x ,RMS,

UϑFB,y,RMS quantify the overall system performance, see Table 5.3. On stiff terrain, the results
obtained from walking experiments are typically deterministic, i.e, repeatable. However, on
the soft terrain, already slight differences in the initial position of the robot or the obstacle
lead to measurable differences in the results. Thus, several runs are conducted for every
method; mean and maximum values are given for each set of experiments.

The results are clearly in favor of the adaptive control law when compared to the base
force controller (Γ c = Γ s = 0). Figure 5.15 shows the gains are primarily adapted when the
foot is on soft ground — up to the maximum absolute value Ga. The adapted force-control
gains and resulting higher crossover frequency can also be observed in the floating-base incli-
nation, see Figure 5.16. With the adaptive control law, the peak-to-peak inclinations around
the x-axis are reduced by ≈ 34 % relative to the reference; the peak-to-peak inclinations
around the y-axis are reduced by ≈ 25 %.

Changing Contact Model The adaptive control law is further evaluated in the context of
partial footholds, see Figure 5.14b. In this case, the actual foot surface differs from the ex-
pected one, causing different dynamics than specified by the reference model. Thus, the
adaptive control law is expected to have advantages in these scenarios — even without
sensor-based contact model updating.

The adaptive controller with static, and dynamic contact model is compared to the non-
adaptive variants of the base controller with static (Section 5.2.3) and dynamic (Section 5.3)
contact model. The RMS values of the torque tracking errors and the floating-base inclination
are depicted in Table 5.4. Figure 5.17 shows the robot’s floating-base inclination for the
conducted experiments over time.

W eCoM
Tx ,RMS [Nm] W eCoM

Ty ,RMS [Nm] UϑFB,x ,RMS [10−3 rad] UϑFB,y,RMS [10−3 rad]

Method mean max mean max mean max mean max

reference 43.1 43.6 40.0 41.6 25.0 25.6 22.1 23.0
adaptive 39.5 40.2 38.1 41.0 21.0 21.9 18.9 21.0

Table 5.3: Comparison of tracking error results for adaptive and reference controller in the soft-board scenario.

The mean and maximum values over a set of four experiments for each method are shown.
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Figure 5.15: Adapted diagonal force-control gains when walking over a soft foam board with the right foot.
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Figure 5.16: Floating-base inclination for walking over a soft foam board with the reference force controller and

adaptive control law.

Method W eCoM
Tx ,RMS [Nm] W eCoM

Ty ,RMS [Nm] UϑFB,x ,RMS [10−3 rad] UϑFB,y,RMS [10−3 rad]

reference 35.6 45.4 16.7 25.0
adapt 37.6 41.8 19.1 22.3
senmodel 35.4 38.9 15.3 16.9

senmodel+adapt 36.6 40.5 17.7 17.8

Table 5.4: Comparison of tracking error results in a heel-only partial contact scenario for the base controller

without (ref ) and with sensor-based contact model (senmodel), and the adaptive controller without (adapt) and

with sensor-based contact model (adapt+senmodel). Bold values represent the optimum of a column.
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Figure 5.17: Floating-base inclination in a heel-only partial contact scenario for the base controller without (ref )

and with sensor-based contact model (senmodel), and the adaptive controller without (adapt) and with sensor-

based contact model (adapt+senmodel).

Compared to the reference with the static contact model, the adaptive control law shows
a tracking error improvement for the y-axis but a degradation for the x-axis. However,
looking at the floating-base inclination around the x-axis over time reveals an offset of the
inclination with similar peak-to-peak values. Nevertheless, the reference controller with the
dynamic contact model clearly outperforms the adaptive controller with the static contact
model. Moreover, it is striking that the combination of the adaptive control law and the
dynamic contact model approach is worse than the reference controller with the dynamic
contact model. The time-data shows an offset for the x-axis inclinations, explaining the high
RMS error values for this axis. However, the peak-to-peak inclinations in both directions are
also slightly worse when combining the two methods.

5.4.6 Discussion in the Context of Related Work

One primary goal of the proposed adaptive control law is the traversal of unknown ter-
rain with arbitrary mechanical properties at constant tracking quality for desired contact
wrenches. The concept is presented for bipeds with position-controlled joints, where the nec-
essary outer contact control loop is robust, but degrades in performance for softer ground.
Due to the collocation of sensor and actor, joint torque control loops do not suffer from this
problem. The higher-level balance and pose tracking controllers depend on the changing
contact plant for robots with torque-controlled joints and the concept is assumed to pose
advantages there, too.

There is only little research on biped walking over soft ground. In [104], dynamic walking
over soft ground with a static-gain force controller is shown. It is unclear if the gains were
tuned for rigid or soft ground. Quasi-static walking over soft terrain with torque-controlled
joints is shown in [122, 195]. In [106], balancing on soft ground is shown for a robot
standing on the spot. None of these approaches uses an adaptive control scheme for the
contact controller.
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In [90], an MPC scheme for a quadruped robot is extended with frequency-shaped cost
functions to be able to tolerate soft ground, i.e., a violation of the rigid contact constraint.
Further research on soft-terrain quadruped walking is presented in [75]. To the author’s best
knowledge, this is the only work actually closing a feedback loop over estimated contact pa-
rameters. The compliance of the ground is explicitly estimated via the state of the quadruped
and the measured contact forces. This estimate is then fed into a contact-consistent whole-
body controller to generate adapted trajectories. Further work describes the explicit detec-
tion of different terrain types via visual [84], haptic [20, 28, 121, 319], or multi-sensor [152]
information. The resulting terrain estimate is in some cases used to adapt high-level gait pa-
rameters — e.g. step height, step width, timing — either based on heuristics [28, 84], or
pre-computed cost maps [319]. In some cases, the different terrain classes needed to be
known beforehand [20, 84, 121, 152, 319].

In contrast to related work, the approach proposed in this thesis uses a reference model
instead of an explicit estimation of the mechanical contact properties. This has the advantage
that it is not necessary to estimate the biped’s floating-base state. Furthermore, the method
does not change high-level gait parameters because experimental studies have shown that
humans do not significantly modify their gait parameters when walking over soft ground
[104]. The presented approach has two main advantages to the state of the art: First, the
contact parameters’ implicit estimation only requires the measurement of the contact forces
and a reference model. Second, it can be combined with sensor-based contact surface data
to use available parameters and estimate unknown ones.

On soft ground, the adaptive controller has a clear advantage compared to a static-gain
approach. The results further indicate the adaptation of the gains is primarily triggered on
soft ground, while a stiff ground only leads to a minimal deviation from the nominal values.
While the original approach proposed in Section 5.2.3 is robust to the uncertainty of the
mechanical ground parameters, the adaptive control approach adapts itself to the uncertainty
with consequently higher performance of the closed-loop. The gains are only changed locally
without threatening the stability margins of the other foot’s control loop — which may stand
on stiff ground. Moreover, the results show the proposed use of a reference model triggers
adaptation for an unexpected ground stiffness and an unexpected contact surface.

However, the adaptive controller is worse than the reference controller when the contact-
model is updated based on sensor data. The underlying cause can not be clearly concluded
from the results. A plausible hypothesis is a mismatch between the reference model and the
actual contact dynamics for partial contact surfaces. The adaptive control law does track the
reference model dynamics by all means, even when the actual dynamics are advantageous.
The reference controller with the sensor-based contact model may cause an error dynamics
faster than specified by the reference model, especially with the coarse and delayed detection
of the contact surface. This deviation also leads to an adaptation of the feedback gains to
reach the slower reference dynamics. However, this hypothesis can not be clearly confirmed
from the experiments. It is generally challenging to derive cause/effect relations due to
the components’ high coupling (controller, adaptive law, reference model, contact surface).
Further tests with different reference models are required to prove the hypothesis.

Although the adaptive control approach leads to slightly lower performance on stiff ground
— especially with partial contact surfaces — it improves the system’s total robustness when
arbitrary stiff and soft obstacles are encountered. The general idea combines the robustness
to uncertainty (basic force control approach) with the adaptation to uncertainty, which to
the author’s best knowledge, has not been used for legged robot stabilization so far. Further
experiments showing this control scheme’s robustness are presented in Section 7.3.

The gains are currently reset after each step, which is a relatively conservative but robust
approach. It might be possible to use a forgetting factor and prime the gains for the next



130 5 Contact Force Control

cover with rubber coating

AXIA 80 M20 FT sensor

EtherCAT and power supply connector

Figure 5.18: LOLA’s hand with 6-axis FT sensor and spherical end effector. The cover is 3D-printed from PLA.

step with values between the default and the adapted gains of the current step. Moreover,
the vertical force control gains are not adapted due to lacking correlation between the gains
and the actual dynamics for the single-support phase. However, an adaptation of these gains
purely in the double-support phase seems a reasonable extension of the algorithm.

5.5 Multi-Contact Force Control

In the context of this thesis, multi-contact control refers to using not only the feet, but
also the hands of the robot for desired contacts with the environment. Additional contacts
provide more potential to stabilize the robot’s pose in case of a disturbance or kinemati-
cally/dynamically challenging movements. Each hand of LOLA is equipped with an additional
FT sensor to enable control of the contact wrenches, see Figure 5.18. Just equally to the feet,
the desired wrenches for the hand contacts are calculated in the wrench distribution QP, see
Section 4.3. Note that the decision when to use a hand contact and where to place the end
effector is determined by the WPG. For the experiments described in this thesis, the loca-
tions of the hands are predefined. Moreover, the hands use the same early-contact reflex and
force-control activation logic than the feet, see Chapter 3.

5.5.1 Control Approach

In order to have sufficient kinematic reserves [267], only the positions of the hands are in
the task space, while the orientation remains unspecified, see Section 3.4. The TCP of a
hand is located at the geometric center of the spherical end effectors. Even for multiple
contacts on one hand, the resulting forces can always be modeled as the result of a single
point contact. Consequently, the contact mechanics is modeled with a 3D linear spring with
constant stiffness kh and the force control scheme is based on the approach described in
Section 5.2.3:

Eδλ̇h,u = Gd ddt(Tl , Sh Eλh,d) + Gλ̇,h ddt(Tl ,Sh Eλh,d − Sh Eλh,m)

+ Gλ,h lpf1(Tl ,Sh Eλh,d − Sh Eλh,m), (5.81)

with the measured Eλh,m and desired Eλh,d contact wrench for the hand. The additional gains
Gλ̇,h, Gλ,h are defined for the hand contact controllers. All other constants are shared with
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the foot force control implementations. The velocity modification for the contact control task
results to

Eδvh,u = −
1

kh
Eδλ̇h,u. (5.82)

Similarly to the feet, a hybrid control scheme (see Appendix A.5) is deployed to bring the
modifications back to zero when the contact opens. This results in the following total velocity
modification for a hand h:

E∆vh,λx[n] = hybridCtl
�

βh, Eδvh,u, E∆x h,λx[n− 1]
�

, (5.83)

with the control mode blending factor βh and the integrated modifications from the last time
step E∆x h,λx[n− 1]. Integration of the combined velocity is done via

E∆x h,λx = intA(E∆vh,λx , W AE). (5.84)

Finally, the modifications on both hands are applied to the task-space trajectories calculated
from the foot force controllers (see Section 5.2.6) to retrieve the final task-space trajectories
for the IK:

(Xd, Vd) = E modifyAllh
�

X ′d, V ′d, E∆x h,λx , E∆vh,λx

�

. (5.85)

5.5.2 Experimental Validation

Multi-contact force control is validated for an additional contact of the right hand while
the robot stands in place, see Figure 5.19. The controller gains are tuned with the same
methodology used for the feet, resulting in Gλ,h = 5s−1, Gλ̇,h = 0.02. The location and
timing of the hand contact is predefined in the WPG. Once the hand is in contact, the robot
is disturbed by pushing on the left shoulder in the wall’s direction. The desired and actual
contact forces on the right hand are depicted in Figure 5.19. At time t ≈ 1s the hand impacts
with the wooden wall. After contact is made, the robot is pushed four times. The data shows
the desired values are reached in the steady-state case.

The closed loop’s crossover frequency is too low for the dynamics of the external pushes,
resulting in significant errors in the force. Still, the actual contact forces are higher than
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the desired contact forces, i.e., an increase of the force-control gain would lead to a reduced
counterforce to the disturbance. Because of the finite gain of the inclination controller (see
Section 4.2), the robot basically behaves like a spring-damper system and allows a certain in-
clination. Note that this experiment also shows the consistency of the wrench distribution QP
(see Section 4.3) for hand contacts. Further experiments utilizing both hands are described
in Section 7.4.

5.5.3 Discussion in the Context of Related Work

Multi-contact locomotion is currently an active field of research in the robotics community.
Yet, the term “multi-contact” describes quite different matters, ranging from multiple contacts
on one foot to full-body contacts. In this thesis’s context, multi-contact control defines the
use of the feet and hands of LOLA to stabilize the robot in challenging environments. In
related work, the multi-contact problem, i.e., the calculation of feasible contact points and a
contact-consistent motion for the CoM and the end effectors, is often solved by pure planning
approaches. On robots with position-controlled joints, this results in no force feedback at all
by using models for the dynamics, and the contacts [45, 167]. However, these approaches are
naturally sensitive to errors in the utilized models and often require planning times between
minutes and hours.

To overcome these problems, outer force-control loops are added to the control schemes.
In [116], damping control with additional decay of the modification over time is added to
control the hand contact forces. The controller presented above uses the same general prin-
ciple of force-feedback on velocity-level. Differences are in the additional switching between
position- and force-controlled hands, making a general decay term unnecessary. The ap-
proach is commonly used and also applied in more recent work [254]. For robots with
position-controlled joints, this control scheme is generally considered state of the art. The
approach in this thesis is combined with the early-contact reflex to handle impacts (see Sec-
tion 3.7.1), and the extension to an adaptive controller for unexpected mechanical properties
is straightforward, see Section 5.4.

The general approach is also used on robots with torque-controlled joints when closing
the torque-control loop on joint-level is undesired due to high sensor noise [52]. In this case,
the data from additional FT sensors is fed back on velocity-level, and the ultimate desired
configuration is realized via inverse dynamics. The approach is validated using a simulation
only and can easily be applied to robots with position-controlled joints, practically not using
the advantages of torque-control on joint-level. In contrast, the control framework described
in [106, 196, 321] for multi-contact of a torque-controlled robot facilitates high-bandwidth
torque control at joint-level and shows impressive compliance of the robot in these scenarios.

The experiment also validates the wrench distribution QP for use in multi-contact scenar-
ios, showing the concept’s general applicability. The desired contact forces assigned to the
hand are relatively low even for large external disturbances of the robot. Thus, putting lower
costs on the hand contact forces in the QP might improve the overall system performance in
multi-contact scenarios even further.

The experimental data indicate that a low bandwidth of the outer contact-force control
loops is not directly a disadvantage for robots with position-controlled joints. In this case,
the robot’s arm behaves stiffer than specified by the balance controller and the wrench distri-
bution QP, ultimately leading to a more aggressive rejection of an external disturbance.

The hand’s orientation is currently not considered in the force control approach, and
the TCP of the hands is located in the geometric center of the spherical end effectors. This
means that a hand’s angular velocity—the orientations are not in the task space—may cause
a non-zero contact point velocity that acts as disturbance on the force controller. As a future
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extension, it might be possible to estimate the contact point location from the measured
contact torques and the geometrical parameters of the sphere to compensate for these effects.

The hand controllers show the same robust stability to the environment’s unknown prop-
erties as the ground reaction force controllers. Also, impacts on the environment are handled
by the same early contact algorithm. Although the contact material of the hands is relatively
stiff, impact forces can be reduced effectively. Softer hand materials could further improve
the robustness to impacts. The same principles as for the feet apply to the design of this
compliant material, see Section 5.2.8.

5.6 Chapter Summary

This chapter proposes methods for the contact wrench control at the end effectors of the
biped. For the ground reaction forces, an explicit contact model formulation is introduced,
enabling the description of contact surface and geometry. The robustness of the control
schemes to the mechanical ground parameters’ uncertainty is shown using experimental and
theoretical considerations. Furthermore, an approach for partial footholds is proposed, which
uses contact sensors at the feet to parametrize the explicit contact model online. Moreover,
the chapter presents an adaptive control scheme to deal with varying mechanical ground stiff-
ness, i.e., adapting to the uncertainty instead of just tolerating it. The presented approaches
are key enablers for walking over uneven and unstructured terrain with arbitrary contact
surface and stiffness.

Based on the knowledge gained from the foot force controller design, control schemes for
the robot’s hands are designed to extend the stabilization to multiple hand and foot contacts.
All methods are validated experimentally on LOLA.





Chapter 6

Software Architecture and System Testing

This chapter describes the control software architecture and ecosystem utilized for the de-
velopment and testing of algorithms for LOLA. For software development, special emphasis
is put on hard real-time constraints and full knowledge of the software’s behavior. Thus,
all methods running online and onboard of the robot are implemented completely in C++.
Robot software frameworks like ROS [244] or YARP [197] are not used due to the missing
support for hard real-time constraints, see also Section 2.2.5. On the one hand, this design
choice increases the implementation effort for new methods; on the other hand, it enables
very efficient implementations with low control latency and accurate runtime measurements.

Besides the custom control software, a specialized software ecosystem is used to develop
software for LOLA. This includes a full multi-body dynamics simulation with a tailored con-
tact model, data logging and visualization tools, and testing tools for the system to detect
gaps between simulation and experiments at an early stage. The advantage of this ecosystem
lies in its explicit specialization to LOLA. Especially the simulation environment lacks gen-
eralizability to other robots. However, this also makes the simulation particularly efficient
and accurate because no compromises need to be made. Most of the ecosystem tools are
not constrained by real-time requirements and are thus implemented in Python to reduce the
development effort.

Because most of the code for LOLA is custom and the codebase is large, reusing software
parts is especially important. To support code reuse across multiple robotic projects at TUM
and worldwide, a dedicated C++ software library (broccoli) has been extracted from the refac-
tored code of the LOLA project. Both broccoli and the LOLA codebase use the linear algebra
C++ template library Eigen [95].

Safety is an important design goal in the context of powerful and expensive machines like
LOLA. However, too strict safety considerations, e.g., strict velocity and acceleration limits on
the joints, can greatly influence the control methods’ performance. Because LOLA is a research
platform, the system’s safety is primarily achieved by extensive testing (in simulation) and
not by limitations on the performance.

The three control system modules WPG, SIK, HWL, and the software utilities of the de-
velopment ecosystem are visualized in Figure 6.1. In the following, previous work on LOLA’s
software architecture is described briefly. Furthermore, the current architecture of those soft-
ware modules primarily designed by this author (SIK and HWL) is presented. Please note
that many other improvements, tools, and particularly the WPG software module have been
developed by Philipp Seiwald and are — although not documented here — equally important
to the biped system’s operation. Finally, a learning-based system testing approach is proposed
and evaluated in the context of the software development for LOLA.

135
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Figure 6.1: The LOLA software ecosystem. At the core of the LOLA codebase are the three main control modules

WPG, SIK, and HWL, which run in independent processes on the real-time operating system QNX Neutrino. The

separation of the code in different programs reduces the risk of a fault: as long as the HWL application runs, the

system can transition to a safe state should WPG or SIK crash. The main control modules utilize a robot model,

which is simultaneously used to simulate the controlled system on a Linux- or macOS-based development host.

Simulation results or experimental data may be visualized and analyzed using a custom blender (https://blender.

org) plugin and the gnuplot(http://gnuplot.info) graphing utility. Testing is done with unit and system tests via

Google Test(https://github.com/google/googletest), a proposed machine-learning system test tool Noisytest, and

real-world experiments. The open-source library broccoli [265] originates from the LOLA codebase and provides

general robotics algorithms.

6.1 Previous Work on LOLA

The first software system for the control of LOLA was developed by Buschmann [33] in the
years 2004 to 2010. Later, new functionalities have been added by Schwienbacher [263],
Favot [80], Wittmann [325], Hildebrandt [111], and Wahrmann Lockhart [318]. With the
beginning of the project dedicated to multi-contact locomotion for LOLA, it became clear
that the existing software architecture had grown too quickly over time and that necessary
changes would have been difficult to implement. Therefore, large parts of the software were
redesigned to provide the necessary flexibility for the coming years. The former software
architecture and the gained knowledge on good and less good parts of the software served as
a basis for this new development. Parts of the old structure still exist and were only adapted
to work with the new software system. This includes the original publish–subscribe system

https://blender.org
https://blender.org
http://gnuplot.info
https://github.com/google/googletest
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for parameters of the methods [33], and the complete robot model considering kinematics,
electromechanical dynamics, and contacts [33, 34, 263]. The legacy code uses the custom
linear algebra library matvec [278], which does not support vectorization features of modern
CPUs. The library is successively replaced with Eigen. In the following, the architecture of the
refactored software is presented. Furthermore, improvements to the remaining legacy code
are described briefly.

6.2 The Broccoli Library

The Beautiful Robot C++ Code Library (broccoli) is an open-source header-only library for
common robotics algorithms [265]. This library’s development is a joint project and was
initiated with the refactoring of several software modules for the LOLA control software.
The extraction of refactored LOLA code to this project has several advantages. First, each
software component in broccoli must have a stable and general public interface, which favors
the development of reusable code1. Second, the old code was not covered by unit tests, and it
was found easier to implement tests for new code in broccoli than to add them to legacy code
in the LOLA project. Third, moving common utility components from the LOLA codebase
to broccoli reduces the overall maintenance effort. broccoli can be tested and maintained
separately from the LOLA codebase (which is then also smaller) and tends to be used by a
larger userbase than the LOLA code. The library is already used for another robotics project
at TUM, reducing the overall implementation effort.

Furthermore, this author believes that the separation of code responsibilities just by ex-
traction of LOLA code into broccoli alone has a positive effect on long-term development effort
and code quality. Lastly, one has to add that broccoli is certainly not perfect regarding state-
of-the-art code quality measures. In the end, the time in research projects is always limited,
and unfortunately, the quality of code in a robotics research project is only of minor inter-
est in the research community. The created modules and major contributions to individual
software components by this author are described briefly for the broccoli version 2.9.0 “bel-
star” in the following. For an in-detail documentation of features, refer to the broccoli API
(https://am.pages.gitlab.lrz.de/broccoli/).

control The control module contains algorithms related to control theory and signal pro-
cessing. It defines templates to represent discrete-time signals of different data types, con-
sisting of an actual value and a corresponding sample time. Standard unary and binary
mathematical operators and further signal processing steps are defined for the broccoli sig-
nals, which allows using these objects just as normal variables. However, the implementation
of signals uses expression templates — a C++ metaprogramming technique — to define com-
plex signal processing chains. The technique encodes an expression in the data type of an
object at compile time. This enables “lazy evaluation” of expressions, which avoids temporary
variables and makes some operations more efficient.

As an example, consider the product of two scalar signals. This operation’s return value is
not another signal containing the result but an object storing the operator (product) and the
original operands. This signal expression is only evaluated when required by a signal sink or
enforced by the user. The approach allows a user to define arbitrarily complex expressions
in a human-readable way without drawbacks on efficiency. At compile time, the expression
is basically condensed to a single statement. Expression templates are commonly used in

1In research projects, time is often a limiting factor. The development of reusable code requires higher effort,
which often results in specialized pseudo modular structures. By requiring a well-defined public interface, at
least some minimum reusability level is enforced.

https://am.pages.gitlab.lrz.de/broccoli/
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modern linear algebra libraries, such as Eigen [95]. broccoli signal expressions are compatible
with Eigen. The following submodules exist:

• operators: Contains operators for signal expressions, i.e, standard unary and binary
operators, integrators, saturators, linear faders, and more.

• sources: Contains signal sources such as deterministic gaussian noise and the multi-
sine implementation used for the onboard plant estimation, see Section 3.8.2.

• feedback: Contains essential feedback control implementations.

• filters: Contains several digital filter implementations (Finite Impulse Response and
Infinite Impulse Response types), including those described for the use in the proposed
control schemes, see Appendix A.3.

• lti: Contains discrete-time state-space representations for linear time-invariant systems.
Additionally, converters from time-continuous to time-discrete representations are im-
plemented in this submodule.

• kinematics: Contains efficient inverse kinematics implementations and related helpers.

core The core module contains miscellaneous utility components for mathematical opera-
tions, high-precision timing, and more. This author contributed the following two compo-
nents and several minor extensions to this module:

• platform: Contains a wrapper for platform-specific functions used in other parts of
broccoli, which are related to threading and accurate timing.

• float: Contains functions to compare floating-point numbers for approximative equality
or inequality based on their units in the last place.

geometry/rotations This component implements functionality related to rotations and in
particular the operators defined in Appendix A.2. It also contains additional software com-
ponents from other authors of broccoli.

hwl The hardware layer module provides a framework for real-time communication be-
tween a control computer and distributed sensors or actuators of a robot. It implements the
real-time middleware described in Section 2.2 with interfaces and wrappers for the Bus Vari-
able concept. It further includes device abstractions for standard devices in robotics. The
module is still under development; it strives to provide a complete set of building blocks for
the easy integration of robot devices via different Fieldbus technologies with emphasis on
real-time requirements and flexibility.

ode/integration This module provides a set of interface declarations to integrate system
dynamics containing both time-continuous and time-discrete parts. Simulation models for
robots must contain both the time-continuous electro-mechanical dynamics and the time-
discrete data processing occurring in sensors, control loops, and actuators at different sample
times. With the defined abstract interfaces, a simulated robotic system’s components can be
structured as a tree. Each leaf node represents a single, solvable entity with time-continuous
and/or time-discrete part; each branch node is a set of other nodes that are solved in a
predefined order. The tree structure makes it possible to define the order of time-discrete
processes and group entities to a bigger system using a branch node. An exemplary tree
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Figure 6.2: Exemplary tree structure for a solvable system (ode/integration) with time-continuous (ellipsoid), time-

discrete (rectangular), and hybrid (rounded-edge rectangular) solvable entities.

structure for the simulation of a robot is depicted in Figure 6.2.
Although the current implementation only supports sequential (single-threaded) integra-

tion of entities, the concept can easily be extended to support parallel simulation of a node’s
child entities by replacing the implementation for this branch node. This may, for example,
be used to simulate the dynamics of the joint drive current loops in parallel. Because the
mechanical dynamics are significantly slower, an independent (parallel) simulation for each
joint may be feasible without a big accuracy deficit.

The integration solver automatically finds the largest block in continuous time between
two discrete events from the tree data. This makes the actual integration loop smaller (it does
not have to care about discrete events), opening up potential for automatic and manual code
optimizations, for example, loop unrolling, vectorization or optimizations targeting branch
prediction. A basic forward integration scheme is included with the interface declarations.

6.3 Stabilization and Inverse Kinematics Application

A brief overview of the SIK software architecture is visualized in Figure 6.3. SIK contains
a unidirectional real-time shared memory interface for the planner data and a bidirectional
shared memory interface for the exchange of sensor and joint target data with the HWL. Also,
the parameters for the methods, for example, gains, are received from the operator computer
via a legacy (not real-time capable) publish–subscribe system during initialization.

The SIK module contains a finite state machine primarily for the abstraction of a fault
state and the robot’s initialization. When the operator gives the command to switch the
robot’s state from idle to operational, an integrated pose planner creates simple trajectories
from the joints’ current positions to the desired pose calculated via IK (the standing pose).

The control approaches are part of the SIK Module component. While the SIK Application
is executed only on the robot’s computer, the SIK Module is also instantiated in the simulation
environment to control a virtual LOLA. The different subcomponents contain the methods
described in various sections of this thesis, see Figure 6.3 and are executed in the depicted
order from top to bottom. For the main components, the relative runtime is given in percent.

It is particularly noticeable that the computation of DK and IK together accounts for 68 %
of the total SIK Module runtime. The direct kinematics module still contains a large amount
of legacy code tied to LOLA’s kinematic model, which is not optimized for modern CPU vector-
ization commands. Regarding the IK algorithm, 31 % of the runtime is used for the nullspace
gradient calculation, i.e., mainly the collision checking. Furthermore, four different IK solu-
tions need to be solved due to the bilinear interpolation between different task-space config-
urations, see Section 3.9. Currently, the four IK solvers run sequentially; a parallelization of
these operations is straightforward, though.
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with the broccoli high-precision timer for a multi-contact experiment. The numbers in brackets indicate the chapter

or section describing the corresponding methods.
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Module and Variant Mean [µs] Standard
Deviation [µs]

Max @99.99 %
Confidence [µs]

Wrench Distribution Heuristics 1.3 0.2 2.1
Wrench Distribution Optimization 57.3 7.7 87.3
Contact Control Non-Adaptive 5.1 0.8 8.2
Contact Control Adaptive 14.1 2.3 23.2
SIK Module 322.0 17.7 391.0

Table 6.1: Measured runtimes of several modules gathered from multiple walking and multi-contact experiments

with LOLA. A data point is acquired for every control loop cycle (@1 kHz); the duration of the measurements

ranges from 12 s to 19 s. The worst values from all experiments are used and several different walking sequences

are used to compare the runtimes of specific methods. The clock resolution for the measurement is 1 ns; the delay

caused by the time measurement itself is ≈ 0.18µs — it is identified from two consecutive measurements in a

test application.

Further runtime measurements are summarized in Table 6.1. The QP-based wrench dis-
tribution method is significantly slower than the simple heuristics. Also, the activation of
the adaptive control law significantly increases the runtime for the contact force controllers.
Nevertheless, the total execution time for the SIK Module is theoretically low enough for a
2 kHz operation of SIK. However, the FT sensor data from the feet is currently only available
at 1 kHz and the network-attached storage does not support data-logging rates > 1kHz. A
direct EC interface for the FT sensors and local storage on the onboard computing unit of
LOLA may be used in the future to mitigate these bottlenecks.

Compared to the previous implementation, the refactored control modules and structures
offer higher flexibility concerning future software changes or the integration of completely
different control architectures. The refactoring further made major required changes possi-
ble in the first place, e.g., multi-contact support or the new task-space representation with
rotation vectors. Special attention is devoted to the descriptive naming of components, meth-
ods, and objects to make the code easier to understand. The single-responsibility principle is
applied wherever possible. The “standardization” of software modules by extraction to the
broccoli library reduces the code base’s complexity and maintenance effort.

6.4 Further Software Enhancements

The codebase has been improved in various other parts. Enhancements on the toolchain are
the transition from QNX Neutrino version 6 to version 7 with 64bit and C++14 support. More-
over, the build system configuration and folder structure have been reworked, and a Continu-
ous Integration (CI) pipeline with automatic tests, test coverage, and code-style checking has
been added. It should still be emphasized that even for research projects with small teams (2
people), it makes sense to set up an extensive CI pipeline. Productivity increases in the short
term and the long term as the code becomes more readable and tested. The alternative often
is that researchers do not test their code and implement a rough proof of concept. While this
strategy can be very time-effective, it comes with high long-term costs.

Simulation Environment The high-level interface of the simulation environment has been
extensively refactored. This involved removing a legacy solver structure and the replacement
with the broccoli/ode/integration design. Following the new tree definition for solvable ob-
jects, the first virtual devices (simulation models for joint controllers) have been extracted
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from a monolithic robot simulation class. However, further refactorings are required to re-
trieve fully modular components of the simulation with loose coupling between the joint
controllers, sensors, electrical- and mechanical systems. Individual improvements and refac-
torings are listed in the following.

• Object Creation: A further effort has gone into a refactored creation interface for sim-
ulation components. This enhancement enabled the definition of configurable, auto-
mated system tests of the virtual LOLA. Conditions for failure or success may be defined
by attaching diagnostic listener objects to a virtual LOLA instance. Heuristics on the
floating-base inclination are used, for example, to check for failure. Similarly, modifier
objects may be used to alter the simulation’s behavior, e.g., apply a virtual external
force on the torso during the simulation.

• Contact Model: The contact with the environment is described via a set of uncoupled
Kelvin-Voigt elements [33]. The solver and creation code for these contact elements
has been refactored to simplify the parametric generation of contact surfaces and allow
the integration of contact points at the robot’s hands (multi-contact).

• Joint Controller Model: The virtual joint controllers’ implementation (models of the
joint drives) contains several new components to improve simulated joint tracking ac-
curacy. The additional components are documented in the Elmo Gold drive user manual
[64] and include an anti-windup and saturation of the Pulse-Width Modulation (PWM)
voltage signal. Furthermore, the slope of a current command is additionally limited
according to the real drive’s implementation.

• Sensor Models: The tactile sensor model from Rainer [250] has been added. Moreover,
several improvements of the IMU and FT sensor models, for example related to the
sensor noise, lead to a more accurate simulation of these devices.

Utilities Regarding utilities, an important enhancement is an Eigen/matvec interface. Be-
cause parts of the codebase still use the legacy linear algebra library matvec, a transparent
interface between the two libraries has been implemented. This enables a step-by-step refac-
toring or replacement of legacy code components. However, the approach in many cases
requires making copies of the data due to the missing 16-byte alignment for matvec variables.
Thus, it is still advisable to minimize the number of conversions by porting the legacy code
completely to Eigen.

6.5 Learning the Noise of Failure: NoisyTest

The content in this section is published
as preprint [293].

Experimental testing of new control algorithms for robots is often time-consuming and some-
times a safety issue. However, it is common to reduce the time spent on experiments and
run simulated system tests of the robot with virtual hardware and environment. The robot
can be tested safely by simulating its movement using the full multi-body dynamics, an en-
vironment model, and the actuator/sensor characteristics. Failure evaluation can either be
done by manual inspection of the simulation results or as part of automated system tests in
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combination with distinct conditions for failure or success. Based on the used simulation
models’ granularity, the results can be pretty close to real-world observations. Nevertheless,
there will undoubtedly be unmodeled effects, which require final experimental tests.

The experience gained from experiments with LOLA indicates that simulation data often
contains clues on the robot’s code flaws. Still, these minor issues often remain undetected
in an automated or manual inspection of the data because the robot generally achieves the
high-level goal, i.e., it does not fall or incline abnormally. The standard heuristics used for
automated testing on LOLA are not sensitive enough to detect these soft failures. However,
one would immediately hear something is wrong from the robot’s noise in a corresponding
real-world experiment. Possible error causes are oscillating feedback loops, hard impacts
between feet and the ground, or discontinuities in the desired trajectories.

Therefore, the question with which this section is concerned is: Is it possible to reliably
extract the hidden information on soft failures from simulation data to use it for automated
system tests?

6.5.1 Simulation Environment and Dataset

The proposed failure detection method is applied to data from LOLA’s simulation environ-
ment. All data shown in the following is simulated for the 24 DoF version LOLA 2020
(fig. 2.1c). An application to the current 26 DoF simulation is straightforward yet requires
the regeneration of training and validation data.

The utilized full simulation model of LOLA considers rigid multi-body dynamics, contacts
with the environment, and joint drive models — consisting of a decentralized joint controller,
electrical system, motor, and gearbox [33, 80]. Furthermore, arbitrary walking sequences
and obstacles can be defined. The obstacles are, in this case, unknown to the control software
of the humanoid. The relevant outputs from the simulation are the desired and actual joint
trajectories qJ,d, q̇J,d ∈ R24, qJ, q̇J ∈ R24, and the floating-base trajectories qFB, q̇FB ∈ R6. The
simulation output is already validated using several heuristics to check, for example, that the
robot did not fall.

6.5.2 Noise-Related Feature-Extraction

The simulation results for a biped like LOLA are high-dimensional time-series data. The pro-
cessing of such data for machine learning requires high computational effort both for training
and evaluation. To make the approach computationally efficient, the data is compressed in
the following using engineering domain knowledge. As motivated above, the real robot’s
noise changes significantly when one of the soft failures occurs. Therefore, a scalar signal
related to the robot’s radiated noise is generated from the raw simulation data. Notably, the
signal must not have a direct physical relationship with the real noise; it must only contain
the same features as the robot’s sound at points in time where failures occur.

To derive this coarse approximation of the noise radiated by the virtual robot, let’s con-
sider a single robot link i with rotational DoF qi. The radiated sound power of this body
depends on the average velocity of the body’s surface ¯̇r [55]:

Pi(t) = ρ cσi Ai
¯̇r 2(t), (6.1)

with the density of the air ρ, the speed of sound c, the surface area Ai and the radiation
efficiency σi ∈]0,1[. In particular, the sound power depends on the squared average velocity
of the oscillating surface. The simulation environment assumes rigid bodies, which means
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the surface velocity only depends on the joint velocity q̇i and the velocity of the parent links.
Because only the relative joint velocity adds unique features to the noise estimate, a body’s
radiated sound power feature signal uses the relation

P̂i(t) = q̇2
i (t). (6.2)

For the total noise power feature signal over all n joints, the sum of the individual bodys is
used

P̄(t) = ||q̇ ||2(t), (6.3)

with q̇ ∈ Rn. This already provides a feature signal related to the robot joints’ radiated sound
power caused by the actual movement. The scaling between the noise coming from the
individual joints is lost with this approximation. However, although the relative weighing of
the noise sources is lost, the signal still contains features for events local in time. Besides the
data from the actual robot configuration, the sound power related to the desired movement
is added to get

P̂(t) = ||q̇ ||2(t) + ||q̇d||2(t), (6.4)

with the desired joint velocities q̇d ∈ Rm. This ensures that features only visible in the desired
movement — q will in general not follow the desired qd exactly — are also part of the noise
feature signal. By assuming radial and even distribution of this sound power, the observed
pressure at a large distance d to the bodies is [55]:

p(t) =

s

P̂(t)
ρc

4πd2
. (6.5)

Again, only the basic physical relation is used by removing all constants from the equations
to obtain the final noise feature signal:

p̂(t) =
Æ

||q̇ ||2 + ||q̇d||2. (6.6)

In the case of LOLA 2020 (fig. 2.1c), q = [q T
J ,q T

FB]
T ∈ Rn, qd = qJ,d ∈ Rm holds for the noise

feature signal, with n= 30 , m= 24 .

6.5.3 Failure Symptoms and Scenarios

Several test scenarios are considered for the generation of training and validation data with
the robot simulation. In all those scenarios, the robot does not fall; all these tests are consid-
ered successful by classical system tests. Still, the following symptoms may indicate a failure
in these simulations:

• Hard impacts with the environment: Faulty trajectories of the feet may lead to impacts on
the ground - even for walking on level ground. Also, inclinations of the robot’s floating
base can lead to unexpected early contacts (impacts) even when the inclination is low
enough to continue walking.

• Unusually high joint accelerations: Badly parametrized control systems without limita-
tion of the actuating variable may lead to velocity jumps or otherwise high accelera-
tions.

• Oscillations: Unstable control loops may lead to oscillations of the actuated bodies. The
amplitude of these vibrations is usually small and does not cause the robot to fall —
still, it is an undesired behavior.
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Nr Scenario
Description

Intentional Defect Parameters Contained
Labels

1 Walking
straight

- - OK

2 Curve
walking

- - OK

3–
4

Walking
sideways,
forward,
backward,
on the spot

- Variation of step sequence and step
duration

OK

5–
9

Walking over
an
undetected
obstacle

Unexpected positive ground height
change (obstacle)

Variation over different initial con-
tact points with the obstacle (full
foot, heel only, toe only, side only)
resulting in different impact times in
the simulation data

OK, Impact,
HighAcc

10 Walking
straight

Decalibrated right ankle joint; the
right foot is inclined on touchdown

0.05 rad calibration error OK, Impact

11–
19

Walking
straight

Multiple sine-wave oscillations su-
perposed to the vertical task-space
position of the feet

Multi-sine with 1 sine/Hz, amplitude:
2 mm; several experiments with
different frequency ranges: {20–
30, 30–40, 40–50, 50–60, 60–100,
100–150, 150–250, 250–350, 900–
1000} Hz

Oscillations

20–
21

Walking
straight

Unexpected positive ground change
(obstacle) only on left foot; leads to
repeated early and late contact

Height deviation: 2 cm; variation of
step height and step duration

Impact

22 Walking
down
a platform

Unexpected negative ground height
change; the last step on the platform
is a partial contact; causes the con-
trol scheme to execute dynamic foot
motions with high accelerations.

6 cm platform height HighAcc,
Oscillations

23–
24

Walking
straight

Faulty FT sensor signals with 400N
force or 30Nm torque signal jumps

- HighAcc,
Oscillations

Table 6.2: The simulation scenarios and defects used for the generation of training and validation data. Intentional

defects are changes to the simulation environment that influence the robot’s performance and are not known to

the control software. In the parameter column, variations of a scenario and the corresponding parameter ranges

are described. Every variation has an individual scenario number. The last column indicates failure symptoms

(manually) annotated for a certain time-region of the data.
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Based on the failure symptoms, four different labels for a block of time-domain noise fea-
ture data are defined: cls = {OK, Impact, HighAcc, Oscillations}. The noise feature data is
generated from simulation runs for the scenarios defined in Table 6.2.

The scenarios were designed to generate noise data for the failure symptoms in multiple
ways while still relating to real-world problems. The data is manually annotated in the time-
domain, i.e., every time block of simulation data is linked to one label. The start and the
end time of a block is set manually based on the data. The total set of 83 time-data blocks
corresponds to a total of 45.7 s annotated noise signal training data, and 27.6 s annotated
noise signal validation data — both at a sample rate of fs = 10 kHz.

Note that an observed symptom can indicate a failure in one scenario but can be com-
pletely valid in another. For example, in scenarios 5–9, 20–21, and 22, the impact or high
accelerations are expected, and the control algorithms react accordingly. Nevertheless, the
testing tool is trained on these features because an impact that does not happen exactly
when an unknown obstacle is hit, may indicate a (software) failure. The interpretation of
NoisyTest’s results depending on the context of the test scenario is considered the task of a
higher-level system test software.

6.5.4 Signal Preprocessing

The preprocessing step transforms the noise feature signal in the time-domain to a meaning-
ful, dense representation with preferably high relation to the failure classes. The structure of
the preprocessing pipeline is motivated by techniques used in speech recognition systems. In
the following, all steps of the pipeline are described. Several parameters for the preprocess-
ing pipeline and classifier are introduced. Variables marked with a superscript ⋆ are subject
to a later hyper-parameter search, see Section 6.5.6; the values of all other parameters are
directly motivated within this section.

Framing The incoming labeled noise signal blocks all have a different duration/number of
samples. By framing the data, all blocks are transformed to the same number of samples
n f . Failure patterns in the noise signal are expected to fit in a time frame of ∆tF = 0.4 s;
consequently, the frame size is set to n f = 4000 samples. Given a data block with arbitrary
size nc, the following cases exist:

(1) When nc ≥ n f , several overlapping frames of size n f are extracted using a stride
length s = 1000 samples for a sliding window. This increases the total number of training
frames and pertubates the time-domain data by time shifts. All extracted frames share the
same label data of the original data block. Only windows of size n f are extracted, i.e., the
shifted window must completely fit into the larger data block. The parameters n f and s

are set based on expert knowledge of possible data patterns and a coarse parameter search.
They directly influence the size and composition of the data set and are considered fixed in
the following.

(2) When nc < n f , the block is padded with n f − nc samples at its end by reflecting
the samples at the edge value both in the direction of the time and amplitude axis, see
Figure 6.4a. This way, the padded frame is continuous at the edge points and resembles
the original data in a repeated manner. Padding is only required during training to avoid
mixing data with different failures when these failures occur in a short period. For validation
data, always a full frame is used without padding and the whole block is labeled with the
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Figure 6.4: Exemplary visualization of the 4 preprocessing steps. a) shows framed time data. The data is

padded at its actual end (t = 0.2 s). b) and c) show the original and compressed spectrograms, respectively.

This visualization uses s⋆
fft
= 834. The colors encode low (blue) to high (yellow) values of the absolute log-scaled

magnitude [log(rad/s)]. d) shows the final DCT coefficients (before flattening). The colors encode low (blue) to high

(yellow) values of the coefficients [log(rad/s)].
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Figure 6.5: The used data sets and their failure symptom distribution. Note that the events of Impact and HighAcc

symptoms are usually short, thus yielding a lower number of frames.

corresponding annotation data. This is required because test input data is always processed
in full frames (with unknown failure location).

This preprocessing step’s output are NT = 291 training data frames of n f time samples
each, and NV = 191 validation data frames. The failure symptom distribution of the data set
is shown in Figure 6.5.

Spectrogram Generation In the second step, the time series data is de-correlated by trans-
formation to the frequency domain. This step improves the performance of downstream
machine learning approaches, which perform best for uncorrelated input data. To preserve
information on the noise signal changes over time, a short-time Fourier transformation is
performed on every frame. The performed Fast Fourier Transform (FFT) uses nfft = 1024
points with Hann window and a stride length s⋆fft, resulting in nt different transforms. The
FFT length is chosen based on the minimum resolvable frequency fmin = fs/nfft ≈ 9.8Hz —
a value where typically the lowest mechanical eigenfrequencies of robots reside [16]. The
amplitudes resulting from the FFTs are used for the spectrogram, see Figure 6.4b; phase data
is not used. The output of this preprocessing step is a [NT × nt × 513] training data tensor
and a [NV × nt × 513] validation data tensor.

Frequency Domain Compression The resolution of the fourier transform in frequency do-
main is fs/nfft ≈ 9.8Hz, which leads to nfft/2+ 1 = 513 frequency bins for the frequency range
[0, fs/2]. Several tests of the whole classification architecture have shown this high resolution
to be unnecessary for the classification task. Thus, the frequency spectrum is compressed with
a factor of 3 by binning the frequency samples into (nfft/2+1)/3 = 171 linear-spaced bins. The
magnitude for three original frequency bins is accumulated (summed up) into one resulting
frequency bin. This step has shown to significantly improve the accuracy on the validation
data set, as it assumably reduces overfitting the training data. The amplitudes of the spectro-
gram are log-scaled after compression, see Figure 6.4c. The output of this preprocessing step
is a [NT × nt × 171] training data tensor and a [NV × nt × 171] validation data tensor.

Resolving Time-Locality The spectrogram contains information on the evolution of the
frequency spectrum over time. When using this data as input for a classical machine learn-
ing approach, time locality must be considered. The input data should be independent of
the relative time in the spectrogram where a failure event occurs. Otherwise, the flattened
spectrogram (feature or input vector) may be completely different for two identical failure
events, making it more difficult to learn a common model. Therefore, a 1D type-II Discrete
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Cosine Transform (DCT) [5] in the orthogonal form is applied on every frequency row of the
spectrogram:

dct: Rnt → Rnt (6.7)

xn 7→ Xn, with

X0 =
1
p

nt

nt−1∑

n=0

xn,

Xk =

√
√ 2

nt

nt−1∑

n=0

xn cos
�
π

2

�

n+
1

2

�

k

�

,

k = 1, ..., nt − 1.

This way, time-locality is resolved and the temporal evolution is stored in form of DCT coeffi-
cients for every frequency bin, see Figure 6.4d. More information on DCT transforms can be
found in [219]. The final preprocessing step flattens the output to a [NT × 171 nt] training
data tensor and a [NV × 171 nt] validation data tensor.

6.5.5 Classification via Support Vector Machine

This section describes the classification approach used to automatically learn the relations
between the preprocessed noise signal and the annotated failure labels. The classification
uses a classical machine learning tool, the Support Vector Machine (SVM). SVMs have the
advantage to be effective in high dimensional input spaces, even when the number of features
in input data is higher than the size of the dataset — which is the case here. Furthermore,
they are resource efficient and provide adequate training times for small datasets [259, 281].

Two-Class SVM Formulation NoisyTest uses the libsvm [46] implementation of the C Sup-
port Vector Classification (C-SVC) approach [25, 53]. Given a data set of n-dimensional
vectors x i ∈ Rn, i = 1, ..., m, and corresponding binary label data y ∈ Rm, yi ∈ {1,−1}, C-SVC
looks for the weights w ∈ Rl and bias b by solving the following primal optimization problem
[46]:

min
w ,b,ξ

1

2
w T w + C

m∑

i=1

ξi (6.8)

s.t. yi(w
Tφ(x i) + b)≥ 1− ξi , i = 1, ..., m (6.9)

ξi ≥ 0, i = 1, ..., m, (6.10)

where φ(x i) : Rn → Rl maps into the higher-dimensional space l > n, and C > 0 is a reg-
ularization parameter with the constraint error variables ξi. The value of C is inversely
proportional to the l1 regularization of the weights w , which helps circumvent overfitting the
training data. Regularization of w tries to keep the weights minimal, i.e., use a minimal set
of weights to represent a decision boundary.

For a high dimensional w , it is computationally expensive or even unfeasible to solve the
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problem in its primal form. Instead, the corresponding dual formulation is used [46, 53]:

max
α

− 1

2
αT Qα+

m∑

i=1

αi (6.11)

s.t. y Tα= 0, (6.12)

0≤ αi ≤ C , i = 1, ..., m, (6.13)

where Q i j = yi y jK(x i , x j) = yi y jφ(x i)
Tφ(x j). (6.14)

An explicit calculation of the high-dimensional vector φ(x i) is no longer necessary with this
formulation. Instead, the scalar kernel function K(x i , x j) is directly calculated from its ar-
guments without explicit mapping to the l-dimensional space. Furthermore, at the optimal
solution, only a few of the Lagrangian multipliers αi are non-zero — namely those which
correspond to the support vectors [53]. This set of input data vectors x i defines the decision
boundaries in the input data hyperplanes.

Common choices for the kernel function are the linear kernel Klinear(x i , x j) = x T
i x j, and

the Radial Basis Function (RBF) kernel Krbf = exp
�

−γ⋆||x i − x j ||2
�

. From the solution of the
dual problem and the primal-dual relationship, the decision function for classification of an
input vector x results [46]:

ŷ = sgn
�

w Tφ(x ) + b
�

= sgn

�
m∑

i=1

yiαiK(x i , x ) + b

�

. (6.15)

Multi-Class SVM Formulation To extend the binary SVM classification to multiple classes
in the data, the “one-vs-rest” approach is deployed [259]. For each class cls in the dataset, a
separate binary C-SVC is used to learn the appearance of the class in the data. The C-SVCs
share the same parameters and kernel, except for the regularization parameters Ccls, which
are set inversely proportional to the respective class frequency NT/NT,cls of the training data set:
Ccls = 1/4NT/NT,clsĈ

⋆. The global regularization parameter Ĉ⋆ is subject to the hyperparameter
search described in Section 6.5.6.

6.5.6 Results

NoisyTest is implemented in python3. It uses scikit-learn’s [235] wrapper to libsvm [46] for
the support vector machine, and TensorFlow [1] for data preprocessing. The NoisyTest code
[290] and used data set [289] are available online.

Hyperparameter Search The preprocessing pipeline and the SVM implementation have a
set of hyperparameters, which need to be tuned to the data set and application for maximum
performance. These parameters are the FFT window stride length s⋆fft, the regularization pa-

rameter Ĉ⋆, and the kernel parameter γ⋆ for radial basis function kernel. The best set of
parameters maximizes all classes’ accuracy (subset accuracy) on the validation data set. It is
found with a grid search by training the SVM for every parameter combination and evaluat-
ing the accuracy on the validation data set. For more details, refer to the implementation.
The resulting optimal hyperparameters are shown in Table 6.3. The sensitivity of the hyper-
parameters for the RBF kernel is shown in Figure 6.6.

Accuracy Evaluation The accuracy of NoisyTest is evaluated on the validation data set. Due
to the relatively low sensitivity of the hyperparameters (see Figure 6.6) and the small data
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Parameter Linear kernel RBF kernel

FFT stride length s⋆fft 401 834
Inv. regularization Ĉ⋆ 1.0 1.1
Kernel parameter γ⋆ - 5.7× 10−4

nt 8 4
SVM input vector size 1368 684

Table 6.3: Optimal hyperparameter values and terms resulting from this selection.
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Figure 6.6: Accuracy for a variation of one parameter from its optimal value for the RBF kernel.

set, no extra test data set is used. The results for the linear and radial basis function kernel are
summarized in Section 6.5.6. Both approaches perform well in terms of the overall detection
of failures (OK vs. rest). The RBF kernel performs best in terms of subset accuracy. However,
it shows a non-zero false-negative rate for the OK class, i.e., falsely detected failures. In the
following, only the results of the RBF kernel variant are discussed.

The shown accuracy data and additional evaluations with reduced validation data set
show that the undetected failures are caused by the Impact symptom in scenario 21. Fur-
thermore, the HighAcc events in scenario 24 are falsely detected as Impact and Oscillations
symptoms. However, the torque signal jumps induced in this scenario are hard to classify.
They are closely related to the effects of an impact and certainly also lead to subsequent
oscillations. In reality, it is likely that the classes only occur together or in close succession.
Nevertheless, identifying the possible failure symptom (instead of just a single-class evalua-
tion) may provide the user with additional hints on the failure cause.

OK Impact HighAcc Oscillations

False negative errors linear kernel 0.0 % 1.0 % 5.8 % 4.7 %
False negative errors RBF kernel 0.5 % 2.6 % 6.3 % 0.0 %
False positive errors linear kernel 5.8 % 5.8 % 0.0 % 0.0 %
False positive errors RBF kernel 2.1 % 2.6 % 0.0 % 4.7 %

Failure detection rate linear kernel 94.2 %
Failure detection rate RBF kernel 97.9 %
Subset accuracy linear kernel 88.5 %
Subset accuracy RBF kernel 90.6 %

Table 6.4: Achieved accuracies on the validation data set.
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OK Impact HighAcc Oscillations

False negative errors 1.6 % 4.2 % 6.3 % 7.3 %
False positive errors 9.4 % 7.9 % 0.0 % 2.1 %

Failure detection rate 90.6 %
Subset accuracy 80.6 %

Table 6.5: Achieved RBF-kernel SVM accuracies on the validation data set with reduced noise feature signal.

Only the knee and ankle joints of both feet are used.

An additional test is conducted to evaluate if the SVM learns the concrete features of
a failure independently of the number of involved joints. For this check, a reduced noise
signal for LOLA was generated using only the knee and ankle joints of both feet. The reduced
number of involved joints results in a completely different time-domain signal. Evaluating the
trained SVM with RBF kernel on a separated validation set with the reduced noise estimate
still gives reasonable detection performance, see Table 6.5.

Runtimes The hyperparameter search takes several hours on a standard notebook com-
puter. However, one training and validation run on the presented dataset takes only ≈ 8s.
Checking 10 s of simulated noise data takes ≈ 4s, which makes the algorithm generally real-
time capable. Furthermore, most of the runtime required for checking is related to loading
the required libraries and not the actual evaluation of the SVM.

6.5.7 Discussion in the Context of Related Work

Typical fault detection and fault diagnosis approaches for robots focus on detecting failures
during their use in a production environment — caused by faulty sensors or actuators [153].
Common techniques for manipulators use the residual of a model-based observer on the sys-
tem’s dynamics to detect and isolate actuator failures [60, 62, 313]. These methods target
the detection of failures on a real robotic system. The detected failures are typically unrecov-
erable, like a collision or actuator malfunction. For testing control methods in a simulation
environment, these observer-based approaches are unnecessary because the state of the robot
and the environment are known anyway. In contrast, the application scope and the approach
for tests with NoisyTest are different. By training a model on the robot’s expected standard be-
havior and on several symptoms that might indicate soft failures (performance degradation),
a statement on the quality of the robot’s performance is possible. This allows identifying
possible performance restrictions at an early stage in the development process. For LOLA, the
normal closing of foot contacts with the environment is, for example, considered normal by
the tool. However, an abnormally strong impact in one of the steps (which may indicate a
software flaw) is immediately recognized as outside normal parameters. Although these de-
tections may in some cases be possible with simple heuristics, the automatic learning of the
default behavior, which can also change over time, makes manual tuning of failure thresholds
superfluous.

Vibration signals are commonly analyzed with machine learning approaches for fault diag-
nosis of rotating machinery [182]. Typically, measured acceleration signals are transformed
into the frequency domain, and the levels of individual subbands are then fed into neural
networks or support vector machines [82, 193]. Alternative approaches use wavelet trans-
form coefficients [96] or a large set of features from classical signal analysis [255] as input
data. In contrast, the work presented here uses a simulated signal related to the virtual
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system’s noise — not a vibration (acceleration) signal of a real system. Moreover, the prepro-
cessing pipeline uses a short-time Fourier transformation of the estimated noise signal and
compresses the resulting spectrum instead of using individual frequency subbands.

Note that the signal that is motivated by the noise of the robot’s bodies has no direct rela-
tionship with the system’s real-world noise. This is actually not necessary for the successful
application of NoisyTest in simulation — the signal is just used to carry features that are usu-
ally also part of the real system’s acoustic noise. Because the signal is scalar and the results
show that also a reduced noise feature signal (from a subset of joints) still yields high failure
detection accuracy, it is assumed that a single trained model may even work for different
robots. To prove this, further simulation tests for different robots are required.

The use of a NoisyTest model trained in simulation for experimental data for LOLA turned
out to be difficult. For a standard walking sequence, several false positives are reported.
However, this is somewhat expected as experimental data contains more noise, and the model
was not trained on this data. Nevertheless, the use of NoisyTest on experiments is technically
possible. Still, it is unclear if a sufficiently high accuracy can be reached on real hardware
data.

While the proposed tool works to detect simple soft failures, it is still a work in progress
with many possible extensions. First, it might be possible to run NoisyTest on several noise
estimates generated from intermediate signals in the control algorithm’s data flow to localize
the faulty code. Second, it is interesting to test its performance on noise estimates generated
from experimental data. A possible use case is a fully automatic system test of the actual robot
system with a noise-based evaluation of its performance. Furthermore, the used classification
technique is computationally efficient, presumably allowing online real-time diagnostics of
the robot.

6.6 Chapter Summary

This chapter describes the implementation of the methods presented in Chapters 3 to 5 and
gives details on the runtime of these approaches in the real-time environment. Moreover, the
ecosystem for the development of software for LOLA is described, and improvements on this
ecosystem contributed by this author are presented. An important part of the ecosystem is
the open-source robotics library broccoli, a by-product of code refactoring in the LOLA project.

In addition to the software ecosystem, the gap between simulation and experiment in the
context of system testing is discussed. A machine learning tool for additional virtual system
testing which uses a noise-related signal is proposed. The goal is the earlier detection of soft
failures caused by the control software.





Chapter 7

Performance Evaluation

In the preceding chapters, individual methods were validated in repeatable and relatively
simple terrain scenarios. In contrast, the experiments presented in this chapter try to evaluate
the whole system’s performance in application-relevant complex scenarios. Primarily, the
robustness of LOLA to all kinds of undetected terrain (changes) is evaluated. A discussion
of existing limitations follows the presentation of several scenarios and the corresponding
experimental results. Videos of the experiments are available online and are referred to in
the corresponding sections. Note that no camera-based data nor prior information on the
environment is used for all experiments shown in this thesis. The algorithms always assume
the ground is flat and stiff before contact is made. The default walking gait with a velocity of
0.5 m/s is used for all experiments unless noted differently.

All methods are parameterized as described in the corresponding method sections. The
only exception is the early-contact detection force threshold (see Section 3.6.2), which is
retrospectively changed to the higher value Fec,th, f = 350 N. This improves the robot’s stability
on soft ground while having no significant effect on the stiff-ground performance.

7.1 Inclined Uneven Terrain

https://youtu.be/jtG7kswtEo0

Three different test scenarios define the benchmark for inclined unexpected terrain, see Fig-
ure 7.1. In the first two scenarios, the step height is parametrized to 7 cm; in the last scenario,
it is set to 10 cm. The ground reaction force controllers use the sensor-based contact model.
However, the adaptive control law is turned off due to the slightly negative effect on the
system’s performance in combination with partial contacts, see Section 5.4.6. For the first
scenario (Figure 7.1a), six different runs with different orientations of the board and starting
positions were conducted. In four of these six experiments, the robot successfully traversed
the obstacles. In the two failed experiments, an obstacle is hit exactly with the middle of
a foot, i.e., none of the four footpads makes contact. Thus, the partial contact surface re-
mains undetected (no contact switch triggers), resulting in a slower reaction of the force
controllers. In this case, the early-contact reflex further relies on FT sensor data only, which
delays the algorithm’s activation. Over the set of successful runs, the maximum floating-base
inclinations around x- and y-axis are 5.1 ° and 5.7 °, respectively. For the second scenario
(Figure 7.1b), the maximum floating-base inclinations of the robot around x- and y-axis are
4.8 ° and 4.6 °, respectively. The initial drop from the platform makes no significant differ-
ence concerning the floating-base inclinations. For the third scenario, again six different runs
of the experiment were conducted. Again, four of the runs were successful. In each of the
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(a) (b) (c)

Figure 7.1: The test scenarios for uneven terrain performance evaluation: (a) a wooden plate with obstacles of

maximum up to 6 cm in height, (b) a combination of a 12 cm-high platform with the wooden plate, and (c) loose

wooden boards with a total height of up to 9 cm.

two failure cases, the swing foot got stuck below one of the boards, leaving no chance for the
balance controllers to mitigate the disturbance. Over the set of successful runs, the maximum
floating-base inclinations of the robot around x- and y-axis are 6.4 ° and 4.8 °, respectively.

7.2 Ground Height Changes

https://youtu.be/DzuFXPc2U5c

The robustness of LOLA to ground height changes is already evaluated in Section 4.5 in the
context of vertical CoM accelerations. In this section, further experiments are documented
and described briefly. In all scenarios, a step height of 7 cm is used. In the experiments,
the basic control scheme for the ground reaction forces is generally used, i.e., with a static
contact model and without adaptive control law. The extensions are not strictly necessary
in these scenarios. However, for the leg-in-hole experiment, the sensor-based contact model
is activated, which slightly improves the performance due to the partial contact with the
ground. Due to the relatively simple structure, the experiments are deterministic and re-
peatable. The first scenario (Figure 7.2a) contains a positive and negative ground height
change (6.7 cm). The maximum contact forces are 1292 N and the maximum floating-base
inclinations of the robot around x- and y-axis are 2.6 ° and 3.2 °, respectively. The maximum
inclination occurs while walking down from the board, i.e., in the late-contact situation and
not the early-contact situation.

In the second scenario (Figure 7.2b), the order of ground height changes (6 cm) is changed
to negative first and positive second (leg-in-hole). The maximum contact forces are again
1292 N and the maximum floating-base inclinations of the robot around x- and y-axis are
2.7 ° and 4.5 °, respectively. Again, the maximum inclinations occur at the late contact when
the right foot touches the ground. However, the maximum contact forces are reached when
accelerating the robot upwards and not at the immediate impact (600 N). Although the
ground height difference is higher in the first scenario, the maximum forward inclination
is larger for the leg-in-hole experiment. However, the CoM is still moving upwards to the

https://youtu.be/DzuFXPc2U5c
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(a) (b) (c)

Figure 7.2: The test scenarios for performance evaluation with ground height changes: (a) a wooden board with

height of 6.7 cm, (b) a leg-in-hole experiment with 6 cm height change, and (c) a drop of 9 cm from a platform.

nominal height when the late contact occurs in the first scenario, which reduces the foot’s
height above ground.

In the third scenario (Figure 7.2c), a higher negative ground height change (9 cm) is
evaluated. The maximum contact forces are 1267 N and the maximum floating-base incli-
nations of the robot around x- and y-axis are 2.9 ° and 6.1 °, respectively. The disturbance
on the floating-base of the robot is already significantly increased compared to the other
experiments. Nevertheless, the robot robustly overcomes the ground-height change at this
relatively high walking speed. Greater height differences were not tested. On the one hand,
these generally seem possible; on the other hand, the platform’s height may approach the
robot’s kinematic limits. This can lead to the swing foot being dragged over the platform
after the robot stepped down, effectively generating a tilting torque in forward direction.

7.3 Hard and Soft Ground

https://youtu.be/HH2a1mNmCkY
https://youtu.be/Vzqm94bxjKI

The additional experiments described in this section show that (a) the robot is able to over-
come soft ground even when multiple steps are soft, and (b) that the adaptive contact con-
troller allows to traverse Parcours with soft and hard obstacles, see Figure 7.3. This shows
that the controllers’ parameters are not specifically tuned for soft or hard ground and that
the control scheme is robust to different mechanical ground properties. For the soft foam,
the step height is increased to 8 cm, and the timing of the horizontal foot motion is changed
slightly1 to avoid dragging the foam sheets with the swing foot. For experiments containing
random obstacles, the standard walking gait with 7 cm step height is sufficient. The full set
of methods is active regarding contact force control, i.e., sensor-based contact model and
adaptive control law. In the first scenario (Figure 7.3a), four foam sheets are placed at the

1The horizontal foot motion at lift-off is delayed by 0.05 s (lag) to produce only vertical foot motions when
the foam is still compressed.

https://youtu.be/HH2a1mNmCkY
https://youtu.be/Vzqm94bxjKI
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(a) (b) (c)

Figure 7.3: The test scenarios for performance evaluation on soft and hard ground: (a) soft foam sheets with an

uncompressed height of 5 cm, (b) randomly arranged soft and hard obstacles, and (c) disturbance rejection on soft

and hard ground.

footstep locations of the robot. The density of the foam is 40 kg/m3, the compression hardness
is specified to 40 % compression at 6kPa with a uncompressed height of 5 cm. For single sup-
port the foam is compressed to ≈ 1.5cm height. Due to the softness of the material, the foot
pads and the FT sensor body in the middle of the foot make contact, i.e., the actual contact
surface is greater than the surface of all pads. The maximum floating-base inclinations of the
robot around x- and y-axis are 4.0 ° and 2.6 °, respectively.

In the second scenario (Figure 7.3b), soft and hard obstacles are randomly placed in front
of the robot. Six different runs with different locations of the obstacles are conducted. In
four of these experiments, the robot successfully walks over the obstacles. In two cases, the
swing foot gets stuck under an obstacle, and the robot falls. Over the set of successful runs,
the maximum floating-base inclinations of the robot around x- and y-axis are 5.1 ° and 3.3 °,
respectively.

The third test scenario involves external pushes on the robot while standing and stamping
on soft or hard ground. The video footage particularly shows the modification of the vertical
CoM height for large inclinations. Furthermore, the stabilization scheme’s effectiveness on
soft ground is further validated with the disturbed stamping motions on the foam sheets.

7.4 Multi-Contact Balancing

https://youtu.be/gUNZ0AmLiWU

Balancing the robot in difficult terrain using additional hand contacts is evaluated in several
scenarios, see Figure 7.4. The decision to use hands, the desired hand positions, and the
timing when to make contact with the hands are predefined in the planner. In the future,
this information may originate from a camera-based system that estimates the difficulty of
the terrain and sends corresponding data to the WPG.

In the first scenario (Figure 7.4a), the robot walks over the wooden terrain plate support
by both hands. The second footstep on the plate makes contact only with the middle of the
foot and not the foot pads. On the one hand, this prevents the contact controllers from a

https://youtu.be/gUNZ0AmLiWU
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(a) (b)

Figure 7.4: The test scenarios for multi-contact performance evaluation: (a) uneven terrain with additional hand

support, and (b) rolling obstacle with additional hand support.

correct estimation of the contact surface; on the other hand, the maximum foot torques are
further limited by the smaller surface. However, the hands are in contact during this step,
keeping the robot balanced. Total contact forces (vector norm) up to 440 N are measured on
the right hand, and up to 300 N on the left hand. Both hands simultaneously push on the
walls; this results from the solution of the wrench distribution QP. Due to the higher normal
forces on the wall, tangential contact forces can be supported to reduce the tilt of the biped
in the sagittal plane. The maximum floating-base inclinations of the robot around x- and
y-axis are 2.6 ° and 5.2 °, respectively.

In the second scenario (Figure 7.4b), LOLA steps onto a rolling wooden board, only keep-
ing balance due to the additional hand support. The total contact force (vector norm) is up
to 90 N per hand. The maximum floating-base inclinations of the robot around x- and y-axis
are 5.2 ° and 6.5 °, respectively. The high inclination around the y-axis occurs when stepping
down from the obstacle. During the multi-contact balancing, mainly an inclination around
the x-axis is measured. This also explains the lower contact forces of the hands, because no
forces tangential to the wall must be supported.

7.5 Discussion

The ultimate goal for biped robots is locomotion in unstructured, human-centered environ-
ments. This involves high robustness to uneven terrain and unexpected disturbances. To be
competitive, the walking speed must furthermore be sufficiently high. This section discusses
the experimental outcomes of this thesis in the context of these high-level goals. Further-
more, differences to robots with torque-controlled joints are discussed. For a broad overview
of state of the art, refer to Section 1.1.

Uneven Terrain and Ground Height Changes The walking experiments with LOLA on
uneven terrain demonstrate the effectiveness of the balancing and stabilization methods pro-
posed in this thesis. Because no terrain data from cameras or prior information is used, the
robot is technically blind. Therefore, one can argue that the system could tackle even higher
obstacles and completely unstructured terrain when a vision system is used in the loop to
adjust footstep locations and timing. The system is mainly limited by the coarse resolution
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of the contact surface detection (via the four discrete footpads), kinematic limitations of the
robot, and the foot’s shape.

The footpads offer a relatively large number of interfering edges, which can get stuck on
the terrain. Also, it is not guaranteed that only the pads themselves make contact with the
ground on uneven terrain. Smaller obstacles can also make contact with the housing of the
force sensor between the pads. These contacts are currently not detected, and there is also
no damping of the impact by the soft sole of the pads. Moreover, due to the relatively low
height and large contact area, the entire foot can easily get under moving obstacles and drag
them along.

In related work, unexpected uneven terrain is usually traversed quasi-statically at low
walking speeds, i.e., 1.6 to 45 times slower than shown in this work, see Section 1.1. Fur-
thermore, the uneven terrain only in one case has a similar complexity [166], i.e., the uneven
terrain scenarios mostly consist of rather small (< 4cm) ground height changes with rather
large and flat contact surfaces. Besides the speed advantage, successful walking over moving
terrain (loose wooden plates) with a biped robot has not been reported so far in the litera-
ture to the author’s best knowledge. In contrast to all other robot’s performance worldwide,
the hydraulically actuated Atlas from Boston Dynamics achieves high walking speeds across
uneven terrain. Nevertheless, only video footage is available for these experiments with-
out further insight into the applied methods, used assumptions and sensor systems, or prior
knowledge of the environment.

The author argues that the unexpected ground-height changes (9 cm for sure) LOLA can
overcome are also challenging for humans when the change is unexpected (unseen). Fur-
thermore, it is realistic to have a camera-based perception of the environment with errors
less than 9 cm. Thus, the robot’s performance in the context of these disturbances seems fully
sufficient for generally robust and fast biped walking over arbitrary uneven terrain. There are
only a few biped robots that can overcome unexpected height changes of this magnitude at
a walking speed of ≥ 0.5 m/s, see Sections 1.1 and 4.5.4. Notable are the planar semi-passive
walkers [125, 229], which, however, have a reduced versatility of possible motions. Based
on the available literature, LOLA is the first humanoid robot with fully actuated joints to have
shown robustness to unexpected ground-height changes of this magnitude to the author’s
best knowledge.

Walking over Soft Ground The presented approaches enable LOLA to walk over hard and
soft ground with a single parametrization for the controllers. Using these algorithms, the
robot can overcome soft terrain significantly faster than state-of-the-art systems. In fact,
experiments in related work only reach a 2.3–10 times slower walking speed over soft ground,
see Section 1.1. It is further unclear if a single configuration of the robot’s algorithms does
work for hard and soft ground.

Limitations of LOLA’s ability to traverse soft terrain are again imposed by the foot’s design
itself. Experiments have shown that for soft materials with a sink-in depth ≥ 10 cm, the foot’s
sharp edges get easily stuck in the material and make the robot fall. Also, the results indicate
kinematic limits of the robot play a more important role than the stabilization control. Fortu-
nately, there are very few real-world examples of soft ground with a high sink-in depth that
humans (or robots) have to cross.

Multi-Contact Balancing The force control concepts deployed on LOLA’s feet can easily be
adapted for additional hand contact force control. Combined with an extended wrench dis-
tribution method, this enables LOLA to dynamic multi-contact locomotion on uneven terrain.
Conceptionally, the extension of the robot stabilization to multiple contacts is straightforward
with only slight modifications. However, fast dynamic multi-contact locomotion is achieved
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with these approaches, which is in great contrast to the slow and quasi-static motions de-
scribed in literature [45, 167, 254, 321]. Even the fastest example in literature uses a contact
transition time of approximately 2 s [196] compared to 0.8 s for the multi-contact experi-
ments on LOLA. Furthermore, the used WPG2 and all SIK modules run in real-time, while
state-of-the-art multi-contact planners take several seconds to generate corresponding move-
ments.

Position-Controlled Joints vs. Torque-Controlled Joints The algorithms proposed in this
thesis are designed for robots with position-controlled joints. In the last years, joint torque
control has gained increasing attention in the robotics community. The technology is moti-
vated by safety aspects — due to the torque sensor in each joint, collisions with the environ-
ment (or humans) can be detected, and the robot can react in a compliant way. However,
the safety of robots does not necessarily require torque-control at the joint level [24]. Stiff
objects surround humans, and it seems unnecessary that a robot gives way compliantly when
not moving before the collision. When a robot is in motion, it must be guaranteed that the
kinetic energy is limited or reduced before impact when a collision is inevitable. Provided an
imminent collision can be detected — for example, from drive currents or external sensors
— only the gear ratio, the mass of the robot’s bodies, and the joint drives’ power determine
the impact force. Conceptionally, robots with torque-controlled joints can reach a higher per-
formance for interaction tasks than robots with position-controlled joints, which require an
additional outer force-control loop.

In the context of biped walking, both positions and forces are important. On the one hand,
footstep positioning must be accurate because this defines the BoS and greatly influences the
dynamics of the system. On the other hand, contact wrench control must mitigate impact
effects from timing imperfections and is important for the system’s dynamics when an end ef-
fector is in contact. It seems to be due to these requirements in both domains (positions and
forces) that robots with torque-controlled joints so far have not shown significant benefits
compared to the less complex position-controlled ones. Apart from the many different con-
trol frameworks for both approaches, the two necessary control loops for positions and forces
basically swap places in a cascaded structure. This means that robots with torque-controlled
joints have a slower position-control loop than force-control loop to preserve stability; conse-
quently, for robots with position-controlled joints, the position-control loop is faster than the
force-control loop. However, the differences are fluid, and the quality of gears, sensors, and
mechanical structure introduce biases in one or the other direction.

Position-control on joint-level can be designed as collocated control when using encoder
feedback on the motor-side, allowing high closed-loop bandwidth. Of course, this leads
to imperfect tracking of positions on the joint side. However, the deviations are usually
neglectable when the gearbox is reasonably stiff, and feedforward control approaches can
be used to improve joint-side accuracy. Force control loops must operate as an outer loop,
which requires external force sensors. Also, the mechanical structures between the FT sensor
and the joint motors are part of the force control loop’s plant and can limit the crossover
frequency.

Torque-control on joint-level is usually done with a joint-side sensor to be able to detect
external forces (safety). However, this means the inner force control loop is not collocated,
and its crossover frequency depends on the gearbox’s quality. Moreover, special actuation
designs for biped robots try to shift the heavy motors upwards using belt and roller screw
mechanisms. Due to the friction in these mechanisms, errors between the actual contact
forces and the forces estimated from the joint torque-sensors exist. In some cases, these

2The achievements of multi-contact planning are not part of this thesis’ contributions. For details, refer to the
work of Philipp Seiwald.
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effects are reduced by additional FT sensors at the end effectors, making the overall system
even more complex. An advantage of joint torque control is the ability to measure contact
forces on the humanoid’s whole body, although it is not always possible to separate the
individual contributions of multiple contact points. An outer position-control loop is required
to track positional trajectories for CoM and the end effectors and avoid joint limits. In contrast
to robots with position-controlled joints, the DK is always calculated from actual encoder
values and not the desired configuration. This puts higher demands on the quality of the
sensors and state-estimation techniques to retrieve noise-free pose estimates.

As shown in this thesis, the contact force control of robots with position-controlled joints
is robust to the ground’s mechanical uncertainties. These control schemes become unstable
when the ground is stiffer than the nominal parametrization, which is not relevant in reality
due to the foot sole’s finite stiffness. In contrast, torque-control loops directly at joint-level
can become unstable on soft or moving ground without further measures or reduced gains
[75, 106]. The observations described for soft ground in Section 5.4 are inverted in this setup:
The outer position-control loop’s performance degrades on soft ground, leading to higher
deviations from the reference pose than on hard ground. Depending on the parametrization,
the changes of the pose may be drastic. It may be possible to transfer the MRAC approach to
the outer position controller in these control schemes to get a uniform behavior for different
grounds.

Each approach tends to favor either position- or force control due to the inner and outer
loop location. However, both are required for biped walking, making it hard to tell if one
method is generally better suited than the other. Both approaches strongly benefit from back-
drivable joints (low friction) just like the drives on LOLA. Both approaches can be affected by
structural resonances. Thus, the related methods described in this thesis can be transferred
to robots with torque-controlled joints.

The author believes that the impact of drive components and mechanical design on per-
formance is underestimated. A robot with high-performance position-controlled joints may
ultimately have a higher force-control bandwidth than a robot with inferior torque-controlled
joints. A fair comparison of the two control methods is only possible when done on hardware
best suited for both approaches. To the author’s best knowledge, such a comparison has not
been conducted yet.

7.6 Chapter Summary

This chapter contains experiments showing the achieved overall performance of LOLA on un-
even terrain, soft ground, and multi-contact locomotion. In contrast to the relatively simple
validation experiments for the individual control methods, complex scenarios are consid-
ered and tested on LOLA. The biped’s newly gained abilities are compared to state of the
art described in Chapter 1. Disadvantages of the current design and control schemes and
differences to robots with torque-controlled joints are discussed. Based on the considered
experiments, conclusions on the research topic and outlooks on future work are given in
Chapter 8.



Chapter 8

Closure

This chapter summarizes the work presented in this thesis. Furthermore, conclusions on the
gained knowledge are given and recommendations for future work are described briefly.

8.1 Contributions of this Thesis

This thesis’s contributions are three-folded: First, hardware-near software and a tactile sen-
sor/foot sole design for improved perception of the ground surface are presented. Second,
control schemes for balancing biped robots on uneven terrain using foot and hand contacts
are presented and experimentally evaluated. Third, software modules and tools to stabilize
bipeds, generally control robots, and test robotic systems with a machine-learning approach
are proposed. The contributions to these three parts are listed in the following.

Hardware-Related

• A high-performance hardware-layer implementation with particular emphasis on hard
real-time is presented. A new concept for the abstraction of bus communication is
proposed and published open-source.

• Several designs for a general-purpose low-cost tactile sensor are proposed and com-
pared experimentally. The accuracy of these flexible and easy-to-replicate designs is
analyzed.

• A design outlook for integrating tactile sensing into the foot sole of a humanoid robot is
given. The design targets the instantaneous measurement of contact surfaces in partial
contact scenarios.

Control Schemes The proposed control schemes rely on simple dynamical and geometric
(contact) models. Some of the required plants are identified via onboard system identifi-
cation. Others require basic data, for example, the humanoid’s mass and foot design. All
control policies are experimentally evaluated on LOLA.

• An improved inverse-kinematics scheme for task-space switching is presented.

• Reactive control strategies for early- and late contacts are proposed for the compensa-
tion of contact timing deviations. These strategies find application for foot and hand
contact control.

• Methods to compensate parasitic effects caused by structural dynamics are compared
for inclination control schemes.
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• A QP formulation for the wrench distribution to multiple contact locations is compared
with an existing heuristic.

• A control concept to overcome vertical ground-height changes is proposed. The method
induces vertical CoM-height changes from the ground-reaction forces.

• A contact force control scheme with an explicit contact model is proposed. The control
scheme’s robustness to unknown ground properties is analyzed theoretically and with
support from experimentally identified control plants.

• The use of sensor-based foothold surface data in the contact model of the ground-
reaction force controllers is proposed. The approach improves the performance in par-
tial foothold scenarios. It is shown that a tactile foot sole can increase the potential of
this method.

• An extension of the ground-reaction force controller with adaptive control law is pro-
posed. The algorithm reacts to previously unknown mechanical ground properties, for
example, softer ground.

• The developed techniques for ground-reaction force control are ported to hand con-
tact controllers, enabling multi-contact balancing and locomotion with dynamic contact
transitions.

Software Architecture and Ecosystem

• The software architecture for the stabilization and control of LOLA is presented as part
of a greater software ecosystem. Further enhancements to the simulation environment
and development toolchain are presented. Special emphasis is put on hard real-time
capability.

• Several control-related software modules used for LOLA are published open-source as
part of the introduced broccoli library. The software is free to use and finds applications
in other TUM robotics projects.

• A novel machine-learning-based system testing tool is presented. The approach uses
noise-related features for the detection of failures from simulation data.

The developed control algorithms significantly improve the robustness of LOLA to unde-
tected uneven and soft terrain. Note that no vision-based data or prior knowledge is used
in the experiments, i.e., the robot is technically blind. In the experiments, LOLA overcomes
inclined wooden terrain, loose wooden boards, ground-height changes of up to 9 cm, and a
mixture of soft and hard obstacles at a walking speed of 0.5 m/s. The terrain’s difficulty and
the walking speed are significantly higher than reported in state of the art. With additional
hand-contacts, LOLA can further overcome footsteps that may roll away using fast contact
transitions. Related experiments have not been reported in the literature to the author’s best
knowledge.

8.2 Conclusions

The hypothesis stated in Chapter 1 is supported by the experimental results: Although the
presented control schemes do not use the full dynamics models, the robot performs excep-
tionally well on uncertain terrain. Instead of using a complex model that needs to be accurate,
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the approaches deal with uncertainty by taking only a few things as well-known and adapt-
ing to deviations when appropriate. Of course, full model-based control of bipeds can further
improve the performance. However, dealing with uncertainty in the model and the terrain
typically becomes more complex for such approaches. In the following, further conclusions
drawn from the experimental results are presented.

Hardware Performance Looking at state of the art on biped robots (see Section 1.1), one
may notice that all high-performance robots are owned and developed by companies. This
author believes that this is mainly due to insufficient hardware (integration) on research
platforms. It is particularly striking that publications on hardware or hardware-related inte-
gration are not considered valuable to the community. Still, control methods based on full
multi-body dynamics are often validated by slow quasi-static motions of a biped, which do
not require considering dynamics at all.

The results shown in this thesis and the experience gained from the control schemes’ de-
sign indicate the high importance of low-level control and integration. Furthermore, control
schemes should live as close to the hardware as possible, adding complexity only where nec-
essary. Indeed, the control schemes must be based on sound theoretical approaches — good
integration alone is just as unhelpful. Still, the validation and fair comparison of methods
require high-performance underlying control layers and hardware.

Low-Cost Tactile Sensors Experimental results with the proposed flexible, low-cost tactile
sensor show the suitability of such designs to detect contact (locations) or contact surfaces,
see Section 2.3. However, the attained pressure readings are not particularly accurate. A
remaining problem for a high density of taxels is the connection of sensor wires to a suitable
readout electronics. Especially for low taxel density, the proposed design can be replicated
quickly and with low effort.

Foot Design The primary reason for the failure of experiments on uneven terrain with LOLA

is related to the foot design, see Section 7.5. First, the separation in four separate pads is not
ideal for small obstacles or inclined terrain. Second, the flat foot pads can get caught under
protruding edges or loose objects. These results indicate the necessity of a foot redesign. The
presented tactile foot design is a basic prototype for a new development.

Wrench Distribution A comparison of a heuristic with a QP-based solution shows surpris-
ingly small differences for walking on flat ground, see Section 4.3.5. Other parts of the gen-
eral control approach (contact force controllers, balance controllers) seem to have a higher
impact on the overall robot performance. Moreover, tuning of the cost function parameters
can be tedious due to the missing physical relation and the dependency on underlying control
loops in the hierarchy. Nevertheless, the wrench distribution approach is essential for multi-
contact locomotion to generate contact-consistent desired wrenches for all end effectors.

Vertical CoM Acceleration Experiments with unexpected ground-height changes show sig-
nificant improvements in robustness when the CoM is additionally accelerated vertically
based on the ground-reaction force tracking error, see Section 4.5.4. On the one hand, the ac-
celeration of masses dynamically generates contact forces when required. On the other hand,
the actual height of the CoM is adapted automatically. In contrast to horizontal CoM accel-
erations, a modification of the vertical contact forces and the CoM height are independently
from the BoS and the horizontal dynamics.
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The control scheme resembles a virtual spring-damper pair and has relations to biome-
chanical models. It may further be used to study energy-exchange mechanisms of humans1

when walking over unexpected obstacles.

Contact Force Control: Robustness to Uncertainty This thesis’s theoretical considerations
and experiments prove the proposed contact force control scheme’s high robustness to uncer-
tain ground properties, see Section 5.2.4. The key to these methods’ robust stability lies in a
bounded stiffness of the control plant, which consists of the robot’s structure, the foot sole,
and the actual ground. Especially the inherent compliance of the foot sole enables robust
stability of the control loops on soft and hard ground, loose and moving wooden parts. Thus,
the design of the compliant contact elements is essential for the system’s performance.

Contact Force Control: Adaptation to Uncertainty On soft terrain, or for partial footholds,
the robust contact force controllers’ stability margins increase further at the cost of the closed-
loop crossover frequency.

This thesis’s results show that the measured contact surface can be considered in an ex-
plicit contact model to reduce these effects for partial footholds, see Section 5.3. Already
coarse surface measurements lead to better force tracking on uneven terrain with initial
partial contacts of the feet. Simulations have shown an even higher performance when high-
resolution tactile foot soles are used.

Experiments with an adaptive control approach show similar achievements concerning
the uncertainty of unexpectedly soft ground, see Section 5.4. This approach’s critical part is
a reference model, which must encode the expected force-tracking behavior on hard ground.
A deviation of the closed-loop from the reference model’s dynamics leads to an adaptation of
the control gains and avoids reducing the crossover frequency on soft ground. The method
enables LOLA to walk on mixed soft and hard obstacles at walking speeds significantly higher
than reported in the literature.

While the general robustness tolerates uncertainty in the ground properties, these addi-
tional approaches can compensate the uncertainty to some extent to improve the tradeoff
between stability and performance.

The Stiffness of Contact Elements The compliance of the elements making contact with
the environment (foot soles, hand surfaces) is important for the contact force controllers’
robustness. Moreover, an optimum for these elements’ stiffness exists, which depends on
the actuator’s limitation and the quality of the measured contact forces, see Section 5.2.8.
A careful choice of these materials reduces force peaks during impacts while maintaining a
high crossover frequency of the force-control loops.

Dynamic Contact Transitions The proposed contact-force control concepts are robust to
dynamic and unexpected contact transitions. Experiments on uneven terrain and in multi-
contact scenarios show the effectiveness of the event-based continuous switching between
position- and force control. Furthermore, contact-timing imperfections are compensated by
the implemented early- and late-contact reflexes.

Structural Resonances This work deals with resonances in the control loop plants caused
by the flexibility of the robot’s structure or joints. It is shown that filter-based loop shaping

1When walking over an unexpected obstacle, one strategy of humans is to trade in walking speed for CoM
height to keep the CoM height over ground constant.
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effectively reduces structural dynamics effects and increases the closed-loop crossover fre-
quency, see Section 4.2.6. Interestingly, this approach is sufficiently robust to the variation
of eigenfrequencies for different configurations of the robot. In contrast, time-domain ap-
proaches can not specifically target the structural resonance frequencies causing a general
reduction of the control bandwidth.

Nevertheless, only the amplification of measured structural resonances via the control
loops is avoided with these approaches. The results show that the corresponding bodies still
vibrate, affecting the total system’s performance, see Section 4.5.4. The amount of damping
inserted via the joint-position-, force-, and balance control loops, is limited and the oscilla-
tions must be observable at the sensor locations. This leads to the conclusion that the robot’s
structure itself should be significantly damped for best performance. The results indicate that
this may be even more important than a high stiffness.

Position-Control on Joint Level From a comparison of state of the art and the results
shown in this thesis, one can conclude that currently, bipeds with torque-controlled joints do
not show a systematic advantage to robots with position-controlled joints. Concerning bal-
ancing (in multi-contact scenarios), a stiff behavior of the robot’s joints can be an advantage
when dedicated methods for possible impacts are in place, see Section 7.4. From the discus-
sion in Section 7.5 follows a strong dependency on specific hardware features. Therefore, a
general statement is difficult, especially since biped walking requires precise control of both
position and torques.

Software Quality and Ecosystem Two things can be concluded from work presented in this
thesis concerning software development, see Chapter 6. First, software quality is essential for
long-term research projects, and higher initial efforts usually pay off quickly. Second, com-
mon robotics frameworks like ROS are not suited for all robotics applications, in particular,
due to missing hard real-time capability. The experiences with LOLA show that heterogeneous
ecosystems with loosely-coupled modules are a lot more flexible than complete solutions,
which probably will not fit all problems. In this context, small and independent research li-
braries (like broccoli) can facilitate higher flexibility in the development while still being able
to share code because these can easily be used in combination with other frameworks.

Noise or Vibrations are a viable source for failure detection The early detection of soft-
ware errors is essential for the effective development of new approaches for biped robots.
Experiments are usually time-consuming and can put the expensive hardware at risk. The re-
sults in Section 6.5 show that a signal related to the virtual noise of the robot contains clues
on failure symptoms. Due to this effective compression of dimensionality, applied machine-
learning techniques are computationally efficient. An advantage to heuristics is a low effort
required to add new software failures or train new expected behavior.

8.3 Recommendations for Future Work

Minor recommendations for improvements are given in the sections of the respective meth-
ods. In the following, future research topics on a broader scope are recommended. This
includes both topics more specifically targeted on LOLA and topics generally considered rele-
vant in biped robotics.
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Next-Generation Robot Structures The structural parts for biped robots must withstand
high forces during walking or when hitting an obstacle unexpectedly. At the same time, light-
weight designs are required to enable fast movements and higher walking speeds. A certain
compliance of the robot’s links is not critical as long as the structure is sufficiently damped.
Future work in this direction could focus on how to specifically introduce damping into the
structural parts and joints. Possible candidates are 3D-printing or compound materials. The
research could be inspired from the human physiology where the load-bearing bones are
surrounded by soft tissue.

Full Centroidal Dynamics It seems particularly interesting to compare the hierarchical con-
trol approach for LOLA, which already has some notion on the (vertical) centroidal dynamics,
with whole-body control frameworks like [166]. This could help to extract other simple con-
trol policies that arise from the consideration of centroidal dynamics. This author expects
that a similarly constrained whole-body control approach leads to comparable results. The
application on LOLA requires additional work due to the missing possibilities for joint-level
torque control [94].

Global Stabilization Schemes The presented stabilization schemes are local in time and
do not change footstep timing or locations. The methods benefit from the relatively large
foot dimensions for LOLA. Consequently, the next step is implementing a global, predictive
step recovery method on top of these control schemes. However, for accurate predictions of
the biped’s dynamics and resulting next footstep locations, large feet are disadvantageous.
With large feet, an error in the robot’s estimated state leads to a larger difference of the
initial contact point of a foot, i.e., the robot ideally should be equipped with point-feet. A
possible solution to this tradeoff between contact-force tracking performance and precise
prediction of the dynamics may be a new foot design. It is further recommended to consider
the conclusions on known foot-design issues described above.

Extended Ground-Profile Sensors State-of-the-art vision sensors usually have a pretty nar-
row field of view and limited resolution in the centimeter range. In particular, a head camera
can not acquire data on the terrain directly in front of the robot. Additional sensors at the feet
or legs of a biped could be used to detect the ground surface relevant for the next footstep.
These concepts may be especially beneficial to predictive stabilization concepts, which need
prior knowledge on the terrain below the next footstep to predict the dynamics accurately.

Hybrid Joint Control The control of biped robots requires accurate tracking of the joint
positions and the contact forces. A possible direction for future work is integrating hybrid
control loops at joint-level or in the fast 4 kHz loop of the communication bus. Currently, the
switching between force-controlled and position-controlled directions is done in task-space.
Shifting this hybrid scheme closer to the hardware can potentially increase performance.
Although additional joint-torque sensors are beneficial, a hybrid implementation on LOLA

can also use motor current measurements on back-drivable joints (for example, the knee) to
achieve higher-bandwidth torque control. A possible strategy could be to switch the knees
to current control before touchdown and switch back to position-control when the swing
phase begins. A particular challenge is the consistency of the desired position- and torque
trajectories2 and the smooth switching between different control schemes.

2The control objectives of the individual joint controllers, which can be in position- or force control mode,
must not conflict with each other or the global force-/motion targets.
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Falling Strategies All control strategies for LOLA and most other bipeds are designed to
avoid falling by all means. However, also humans do fall from time to time or on extremely
complex terrain. Advances in this field are closely related to safety concepts. Are there
alternatives to shutting off the power supply when things go wrong? Which strategies can be
used to reduce impact and return to a safe standing pose afterwards? The relevance of falling
strategies is not only justified by an increased autonomy in operation but also in the possibility
to automated test and recovery. The later is a beneficial prerequisite for the fully autonomous
acquisition of data sets in the context of data-driven optimization/machine-learning.

Automated Test Quality Evaluation A possible extension of the work started with NoisyTest
may be the fully automatic evaluation of the quality of a hardware experiment. Instead of
learning to detect specific failures in the data, the quality of an experiment may be linked
with its measurement data. Based on training data, the system over time could automatically
judge on the performance of an experiment. The automatic evaluation is a key part for the
deployment of automatic, iterative optimizations run on real hardware (see below).

Solving Parameter Complexity Numerous parameters define the walking gait of LOLA,
i.e., the step timing, the exact shape of the foot trajectories, the ZMP trajectory, and more.
Furthermore, the stabilization module contains additional parameters and gains, and some
parameter sets work better for specific scenarios than others.

An exciting direction for future work is how to determine these parameters and adapt
them to the current situation of the biped. One possibility is a heuristic that may, for ex-
ample, use the robot’s state and vision-based semantic information of the scene to select or
activate different gait modes and control schemes. This may be implemented in the form of a
supervising software module that coordinates all planning and control efforts and considers
correlations between the modules’ methods.

As a further extension, the optimal parameters and their relation to the robot’s state
may be identified using unsupervised learning on the hardware. This approach requires the
automated evaluation of an experiment’s quality described above and is further supported
by falling strategies. From many automated tests on different terrain, the software learns
reasonable parameter choices, which makes parameter tuning superfluous. As an alternative
to a learned reward function (see above), reference models may be used to define the biped
robot system’s desired behavior. Given that the reference-model state gradients depending on
the parameters are known (these can be evaluated in simulation), optimal parameters may
be calculated online when the actual state differs from the reference model.





Appendix A

Notation and Fundamentals

A.1 Frames of Reference

A vector quantity, like the position of a point p, r p, may be written in different FoRs. The cor-
responding FoR is denoted by the left hand index of the quantity. For example, j r p describes
the vector r p measured in the j frame of reference. i r k,p = i r p − i r k denotes the vector from
point k to point p written in frame i.

A.2 Rotations in 3D

This section summarizes the basics on rotations in 3D and quaternions. The summary does
not claim to be complete. Relationships and operators are explained only as far as necessary;
some definitions are only given implicitly. The following content is based on the correspond-
ing literature [51, 56, 97, 132, 200, 251].

Rotation Matrices A rotation matrix jAi ∈ R3 defines a frame transformation from i to j

using the notation:

j r p = jAi i r p (A.1)

kAi = kA j jAi . (A.2)

By developing j Ȧi via finite differences

j Ȧi = lim
∆t→0

jAi(t +∆t)− jAi(t)

∆t
= lim
∆t→0

jAi(t) i∆Ai − jAi(t)

∆t
, (A.3)

using an infinitesimal small rotation i∆Ai, the relation to the instantaneous angular velocity
between the frames i and j iω j,i is found. The rotation matrix i∆Ai is constructed from the
superposition of infinitesimal small frame rotations around the unit vectors of frame i using
cos(x)≈ 1, sin(x)≈ x , and neglecting higher-order terms:

R =





1 0 0
0 1 −i∆α

0 i∆α 1









1 0 i∆β

0 1 0
−i∆β 0 1









1 −i∆γ 0

i∆γ 1 0
0 0 1



 (A.4)

i∆Ai =





1 −i∆γ i∆β

i∆γ 1 −i∆α

−i∆β i∆α 1



 ≈ R. (A.5)
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Inserting Equation (A.5) into Equation (A.3) then yields

j Ȧi = jAi iω̃ j,i , (A.6)

with the tilde operator being defined to

ω̃ =





0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0



 ∀ω ∈ R3. (A.7)

Quaternions There are several notations for quaternions. To clarify the use of quaternions
in this thesis, the notation and some basic relations are introduced in the following. The orig-
inal Hamiltonian (right-handed) definition [97] is used in this thesis and defines a quaternion
to

S = sw + sx i + sy j + szk ∈ H, with (A.8)

i2 = j2 = k2 = i jk = −1, (A.9)

and its vectorial form

s =

�

sw

s v

�

=






sw

sx

sy

sz




 ∈ R4. (A.10)

The Hamiltonian product of two quaternions is denoted with ⊗:

s⊗t =

�

sw tw − s T
v t v

swt v + tws v + s v × t v

�

̸= t⊗s . (A.11)

The definition of an inverse quaternion is given by

s⊗s−1 = s−1⊗s = s1 =

�

1
0

�

, with (A.12)

s−1 =
s∗

||s ||2 =
s∗

s2
w + ||s v ||2

, (A.13)

and the conjugate of a quaternion

s∗ =

�

sw

−s v

�

. (A.14)

Describing Rotations with Quaternions To describe rotations in R3 with the help of unit
quaternions (||s || = 1) on the unit 3-sphere S3, a notation similar to the one for rotation
matrices is used:

�

0

j r p

�

= j s i⊗
�

0

i r p

�

⊗ j s i
∗ (A.15)

ks i = ks j⊗ j s i ∈ S3. (A.16)

The quaternion j s i encodes the information of a frame transformation from i to j and is a
unit quaternion with || j s i ||= 1. From considerations on Equation (A.15) and Equation (A.11)
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with vectors describing small rotations follows that a small rotation of the frame i with angles

i∆α, i∆β , i∆γ is described by

i∆s i =
�

1 1
2 i∆α

1
2 i∆β

1
2 i∆γ

�T
. (A.17)

Similar to the rotation matrices, and using Equation (A.17), the quaternion time derivative
is developed using finite differences:

j ṡ i = lim
∆t→0

j s i(t +∆t)− j s i(t)

∆t
= lim
∆t→0

j s i(t)⊗i∆s i − j s i(t)

∆t

= lim
∆t→0

j s i(t)⊗
��

1 1
2 i∆α

1
2 i∆β

1
2 i∆γ

�T − s1

�

∆t

= lim
∆t→0

j s i(t)⊗
�

0 1
2 i∆α

1
2 i∆β

1
2 i∆γ

�T

∆t

= j s i⊗
�

0
1
2 iω j,i

�

. (A.18)

Using the quaternion transform Equation (A.15), Equation (A.18) can be rewritten with the
angular velocity in the j frame:

j ṡ i =

�

0
1
2 jω j,i

�

⊗ j s i . (A.19)

Relation between Quaternions and Rotation Matrices The transformations in Equations
(A.1) and (A.15) show the equivalence of rotation matrices and quaternions for the descrip-
tion of rotations. Both representations may be converted to each other. The following op-
erator is defined to describe the conversion of a rotation-describing unit quaternion to a
corresponding transformation matrix:

rotMat: S3→ R3×3

j s i 7→ jAi . (A.20)

While the composition of rotations is usually done via quaternions, the actual transformation
of entities (e.g. a position vector) is done via the corresponding rotation matrix. This is
due to the fact that the multiplication of rotation matrices is less efficient than the multipli-
cation of quaternions, but transformation matrices are efficient when performing the actual
transformation.

Rotation Vectors A rotation vector ϑ ∈ R is an axis-angle representation of rotations in 3D,
where the angle is encoded in the length of the vector. From a rotation axis ju and angle θ j,i

for a frame rotation from i to j, the corresponding rotation vector is given by jϑ j,i = θ j,i ju.
From the solutions of the differential equations (A.18), (A.19) for constant angular velocity

j s i(t) = j s i(0)⊗exp

��

0
1
2 iω j,i t

��

= exp

��

0
1
2 jω j,i t

��

⊗ j s i(0) (A.21)

also follows a direct relation between 1
2 jω j,i t = 1

2 jϑ j,i and a corresponding unit quaternion
for jω j,i = const.:

j s i = exp

��

0
1
2 jϑ j,i

��

and

�

0
1
2 jϑ j,i

�

= ln( j s i), (A.22)
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where the exponential and natural logarithm are defined by their Taylor series. The relation
between a rotation vector (angle-axis representation) and quaternion parameters can also be
derived via the Euler-Rodrigues formula [200, pp.42].

The following operators are additionally defined to describe the direct mapping between
a rotation vector in R3 and a unit quaternion in S3:

quat: R3→ S3 rotVec: S3→ R3

ϑ 7→ exp

��

0
1
2ϑ

��

= quat(ϑ) = s s 7→ quat−1(s) = ϑ. (A.23)

Rotation vectors are a minimal but complete description of rotations in 3D. The additional
operator wrap() takes a rotation vector ϑ and returns an equivalent representation ϑ′, where
the norm ||ϑ′|| is wrapped to ||ϑ′|| ∈ [−π,π). When the rotation vector describes a difference
between two orientations, this ensures always the smallest angle is returned.

From instantaneous angular velocities to orientation modifications For the control of
the foot orientations, it is necessary to synthesize a rotation from the integration of instan-
taneous angular velocities. In this thesis, the following approximative relation is used to
change the orientation of LOLA’s feet. For a modification velocity i∆ω(t) in the i frame, the
approximative rotation vector is obtained via integration:

iϑi,i′ ≈
t∫

0

i∆ω(τ)dτ. (A.24)

Note that the instantaneous angular velocity i∆ω(τ) is always interpreted in the i frame, not
the i′ frame. This approximation assumes the angle between i∆ω(τ) and iϑi,i′ is small, which
is true when the axis of the angular velocity only changes slowly. The exact analytical relation
between iϑ̇i,i′ and i∆ω(τ) is described in [273] and is singular in certain configurations.

An alternative solution that uses a piecewise-constant angular velocity in a time-discrete,
iterative scheme is based on Equation (A.21):

i s i,i′[n+ 1] = quat(i∆ω[n]∆t)⊗i s i,i′[n]. (A.25)

This algorithm calculates a modification quaternion from a small rotation vector and the
quaternion of the last time-step n. Simulations with LOLA have shown neglectable differ-
ences between the two solutions from Equations (A.24) and (A.25) even when walking on
uneven terrain with relatively large foot inclinations. A further alternative is the numerical
integration of the quaternion parameters using Equation (A.19). However, this requires the
normalization of resulting quaternion parameters after each integration step. Due to simplic-
ity and the reuse of code for the integrators, the approximative integration Equation (A.24)
is used.

The orientation modification may be applied relative to a time-dependent frame i, see
Appendix A.4 for an example. Let j s i(t) be a unit quaternion describing the orientation of
frame i relative to j. The orientation modification described in the i frame may then also be
combined to a total orientation:

j s i′(t) = j s i(t)⊗quat(iϑi,i′). (A.26)

Note that the order of rotations must be respected, i.e., for modifications in the j frame, the
order of multiplication flips.
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A.3 Digital Filter Implementations

In the following, the implementations of several digital filters are described. These filters
follow from their continuous-time counterpart using the bilinear (tustin) transformation
method. The filter frequencies are not adapted (prewarped), i.e., the characteristic frequen-
cies start to shift when they come close to the nyquist frequency 1

2∆tcont
.

First-Order Low-Pass Filter The lpf1(T, u) with the time constant T , and input vector u is
an element-wise digital implementation of the continuous-time transfer function

P1(s) =
1

Ts+ 1
(A.27)

with the time-discrete representation

P1(z) =
∆tcont (1+ z−1)

(∆tcont + 2T ) + (∆tcont − 2T ) z−1
. (A.28)

Second-Order Low-Pass Filter The lpf2(T, d, u) with the time constant T , the damping
factor d, and input vector u is an element-wise digital implementation of the continuous-
time transfer function

P2(s) =
1

T2s2 + 2dTs+ 1
, (A.29)

with the time-discrete representation

P2(z) =
∆t2

cont (1+ 2z−1 + z−2)

4T2 + 4dT∆tcont +∆t2
cont + (2∆t2

cont − 8T2) z−1 + (4T2 − 4dT∆tcont +∆t2
cont) z

−2
.

(A.30)

Discrete-Time Derivative Filter The ddt(T, u) filter with the time constant T , and input
vector u is an element-wise numeric derivative of the first-order time-discrete low-pass filter
described above with the time-discrete representation

Pdt(z) =
(1− z−2)

(∆tcont + 2T ) + (∆tcont − 2T ) z−1
. (A.31)

Discrete-Time Integrator The int(u) integrator with the input vector u is an element-wise
discrete-time forward Euler integrator defined by the transfer function

Pint(z) =
∆tcont

1− z−1
. (A.32)

Notch Filter The notch(T,Q, d, u) with the time constant T , the sharpness factor Q, the
damping factor d, and input vector u is an element-wise digital implementation of the
continuous-time transfer function

Pn(s) =
T2s2 + 2dTs+ 1

T2s2 + T
Q s+ 1

, (A.33)

with the time-discrete representation

Pn(z) =Q
(4T 2 + 4dT∆tcont +∆t2

cont) + (2∆t2
cont − 8T 2) z−1 + (4T 2 − 4dT∆tcont +∆t2

cont) z
−2

4QT 2 + 2T∆tcont +Q∆t2
cont + (2Q∆t2

cont − 8QT 2) z−1 + (4QT 2 − 2T∆tcont +Q∆t2
cont) z

−2
.

(A.34)
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A.4 Task-Space Operators

The following operators are required for the modification and comparison of task-space vec-
tors. They are used in several parts of this thesis; see also Section 3.4.3. The modification of
a task-space vector is not straightforward due to the included rotation vectors. The consider-
ations from Appendix A.2 on the modification of orientations are used in the following.

For the right foot, the operator for a modification of the foot trajectory in W is given by

W modifyRF : R28 ×R28 ×R6 ×R6→ R28 ×R28

(X , V , W∆x RF , W∆vRF ) 7→











































W r W ,CoM

WϑW ,U

W r W ,RF + W∆r W ,RF

rotVec
�

quat(W∆ϑW ,RF)⊗quat(WϑW ,RF)
�

ϕRT

W r W ,LF

WϑW ,LF

ϕLT

ϕP

ϕT

W x RH

W x LH






















,






















W ṙ W ,CoM

WωW ,U

W ṙ W ,RF + W∆ṙ W ,RF

WωW ,RF + W∆ωW ,RF

ϕ̇RT

W ṙ W ,LF

WωW ,LF

ϕ̇LT

ϕ̇P

ϕ̇T

W vRH

W vLH











































. (A.35)

Correspondingly, the operator for modifying the right foot trajectory in the end-effector FoR
is given by

RF modifyRF : R28 ×R28 ×R6 ×R6→ R28 ×R28

(X , V , RF∆x RF , RF∆vRF ) 7→









































W r W ,CoM

WϑW ,U

W r W ,RF + rotMat(quat(WϑW ,RF))RF∆r W ,RF

rotVec
�

quat(WϑW ,RF)⊗quat(RF∆ϑW ,RF)
�

ϕRT

W r W ,LF

WϑW ,LF
ϕLT
ϕP
ϕT

W xRH

W x LH





















,





















W ṙ W ,CoM

WωW ,U

W ṙ W ,RF + rotMat(quat(WϑW ,RF))RF∆
◦
r W ,RF

WωW ,RF + rotMat(quat(WϑW ,RF))RF∆ωW ,RF
ϕ̇RT

W ṙ W ,LF

WωW ,LF
ϕ̇LT
ϕ̇P
ϕ̇T

W vRH

W vLH











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







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


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The operators for the left foot are defined accordingly. The operator for modifying a the hand
trajectory, exemplarily for the right hand, is given by

RH modifyRH : R28 ×R28 ×R3 ×R3→ R28 ×R28

(X , V , RH∆x RH , RF∆vRH) 7→








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



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
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
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
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
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IK algorithms require the calculation of a difference between two task-space vectors. For
the hand task-space vectors this is the standard subtraction. For the base vector the difference
is defined via

deltaXB : R22 ×R22→ R22

(W x B,d, W x B) 7→


















W r W ,CoM,d − W r W ,CoM

wrap(rotVec(quat(WϑW ,U ,d)⊗quat(WϑW ,U )
∗))

W r W ,RF,d − W r W ,RF

wrap(rotVec(quat(WϑW ,RF,d)⊗quat(WϑW ,RF)
∗))

ϕRT,d −ϕRT

W r W ,LF,d − W r W ,LF

wrap(rotVec(quat(WϑW ,LF,d)⊗quat(WϑW ,LF)
∗))

ϕLT,d −ϕLT

ϕP,d −ϕP

ϕT,d −ϕT


















. (A.38)

A.5 Control Schemes

The following control schemes are repeatedly used in this thesis and are intended for velocity-
level operation, i.e., their output and the control input u are velocities. The following func-
tions are intended to make the control scheme equations in this thesis easier to read.

Both control schemes use a position control gain G x = 25 s−1. Due to the first-order
structure of this controller, 5

Gx
= 0.2 s is the time until 99 % of a static modification are com-

pensated. The value is chosen such that modifications on the feet can safely be driven back
to zero until a swing foot reaches its maximum height, see Figure 3.3.

Position Control The following scheme

posCtl: Rn ×Rn→ Rn

(u, x ) 7→ u − G x x (A.39)

returns the input velocity u with superposed position controller to drive a supplied modifica-
tion x back to zero.

Hybrid Control Based on a blending factor β ∈ [0,1], and a control input velocity u, the
control scheme

hybridCtl: R×Rn ×Rn→ Rn

(β , u, x ) 7→ β u − (1− β)G x x (A.40)

either returns u (β = 1) or returns a velocity to drive x back to zero (β = 0). The scheme is
used for time-depending hybrid control of the end effectors (force/position).





Appendix B

Joint Control Settings & Bus Topology

This appendix briefly summarizes the technical details of the joint actuators, the settings
used in the decentralized control modules, and the topology of the EC bus. In Table B.1,
the inverter settings used on the joint drives are shown. These settings are based on the
manufacturer-specified maximums for windings and gearbox, see Table B.2. The motors are,
in some cases, operated out of their specifications, due to better thermal properties of the
drive modules compared to the manufacturer’s reference design. The values were found
based on experience and the measurement of the winding temperature, see [188].

The feedback encoder settings for the joint drive modules are summarized in Table B.3.
Furthermore, the following settings are applied and saved on each joint controller:

• Single feedback, motor side, no gearbox (between encoder and motor), rotary load.

• Incremental encoder on socket 1: Quadrature encoder port B, no hall sensors.

• Absolute encoder on socket 2: EnDat 2.1 on port A with error bit mask.

• Socket 2 is auxiliary position: CA[79]=2

• General purpose settings according to Table B.3.

In Table B.4, the physical and logical connections between all EC slaves are described.
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Joints Motor Kit Type Inverter Type Continuous
Current [A]

Peak
Current [A]

Max. Motor
Speed [RPM]

Pole
Pairs

Pelvis Adduc-
tion
Pelvis Rotation

PB K064050-8Y G-WHI15/100EE 4.67 12.0△ 8500 4

Hip Flexion PB K375100-4D G-GUT35/100EE 24.0 62.0 4800 6

Hip Adduction
Hip Rotation

PB K064075-7Y G-WHI15/100EE 5.35 16.48 8000 4

Knee Flexion PB K375050-5Y G-GUT35/100EE 13.5 32.0 5600 6

Ankle Flexion
Ankle Adduc-
tion

PB K064050-8Y G-WHI15/100EE 4.67 14.1 8500 4

Toe Flexion PB K044025-JY G-WHI5/100EE 1.06 4.2 8500 3

Arm Flexion PB K064050-9D G-WHI15/100EE 6.46 16.5△ 8000 4

Arm Rotation PB K064025-GD G-WHI10/100EE 3.2 10.21 8000 4

Arm Adduction
Elbow Flexion

PB K064025-GD G-WHI15/100EE 3.2 10.21 8000 4

Head Pan WI MSSI 022H-
017C

G-WHI5/100EE 2.3 9.0 25500 3

Head Tilt HD RSF-5A G-WHI5/100EE 0.5 1.08 10000 4

Table B.1: Inverter settings for LOLA’s joint motors. The settings are primarily chosen based on thermal consider-

ations of the motor windings. In some cases, the overload torque of the gearbox (△) is the limiting factor.

Joints Drive Type Torque
Motor
Constant
[Nm/Arms]

Nom. Winding
Current [Arms]

Gearbox Gear
Ratio

Gearbox Torque
[Nm]

Cont. Peak avg. peak overload

Pelvis Adduc-
tion
Pelvis Rotation

D
PB K064050-8Y

0.133 4.44 14.02 HFUC-20 100 49 82 147

Hip Flexion A
PB K375100-4D

0.119 19.66 62.18 CSG-32 50 140 281 497

Hip Adduction
Hip Rotation

B & C
PB K064075-7Y

0.159 5.22 16.48 HFUC-25 100 108 157 284

Knee Flexion PB K375050-5Y 0.129 10.16 32.09 RGTF-12x5 ≤ 72 - - -

Ankle Flexion
Ankle Adduc-
tion

PB K064050-8Y 0.133 4.44 14.02 RGTF-8x5 ≤ 70 - - -

Toe Flexion G
PB K044025-JY

0.115 0.96 3.13 CPL-14 100 11 28 54

Arm Flexion D
PB K064050-9D

0.096 6.15 19.27 HFUC-20 100 49 82 147

Arm Rotation E
PB K064025-GD

0.097 3.20 10.21 HFUC-20 100 49 82 147

Arm Adduction
Elbow Flexion

F
PB K064025-GD

0.097 3.20 10.21 HFUC-17 100 39 54 110

Head Pan WI MSSI022H-
017C

0.009 2.3 9.0 CSF-11 100 8.9 11 25

Head Tilt HD RSF-5A 0.013 0.5 1.08 RSF-5A 100 0.65 1.4 -

Table B.2: Manufacturer-provided motor and gearbox maximums for LOLA’s joint drives, derived from [188].
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Joints Inc. Encoder
ticks/revolution

Inc. Encoder
Direction (right side /
left side)

Abs. Encoder
Resolution
[bits]

Abs. Encoder
Direction (right side /
left side)

Limit
Switch
Operation

Pelvis Adduction
Pelvis Rotation
Hip Flexion
Hip Rotation
Arm Flexion
Arm Rotation

11520 Inverted 17 Inverted GP5 Low
=Inhibit

Arm Adduction 11520 Non-Inverted /
Inverted

17 Non-Inverted /
Inverted

GP5 Low
=Inhibit

Hip Adduction 11520 Non-Inverted /
Inverted

17 Non-Inverted /
Inverted

GP5 Low
=Inhibit

Knee Flexion 11520 Non-Inverted 17 Inverted GP5 Low
=Inhibit

Ankle Flexion
(outer motor)

11520 Inverted 16 Non-Inverted -

Ankle Adduction
(inner motor)

11520 Inverted 16 Inverted /
Non-Inverted

-

Toe Flexion 4000 Inverted 16 Non-Inverted GP5 Low
=Inhibit

Elbow Flexion 11520 Non-Inverted 17 Non-Inverted GP5 Low
=Inhibit

Head Pan 2000 Non-Inverted - - Homing
GP5 High
=FLS
GP6 High
=RLS

Head Tilt 2000 Non-Inverted - - Homing
GP5 High
=RLS
GP6 High
=FLS

Table B.3: Incremental (Inc.) and absolute (Abs.) encoder data for LOLA’s joint drives.
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Device / Joint Drive Station
Address

Physical
Parent
Address

Physical
Child
Addresses

CANGateway 1006 Master 1036
EtherCAT Coupler 1036 1006 1013(Out)

1037(Ebus)
EL3602 Analog Input 1037 1036 1038
Junction 1038 1037 1017(X1)

1018(X2)

Arm Flexion Right 1018 1038 1019
Arm Adduction Right 1019 1018 1039
Arm Rotation Right 1039 1019 1022
Elbow Flexion Right 1022 1039 1041
Hand FTS Right 1041 1022 End

Arm Flexion Left 1017 1038 1016
Arm Adduction Left 1016 1017 1040
Arm Rotation Left 1040 1016 1015
Head Tilt 1015 1040 1014
Head Pan 1014 1015 1023
Elbow Flexion Left 1023 1014 1042
Hand FTS Left 1042 1023 End

Hip Flexion Right 1013 1036 1007
Hip Adduction Right 1007 1013 1008
Hip Rotation Right 1008 1007 1009
Knee Flexion Right 1009 1008 1010
Ankle Adduction Right 1010 1009 1011
Ankle Flexion Right 1011 1010 1012
Toe Flexion Right 1012 1011 1020

Pelvis Adduction 1020 1012 1021
Pelvis Rotation 1021 1020 1024

Hip Flexion Left 1024 1021 1025
Hip Rotation Left 1025 1024 1026
Hip Adduction Left 1026 1025 1027
Knee Flexion Left 1027 1026 1028
Ankle Flexion Left 1028 1027 1029
Ankle Adduction Left 1029 1028 1030
Toe Flexion Left 1030 1029 End

Table B.4: EtherCAT bus topology and station addresses.



Appendix C

Identified Plants
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Figure C.1: Estimated measured transfer functions from rotational foot velocity (x -axis) to contact torques (Tx )

−Pcontact,4,4(s) for double support (ds), double support on soft ground (ds soft), and single support (ss). In addi-

tion, a magnitude-squared coherence estimate is shown. The foot velocities and contact torques have inverted

directions (see Section 3.4.2). Thus, the transfer function to negative contact torques is shown to avoid unintuitive

phase readings. A positive phase does not violate physical consistency due to the velocity-level plant input.
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Figure C.2: Estimated measured transfer functions from rotational foot velocity (y-axis) to contact torques (Ty )

−Pcontact,5,5(s) for double support (ds), double support on soft ground (ds soft), and single support (ss). In addi-

tion, a magnitude-squared coherence estimate is shown. The foot velocities and contact torques have inverted

directions (see Section 3.4.2). Thus, the transfer function to negative contact torques is shown to avoid unintuitive

phase readings. A positive phase does not violate physical consistency due to the velocity-level plant input.
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Figure C.3: Estimated transfer function Pstructure,x y(s) from torques at the CoM to the floating-base inclination

UϑFB,x y in frontal and sagittal plane, see also Section 3.8.1. The excitation is done solely via vertical contact force

variations on both feet, which yields the best coherence for both directions. For the estimation, the transfer from

torques to angular velocities is used due to higher sensitivity. The depicted transfer function, however, is already

corrected to the correct output (angles).
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Figure C.4: Estimated transfer function PCoM,3(s) from vertical velocities of the CoM to the total vertical contact

forces, see also Section 3.8.1. The estimation is done in double-support (ds), once for a stiff and once for a soft

ground. From the matching resonances of both estimates one can draw the conclusion that the contact stiffness

has only a damping effect and that the resonances originate from the structure of the robot.



Appendix D

Manufacturing Steps Tactile Sensor

This appendix describes the manufacturing process for the tactile sensor (prototype C) de-
scribed in Section 2.3. The following pictures show the assembly of a toe sensor patch for
LOLA. The manufacturing process is mostly independent of the geometry of the sensor patch.

Materials and Tools All required materials and tools are summarized in Table D.1.

Material / Tool Requirements Article name

Fabric Thin but tear-resistant / tough cotton fabric –
Stainless steel thread The stainless steel threads must be as thin as possible — other-

wise the sewing process may fail or the sensor has a low sensi-
tivity. In this work, a 2-ply stainless steel thread was used.

Adafruit stainless
thin conductive
thread

Standard thread This non-conductive thread must not be too thin to get mechani-
cal properties near those of the stainless steel thread. A synthetic
material with relatively high stiffness works best.

–

Piezoresistive material – Velostat
Sewing machine Use a robust sewing machine — older machines made of metal,

or professional sewing machines perform way better than to-
day’s consumer grade machines.

–

Sewing machine needle Use a thicker needle to get better results with the steel threads,
e.g., 1mm thickness.

PN-100/16

Other tools Fixing pins, scissors, colored pencils, tape –

Table D.1: Required materials and tools for manufacturing a tactile sensor patch.

Figure D.1: Sketch of the conductive thread positions (yellow) and the overall size of the senor patch on one of

the two fabrics.
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Step 1 — Preparing the cotton fabric Start by sketching the sensor patch’s desired size and
the position of the conductive threads on the cotton fabric (both halves), see Figure D.1. Be
aware that the three sensor layers need to be sewed together on the sensor patch’s outer rim.
This fixing seam should not be too close (> 5 mm distance) to the outer taxels. Otherwise,
rim taxels might become pre-tensioned and may behave differently. Cut out the two fabric
patches and make sure they are the same size and can be aligned.

Step 2 — Sewing the metal threads into the fabric Use the steel thread as the shuttle
(lower) thread in the machine and the non-conductive thread as the upper one. This reduces
the wear of the steel material during the sewing process. Stitch lengths of 3 mm or higher
worked well. Make sure to leave enough of the steel threads at the patch’s edges to connect
them to the electronics board later. The cotton fabric does deform a little bit due to the metal
threads’ tension — this is normal for this sensor design. If the fabric crumples too much or
the non-conductive thread ruptures, the two threads’ tension is likely too different, and one
should select other materials. The final result of one fabric half is shown in Figure D.2.

(a) Upper side (b) Bottom side

Figure D.2: One fabric half with sewed-in steel threads.

Step 3 — Assembly of the two fabric patches Start by taping the metal threads to the
cotton to avoid sewing them into the layered assembly. Use fixing pins to align the two fabric
patches on one side, see Figure D.3. Then cut out an appropriate size of the piezoresistive
foil — it will be sewed together with the other two layers and should be larger than the
actual sensor size. Once the foil is aligned with the planned (marked) positions of the fixing
seam on the outer edge, see Figure D.4, tape it down on one side of the cotton. Make sure
to remove the tape after the sewing is finished. Fold the three layers together. Again, check
the layers’ alignment and add more fixing pins to prevent the layers from moving during the
sewing process.

Step 4 — Sewing all layers together Use a standard cotton thread to sew all three layers
together on the sensor patch’s outer rim. Remove all tape and prepare the stainless steel
wires for connection.



189

Figure D.3: Aligned fabric halves without piezoresistive layer. Fixing pins are used on the right edge of the two

layers to keep the alignment.

Figure D.4: Aligned fabric halves with piezoresistive layer.
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