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But you must also understand "and".
because one and one make two.
you must also understand "two",
You think because you understand "one"

-Rumi
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Abstract
Rapid improvements of actuation and sensing capabilities of collaborative robots (cobots)
have enabled human-robot teams. Robots are no longer only specialized and unsafe tools,
but can have an active part in decision making as partners to humans. Fusing complemen-
tary capabilities of humans and robots is beneficial for many applications, e.g. extraterres-
trial exploration, surgery, rehabilitation and collaborative manufacturing. Motivation for
human-robot teams is that humans are excellent in reasoning and planning in unstructured
environments, while robots are very good in performing tasks repetitively and precisely.
The advancements of communication technologies enable interaction not only in a shared
workspace, e.g. in direct physical interaction, but also in remote interaction settings. Conse-
quences of these advancements are: (i) flexibility and dexterity of robots is further improving,
enabling design of complex robot systems, such as multi robots, that are able to perform
tasks comprising of multiple aspects and (ii) development of wearable haptic interfaces for
remote interaction. Therefore, the interaction of humans with such robot systems, through
novel interfaces and for complex tasks, is an emerging challenge.
One of the key research questions is how to combine human and robot decision making

and task execution capabilities in order to exploit their complementary skills. An important
control challenge is to resolve frequently asymmetric interaction, arising because robot(s)
can have a relatively high number of controllable degrees of freedom compared to the human
partner. Furthermore, human-robot teams typically need to achieve multiple control objec-
tives in order to accomplish a task and robust stability needs to be guaranteed to facilitate
safe interaction with the human and an a priori unknown environment. Finally, human and
robot often need to dynamically adjust their roles in order to perform a task in an optimal
way. In order to accomplish these challenges, a unified shared-control approach is still needed
to enable human-robot teaming irrespective of the interaction setting, interface, complexity
of the robot system and complexity of the task.
The main contribution of this thesis is a novel shared-control framework that enables: (i)

asymmetric interaction, (ii) simultaneous execution of multiple control objectives and (iii)
dynamic role adjustment in reaching a common control objective. The focus is on haptic
interaction between the partners, either through direct physical contacts or haptic devices.
The proposed control approach decouples the system dynamics into multiple subsystems,
each having its own control objective. The formal guarantees which enable the achievement
of multiple control objectives without conflicts are introduced. This enables partners to
provide control inputs to different subsystems simultaneously and without interferences.
With this control approach human-robot team interaction is established on spaces of reduced
dimensionality taking into account the low number of human command and feedback signals
imposed by interaction interfaces. The commands from the human are projected onto the
spaces of subsystems’ domain using a command mapping strategy and measured interacting
forces are fed back to the haptic interface using a feedback mapping strategy. The role
adjustment to achieve a common control objective is resolved by ensuring the total control
input applied to the task is optimal according to Nash equilibrium. The proposed shared-
control framework has been evaluated in simulation and realistic robot settings that include
human-robot direct physical interaction and remote interaction of a human partner and
multiple robots via wearable haptic devices. The suitability of wearable haptic devices in
the remote interaction is evaluated in human user studies.
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Notation

Function dependencies are omitted whenever they are clear from the context to improve
readability.

Acronyms and Abbreviations
BF binary feedback

CF constant feedback

CLPS closed-loop perfect state information pattern

DF dynamic relative feedback

HRI human-robot interaction

HRC human-robot interaction

HRTI human-robot team interaction

HITL human-in-the-loop

HOTL human-on-the-loop

I/O input/output

IPC intrinsically passive control

MIMO multi-input multi-output

NE Nash equilibrium

NF no feedback

MF measured feedback

pH port-Hamiltonian

pHRI physical human-robot interaction

SISO single-input single-output
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Notation

w.r.t. with respect to

Mathematical Conventions

Sets and Distributions

A ∪ B union of manifolds A and B

M,Mi,Mb,i,K,Ki,V ,Vi manifolds

M⊥ kernel ofM

N set of natural numbers

R set of real numbers

SE(3) special Euclidean group representing rigid body motions

SO(3) special orthogonal group representing rotations

Spin(3) group representing unit quaternions

∆̃ distribution related to the closed-loop system

∆c controllability distribution

∆c
b,i controllability distribution of the ith behavior

∆G distribution of G

∆G
b,i distribution of Gb,i

∆K kernel distribution

Ω codistribution

Scalars, Vectors and Matrices

a scalar (small letters)

a column vector (bold small letters)

A matrix (bold capital letters)

A† = A>(AA>)−1 ∈ Rn×n Moore-Penrose pseudoinverse of matrix A

Tξ0M tangent space ofM at point ξ0
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Notation

In ∈ Rn×n identity matrix

0n ∈ Rn×n,0m×n ∈ Rm×n zero matrix

S(·) ∈ R3×3 skew-symmetric matrix

Differential operations

ẋ = dx
dt

first derivative w.r.t. time
∂f(x)
∂x

= [∂f(x)
∂x1

... ∂f(x)
∂xn

] partial derivative

adifG = [f , adi−1
f G] Lie product of f and adi−1

f G

[f , g](x) = ∂g
∂x
f(x)− ∂f

∂x
g(x) Lie product (or bracket) of f and g

Lgf(x) = ∑n
i=1

∂f
∂xi
gi(x) Lie derivative of f along g

Lg1Lg2f(x) = ∂Lg2f

∂x
g1(x) repeated Lie derivative

Subscripts and Superscripts

(·)a associated with robot autonomy

(·)b associated with behaviors

(·)c associated with cooperative behavior

(·)h associated with human partner

(·)r associated with relative behavior

(·)x associated with Cartesian space

(·)d associated with desired values
t(·) w.r.t. frame {t}

Variables

c ∈ Rnθ generalized Coriolis and centripetal forces of the robot

d ∈ R displacement of the wearable device

D : Rn → Rn×n damping matrix
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Notation

dc, dr ∈ R damping cooperative and relative translation
parameters

Dc ∈ R6×6 desired cooperative damping matrix

Dr ∈ R6×6 desired relative damping matrix

eb,i ∈ Rki tracking error of the ith behavior

f : Rn → Rn system vector field

f̃ : Rn → Rn closed-loop system vector field

f c ∈ R6 cooperative force vector

f i ∈ R3 force vector of the ith robot

f r ∈ R6 relative force vector

g ∈ R incremental cost

gT ∈ R terminal cost

gi : Rn → Rn column i of system matrix G

G : Rn → Rn×m system matrix field

G̃ : Rn → Rn×m closed-loop system matrix field

Gb : Rn → Rn×m behavior system matrix field

Gh : Rn → Rn×l system matrix field mapping control input uh

Ga : Rn → Rn×(m−l) system matrix field mapping control input ua

h : Rn → Rp system output function

H ∈ SE(3) homogeneous matrix

H : Rn → R Hamiltonian function

J ∈ R cost function

J : Rn → Rn×n structure matrix of a port-Hamiltonian system

J b : Rn → Rn×n behavior Jacobian

J b,i : Rn → Rni×n Jacobian of the ith behavior

J b,r : R12 → R6×12 relative Jacobian

Kb,i ∈ Rn×ki kernel matrix of the ith behavior

kh,ka ∈ Rn optimal feedforward terms

vi



Notation

kr, kc ∈ R stiffness cooperative and relative translation gains

Ki ∈ Rki×ki desired stiffness matrix of the ith behavior

Kh,Ka ∈ Rn×n control gains

mi ∈ R3 torque vector of the ith robot in task space

M : Rnθ → Rnθ×nθ inertia matrix of the robot

M b,i : Rki → Rki×ki inertia matrix of the ith behavior

M c ∈ R6×6 desired cooperative inertia matrix

M r ∈ R6×6 desired relative inertia matrix

n̂i ∈ R3 vector of normal directions of the contact point i to a
surface

N ∈ N number of robots in a robot team

N ∈ Rn×n null-space matrix

pc ∈ R3 cooperative position vector

pf,i ∈ R3 position vector of the ith contact point of the human
partner

ph ∈ R3 position vector of the human hand

pi ∈ R3 position vector of the ith robot

p̃i ∈ R6 momentum of the ith robot

pr,j ∈ R3 jth relative position vector

pvo ∈ R3 position of the virtual object

P b,j ∈ Rn×nj inverse matrix of the jth behavior Jacobian

qc ∈ Spin(3) cooperative unit quaternion

qh ∈ Spin(3) unit quaternion of the human hand orientation

qi ∈ Spin(3) unit quaternion of the ith robot

qr ∈ Spin(3) relative unit quaternion

qvo ∈ Spin(3) unit quaternion of the virtual object

q? ∈ Spin(3) quaternion conjugate

rh,vo ∈ R3 distance between the frame {h} and the virtual object

vii



Notation

ri ∈ R3 distance between the frames {ci} and {c} in {w}

rvo ∈ R3 distance between the fingertips

Rc ∈ SO(3) rotation matrix of the frame {c} w.r.t. the world frame

Rh ∈ SO(3) rotation matrix of the human hand

Ri ∈ SO(3) rotation matrix of the ith robot

S ∈ R storage function

ti ∈ Rn twist vector of the ith robot

T ∈ R+ time horizon

u ∈ Rm control input

uh ∈ Rl control input (human partner)

ua ∈ Rm−l control input (robot partner)

vb,i ∈ Rni differential of the ith behavior

vh ∈ R6 velocity vector of the human hand

vi ∈ R6 velocity vector of the ith robot

vr ∈ R6 relative velocity vector

vvo ∈ Rnj velocity vector of the virtual object

V ∈ R Lyapunov function
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wi ∈ R6 control wrench vector of the ith robot

wg,i ∈ R6 gravitational forces of the ith robot in Cartesian space
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wm,r ∈ R6 measured relative wrench vector

x ∈ SE(3) robot pose in task space
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xh ∈ SE(3) pose of the human hand

xr ∈ SE(3) relative pose vector

xvo ∈ SE(3) pose of the virtual object

y ∈ Rp system output
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1
Introduction

Robots are still predominantly used as: (i) specialized and preprogrammed tools capable of
performing a limited set of tasks in a closed-off environment or (ii) teleoperators in hazardous
or inaccessible environments which are remotely and almost fully controlled by human oper-
ators. However, the development of collaborative robots allowed humans and robots to share
their workspace. Therefore, robots are no longer only tools to humans but are capable of
being their collaborative partners and assistants. The benefit of human-robot collaboration
lies in the complementary capabilities of humans and robots; humans are excellent in reason-
ing, (re-)planning and adapting in unstructured environments, while robots are very good in
performing tasks repetitively and precisely. This makes the collaboration between humans
and robots highly relevant in many application domains ranging from industrial, e.g. col-
laborative manufacturing and construction, service, e.g. cooperative object transportation,
retrieval and storage in warehouses, as well as care for the elderly, to medical, e.g. telesurgery
and rehabilitation. Figure 1.1 depicts some of these application examples.

(a) Cooperative manipulation [Hir14] (b) Remote surgery [dav13]

Figure 1.1: Application examples of human-robot interaction.

In order to establish a successful human-robot interaction, it is important to guarantee
human safety, reduce human workload and at the same time effectively complement human
cognitive capabilities with robot autonomy in order to maximize task performance and in-
tuitiveness of the collaboration. A suitable way to achieve these requirements is with shared
control, where commands and actions from the human operator and the robot autonomous
functions are combined to achieve a task. Shared control is still a largely open research topic
and one of its key research questions is how to combine human and robot decision-making
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1 Introduction

and task-execution capabilities in order to meet the aforementioned requirements.
The main challenges of human-robot interaction are listed and clarified in Section 1.1. The

review of the existing literature on human-robot interaction, relevant to the development of
shared-control strategies, is provided in Section 1.2. The overview of the thesis content is
provided in Section 1.3. Discussion is provided in Section 1.4.

1.1 Challenges
The focus of this thesis is on haptic shared-control approaches for continuous human-robot
team interaction. The concepts of human-robot teams and continuous interaction are defined
below.

Definition 1.1.1. Human-robot teams are teams of human(s) and robot(s) that jointly per-
form a task.

Definition 1.1.2. Continuous human-robot interaction is an interaction in which human
and robot provide control inputs at all times during the task execution.

Haptic information exchange between the human and the robot is suitable for continuous
interaction and is essential in tasks where the robot physically interacts with human(s) and
an unknown environment [HB12]. In this work haptic interaction is primarily achieved by
communicating motion and force signals to the human. Haptic interaction can be in the
form of a direct physical interaction (pHRI) [MLK+12] or haptic device interaction, e.g. in
teleoperation or virtual environment settings [PK06].
Since there are many ways in which the human and the robot system may interact, it is

necessary to define different interaction paradigms which do not depend on the type of the
interaction setting (remote or direct physical interaction) nor on the robot system structure
(its complexity and heterogeneity). Providing this classification formally and from a control-
theoretical perspective can facilitate the shared-control design.

Challenge 1. Classify interaction paradigms of continuous, haptic human-robot interaction
from a control-theoretical perspective.

Typically, multiple control objectives need to be defined for human-robot interaction in
order to accomplish a task. Due to the robot system complexity (high number of degrees
of freedom), task complexity (multiple simultaneous and sequential subtasks) and cognitive
limitations of the human, the human partner may not be able to control all the aspects of
the task toward accomplishing the control objectives. In consequence, the human can only
take over a limited number of task variables to control, while the remainder is taken over by
the autonomous robot functions. An additional challenge is coupling between the partners in
continuous interaction, especially in the case of physical coupling. More specifically, control
inputs provided by the robot autonomous functions may serve as disturbance inputs to the
task variables controlled by the human partner and vice versa. Therefore, it is desirable to
decouple the task variables controlled by the human partner from those controlled by the
autonomous robot functions to avoid undesirable interference.

Challenge 2. How can the human and the robot system complement each other to achieve
multiple control objectives simultaneously and without interference?

2



1.2 Human-Robot Team Interaction

While shared-control approaches promise a flexible adjustment of the workload for the
human depending on the level of robot autonomy, it is still unclear how to appropriately
include human in the control loop with the robot partner. More specifically, it is necessary
to understand which command and feedback channels are the most appropriate for certain
task classes. Formally, the challenge is to find the most appropriate way in which the human
partner can send commands to the robot partner and receive feedback about the relevant
states from the robot partner.

Challenge 3. How to select command and feedback channels between the human and the
robot based on the task?

Evidently, control sharing and the choice of command and feedback channels in human-
robot interaction is highly dependable on the interface through which the human and the
robot system establish the interaction. Choosing an appropriate haptic interface that in-
creases the flexibility of shared control is still an open challenge and represents an important
step toward its applicability in real-life settings.

Challenge 4. What type of interfaces are the most suitable for shared control in continuous
human-robot interaction?

Shared control is also necessary when the human and the robot partner control the same
task variables cooperatively. This type of interaction calls for sophisticated, fine-tuned con-
trol approach that is capable of: (i) monitoring human behavioral aspects online and (ii)
modifying the robot participation in decision making w.r.t. the human behavior. While
many existing shared-control approaches focus on achieving task efficiency and may consider
models of human physical behavior, they do not consider how humans make decisions in
shared tasks.

Challenge 5. How to model human decision-making behavior for haptic shared-control in
continuous human-robot collaboration?

With an appropriate model of human decision-making behavior, the shared controller
needs to enable effective and intuitive role adjustment between the partners. In this way,
the control approach should ensure intuitive interaction to the human and task efficiency.

Challenge 6. How can the robot partner be included in the decision-making process without
inducing negative impact on the human behavior or conflicts in the cooperation?

This thesis proposes a shared-control framework that resolves presented challenges.

1.2 Human-Robot Team Interaction
In this thesis an interaction between a human and a robot system is considered. A typical
block architecture for human-robot interaction is depicted in Figure 1.2. It is inspired by
the block architecture for human-machine interaction by Sheridan [She11] and extended to
include shared control and robot system components.
The robot system can be a robot, e.g. a manipulator, or a robot team, e.g. cooperative

robot manipulators. With Definitions 1.2.1-1.2.2 novel concepts, considered in this work, are
introduced.
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Human
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Task
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Figure 1.2: General control architecture for human-robot team interaction inspired
by [She11]. The human partner provides the reference input, uh, to the control
interface. The reference control input, transformed to an appropriate reference
input to the shared control is ũh. The robot system provides the reference input
ua. Control inputs are u and states of the task dynamics ξ. Measurements ya
and yh are sent to the robot and the human partners, respectively. The feedback
interface transforms yh to a signal ỹh, appropriate as the feedback to the human
partner.

Definition 1.2.1. Robot teams are multi-robot cooperative systems that work together to
achieve a common control objective.

Robot teams can be a set of mobile manipulators, wheeled robots or UAVs. In the litera-
ture there is further the distinction between robot swarms, i.e. multi-robot systems with a
relatively large number of "simple" and homogeneous robots, and heterogeneous multi-robot
systems with more complex individual robots. Under the term of robot team both types are
subsumed in this work. Below, human-robot team interaction is formally defined.

Definition 1.2.2. Human-robot team interaction (HRTI) is an interaction between a human
and a robot team.

Figure 1.3 depicts two interaction types, included in the human-robot interaction taxon-
omy in [YD04], that are considered in this thesis: (i) interaction between a single human
and a single robot and (ii) interaction between a single human and a robot team.

H R H

R

R

Human-robot interaction Human-robot team interaction

Figure 1.3: Human-robot interaction (HRI) and human-robot team interaction (HRTI).
Robots in the robot team interact between each other.
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Human-robot interaction depends on: (i) the human role in the interaction, (ii) the levels
of robot autonomy, (iii) the type of the robot system, (iv) the interface through which the
interaction is established, (v) the shared-control strategy, and (vi) the type of the task. State
of the art for human-robot interaction, with the focus on human-robot teams, is reviewed
through these six factors in this section.

1.2.1 Human Role
Literature distinguishes between an active and a supervisory human role [CB14]. The active
role brings human in the control loop with the robot where the interaction is continuous. In
this context, the human partner continuously provides desired reference input (Figure 1.4a).
The supervisory role (Figure 1.4b) brings human on the loop where the interaction with
the robot is typically symbolic (in the form of high-level instructions) and only when nec-
essary. The human supervisor is aware of the overall goal and is capable of modifying it
by re-planning. Additionally, the supervisor can intervene by providing reference inputs if
needed. There are also approaches in which the human performs both roles. For example,
in [FSR+12] the human is in the supervisory role to select the mode of interaction with the
team of UAVs (to interact with the robot team as a single entity or to interact with the in-
dividual robots in the team) and in the active role by providing control input to the selected
controller. Similarily, in [HCF15] the human switches manually between two controllers: the
control of the robot team position and the control of the robot team velocity, and provides
the input commands to the chosen controller. In [YD04], five human roles are identified: su-
pervisor, operator, teammate, mechanic/programmer, and bystander. The roles of operator
and teammate fall under the introduced concept of the active role, suitable for human-robot
teams. The operator role is suitable in teleoperation scenarios, while the teammate role is
suitable for joint task execution. In this thesis, teleoperation and direct pHRI are considered
with human in the active role, when he/she is referred to as the operator or the partner,
respectively.

Task

(a) Active role.

Task

(b) Supervisory role.

Figure 1.4: Human roles for shared control in human-robot interaction.

1.2.2 Levels of Autonomy
Before introducing the concept of the levels of autonomy, the concept of a semi-autonomous
system needs to be defined.
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Definition 1.2.3 ([Zil15]). A semi-autonomous system can operate autonomously, but can-
not complete the entire task without human intervention.

Shared control primarily depends on the degree to which the semi-autonomous system (a
robot in this thesis) can perform functions autonomously [SV78]. Levels of autonomy (LoAs)
have first been introduced in the field of human-machine interaction (HMI) in the form of
ten discretized levels, see Table 1.1 [SV78], but are applicable to human-robot interaction
as well. In [PSW00] the authors extend this concept with four general stages of task execu-
tion: information acquisition, information analysis, decision and action selection, and action
implementation. The authors suggest high level of autonomy for information acquisition
and information analysis, but not for decision making as it may cause human skill degra-
dation, complacency, and poor situational awareness. Therefore, the human partner should
be included in the decision-making process and, depending on the skills and the task, in the
action implementation stage as well. However, the formal analysis of the levels of autonomy
from the control-theoretical perspective, that would serve as a set of guidelines on how to
design shared controllers, is still missing.

sh
ar
ed

LoA Characteristics
1 The human executes all actions.
2 The computer offers complete set of action alternatives.
3 The computer offers a selection of action alternatives.
4 The computer suggests one alternative.
5 The computer executes an action autonomously if the human approves.
6 The computer allows the human a restricted time to veto before automatic

execution.
7 The computer executes an action and informs the human.
8 The computer executes an action and informs the human if asked.
9 The computer executes an action and informs the human if it decides to.
10 The computer executes all actions autonomously.

Table 1.1: Ten levels of autonomy by Sheridan [SV78].

Switching between discrete levels of autonomy during the task execution can increase flex-
ibility and diversity of the interaction. The challenge is to perform the switching in the most
efficient and intuitive way. The approach in which the human switches autonomy levels man-
ually is termed as human-initiative, adjustable or adaptable interaction, see e.g. [CSB+16].
Experimental results show that in this mode humans do not use robot autonomy effectively
and still perceive robots as tools, which results in the increase of mental workload [BY04].
If the levels of autonomy are selected by the system, the approach is termed as adaptive
interaction [She11]. It is shown that this approach impairs transparency to the human, de-
creases human situational awareness and understanding of the system autonomy [MFG+05].
A compromise can be achieved with mixed-initiative (MI) interaction [OWLM14]. For the
supervisory role it may be, for example, in the form of assistance to the human in a decision
process [BY04]. For the active role it is in the form of robot assistance on the physical level
of control inputs. Experimental results show that the mixed-initiative approach outperforms
adaptable and adaptive approaches [HG09]. However, its effectiveness is highly dependable
on the algorithms for the autonomous task execution and understanding of human behavior.
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1.2 Human-Robot Team Interaction

Succesful interaction and the appropriate choice of the level of autonomy depend on
the trust in autonomy. Trust is the attitude that a (semi-)autonomous partner will help
achieve goals in a situation characterized by uncertainty [LS04]. Analoguously, overtrust
and undertrust in autonomy can cause overreliance (misuse) and underutilization (disuse),
respectively [PR97]. Ultimately, the goal of levels of autonomy is to reduce the human
workload, i.e. the extent to which a task places demands on the human’s cognitive re-
sources [SS79]. This is especially relevant in the case of complex robot systems such as
robot teams [GMA+07]. However, with the increase of robot autonomy, situational aware-
ness (SA) of the human degrades, reducing human apprehension of the robot states [End95].
It has been shown that if the robot is involved in decision making, the situational awareness
is negatively affected [PBCM07]. Therefore, the higher the support from the autonomy,
the greater the risk from complacency, impaired situational awareness and skill degradation.
True danger from these effects can occur when the automation fails and the human does not
react, has a delayed response or does not have the skill to react properly [OWLM14]. There-
fore, transparency is essential for satisfactory situational awareness and can be improved by
a suitable interface [CB14].

1.2.3 Interfaces
The user interface serves as the bridge between the human and the robot to transfer command
and feedback information. According to [CB14] the interface needs to ensure the human
understands intentions and behaviors of the robot, as well as the state of the environment.
Furthermore, it needs to appropriately allocate human attention to important events and
ensure the decision authority of the human. In order to increase transparency of the system to
the human operator/partner, the interface should make the following system characteristics
and their history visible: (i) purpose (degree to which the automation is used w.r.t. the
designer intent), (ii) process (suitability of the autonomy level for a given situation) and
(iii) performance (reliability, predictability and capability) [CB14].
Command interfaces: In the supervisory role, the human typically interacts with the

robot via graphical user interface (GUI), e.g. touch screen [BFB+05] or voice [JBBJ10]. The
action of the human supervisor is mapped into high-level commands, e.g. setting goals, as-
signing levels of autonomy, or interfering in the case of events. In the active role, the human
provides continuous commands, e.g. motion and/or force commands. These types of com-
mands are typically conveyed through a motion measuring device, e.g. touch screen [HCF15],
vision-based system [SMH15,AMLL+15], or haptic device [DS05,MSB+17]. However, com-
mands can be provided through other interfaces such as brain-computer interfaces (BCIs)
[TLT+10], electromyographic signals (EMG) [CZMC08], or direct contacts with the robot
[LCG+19]. The control input of the human operator is either direct or employed through
mappings, e.g. task-based [SMG+17] and synergy-based [GSMP13] or through gestures
[GFS+14,WAV+13]. However, for teleoperation a number of new command interfaces are
available, e.g. hand motion tracking [SMH15], gesture recognition [GFS+14] and touch-screen
devices [VZ13]. These interfaces are intuitive for use but do not provide reactive force-
feedback to the user which can compromise passivity/stability guarantees of the closed-loop
system and, in consequence, safety of the interaction. Therefore, this challenge needs to be
resolved with passivity-based controllers that consider non-passive human behavior.
Feedback interfaces: In the supervisory role, the human typically receives visual feed-
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back, e.g. directly or via video [GQC05]. In [CCDd11] authors distinguish between GUI
interfaces for visual representation, warning systems (visual, auditory and haptic) and sug-
gestion systems which indicate where the attention should be allocated. In [BFB+05] the
authors show that if the levels of autonomy are changing during the task execution, the
interface should provide dynamic feedback. In the active role, the feedback is typically visual
as well. However, it has been shown that haptic feedback is essential for tasks includ-
ing interaction with the environment [SFC+13]. Wearable haptic devices represent promis-
ing interfaces because the workspace of the human is not limited by the workspace of the
haptic devices, thanks to their wearability and portability [PMC+15] which increases flex-
ibility of interaction [PSS+17]. Apart from the interactive forces, haptic feedback channel
may provide additional information about internal robot states, e.g. distance to an obsta-
cle [RTE+10, SFC+13, NWL+13] and shape of robot swarm formation [AMCG15]. Ana-
loguously to the supervisory role, the feedback of continuously changing states should be
provided to the human in dynamic form in the active role as well [DCG09]. Developing
control strategies that are suitable for wearable haptic interfaces is still an open challenge.

1.2.4 Shared Control
The focus of this thesis is on continuous human-robot interaction with the human partner in
the active role. Therefore, special focus is put on shared-control approaches in this context.
The consideration of specific control approaches would not be complete without reviewing
approaches for human modeling as well.

Definition 1.2.4. Shared control is a general term for all the control approaches that enable
humans and semi-autonomous systems to share responsibilities over the task execution.

According to Definitions 1.2.3-1.2.4, shared control can be any approach on the spectrum
between direct/manual (the human executes all actions) and autonomous control (the system
executes all actions), as depicted in Figure 1.5.

manual autonomousshared

Figure 1.5: Shared-control spectrum from manual to autonomous control.

Control Approaches
The shared-control approaches are reviewed in the context of posed challenges in Section 1.1.
In particular, Challenge 2 and Challenge 6 are in the focus in this section.
Task abstraction: In the context of Challenge 2 (achieving intuitive interaction with

highly redundant systems and/or for complex tasks), various task abstraction shared-control
approaches have been employed. Below the concept of a task abstraction is defined.

Definition 1.2.5. Task abstraction is the creation of abstract states using the properties of
the original system states.
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Definition 1.2.5 implies that task abstraction generates task-based states starting from the
configuration space and corresponding states of the human-robot system. Task abstraction
approaches have been particularly beneficial when the robot differs kinematically from the
human operator. For example, in [KTC97] a hidden robot concept is proposed in which the
human operator performs a task in a virtual environment which is translated into commands
for the robot performing an actual task. Virtual fixtures are used for general haptic interac-
tion scenarios and provide either assistive control along task directions or resistive control
perpendicular to the task directions [AEK05].
In some works on human-multi-robot interaction, controlling specific behaviors of the

multi-robot system, instead of controlling individual robot behaviors simultaneously, is
termed as control by policy [CGON05]. This corresponds to the introduced concept of task
abstraction. In this context, the human partner typically provides desired input to global
behaviors, e.g. guides collective motion of the robot team, while the robots within the team
autonomously maintain desired local behaviors. For example, in [DS05] locked and shape
behaviors are introduced for multiple robots to describe their team motion and their for-
mation shape, respectively. Therefore, task abstraction for robot teams is an abstraction
from the individual to the collective behavior. In [BKG14] the human operator interacts
with a robot team on higher levels of abstraction, termed in this work as attractors. They
represent states of the collective team dynamics, or states of the subset of the team dynam-
ics. They correspond to the introduced concept of global and local behaviors. The authors
of [BKG14] additionally impose the stability requirement on the attractors. This is an im-
portant requirement for the shared-control design since it implies that the human control
input does not need to stabilize the system. Furthermore, control design on the level of task
abstractions/attractors reduced dimensionality of the system and, consequently, of the con-
troller [KWC+16]. Reduced dimensionality additionally enables easier interfacing between
the human and the complex robot system [BBE+07].
Control arbitration: In the context of Challenge 6 (including the robot partner in the

decision-making process), shared control in interactive tasks is often defined through arbi-
tration or blending of direct control inputs of the human and the robot autonomy, which is
in general formulated as

u = Khuh +Kaua, (1.1)

where Kh and Ka are appropriate control gains. Typically, blending of control inputs is
achieved with: (i) constant control gains, (ii) variable control gains, set using a human-
oriented approach and (iii) optimal control approach.
Linear blending with constant control gains, see e.g. [YSD03], is simple but the resulting

control may generate unwanted behaviors. For example, linear blending of control inputs
that seeks to avoid an obstacle may result in the control input that drives the robot directly
into the obstacle. To overcome this issue the robot can predict human intent [DS13,TGS11]
that results in a human-oriented interaction, at the consequence of task efficiency. In this
case the control gains are constant, while the robot control input is the predicted human
intent ua = ûh. Furthermore, the constraintKa = I−Kh is typically imposed on the robot
control gain.
In order to increase flexibility of the control design, the control gains Kh and Ka can be

variable and computed according to a suitable human-centric rule. This enables scaling of
the human and the robot control inputs dynamically during task execution. For example,
control parameters are computed with a drift-diffusion decision-making model in [CSP17].
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This enables modeling of reliance of the human partner on the robot autonomy. The reliance
is measured by trust of the human in the autonomy (preference for robot control) and by self-
confidence of the human in his/her manual control. A human-centric function of trust is used
to compute control gains in a teleoperation scheme in [SMS+16]. In this case human and
robot control inputs are scaled with a function of human-to-robot trust, while the feedback
to the human operator is scaled with a robot-to-human trust. However, these approaches
do not capture the goal-oriented behavior of the human.

Optimal control is suitable for goal-oriented shared-control design [RBCC15]. Risk-
sensitive optimal control and model predictive control (MPC) approaches have been variants
applied to direct physical human-robot interaction [MLH15] and remote interaction [CDE13],
respectively. The decision making of the human partner can be modeled with optimal con-
trol [JF18]. Combining the optimal behavior of the robot partner with the optimal control
model of the human partner is possible within the game-theoretical framework. This has
already been evaluated in human-robot interaction for reaching tasks [LOZ+18]. However,
a deeper understanding of the human behavior in haptic interactive tasks, as well as the
evaluation of suitability of the game-theoretical framework for shared-control design, are
needed.
This literature review serves as a brief overview, since more details on the existing shared-

control approaches can be found in Chapters 2- 6.

Human Behavior Modeling
An appropriate human model can predict under which conditions the human exhibits good
or bad performance and may be beneficial in the design of shared-control strategies. Generic
human behavior models over all levels of abstractions - from reasoning and planning to
motion - are very difficult to establish if not infeasible. Therefore, modeling focuses on
particular aspects of human behavior - typically distinguishing between: (i) intention pre-
diction, (ii) cognitive decision-making models and (iii) low-level physical interaction models.
The modeling type is closely related to the human role and the level of abstraction in the
interaction.
In the supervisory role cognitive decision-making models play an important role. For ex-

ample, human behavior is modeled with artificial neural-networks [PST+15], Markov mod-
els [SLP+15] and accumulator models [JL06,SCN+12,PST+15], among many others. Another
way of representing human behavior in this role is through its constraints, namely human
workload and situational awareness [CB14].
In the active role human motor sbehavior models play an important role. Therefore,

impedance models of human arm/hand behavior in haptic interactions are common [HB12].
In that sense, human behavior is often assumed to be passive, especially in teleoperation
scenarios, see e.g. [Sir05]. However, as there are different interaction modes and interfaces,
humans cannot be considered passive in all the cases, particularly when the interface does
not provide haptic feedback and passivity-short control design should be considered [HCF15].
High-level decision-making and low-level motor control components of human behavior can
be unified with an optimal feedback control approach [TJ02a].
For a better overview, the reviewed literature is sorted in Table 1.2 with respect to the

main concepts relevant to human-robot interaction.
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1.3 Outline

Topic References

Interaction paradigms
[SV78] [PSW00] [BY04] [OWLM14] [LTT+01] [RND02]
[DY05] [JBR14] [CL12] [WNL+13] [STP06] [WTFR04]
[FTG+09]

Supervisory role [PST+15] [JL06] [CBH11] [RND02] [CHWT12]
[MD07]

Active role
[CB14] [DS05] [HCF15] [SMH15] [SFC+13] [RTE+10]
[Sir05] [Liu15] [FSR+12] [CSP17] [SMS+16] [MS11]
[LFS+13] [LKL15] [Lee08] [LH10] [FRS+11]

Interfaces
[BFB+05] [AMLL+15] [DdlCE13] [GQC05] [SFC+13]
[NWL+13] [AMCG15] [DCG09] [CBH11] [GPC05]
[STP06] [SKE15] [NSR+08] [BAH+13]

Adjustable control [CSB+16] [MFG+05] [HCF15] [FSR+12]
Adaptive control [MFG+05] [GMA+07] [PBCM07]

Mixed-initiative control
[BY04] [HG09] [BFB+05] [DS13] [CSP17] [SMS+16]
[MBF03] [BJG14] [GWHP16] [CDE13] [WL07] [RHH+04]
[LTC+15] [Tra15] [LK07] [BSS04]

Human modeling

[LS04] [OWLM14] [BFB+05] [HCF15] [GQC05]
[CCDd11] [PST+15] [SLP+15] [JL06] [SCN+12] [GMA+07]
[End95] [Sir05] [CBH11] [CHWT12] [CSL08] [SOJ+11]
[JF18] [AP01] [EBS+07] [TJ02a]

Shared control [KTC97] [AEK05] [YSD03] [DS13] [TGS11] [CSP17]
[SMS+16] [MLH15] [RBCC15] [LOZ+18]

Table 1.2: A literature overview for human-robot interaction.

1.3 Outline
This section introduces contents of the thesis by chapters. At the beginning of each chapter
the relevant related work and the open problems are provided. Conclusion and potential
future directions are provided in Chapter 7, while additional materials are provided in Ap-
pendices 8-10.

Chapter 2: Interaction Paradigms for Human-Robot Teams

This chapter addresses Challenge 1. Taxonomy and classification of interaction paradigms
for control sharing in continuous, haptic human-robot interaction are proposed. They are
formalized using a control-theoretical concept of controllability. In that sense, the classifica-
tion enables a unified consideration of: (i) extreme haptic human-robot interaction modes
- teleoperation (remote) and physical interaction (direct), (ii) varying levels of autonomy
from manual to fully autonomous and (iii) robotic systems of varying complexity - from
single robots to robot teams. In order to be able to consider interaction on a higher level
of abstraction concepts of behavior, subtask, and task are formally introduced. Finally, this
chapter conceptually introduces the developed shared-control framework, named subtask-
based architecture. The results presented in this chapter have been partially published
in [MH16], [MH17] and [MH18].
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Chapter 3: Complementary Shared Control

This chapter addresses Challenge 2. Simultaneous execution of multiple control objectives
is achieved with a novel subtask-based control. The proposed controller relies on defining
decoupled dynamic subsystems and nominal, passive controllers that are implemented on the
level of behaviors. The approach is passive and, therefore, suitable for various interaction
forms (human-robot, robot-robot, robot-environment). The results presented in this chapter
have been partially published in [MH18] and a journal publication is in preparation [MKH21].

Chapter 4: Human-Centric Shared Control for Cooperative Manipulation

This chapter addresses Challenges 2-4. The control approach, proposed in Chapter 3, is
tested on a teleoperation scenario of a team of robot manipulators performing a cooperative
manipulation task. An Euler-Lagrangian modeling approach is used.
In order to reduce the design space wearable interface solutions are considered. In con-

sequence, the human is able to move freely in the teleoperation scenario. Proposed com-
mand mappings enable the human to control the robot team on spaces of reduced dimen-
sionality, instead of controlling individual degrees of freedom of the robots, and feedback
mappings provide relevant force information. The suitability of wearable haptic devices in
teleoperation of a dual-manipulator system, cooperatively manipulating an object, is eval-
uated in a user study. The results presented in this chapter have been partially published
in [MSB+17], [MSgD+19] and [MPH19].

Chapter 5: Port-Hamiltonian Cooperative Manipulation

This chapter addresses Challenge 2 using the port-Hamiltonian modeling and passivity-
based control approaches. Additionally, safety of the human partner in a shared workspace
is explicitly ensured with energy transfer control. Teleoperation of a team of robot manip-
ulators for a cooperative manipulation task is considered, similar to the setting proposed in
Chapter 4. The results presented in this chapter have been partially published in [AMH17].

Chapter 6: Overlapping Shared Control

This chapter addresses Challenges 5-6. Role adjustment of the human and the robot
partners in haptic interaction is modeled within the game-theoretical framework. The human
behavior is, therefore, modeled with a cost function (Challenge 5). The optimal control of
the human partner and the autonomy partner are computed to obtain Nash equilibrium
(Challenge 6). The results presented in this chapter have been partially published in [MH20].

1.4 Discussion
The goal of this thesis is to develop a shared-control framework for continuous haptic human-
robot interaction. Furthermore, two modes of interaction are considered: human-robot
interaction (single-human-single-robot) and human-robot team interaction (single-human-
robot-team). The human partner is in the active role by continuously providing control
inputs during the task execution.
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1.4 Discussion

The existing literature provides many individual studies on suitable interaction paradigms,
control approaches, interfaces and models for human-robot interaction. However, a system-
atic control-theoretical understanding of the human-robot closed-loop system requirements,
limitations and performance is still missing. A formal analysis of human-robot interaction
from the control-theoretical perspective may provide guidelines on the appropriate shared-
control approach.
In this thesis, different human-robot interaction paradigms, that do not depend on the

complexity of the robot system, complexity of the task, or the interface between the human
and the robot partners, are proposed. From the identified paradigms a set of formal guidelines
on shared-control design are identified. This enables the development of a unified shared-
control framework.
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2
Interaction Paradigms for Human-Robot Teams

Depending on the responsibilities the human and the robot partners have in the execution of
the task, it is reasonable to define interaction paradigms for human-robot teams. The specific
aspects of the task can be assigned either to the human partner, the robot partner or both.
In this thesis human-robot interaction is considered on higher levels of abstraction. In conse-
quence, shared controllers of lower dimensionality, compared to the actual dimensionality of
the interacting system, are developed. For that purpose the concepts of behaviors, subtasks
and tasks are formally defined. The interaction paradigms are classified w.r.t. the control-
lability property of the interactive system.

Related Work and Open Problems
A comprehensive human-robot interaction taxonomy is introduced in [YD04], where it is
classified w.r.t. multiple criteria, e.g. level of shared interaction among team members, inter-
action roles (supervisor, operator, teammate, programmer, bystander), type of human-robot
physical proximity (avoiding, passing, following, approaching, touching), and autonomy
level/amount of intervention (a continuum ranging from teleoperation to full autonomy).
Varying levels of autonomy for human-robot interaction ranging from teleoperation (manual
control) to full autonomy are proposed in [LTT+01] and [BY04]. However, a formal analysis
of the levels of autonomy and the interaction paradigms, that can serve as control-design
guidelines, is not provided. Furthermore, these taxonomies are focused on teleoperation
scenarios, but do not consider direct physical human-robot interaction.
In [JCB12] a taxonomy of interactive behaviors between two agents, focused on physical

interaction, is provided. The authors distinguish between divisible and interactive tasks. In
divisible tasks, an agent can accomplish its subtasks without knowing anything about the
actions of the other agent. The interactive tasks are further divided into cooperative, collab-
orative and competitive. According to the proposed taxonomy, cooperative tasks can be as-
sistive (master-slave) and educative (teacher-student). However, the proposed taxonomy is
suitable only for two-agent (single-human-single-robot) interactions and is not generalizable
to interactions between a human partner and a multi-robot system.
The concept of task abstraction, see Definition 1.2.5, has been introduced in robotics to

reduce the dimensionality of the problem, enable development of high-level controllers and
achieve a complex task by executing a combination of simpler aspects of the task. For
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example, in [MK97] a set of manipulation task primitives for single manipulators is intro-
duced. Their combination enable execution of different manipulation tasks. Similarly, task
abstraction is employed on more complex robot systems (e.g. humanoids) by combining be-
havior primitives [SK05]. Task abstraction concept is also applied to multi-robot systems by
defining its global and local behaviors. For example, in [BK04] locked and shape behaviors
are introduced for multiple robots to describe their team motion and their formation shape,
respectively. In [AAC08] similar task abstraction is used to control multi-robot system us-
ing null-space based behavioral control. Abstracting a control problem in this way increases
the intuitiveness of human-robot interaction [BBE+07]. A solution to an open problem of
defining a task abstraction approach that does not depend on the complexity of the robot
system, but still allows the use of classical modeling and control approaches, is still an open
problem.
However, classification of interaction paradigms for human-robot teams that is indepen-

dent of the complexity of the robot system (single robot or multiple robots), type of interac-
tion (teleoperation or direct physical), and that serves as a set of control design guidelines, is
needed. Additionally, a task abstraction approach that reduces the dimensionality of the in-
teractive system, increases intuitiveness of the interaction, but still allows the use of classical
modeling and control approaches, needs to be developed.
In this chapter human-robot interaction paradigms are defined and formally classified. In

order to make a distinction between interaction paradigms, the suitable tool for classification
is the system property of controllability. The problem statement is provided in Section 2.1.
The concepts of a behavior and a subtask, to abstract various aspects of the task are proposed
in Section 2.2. The interaction paradigms are classified based on the way the subtasks are
distributed among the human and the robot into: direct, complementary and overlapping.
Their classification is formally proposed in Section 2.3. The concept of the subtask-based
shared-control architecture that can be used for all the proposed interaction paradigms,
followed by the control-design guidelines, is proposed in Section 2.4. The discussion is
provided in Section 2.5.

2.1 Problem Statement
Let us consider a robot system in its configuration space as a general multi-input multi-output
(MIMO) nonlinear, affine dynamic system

ξ̇ = f(ξ) +G(ξ)u
y = h(ξ),

(2.1)

where ξ ∈M is the state vector defined on an n-dimensional, smooth manifoldM, u ∈ K is
the control input vector defined on an m-dimensional, smooth manifold K and y ∈ V is the
output vector defined on a p-dimensional, smooth manifold V . The matrix G = [g1, ..., gm]
consists of m column vectors. The tangent space of the manifoldM at state ξ0 is denoted
as Tξ0M.
If multiple robots are considered, the dynamics of each robot i ∈ N, where i = 1, ..., N , is

ξ̇i = f i(ξi) +Gi(ξi)ui
yi = hi(ξi),

(2.2)
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2.1 Problem Statement

where ξi ∈Mi is the ni-dimensional state vector, ui ∈ Ki is themi-dimensional control input
vector and yi ∈ Vi is the pi-dimensional output vector. The dynamic system of N robots
is then obtained by concatenating N equations given with (2.2), where ξ = [ξ>1 ... ξ>i ... ξ>N ]>
is the concatenated state, u = [u>1 ...u>i ...u>N ]> is the concatenated control input and y =
[y>1 ...y>i ...y>N ]> is the concatenated output vector.

Remark 1. The dynamic system representation of a robot system in (2.1) generalizes com-
mon modeling approaches of robot dynamics:

• Kinematic (single integrator)
ξ̇ = u, (2.3)

where ξ = x ∈ Rn is the position of the robot in Cartesian space. This is the simplest
representation, typically used to model swarm agents.

• Point mass (double integrator)

ẍ = M−1u, (2.4)
where ẍ ∈ Rn is the position of the robot system in Cartesian space and M ∈ Rm×n is
its mass matrix. By defining ξ = [x> ẋ>]> ∈ R2n as the state, the dynamics (2.4) in
the form (2.1) is

ξ̇ =
[
0 I
0 0

]
︸ ︷︷ ︸
f(ξ)

ξ +
[

0
M−1

]
︸ ︷︷ ︸
G(ξ)

u. (2.5)

• Euler-Lagrange
M (θ)θ̈ + c(θ, θ̇) + τ g(θ) = τ , (2.6)

where θ ∈ Rn is the vector of generalized coordinates, M(θ) ∈ Rn×n is the inertia
matrix, c(θ, θ̇) ∈ Rn the vector of Coriolis and centrifugal forces, τ g(θ) ∈ Rn the
vector of gravitational forces, and τ ∈ Rn is the vector of control torques. By defining
ξ = [θ> θ̇>]> ∈ R2n as the state, the dynamics (2.4) in the form (2.1) is

ξ̇ =
[

θ̇

−M−1(θ)(c(θ, θ̇) + τ g(θ))

]
︸ ︷︷ ︸

f(ξ)

+
[

0
M−1(θ)

]
︸ ︷︷ ︸

G(ξ)

τ . (2.7)

• port-Hamiltonian

ξ̇ = [J(ξ)−D(ξ)]∂H
∂ξ

(ξ)︸ ︷︷ ︸
f(ξ)

+G(ξ)u

y = G>(ξ)∂H
∂ξ

(ξ)︸ ︷︷ ︸
h(ξ)

,

(2.8)

where ξ ∈ M is an n-dimensional vector of configuration variables, J(ξ) ∈ Rn×n is
a skew-symmetric structure matrix and D(ξ) ∈ Rn×n is a damping/friction matrix,
while H ∈ R is a Hamiltonian function.
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2 Interaction Paradigms for Human-Robot Teams

Let the control input u be defined as a stacked vector of the input commands provided
by the two control sources - the human and the autonomous robot controllers

u = [uh,1, ..., uh,l︸ ︷︷ ︸
uh

, ua,(l+1), ..., ua,m︸ ︷︷ ︸
ua

]>, (2.9)

where subscripts h and a indicate the human and the robot control inputs, respectively.
Analogously, let us represent the matrix G as

G = [Gh Ga] = [g1... gl︸ ︷︷ ︸
Gh

gl+1... gm︸ ︷︷ ︸
Ga

],

so that Gh maps uh and Ga maps ua. The challenges to be resolved in this chapter are
summarized with Problems 1-2.

Problem 1. Define higher level of abstraction in human-robot team task execution from a
control-theoretical perspective.

Problem 2. Define interaction paradigms depending on the solution to Problem 1 and using
the controllability property of the human-robot interactive system.

2.2 Behaviors and Subtasks
In this section the concept of task abstraction is developed with the formal introduction
of the concepts of behavior, subtask and task. Behaviors enable modeling and control of
the human-robot system on a lower-dimensional space, which is defined w.r.t. the task.
Therefore, it is more intuitive, less complex, but still allows the use of standard modeling
and control approaches. The formal definition of behaviors is given below.

Definition 2.2.1. Behavior i is an abstract state ξb,i ∈ Mb,i. It is a smooth submersion
projection mapping from the state manifoldM onto an nb,i-dimensional manifoldMb,i

φi :M→Mb,i, ξb,i = φi(ξ). (2.10)

The vector ξ̇b,i is the tangent map of ξb,i

Tφi : TM→ TMb,i. (2.11)

Remark 2. According to Definition 2.2.1, behaviors are projections of robot states so that
dim(Mb,i) ≤ dim(M). Therefore, they impose equality constraints onto the system (2.1)
and can, consequently, define system outputs

y =


xb,1
...
xb,k

 =


φ1(ξ)

...
φk(ξ)


︸ ︷︷ ︸

φ(ξ)

, (2.12)

where xb,i ∈Mb,i, i = 1, ..., k are abstract, behavior coordinates.
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2.2 Behaviors and Subtasks

The consequence of the Remark 2 is that the appropriate design of input-output con-
trollers leads to the achievement of subtasks, i.e. control goals associated with the system
outputs/behaviors.
A concept of a behavior Jacobian, associated with the differential map of the behavior

(2.11), is introduced with Definition 2.2.2.

Definition 2.2.2. The behavior Jacobian is a full-rank matrix

J b(ξ) =


J b,1(ξ)

...
J b,k(ξ)

 =



∂φ1(ξ)
∂ξ
...

∂φk(ξ)
∂ξ

 , (2.13)

where J b,i,∀i = 1, .., k, is the ith behavior Jacobian.

Note that the defined behaviors can be artificial, imposed by the task requirements, or nat-
ural, imposed by the system limits or the environment. Furthermore, they are suitable for
single robots as well as multi-robot systems, or other complex robot structures, e.g. hu-
manoids.

Example 2.2.1. (Team behavior). Consider the poses of N robots xi ∈ R2, i = 1, ..., N ,
modeled with (2.3). Then the concatenated state of the multi-robot system is ξ = [x>1 ...x>N ]>.
The center point of such a robot system

ξb = xb = 1
N

N∑
i=1
xi ∈ R2, (2.14)

is a behavior, since (2.14) is a submersion projection mapping. This is in literature termed
as global or collective behavior of the multi-robot/swarm system [AAC09].

Remark 3. The introduced concept of behaviors generalizes to the projection from the con-
figuration space to the task space in Cartesian coordinates of robot manipulators. In that
sense, forward kinematics

x = φFK(θ),

represents a behavior in Cartesian space, that is determined by the manipulator kinematic
structure, i.e. the imposed behavior is natural.

Now it is possible to formally define the concepts of a subtask and a task. An example of
a task and its required subtasks follows these definitions.

Definition 2.2.3. A subtask i is a behavior ξb,i and its associated control objective ξdb,i.

Definition 2.2.4. A task is a collection of subtasks, i.e. a concatenated vector of all the
required behaviors ξb = [ξ>b,1... ξ>b,i... ξ>b,k]> and a concatenated vector of all the associated
control objectives ξdb = [ξd>b,1 ... ξd>b,i ... ξd>b,k ]>.
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2 Interaction Paradigms for Human-Robot Teams

Example 2.2.2. (Formation control.) In order to manipulate a common object in R2 from
an initial to a final configuration, a team of N robot manipulators needs to collectively move
to a desired location (see Example 2.2.1), while maintaining a fixed formation. Therefore,
we can define two subtask functions: (i) collective motion f s,1(·) and (ii) formation con-
trol f s,2(·)

f s,1(ξb,1, ξdb,1) = ξb,1 − ξdb,1 = 1
N

N∑
i=1
xi − xdb,1,

f s,2(ξb,2, ξdb,2) = ξb,2 − ξdb,2 =


(x2 − x1)− d12

...
(xN − xN−1)− d(N−1)N

 ,
(2.15)

where xi ∈ R2 is the position of the ith robot in the plane, xdb,1 ∈ R2 is the desired position
of the robot team entity, and d(i−1)i ∈ R2 is the desired relative position bettwen robots i− 1
and i. In a similar scenario, the human directly controls the mean position of the robot team,
xb,1 ∈ R2 and formation control is performed autonomously in [SMH15,SKE15]. Figure 2.1
depicts an example of such a task for three robots.

xd

d23

d12

Figure 2.1: Example of formation control.

Equality constraint (2.10) can be used as a nonlinear, local change of coordinates, that can
be applied to the dynamic system (2.1). Since (2.10) is task-based, such transformation ab-
stracts the system into subsystems characterized by the imposed constraint, i.e. behavior.
Therefore, this provides the solution to Problem 1. The following proposition gives the re-
quired conditions that need to be satisfied in order to be able to transform the system to
new coordinates and its proof is given in Appendix 8.
Proposition 2.2.1. Suppose ∑k

i=1 ki = n. Furthermore, suppose the abstractions

φ(ξ) = [φ>1 (ξ)...φ>i (ξ)...φ>k (ξ)]>,

are smooth functions defined on a subset Ms ⊂ M and that the behavior Jacobian J b(ξ),
defined in (2.13), is nonsingular at point ξ = ξ0 ∈Ms. Then, φ(ξ) is a local diffeomorphism
and (2.1) can be transformed into

ξ̇b = f b(ξb) +Gb(ξb)u
yb = hb(ξb),

(2.16)

where
f b(ξb) = [J b(ξ)f(ξ)]ξ=φ−1(ξb)

Gb(ξb) = [J b(ξ)G(ξ)]ξ=φ−1(ξb)

hb(ξb) = [h(ξ)]ξ=φ−1(ξb).
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2.2 Behaviors and Subtasks

The consequence of Proposition 2.2.1 is that the system (2.1) is transformed into k behavior
subsystems that preserve the initial model structure and can be controlled using classical
control approaches, while having a task-based interpretation

ξ̇b,1 = f b,1(ξb) +Gb,1(ξb)u
...
ξ̇b,k = f b,k(ξb) +Gb,k(ξb)u
yb,1 = hb,1(ξb)
...
yb,k = hb,k(ξb).

(2.17)

Figure 2.2 depicts how responsibilities over task execution can be assigned to the human
and the robot partners based on the introduced concepts of task, subtasks, and behaviors.
Tasks are achieved by a suitable combination of predefined behaviors, retrieved from a library
of behaviors. The subtasks are prioritized according to the current state of the environment,
decoupled to avoid interference if necessary, and preferably allocated dynamically to the
human and/or the robot autonomous controllers.

control goals and
constraints

SubtasksTask Subtask
allocation

Library of
behaviors

Figure 2.2: Task is formulated as a set of control goals and constraints (artificial and natural).
Behaviors required to achieve a task are selected from the library of behaviors.
Assigning specific control objectives to the behaviors generates a set of subtasks
that can be allocated to the human and/or the robot partner.

Let us for further convenience define sets of behaviors controlled by the human and the
robot partners, so thatMbh is a union of all the behaviors controlled by the human

Mbh =Mb,1 ∪ ... ∪Mb,d

and letMba be a union of all the behaviors controlled by the robot

Mba =Mb,1 ∪ ... ∪Mb,p.

Based on how the behaviors are allocated to the partners, three interaction paradigms are
proposed in the following section.
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2 Interaction Paradigms for Human-Robot Teams

Mbh Mba

(a) Manual control.

Mbh Mba

(b) Autonomous control.

Figure 2.3: Direct interaction paradigm.

2.3 Interaction Paradigms
In this section the classification of interaction paradigms for continuous, haptic human-robot
interaction is provided with novel taxonomy. The interaction paradigms depend on the way
the subtasks are allocated to the human and the robot partners. They are classified according
to the controllability properties of the behavior dynamics subsystems (2.17) and are classi-
fied into: (i) direct, (ii) complementary and (iii) overlapping interaction paradigms. For that
purpose the controllability property of the system (2.17) is analyzed locally using controlla-
bility distribution formulated in Definition 2.3.1. The following sections formally introduce
the three interaction paradigms.

Definition 2.3.1 ([NVdS90]). Controllability of the system (2.1) is in the following form

∆c(ξ) = [G(ξ), adfG(ξ), ..., adn−1
f G(ξ)], (2.18)

where ad0
fG = G and adifG = [f , adi−1

f G] is the Lie product of f and adi−1
f G for i =

1, ..., n [Isi13]. Controllability of the individual behavior subsystems in (2.17) is analogously

∆c
b,i(ξb) = [Gb,i(ξb), adfb,iGb,i(ξb), ..., adn−1

fb,i
Gb,i(ξ)], i = 1, ..., k. (2.19)

2.3.1 Direct Interaction Paradigm
First, a direct interaction paradigm is defined. It includes manual and autonomous control
- two ends of the shared-control spectrum in Figure 1.5. It is formally defined below.

Definition 2.3.2. Interaction paradigm is direct if the behavior subsystems in (2.17) ∀i =
1, ..., k, are locally controllable either with the control inputs uh (manual interaction paradigm)
or ua (autonomous interaction paradigm).

According to Definition 2.3.2,Mbh =Mb,1∪ ...∪Mb,k andMba = ∅ for the manual direct
interaction paradigm andMba =Mb,1 ∪ ... ∪Mb,k andMbh = ∅ for the manual interaction
paradigm, as depicted in Figure 2.3.

Example 2.3.1. (Direct interaction paradigm.) Examples of the direct interaction paradigm
in robotics can be direct physical human-robot interaction or bilateral teleoperation of the
robot system with no level of autonomy. The human operator provides control input to all
the available degrees of freedom either by applying forces directly on the robot, or by guiding
the robot through the haptic teleoperation interface, respectively.
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In the remainder, formal conditions under which direct interaction paradigm is achieved,
are identified. In the remainder of this section, focus is put on the manual direct interaction
paradigm. Analogous conclusions are valid for the autonomous interaction paradigm. Let us
represent matrix Gb,i in (2.17) as Gb,i = [Gbh,iGba,i], ∀i = 1, ..., k, where Gbh,i maps uh on
TMb,i and where Gba,i maps ua on TMb,i. The distributions spanned by the vector fields
in Gb,i, Gbh,i and Gba,i, ∀i = 1, ..., k are

∆G
b,i(ξb) = span{gb,1, ..., gb,m}, ∀ξb ∈Mb,i

∆G
bh,i(ξb) = span{gbh,1, ..., gbh,l}, ∀ξb ∈Mb,i

∆G
ba,i(ξb) = span{gba,l+1, ..., gba,m}, ∀ξb ∈Mb,i

(2.20)

and the corresponding controllability distributions, analogously to (2.18), are

∆c
bh,i(ξb) = [Gbh,i(ξb), adfb,iGbh,i(ξb), ..., adn−1

fb,i
Gbh,i(ξ)],

∆c
ba,i(ξb) = [Gba,i(ξb), adfb,iGba,i(ξb), ..., adn−1

fb,i
Gba,i(ξb)].

(2.21)

In order to ensure controllability of the behavior system (2.17) with uh and according to
Definition 2.3.2, the distributions ∆G

bh,i need to satisfy involutivity property, which is stated
in Assumption 2.3.1.

Remark 4. In order to guarantee manual direct interaction paradigm, ua should not have
an effect on the behavior subsystems in (2.17), i.e. the subsystems should be uncontrollable
to ua. This can be achieved if: (i) the system has no autonomy, ua = 0, as in Example 2.3.1
or (ii) ua is treated as a disturbance and an appropriate disturbance decoupling controller
is developed to mitigate its effect [Isi13]. The same holds for the role of uh in autonomous
direct interaction paradigm.

Assumption 2.3.1. The distributions ∆G
b,i, i = 1, ..., k is involutive, i.e. the Lie product of

any gb,ii and gb,ij is contained in the distribution ∆G
b,i

gb,ii ∈ ∆G
b,i, gb,ij ∈ ∆G

b,i ⇒ [gb,ii, gb,ij] ∈ ∆G
b,i, (2.22)

where [gb,ii, gb,ij] = ∂gb,ij
∂x

gb,ii −
∂gb,ii
∂x

gb,ij is the Lie product of gb,ii and gb,ij.

Assumption 2.3.2. The distributions ∆G
ba,i, i = 1, ..., k are empty sets.

Assumption 2.3.1 implies that the distribution ∆G
b,i is in the tangent space ofMb,i, TMb,i,

and leads to an integrable system, while Assumption 2.3.2 implies that an appropriate dis-
turbance decoupling control has been applied or that the robot system has no autonomy.
Now it is possible to formally propose conditions under which an interaction is direct

manual w.r.t. its accessibility/controllability property.

Proposition 2.3.1. If Assumption 2.3.1 is satisfied and if

k∑
i=1

dim{∆c
bh,i} = n

k∑
i=1

dim{∆c
ba,i} = 0,

(2.23)
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2 Interaction Paradigms for Human-Robot Teams

then the behavior subsystems in (2.17) are accessible from ξb by the control input uh and in-
accessible by the control input ua.

The controllability is a stronger property that does not always hold for nonlinear affine
systems, see the remark below.

Remark 5. If the drift of (2.17) is compensated, i.e. f b,i = 0, i = 1, ..., k, then the behavior
subsystems in (2.17) are controllable from ξb by the control input uh and uncontrollable by
the control input ua.

For the general proof of accessibility and controllability of nonlinear affine systems, the
reader is refered to [NVdS90].

2.3.2 Complementary Interaction Paradigm
A complementary interaction paradigm enables the human and the robot partners to control
different aspects of the task, i.e. different subtasks. The formal definition of the complemen-
tary interaction paradigm is given below.

Definition 2.3.3. Interaction paradigm is complementary if a set of d behavior subsys-
tems in (2.17) are controllable with the control input uh and the remaining k − d behavior
subsystems are controllable with the control input ua.

According to Definition 2.3.3,Mbh =Mb,1 ∪ ...∪Mb,d andMba =Mb,d+1 ∪ ...∪Mb,k, as
depicted illustratively in Figure 2.4.

Mbh Mba

Figure 2.4: Complementary interaction paradigm.

Let us introduce a concatenated input matrix Gb in (2.17), structured as

Gb =


Gb,1
...

Gb,k

 =


Gbh,1 Gba,1
... ...

Gbh,k Gba,k

 , (2.24)

where Gbh,i = [gbh,i1, ..., gh,il] and Gba,i = [gba,i(l+1), ..., ga,im]. Let us assume, without loss
of generality, after possibly a change of coordinates, that the first d behavior subsystems in
(2.17) are controllable by uh and the remaining k − d subsystems are controllable by ua.

Remark 6. In order to ensure the control inputs uh affect first d subsystems in (2.17) and
ua affect the remaining k−d subsystems, the matrices Gba,1, ...,Gba,d as well as the matrices
Gbh,d+1, ...,Gbh,k need to be zero. In this way, ua has no effect on the first d subsystems and
uh has no effect on the remaining k − d subsystems.
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In the remainder the conditions under which an interaction is complementary w.r.t. its
controllability property, are proposed. For that purpose, let us denote the tanget manifolds
accessible to uh and ua respectively as

TMbh = TMb,1 ∪ ... ∪ TMb,d

TMba = TMb,d+1 ∪ ... ∪ TMb,k,

and impose Assumption 2.3.3.

Assumption 2.3.3. The distributions in TMb,i, i = 1, .., d are invariant under their corre-
sponding vector fields f b,i, gbh,i1, ..., gbh,il, i = 1, ..., d, i.e. for any ξb,i ∈Mb,i, i = 1, .., d

ξ̇b,i ∈ TMb,i ⇒ [f b,i, ξ̇b,i] ∈ TMb,i,

ξ̇b,i ∈ TMb,i ⇒ [gbh,ij, ξ̇b,i] ∈ TMb,i, i = 1, ..., d, j = 1, ..., l
and the distributions in TMb,i, i = d+ 1, .., k are invariant under their corresponding vector
fields f b,i, gba,i1, ..., gba,il, i = d+ 1, ..., k, i.e. for any ξb,i ∈Mb,i, i = d+ 1, .., k

ξ̇b,i ∈ TMb,i ⇒ [f b,i, ξ̇b,i] ∈ TMb,i,

ξ̇b,i ∈ TMb,i ⇒ [gba,ij, ξ̇b,i] ∈ TMb,i, i = d+ 1, ..., k, j = l + 1, ...,m.

The relevance of Assumption 2.3.3 is clear from the following Lemma, important in order
to formally propose conditions under which an interaction is complementary using the system
controllability property.

Lemma 1. Let TMb,i be nonsingular distributions and let Assumption 2.3.3 hold. Then, it
is possible to find a neighborhood Ub,i of each state ξb,i ∈ Mb,i and transformations ξbh =
φbh(ξb) and ξba = φba(ξb), defined on Ub,i, such that they are smooth submersion projection
mappings and such that the system (2.17) is locally transformed to

ξ̇bh = f bh(ξbh, ξba) +Gbh(ξbh, ξba)uh
ξ̇ba = f ba(ξbh, ξba) +Gba(ξbh, ξba)ua,

(2.25)

where ξbh ∈ Mbh is a d-dimensional state and ξba ∈ Mba is a (k − d)-dimensional state
in the new coordinates. Furthermore, ξbh is constructed so that the last k − d elements of
its Jacobian, J bh = ∂φbh/∂ξb, span the orthogonal subspace of TMba, TM⊥

ba, while ξba is
constructed so that the first d elements of its Jacobian, J ba = ∂φba/∂ξb, span the orthogonal
subspace of TMbh, TM⊥

bh.

Remark 7. According to Lemma 1 additional coordinate transformations, φbh(·) and φba(·),
are needed in order to represent (2.17) in the form as given with (2.25). Representation
(2.25) separates the behavior dynamics (2.17) into two subsystems, one controlled by uh
and another controlled by ua, which is important in establishing complementary interaction
paradigm according to Definition 2.3.3.

Example 2.3.2. (Behavior prioritization.) Redundancy resolution of robot manipula-
tors [HK87] and null-space behavioral control for multi-robot systems [AAC08] can be re-
garded as examples of transforming the system dynamics more than once. For example, let
us consider two behaviors and their corresponding behavior Jacobians

φb =
[
φb,1
φb,2

]
J b =

[
J b,1
J b,2

]
. (2.26)
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2 Interaction Paradigms for Human-Robot Teams

According to the redundancy resolution algorithm, a lower-priority behavior, e.g. φb,2 needs
to be projected into the null-space of the higher-priority behavior, φb,1. In order to achieve
that, the behavior dynamics needs to be further projected with

J b,11 = I, J b,22 = N b,1, (2.27)

where N b,1 is a null-space of J b,1. Here, J b,1 can correspond to J bh and consequently J b,2
corresponds to J ba. The resulting Jacobian matrix applied to the original system (2.1) is

J̃ b =
[
J b,1

J b,2N b,1

]
. (2.28)

For application of redundancy resolution in teleoperation scenarios the reader is referred
to [BK18] (single robot system) and [LKL15] (multi-robot system).

In order to formally propose conditions under which an interaction is complementary
w.r.t. its controllability property, let us denote the controllability distributions, analogous to
(2.21), with ∆c

bh and ∆c
ba. The proposition for complementary interaction paradigm directly

follows.

Proposition 2.3.2. If the following equalities hold

dim{∆c
bh} =

d∑
i=1

ki

dim{∆c
ba} =

k∑
i=d+1

ki,

(2.29)

then the first d behavior subsystems in (2.25) are accessible from ξbh by the control input uh
and last k− d behavior subsystems in (2.25) are accessible from ξba by the control input ua.

Remark 8. If the drift of (2.25) is compensated, i.e. f b,h = 0, i = 1, ..., d and f b,a = 0, i =
d + 1, ..., k, then the firsts d behavior subsystems in (2.25) are controllable from ξb by the
control input uh and the last k − d behavior subsystems in (2.25) are controllable by the
control input ua.

Application example of the complementary interaction paradigm can be found in Chapter
3, Section 3.3, Chapter 4 and Chapter 5.

2.3.3 Overlapping Interaction Paradigm
The overlapping interaction paradigm considers a coupled system in which the human control
inputs uh and the robot control inputs ua jointly steer the states of the system as depicted
in Figure 2.5. Formally, the overlapping interaction paradigm is defined below.

Definition 2.3.4. Interaction paradigm is overlapping if a set of d behavior subsystems,
where d can be any integer from the set {1, ..., k}, is controllable with the control inputs uh
and ua.
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Mb,h Mb,a

Figure 2.5: Overlapping interaction paradigm.

According to Definition 2.3.4,Mb,h = Mb,a = Mb,1 ∪ ... ∪Mb,d. Here, a combination of
complementary and overlapping interaction paradigms is not considered explicitly for the
sake of clarity. Furthermore, for the sake of simplicity and without loss of generality, let us
simplify the discussion to only one behavior, i.e. d = i.

Remark 9. In order to ensure the control inputs uh and ua affect ith behavior subsystem
jointly, the matrices Gbh,i and Gba,i should be non-zero.

In this thesis, two overlapping forms of interaction are identified: cooperative and competi-
tive. The cooperative overlapping interaction paradigm is characterized by the action of the
human and the robot control inputs along the same directions, which renders this type of
interaction assistive. The competitive overlapping interaction paradigm is characterized by
the opposing actions of the human and the robot control inputs, which renders this type of
interaction resistive. The following definitions formalize these two concepts.

Definition 2.3.5. Interaction paradigm is cooperative overlapping on TMb,i if the Jacobian

matrix of Gb,i,
∂Gb,i

∂ξb
(ξb), has all non-negative off-diagonal elements.

Definition 2.3.6. Interaction paradigm is competitive overlapping on TMb,i if the negative

Jacobian matrix of Gb,i, −
∂Gb,i

∂ξb
(ξb), has non-negative off-diagonal elements.

The proposition with the condition under which an interaction is overlapping w.r.t. its
controllability property, is given below.

Proposition 2.3.3. If TMb,i is an invariant and involutive distribution and if

dim{∆c
bh,i} = ki,

dim{∆c
ba,i} = ki,

(2.30)

then the behavior subsystem i in (2.17) is controllable by the control inputs uh and ua.

Remark 10. If the drift of the ith subsystem in (2.17) is compensated, i.e. f b,i = 0, then it
is controllable from ξb by the control inputs uh and ua.

Application example of the overlapping interaction paradigm can be found in Chapter 6,
Section 6.3. A summary of the properties of the proposed interaction paradigms is given in
Table 2.1 and Figure 2.6 gives their overview.
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Interaction Human Robot
paradigms responsibilities responsibilities Examples
Manual direct TMbh = TM ∅ Teleoperation

Autonomous direct ∅ TMba = TM Full autonomy
Complementary TMbh ⊂ TM TMba = TM\ TMbh Semi-autonomy

Cooperative overlapping TMbh TMba, TMbh ∩ TMba 6= ∅ Assistance
Competitive overlapping TMbh TMba, TMbh ∩ TMba 6= ∅ Resistance

Table 2.1: Properties of the interaction paradigms.

Level of autonomy

Manual direct Complementary Overlapping Autonomous
direct

Figure 2.6: Overview of the interaction paradigms with respect to the level of autonomy.

2.4 Control Design Guidelines
The proposed interaction paradigms can be achieved through the design of appropriate
control strategies. The control strategy depends on the degree to which the robot team
can perform functions autonomously. In this section, the overall control architecture and a
concept of subtask-based control, suitable for all interaction paradigms, are proposed.

2.4.1 Control Architecture
The envisioned overall control architecture is inspired by [Mur07], where a hierarchical ap-
proach is developed for robot teams. In this work it is suitably extended to human-robot
team interaction and its application to human-robot interaction is straightforward by con-
sidering only one robot. It comprises of six layers: task, planning, subtask, action, robot
system and interaction layer, as illustrated in Figure 2.7. The functionalities of the layers
are described with particular focus on the task and the subtask layers.
The task goal is stored within the task layer. Often it is represented as a performance

function to be optimized [Mur07]

J =
∫ T

0
g(ξb,uh,ua)dt+ gT (ξb(T )), (2.31)

where g and gT are incremental and terminal costs, respectively. T is the time horizon
in which the task should be accomplished. The control input to the individual parts of
the robot system is determined through computations in the planning, subtask, and action
layers. High-level planning in terms of the suitable combination of behaviors is performed
within the planning layer. The subtask-based control architecture is located on the subtask
layer. The action layer is concerned with the local low-level control actions.
Global and local behaviors: In this work global behaviors require information exchange

between the human and the robot partner(s) and/or between the robot partner(s) within
the robot team. Local behaviors require only the local information of an individual robot.

28



2.4 Control Design Guidelines

Subtask layer

Task

Action layer

Robot system

Planning

...

Goal

Low-level
control

Robot 1 Robot N

Environment

Global
behaviors

Local
behaviors

Interaction

Global
behaviors

Local
behaviors

Low-level
control

Environment

Planners Planners

Allocation Allocation

...

...

...

...

Figure 2.7: Hierarchical control architecture for robot systems. The task goal is determined
and monitored in the task layer. Based on the goal, a set of global and local
behaviors are activated in the subtask layer through the planning layer, which
selects the behaviors from the library of behaviors. The outputs of this layer are
control inputs to the low-level controllers of the robots in the action layer.

Typical global and local behaviors in robot team interaction, human-robot interaction and
human-robot team interaction are given in Example 2.4.1.

Example 2.4.1. (Global and local behaviors.) For robot teams, the typical examples
of global behaviors are rendezvous, foraging, cooperative manipulation, formation, cover-
age, and inter-robot avoidance. Rendezvous describes a behavior in which the robots meet
at a common point at a common time [Mur07]. Foraging refers to a behavior of col-
lecting and delivering an object, cooperative manipulation to the joint handling of an ob-
ject, formation to the maintenance of robot poses relative to each other or to a refer-
ence [DM06], [EX01], [LF01], and coverage refers to visiting areas of an environment for
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2 Interaction Paradigms for Human-Robot Teams

information acquisiton [CMKB04]. Coordination control of multi-agent systems is a suitable
control approach for accomplishing global behaviors by exchanging individual state informa-
tion between agents (robots) through communication channels. In this context consensus is
one of the canonical control problems [OM04]. For example, in order to accomplish a ren-
dezvous behavior, the robots need to perform consensus on the position. The idea behind the
consensus control is that each robot moves towards the weighted average of the states of its
neighbors. There are multiple other control approaches that are used for cooperation of robot
teams, e.g. artifical potential functions [LF01], Lyapunov analysis [OM04], sliding-mode con-
trol [Gaz05], behavioral control [AAC08], to name the few.
Examples of local behaviors are obstacle avoidance and self-collision avoidance. It should

be noted that the classification of these behavior examples is not strict, but rather considers
the "typical" case. If for example inter-robot avoidance is performed using only local sensors
of the robots without information exchange, then this would be called a local behavior.
A global behavior in human-robot interaction may be motion of a robot manipulator in

its task space through a haptic device in teleoperation settings, while a local behavior may
be self-collision avoidance, see e.g. [SAP+18]. In human-robot team interaction the human
partner provides reference input to robot team global behaviors, see e.g. [LKL15].

2.4.2 Subtask-Based Control
In this thesis a shared-control framework that is suitable for all interaction paradigms, termed
as subtask-based control, is introduced. It is a control approach that operates on Subtask layer
of Figure 2.7.
Subtask-based control consists of three main components: (i) decoupling control that

ensures behaviors do not interact or are appropriately prioritized, (ii) passivity-based nominal
control that enables safe and stable interaction of the system with the human partner and the
environment (iii) game-theoretical controller that ensures a suitable contribution of the robot
autonomy to the task execution. Therefore, this framework resolves Challenge 2 through the
decoupling control and Challenge 6 through the game-theoretical control (see Section 1.1
for more details on the thesis challenges). The subtask-based control architecture block
diagrams for the direct manual, complementary and overlapping interaction paradigms are
depicted in Figure 2.8a-c, respectively.
Command and feedback mappings: Subtask-based control increases flexibility of in-

terface choice and enables a dimensionality reduction of command (and feedback) informa-
tion. Knowing the level of autonomy implies which states of the robot system should be
controllable by the human. In order to ensure controllability of those states, it is necessary
to provide sufficient number of command channels. This number conditions the command
interface suitable for the interaction. In terms of the appropriate feedback, the human op-
erator should be informed about the states it controls. In that sense, the states which are
controllable by the human should also be observable. In order to ensure observability of states
it is necessary to provide sufficient number of feedback channels. This number conditions
the feedback interface appropriate for the interaction.
The general feedback control inputs of the human and the robot partners, uh and ua, are

assumed to be state dependent and static, given as
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(a) Direct manual interaction paradigm.
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(c) Overlapping interaction paradigm.

Figure 2.8: Subtask-based control architecture for the interaction paradigms.

uh = αh(ξb) + Γh(ξb)vh
ua = αa(ξb) + Γa(ξb)va,

(2.32)

where matrices Γh(ξb) and Γa(ξb) are nonsingular in ξb and vh and va are new reference
inputs. Furthermore, it is necessary to ensure the reference inputs vh and va stabilize the
system (2.17). For that purpose, the property of controlled invariance needs to be imposed
on the system (2.17), modified by (2.32). Let us consider only the ith behavior under static
control law (2.32)

ξ̇b,i = f̃ b,i(ξb) + G̃bh,i(ξb)vh + G̃ba,i(ξb)va, (2.33)

where f̃ b,i(ξb) = f b,i(ξb) +Gb,i(ξb)αh(ξb) +Gb,i(ξb)αa(ξb), G̃bh,i(ξb) = Gb,i(ξb)Γh(ξb) and
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2 Interaction Paradigms for Human-Robot Teams

G̃ba,i(ξb) = Gb,i(ξb)Γa(ξb). Proposition 2.4.1 introduces controlled invariance of the distri-
bution ∆h ∈ TMbh and ∆a ∈ TMba. The proof can be found in [Isi13].

Proposition 2.4.1 ([Isi13]). A distribution ∆h is controlled invariant on Uh ∈Mbh if there
exists a feedback pair (αh,Γh) defined on Uh such that ∆h is invariant under the vector fields
f̃ b,i, g̃bh,i1, ..., g̃bh,il, i.e.

[f̃ b,i,∆h] ⊂ ∆h, [g̃bh,ij,∆h] ⊂ ∆h j = 1, ...l.

Local controlled invariance of the distribution ∆h is guaranteed if and only if

[f̃ b,i,∆h] ⊂ ∆h +Gb,i

[g̃bh,ij,∆h] ⊂ ∆h +Gb,i j = 1, ...l.

A distribution ∆a is controlled invariant on Ua ∈ Mba if there exists a feedback pair
(αa,Γa) defined on Ua such that ∆a is invariant under the vector fields f̃ b,i, g̃ba,i(l+1), ..., g̃ba,im,
i.e.

[f̃ b,i,∆a] ⊂ ∆a, [g̃ba,ij,∆a] ⊂ ∆a j = l + 1, ...m
Local controlled invariance of the distribution ∆a is guaranteed if and only if

[f̃ b,i,∆a] ⊂ ∆a +Gb,i

[g̃ba,ij,∆a] ⊂ ∆a +Gb,i j = l + 1, ...m.

In the remainder the guidelines for subtask-based architecture design for complementary
and overlapping interaction paradigms are introduced. They refer to the way the control
law in (2.32) needs to be introduced for the decoupling, passivity and interaction control in
Figure 2.8.

Decoupling and Passivity Control
Often the system (2.1) cannot be transformed into subsystems (2.25) with appropriate trans-
formations, since the imposed assumptions are not satisfied. Then, these need to be met
with appropriate control design (2.32). In this work complementary interaction paradigm
is resolved through noninteracting/decoupling control. Such control ensures that the sub-
tasks controlled by the robot autonomy are rendered uncontrollable by the human partner
and vice versa, which results in the system dynamic representation as in (2.25). This is
achieved for Euler-Lagrangian and port-Hamiltonian model representation of the system dy-
namics. Robot autonomy can be ensured with suitable high-level task-based optimal control.
However, high-level control for complementary interaction paradigm is not the focus of this
thesis.

Passivity is a requirement for the subtask-based control, since it implies safety and sta-
bility in the interaction with the human partner and the environment. Energetic passivity
is enforced with passivity-based control. This is the topic of Chapter 3.

Human-Robot Control Input Blending
Total control input applied to a behavior in the overlapping interaction paradigm is a synthe-
sis/blending of the human command input and the input from the robot autonomy. Their
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blending is often considered in the linear form, given with (1.1). However, for a human-
centric interaction a model of the human behavior is needed, since it is necessary to deter-
mine online the most appropriate robot control input based on the human action in order
to accomplish a suitable assistance. Overlapping interaction paradigm can be achieved by
imposing additional criteria, e.g. optimization of energy, effort and/or task error. This is the
topic of Chapter 6. In this work the overlapping interaction paradigm is achieved by adding
a high-level controller that considers interaction of the human and the robot autonomy in a
game-theoretical sense.

Human Behavior Modeling
Modeling continuous interaction between a human and a robot (team) remains a largely
open challenge. In classical teleoperation literature control design commonly relies on the
assumption that the trained human behaves passive [Sir05]. The authors of [HCF15] use
black-box methods to identify human decision-making behavior in the active role of com-
manding a robot swarm. The frequency analysis of the obtained linear time-invariant system,
however, reveals that the human decision-making process violates the passivity condition in
the high-frequency range. Accordingly, passivity-based models have their limitations and
more research is needed in this area. In that sense, considering that the human operator
is not passive is necessary and the control design needs to account for it accordingly. This
has been considered in Chapter 5 through the design of an energy tank control that ensures
passivity.
In the context of the hierarchical control architecture proposed with Figure 2.7, the human

in the active role can provide control inputs to the subtask or the action layer. Therefore,
the human partner in the active role can be included in the control architecture through the
planning and the subtask layers as depicted in Figure 2.9. On the planning layer the human
operator can select and allocate behaviors to the partners in the team and on the subtask
layer the human operator can provide control input to the specific behaviors.
In this thesis the human operator/partner is considered in the subtask layer. The block

structure of the general shared control architecture with the subtask-based controller and
the additional requirements for a successful and intuitive task execution is depicted with
Figure 5.2.

2.5 Discussion
Three interaction paradigms of human-robot team interaction are proposed: direct, comple-
mentary and overlapping. The paradigms are classified according to the accessibility and
controllability property. The identified properties of the interaction paradigms ease the se-
lection of the controller objectives and strategies. It can be concluded that tasks should be
decomposed into multiple global and local subtasks. Furthermore, these subtasks should be
prioritized according to the current state of the environment, decoupled to avoid interfer-
ence, and preferably allocated dynamically to the human and/or the autonomous controller
of the robot system. Other reviewed taxonomies do not provide guidelines on how to design
controllers for human-robot interaction, unlike the taxonomy proposed in this chapter.
The novel concept of subtask-based control architecture is introduced as a suitable ap-

proach to achieve the proposed interaction paradigms irrespective of the type and complexity
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Low-level
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Figure 2.9: Human operator/partner in the active role can be included in the loop through
the planning layer and the subtask layer.

of the robot system as well as the task. The interaction and control is, therefore, achieved
on higher levels of abstraction that are independent of the configuration of the interactive
system, which is novel compared to the existing literature. The proposed concept includes
a requirement on the passivity of subtasks, i.e. a nominal passive controller is required to
render the interaction on the level of subtasks safe and stable. Furthermore, the approach
enables the use of high-level controllers, particularly suitable for the overlapping interaction
paradigm that requires some form of human intention estimation or an appropriate decision-
making model. The work presented in Section 2.2, Section 2.3 and Section 2.4 has been
partially published in [MH18], [MH16] and [MH17], respectively.
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Figure 2.10: Block structure of the general hierarchical shared control architecture for
human-robot team interaction. Based on a desired goal of the interaction and
the environment state subtasks are generated and prioritized. Allocation of sub-
tasks to the human and the robot team is dynamical and determined depending
on the available levels of autonomy, current self-confidence of the human and
its trust in automation. Low-level controllers receive desired control inputs ei-
ther from the human or from the built-in robot team planners.
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3
Complementary Shared Control

Control of complex dynamical systems with human in the loop and interaction with the
physical environment is relevant in many application domains, e.g. process control, flight
control, semi-autonomous driving and human-robot interaction [LSSS14]. Typically, multi-
ple control objectives are defined for such systems in order to accomplish the overall task.
Due to the complexity of the system, i.e. high number of degrees of freedom, the human op-
erator cannot control all the system states toward accomplishing the task. Consequently, the
human can only take over a limited number of system states to control, while the remaining
states are controlled by the autonomous functions. Therefore, the complementary interac-
tion paradigm, proposed in Chapter 2, is required. To resolve the aforementioned challenge,
a novel, passive noninteracting (decoupling) shared-control approach for complementary in-
teraction paradigm in human-robot team interaction is proposed in this chapter. It enables
(i) control of the system on lower-dimensional subtask spaces, (ii) decoupling of subtasks
that are simultaneously executed and (iii) safe and stable human-robot team interaction.

Related Work and Open Problems
Complementary interaction paradigm enables the achievement of multiple control goals,
often simultaneously. This is accomplished by designing multiple, possibly noninteracting,
control loops, so that the reference inputs of one control loop and its system states do not have
undesired effects on the system states and outputs of the other control loops. Noninteracting
(decoupling) control of general multi-input multi-output (MIMO) nonlinear, affine systems
through state-feedback control is proposed in [Isi13]. This control approach decouples the
system into multiple SISO subsystems. A more general case - the decoupling into multiple
MIMO subsystems is a block-partitioned noninteracting control and is proposed in [Bat94].
However, explicit guidelines for the control design of noninteracting control for a class of
Euler-Lagrangian systems are not proposed.
In robotics a hierarchical version of the decoupling control, termed as redundancy resolu-

tion, is used to control redundant robot systems. For example, it is applied on robot manip-
ulators [HK87], humanoid robots [KSP08] and robot teams [AAC08]. In the case of robot
teams, simplified models, e.g. single integrators, are often considered. Euler-Lagrangian
robot team dynamics and decoupling control are considered in [DS05] but only for a specific
task of cooperative manipulation. The noninteracting control is also applied in [BPB17] on
a linearized model of dual manipulators, constrained by an object. For the shared-control
teleoperation of robot teams, null-space based behavioral control is proposed in [Liu15],
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a passivity-based control in [DS05, FSR+12] and an impedance controller for a robot hand
teleoperation in [GPC05]. However, generalizing the approach to multiple and arbitrary
tasks for Euler-Lagrangian dynamics is not considered so far.
Guaranteeing passivity of the closed-loop system implies safety of the interaction. There-

fore, it is important for human-in-the-loop interaction, e.g. teleoperation through a haptic
device [HB12], direct physical interaction [DSDB08], close-range teleoperation [AMH17] and
interaction of the robot system with the environment [EH16]. Passivity also relates to the
classical approaches of analyzing stability of dynamical systems, e.g. Lyapunov theory and L2
stability [KG02], and can, therefore, be used to analyze stability of human-robot control
loops. Therefore, a noninteracting control approach with passivity guarantees is required.
In summary, a shared-control approach that enables human and robot partners to control
different aspects of the task without interference and with passivity guarantees is needed.
In this chapter an explicit, block-partitioned noninteracting control approach for La-

grangian systems is proposed to resolve the complementary interaction paradigm. It allows
the decoupling of the system into multiple subsystems with each subsystem having a dif-
ferent control objective. Therefore, with this approach each subsystem models one subtask
as proposed in Section 2.2. The contribution is the solution of the block-partitioned non-
interacting control with passivity guarantees for Lagrangian systems, which is achieved by
preserving Lagrangian dynamic properties after the system decoupling. This approach is
applicable not only to robots in free motion but also to robots with physical coupling as it
occurs, for example, in cooperative object manipulation. It ultimately allows safe control
sharing in human-robot collaboration.
The chapter is organized as follows. The problem statement is given in Section 3.1, while

the novel decoupling controller is proposed in Section 3.2. The simulation example and
experimental results are given in Section 3.3. Discussion is given in Section 3.4.

3.1 Problem Statement
Let us assume the robot system dynamics is given by the Euler-Lagrange equation (2.6).
For the sake of completeness of this chapter, the robot model dynamics in Lagrangian form
is defined below as well

M(θ)θ̈ + c(θ, θ̇) + τ g(θ) = τ c + τ e, (3.1)

where the vectors τ c and τ e are n-dimensional control, and external torque terms, respec-
tively. Inertia matrix is positive-definite and symmetric, while Ṁ (θ) − 2C(θ, θ̇) is skew-
symmetric. The system dynamics (3.1) can be represented in a nonlinear state-space affine
form as

ξ̇ = f(ξ) +G(ξ)(τ c + τ e)
y = h(ξ),

ξ = [θ>, θ̇>]>,

f(ξ) =
[
f 1(ξ)
f 2(ξ)

]
=
[

θ̇

−M−1(θ)(C(θ, θ̇)θ̇ + τ g(θ))

]
,

G(ξ) =
[
G1(ξ)
G2(ξ)

]
=
[

0
M−1(θ)

]
= [g1, ..., gn].

(3.2)

38



3.1 Problem Statement

The focus of this chapter are Lagrangian systems with certain structural properties, out-
lined with the following assumptions.

Assumption 3.1.1. The system (3.2) has no zero dynamics.

This assumption implies that there are no states the system in (3.2) can assume when the
output is zero, i.e. y = 0.

Remark 11. From the robotics point of view the analysis is restricted to the systems with
no external rigid constraints, redundancy with respect to the task or elastic structures as
analyzed in [DL91].

Redundancy with respect to the task, highlighted in Remark 11, sets a constraint on the
dimensionality of the output function y, given with Remark 12.

Remark 12. The sum of the number of outputs y equals the total number of generalized
coordinates, θ, i.e. p = ∑k

i=1 ki = n. Inequality p < n implies the system is redundant
with respect to the task and that there are certain degrees of freedom of the system which
could not be controlled with the input-output controller. If this is the case, the proposed
control approach is not restrictive, but additional controller needs to be developed for the
redundant degrees of freedom and the stability of the overall system needs to be guaranteed.
The condition p > n is not considered since in this case a prioritizing controller would be
needed, which is not the focus of this thesis.

Example 3.1.1. (Redundant robot system.) A classical example of a redundant robot system
is a redundant manipulator with 7 DoFs w.r.t the task in Cartesian space that requires 6
DoFs [NHY87]. The redundant degree of freedom is the elbow joint that, even if not necessary
for the task, needs to be stabilized.

The output vector is set as in (3.3), i.e. the outputs are equal to the behaviors necessary
to achieve the task.

Assumption 3.1.2. The outputs of the system (3.2) are behavior functions required to
accomplish the task

y =


xb,1
...
xb,k

 =


φ1(ξ)

...
φk(ξ)

 . (3.3)

In order to represent (3.2) in the behavior dynamics form of (2.17), additional assumption
needs to be imposed on the behavior Jacobian, J b, defined with (2.13).

Assumption 3.1.3. The behavior Jacobian J b in (2.13) has full rank.

Remark 13. Assumption 3.1.3 implies that singular cases and configurations of the robot
system and/or the task are not considered, since in these cases the behavior Jacobian looses
its rank. For example, for a robot manipulator a singular configuration is its fully extended
kinematic structure.

Finally, interaction with the human partner and the environment requires an additional
assumption given below.
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Assumption 3.1.4. The human partner and the environment are passive.

The following two problems are solved in the remainder of the chapter.

Problem 3. Design a static control law

τ c = α(ξ) + Γ(ξ)τ̃ c, (3.4)

with α(ξ) being an n-dimensional smooth vector field and Γ(ξ) being a nonsingular, n × n
dimensional matrix, which decouples the system (3.2) into k subsystems, so that for each
i = 1, ..., k, input block τ̃ c,i affects only the output block yi. This means that for all i 6= j
the output yi needs to be invariant under the input τ̃ c,j.

Problem 4. Design a control law τ̃ c for the k subsystems, obtained by solving Problem 3,
so that each subsystem is passive from the input τ̃ e,i to the output yi.

Remark 14. In the context of human-robot interaction, each input block τ̃ c,i represents
input channels from the human operator or from the robot autonomous planner(s), see Ex-
ample 3.2.3. The dimensionality and the type of the control inputs provided by the human
depend on the interface through which the human interacts with the system, e.g. through a
haptic device.

3.2 Passive Noninteracting Control
In this section Problem 3 and Problem 4 are solved by proposing passive noninteracting
(decoupling) control approach for Euler-Lagrangian systems. The design of the noninteract-
ing controller is considered in two stages: (i) input-output noninteracting control with the
design of the matrix Γ(ξ) in (3.4) and (ii) state noninteracting control is solved with the
appropriate design of α(ξ) in (3.4).

3.2.1 Input-Output Noninteracting Control
In order to ensure that the specific inputs affect only the specific outputs, it is necessary to
render the input-output behavior of the robot dynamics, modeled by (3.2), noninteractive.
For that purpose, (3.4) is inserted into (3.2) to obtain

ξ̇ = f̃(ξ) + G̃(ξ)τ̃ c +G(ξ)τ e
y1
...
yk

 =


h1(ξ)

...
hk(ξ)

 ,

f̃ =
[
f 1(ξ)
f̃ 2(ξ)

]
, G̃ =

[
0

G̃2(q)

]
,

(3.5)

where f̃ 2(ξ) = f 2(ξ) +G2(ξ)α(ξ) and G̃2(ξ) = G2(ξ)Γ(ξ) = [g̃1(ξ), ..., g̃n(ξ)].
Without loss of generality, it is assumed that the ith input block, τ̃ c,i affects the ith output

block yi. A sufficient condition for achieving the input-output noninteraction is formulated
with Proposition 3.2.1.
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General Input-Output Noninteracting Solution
This section provides general conditions, constraints and requirements for the input-output
noninteracting control solution of nonlinear affine system (2.1).

Proposition 3.2.1 ([NVdS90]). Consider the system (3.5) and suppose that the output yi
is invariant under the input τ̃ c,j, where i 6= j. Then

Lg̃jhi(ξ) = 0
Lg̃jLz1 ...Lzkhi(ξ) = 0,

(3.6)

for all ξ and any combination of k vector fields zi from the set {f̃ 2, g̃1, ..., g̃n}, where k ≤
n+ 1.

According to Proposition 3.2.1, noninteracting control is achieved by ensuring that the
inputs, which should not affect a particular output block, have a control effect in its kernel.
Let us, therefore, define the following kernel distributions

∆K
i = ker dhi =

ki⋂
j=1

ker dhij ∀i = 1, ..., k,

∆K =
k⋂
i=1

∆K
i ,

(3.7)

where ∆K
i is the kernel distribution of the output block yi and ∆K is the intersection

of all thus obtained kernel distributions. Furthermore, let us introduce the controllability
distributions relevant for solving the input-output noninteracting problem

∆̃i = 〈f̃ 2, g̃1, ..., g̃n|span{g̃i}〉, ∀i = 1, ..., n,
∆̃?
i = 〈f̃ 2, g̃1, ..., g̃n|span{g̃j : j 6= i}〉, ∀i = 1, ..., n,

∆̃? =
n⋂
i=1

∆̃?
i ,

∆̃ = 〈f̃ 2, g̃1, ..., g̃n|span{g̃i : i = 1, ..., n}〉,

(3.8)

which are invariant under the vector fields {f̃ 2, g̃1, ..., g̃n}. The distribution ∆̃i spans the
block g̃i of G̃2, while ∆̃?

i spans all the blocks g̃j such that j 6= i. The distribution ∆̃? is the
intersection of all ∆̃?

i distributions and ∆̃ spans G̃2. Equivalent distributions to (3.8) for the
open-loop system (3.2) are denoted as ∆i,∆?

i ,∆? and ∆, respectively.

Remark 15. The following relationships between the distributions in (3.8) hold [NVdS90]

∆̃?
i =

∑
j 6=i

∆̃j, ∆̃ =
n∑
i=1

∆̃i and ∆̃ = ∆̃?
i +

⋂
j 6=i

∆̃?
j . (3.9)

Remark 16. Using the controllability distributions in (3.8) a sufficient condition for input-
output noninteraction, given with Proposition 3.2.1, (3.6) can now be expressed as follows

∆̃j ⊂
⋂
i 6=j

∆K
i or ∆̃?

i ⊂ ∆K
i and ∆̃? ⊂ ∆K . (3.10)
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3 Complementary Shared Control

The first two equations imply that the controllability distribution that spans g̃i lies in the
intersection of the kernel distributions of all other g̃j, j 6= i, while the last one implies that
the intersection of all controllability distributions ∆̃?

i , i = 1, ..., n, has to lie in the intersection
of all the kernel distribution ∆K

i , i = 1, ..., k.
According to constraints formulated with (3.10), solving Problem 1 implies finding maximal

distributions ∆̃i (or ∆̃?
i ) and ∆̃? that would satisfy constraints given with (3.10).

Input-Output Noninteracting Solution for Euler-Lagrangian Sys-
tems
In this section an explicit solution for the input-output noninteracting control of Euler-
Lagrangian system (3.2) with outputs defined as in (3.3) is provided.
Since behaviors are smooth mappings (2.10) according to Definition 2.2.3, under Assump-

tion 3.1.3 the codistributions defined by

Ωi =
ki∑
j=1

span{dhi,j} ∀i = 1, ..., k, (3.11)

are nonsingular with dim{Ωi} = ki. Now it is possible to find maximal controllability
distributions ∆̃?

i which lie in ∆K
i according to the Controlled invariant distribution algorithm

in [Isi13]
Ωi0 = Ωi

Ωik = Ωik−1 + Lf2(Ωik−1 ∩∆G⊥) +
n∑
i=1
Lgi(Ωik−1 ∩∆G⊥),

(3.12)

where ∆G = span{G2} = span{g1, ..., gn}. If Ωik+1 = Ωik the solution is reached and
∆̃?
i = Ω⊥ik .

Remark 17. Note that the algorithm (3.12) is invariant under feedback transformation,
since controllability distributions are controlled invariant by definition [Isi13]. Therefore,
the algorithm (3.12) is equivalent to

Ωi0 = Ωi

Ωik = Ωik−1 + Lf̃2
(Ωik−1 ∩ ∆̃G⊥) +

n∑
i=1
Lg̃i(Ωik−1 ∩ ∆̃G⊥),

(3.13)

where ∆̃G = span{G̃2} = span{g̃1, ..., g̃n}.

Codistribution (Ωik−1∩∆G⊥) is trivial in the case of Lagrangian systems, since dim{∆G⊥} =
0 as the matrix G2(ξ) is a full rank, square matrix. Therefore

∆̃?
i = Ω⊥i . (3.14)

The result given with (3.14) determines relevant properties of the controllability distribu-
tions in (3.8) for Euler-Lagrangian systems. They are summarized with Lemma 2.

Lemma 2. Consider the dynamical system (3.2) under Assumptions 3.1.1-3.1.3. For such a
system and taking into consideration the result in (3.14), the distributions ∆̃, ∆̃?, ∆̃i, ∆̃?

i , ∀i =
1, ..., n, are nonsingular with dim{∆̃} = n, dim{∆̃?} = 0, dim{∆̃i} = ki, and dim{∆̃?

i } =
n− ki.

42



3.2 Passive Noninteracting Control

Now it is possible to formulate the input-output decoupling control Γ(ξ).

Theorem 1. Consider the dynamical system (3.2) under Assumptions 3.1.1-3.1.3. Pro-
vided that the conclusions of Lemma 2 for the controllability distributions ∆̃, ∆̃?, ∆̃i, ∆̃?

i ,∀i =
1, ..., n, hold, the input-output noninteracting control problem is solvable with the invertible
matrix Γ(ξ) being the solution of

J̃ b(ξ)G2(ξ)Γ(ξ) = G̃b2(ξ), (3.15)

where J̃ b(ξ) is an appropriate parametrization of the behavior Jacobian that serves as a
coordinate transformation and

G̃b2(ξ) =


M−1

b,1 . . . 0
... ... ...
0 . . . M−1

b,k

 , (3.16)

is the input matrix of the system transformed to behavior coordinates, whileM b,i is a positive-
definite matrix ∀i = 1, ..., k.

The Theorem 1 states that the resulting matrix G̃b2 needs to be block-diagonal after
appropriate coordinate transformation J̃ b, parametrized with the behavior Jacobian J b, in
order for the system (3.2) to be input-output noninteracting from the input τ̃ c,i to the output
yi.

Remark 18. It should be noted that the choice of the matrix Γ(ξ) is not unique. Further-
more, the block-diagonal matrices M−1

b,i of G̃b2 can be interpreted as desired inverse inertial
matrices of the behaviors. In that context, the input-output noninteracting control law Γ(ξ) is
a form of an inertia-shaping approach [FH18], applied in this particular case on the abstract
levels of behaviors.

Example 3.2.1. (Input-output noninteracting for two behaviors.) In the case of two behav-
iors [

y1
y2

]
=
[
J b,1(ξ)
J b,2(ξ)

]
θ̇, (3.17)

the noninteraction control can be designed as

Γ(ξ) =
[
Kb,2(ξ)>J b,1(ξ)>
Kb,1(ξ)>J b,2(ξ)>

]
, (3.18)

where Kb,i = (In − J#M
b,i J b,i), i = 1, 2, is a kernel (null-space) matrix with

J#M
b,i = M−1J>b,i(J b,iM−1J>b,i)−1, (3.19)

being the inertia-weighted pseudo-inverse matrix. Inserting (3.17) and (3.18) into (3.15)
gives as a result a block-diagonal matrix of the form

G̃b2 =
[
J b,1M

−1K>b,2J
>
b,1 0k1×k2

0k2×k1 J b,2M
−1K>b,1J

>
b,2

]
.
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3 Complementary Shared Control

Remark 19. An approach that relies on inertia-weighted pseudo-inverse matrix is frequently
used in robotics for dynamically consistent redundancy resolution of robot manipulators, see
e.g. [KYC+96]. It is a part of the well-known operational-space approach [Kha87]. The
difference of the decoupling approach, proposed with Theorem 1, and such redundancy reso-
lution approaches is that the noninteracting input-output control does not assign priorities to
the behaviors. In that sense, all the behaviors have the same priorities. However, while the
redundancy resolution ensures that the highest priority behavior is executed while the lower
priority behaviors may be executed if possible, the approach proposed with Theorem 1 is more
restrictive, since it does not evolve at all on the behavior subspaces that intersect. Therefore,
it is more suitable for robot systems with high number of degrees of freedom such as robot
teams.

An example given below refers to the classical redundancy resolution approach used in
robotics and relates it to the introduced noninteracting control.

Example 3.2.2. (Redundancy resolution.) Behaviors can be conducted according to a
predefined priority. A common control strategy that ensures the prioritization is termed
as redundancy resolution for single robots and null-space based behavioral control for robot
teams [AAC08]. It is based on the projection of lower priority behaviors onto the null-space
of the higher priority behavior. For example, in the case of two behaviors, the position of a
robot manipulator in Cartesian space x ∈ R3 would be

x = J †b,1xb,1 + (I3 − J †b,1J b,1)J †b,2xb,2, (3.20)

where J †b,1 denotes the pseudo-inverse of the behavior Jacobian J b,1 and N 1 = (I − J †b1J b1)
is the null-space projector (see Example 2.3.2 that provides a similar discussion). Note
though, that the approach is kinematic, which makes it unsuitable for the control of dynamic
behaviors, e.g. when the inertia of the robots cannot be neglected. Additionally, the interaction
with the environment, i.e. with objects or humans, cannot be handled appropriately. The
dynamic decoupling control addresses these shortcomings. The allocation of responsibilities
to the individual robots, according to the selected behaviors, and the role they have within
the team is an important step and can be handled in various ways, see for example [GM04]
and [ZXYW07].

3.2.2 State Noninteracting Control
State noninteracting control enables representation of (3.2) in a fully decoupled form through
the appropriate control design α(ξ) in (3.4) and coordinate transformation to obtain

ẋb = ẋb

ẍb,1 = f̃ b,1(xb,1, ẋb,1) + G̃b,1(xb)(τ̃ c,1 + τ̃ e,1)
...
ẍb,k = f̃ b,k(xb,k, ẋb,k) + G̃b,k(xb)(τ̃ c,k + τ̃ e,k)
y1 = ẋb,1
...
yk = ẋb,k.

(3.21)

44



3.2 Passive Noninteracting Control

where xb ∈ Mb is the stacked vector of all behavior and τ̃ e,i is the torque component that
results from the interaction with the environment and contributes to the ith behavior.

Remark 20. Fully decoupled behavior dynamic representation (3.21) resembles the behavior
dynamics introduced in Chapter 2 with (2.17). The difference is that while (2.17) is only
transformed in new coordinates, i.e. to abstract (behavior) coordinates, (3.21) represents
behavior dynamics in behavior coordinates which is additionally noninteracting.

The coordinate transformation defines new states, termed in this thesis as behavior states.
In Chapter 2 Proposition 2.2.1 defines the appropriate coordinate transformation through
φ(ξ) and the behavior Jacobian J b. Note that any basis of the codistribution Ωi, defined
with (3.11), is a valid coordinate transformation as long as the condition of Proposition 2.2.1
on its smoothness and nonsingularity of the corresponding Jacobian are satisfied.

Remark 21. One of the valid coordinate transformations, which are parametrizations of the
behavior Jacobian, J b, are those that satisfy the equality J b,iJ>b,j = 0 for every i 6= j.

In general, when an input-output noninteracting controller (3.15) is applied to (3.2), the
state noninteraction is not immediately achieved due to the coupling effects in Coriolis and
centrifugal terms [ODAS15]. More specifically, if θ̈ = J−1

b (ẍb − J̇ bJ−1
b ẋb) and θ̇ = J−1

b ẋb
are inserted in (3.2), the representation of the dynamical system after the coordinate change
is

ẍb = −J bM−1(CJ−1
b ẋb + τ g) + J̇ bJ−1

b ẋb︸ ︷︷ ︸
f̃b(xb,ẋb)

+M−1
b τ̃ c +M−1

b τ̃ e,

where it is possible to write

f̃ b(xb, ẋb) = −J bM−1CJ−1
b ẋb + J̇ bJ−1

b ẋb − J bM−1τ g

= (−J bM−1Γ︸ ︷︷ ︸
M−1

b

Γ−1CJ−1
b + J̇ bJ−1

b )ẋb − J bM−1τ g

= −M−1
b (Γ−1CJ−1

b −M bJ̇ bJ
−1
b )ẋb − J bM−1τ g,

(3.22)

and the Coriolis and centrifugal term after the change of coordinates is, therefore

Cb = Γ−1CJ−1
b , (3.23)

which, in general, has off-diagonal components. This means that f̃ b,i depends on ẋb instead
of on the corresponding vector ẋb,i only, as envisioned with (3.21). Therefore, the state
noninteraction needs to be achieved by compensating the coupling Coriolis and centrifugal
terms with the control component α(ξ) of (3.4). One approach could be to compensate
for Coriolis, centrifugal and gravitational terms, i.e. to cancel out f 2(ξ) component in (3.5).
This can be achieved locally with feedback input-output linearization. Instead, in this thesis,
and similar to the control design for redundancy resolution in [ODAS15], α(ξ) is designed
to modify Coriolis and centrifugal matrix to a block-diagonal form C̃b and to compensate
gravity vector τ g as well as the component with the time derivative of the behavior Jacobian,
J̇ b. As a consequence of such a control design, skew-symmetric property of Ṁ b,i − 2C̃b,i,
which is beneficial for passivity guarantees, is preserved in the new coordinates. Therefore,
the following theorem proposes such a design of the vector α(ξ).
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3 Complementary Shared Control

Theorem 2. Consider the dynamical system (3.2) under the Assumptions 3.1.1-3.1.3 and
with the applied input-output noninteracting control law (3.15). For this system the state
noninteraction problem with preserved Lagrangian dynamical structure and gravity compen-
sation is solvable with

α(ξ) = MJ−1
b M

−1
b



k∑
j=2
Cb,1jẋbj

...
i−1∑
j=1
Cb,ijẋbj +

k∑
j=i+1

Cb,ijẋbj

...
k−1∑
j=1
Cb,pjẋbj


− J̇ bJ−1

b ẋb + τ g, (3.24)

with Cb,ij being the off-diagonal matrix in the row block i and the column block j of Cb.

From a practical point of view, allocating subtasks to the human operator or the robot
autonomy means ensuring that the input provided from a particular source influences only
the corresponding behavior, while all the remaining behaviors are not affected by this input.
In the remainder of this section, an example of human-robot team interaction is given.

Example 3.2.3. (Object transportation task.) If the task of object transportation is exe-
cuted by a team of robot manipulators, possible subtasks may be: grasping the object, non-
violation of constraints imposed by the object geometry (i.e. maintaining a desired for-
mation), motion of the robot team in a formation towards the goal, inter-robot collision
avoidance and obstacle avoidance. Figure 3.1 depicts a teleoperation scenario where the
human partner provides a desired trajectory command for the motion of the robot team in
a formation towards the goal, while the robot team applies required grasping force on the
object. These two subtasks need to be decoupled through the noninteracting control proposed
with Theorem 1 and Theorem 2 in order to avoid interferences.

Subtask 1: grasp
maintenance

Subtask 2: object
manipulation

Figure 3.1: Subtask allocation to the human and the robot team partners in a cooperative
manipulation task.
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3.2 Passive Noninteracting Control

3.2.3 Passivity Guarantees
The objective of this section is to propose a nominal control approach τ̃ c,i, i = 1, ..., k, to
solve Problem 4, i.e. to render the subsystems in (3.21) passive from the inputs τ̃ e,i to the
outputs ẋb,i, ∀i = 1, ..., k.
The representation in (3.21) enables the assignement of different control goals to the

behaviors. Therefore, the control design depends on the control goal for each behavior.
Typical control goals in human-robot interaction are motion tracking or regulation if there
is no interaction with the environment, and force tracking or regulation if there is contact
with the environment. For example, motion of the human operator can be tracked via motion
tracking system and used as a reference input in the task space of the robot. In combined
motion and force tasks, the control goal is often to achieve a desired compliant interaction
dynamics. Since such tasks are in the focus of this thesis, impedance control [VDS16] is
chosen as an exemplary nominal controller to achieve subtasks and passivity guarantees.
For that purpose, an additional coordinate change is introduced to (3.21)

eb,i = xb,i − xdb,i
ėb,i = ẋb,i − ẋdb,i, ∀i = 1, ..., k

where xdb,i is the desired setpoint or trajectory for the behavior state xb,i, while eb,i and ėb,i
are subtask position and velocity tracking errors, respectively. The error dynamics of (3.21)
in state-space form is[

ėb,i
ëb,i

]
=
[

ėb,i
−M−1

b,iCb,i(ėb,i + ẋdb,i)

]
+
[

0
M−1

b,i

]
(τ̃ c,i + τ̃ e,i)− ẍdb,i, (3.25)

for each subtask, i = 1, ..., k. The desired error dynamics is defined as the impedance with
the desired virtual damping and stiffness

M b,iëb,i + (Cb,i +Di)ėb,i +wK,i(eb,i) = τ̃ e,i, (3.26)

where i = 1, ..., k, Di ∈ Rki×ki is a positive-definite damping matrix, and wK,i ∈ Rki is a
stiffness term which shapes the desired potential energy VK(eb,i) to realize desired spring
behavior.

Remark 22. A typical way to realize desired spring behavior is to shape the potential energy
VK with virtual springs [CCMV08]

VK(eb,i) = 1
2e
>
b,iKieb,i, (3.27)

where Ki ∈ Rki×ki is a positive definite stiffness matrix. Then, the wrench resulting from
the desired stiffness behavior, wK,i is

wK,i(eb,i) =
(
∂VK(eb,i)
∂eb,i

)>
. (3.28)

In order to achieve the desired error dynamics (3.26), it is sufficient to apply the following
control law to (3.25)

τ̃ c,i = M b,iẍ
d
b,i +Cb,iẋ

d
b,i −Diėb,i −wK,i. (3.29)
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Now it is possible to show that the subtask error dynamics (3.25), under the control law
(3.29), is passive. Preserving passivity in the interaction is important because it guarantees a
limited transfer of energy from the robot to the human operator or the environment. In that
way, it is possible to maintain safe interactions. For that purpose, let us use the definition
of passivity from [KG02].

Definition 3.2.1 ([KG02]). The system is passive if there exists a positive semidefinite
storage function Si(eb,i, ėb,i) such that over a time period [0, T ]∫ T

0
ė>b,iτ̃ e,i ≥ S(eb,i(T ), ėb,i(T ))− S(eb,i(0), ėb,i(0)). (3.30)

Let us show that the passivity of (3.25) is preserved with the control law (3.29).

Proposition 3.2.2. Subtask error dynamics (3.25) is passive from the input τ̃ e,i to the
output ėb,i with storage function

Si(eb,i, ėb,i) = 1
2 ė
>
b,iM b,iėb,i + VK(eb,i) (3.31)

where VK(eb,i) is defined in (3.27).

Fig. 3.2 depicts the block diagram of the overall interaction system with the proposed
control architecture.

Nominal
control
(3.29)

Coordinate
transformation

(2.13)

Noninteracting
control

(3.16), (3.24)

Robot
dynamics
(3.1)

Behaviors
(3.3)

xd
b , ẋb

d τ̃ c τ c

τ e

θ̇

θ

y

xb, ẋb

Figure 3.2: Block diagram of the proposed control approach.

3.3 Results
The proposed control approach is validated in a numerical simulation and an experiment
with human in the loop and a haptic device.
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3.3.1 Simulation Results
In this section simulation results of the Example 2.2.2 on formation control are presented.
For that purpose, let us consider a robot team, consisting of two nonhomogeneous robots
with second-order (point-mass) dynamics as in (2.4). The robots can move in x − y plane
and their generalized coordinates are

xi = [px,i, py,i]> ∈ R2, i = 1, 2.

The inertia matrix is defined as

M =
[
m1I2 02×2
02×2 m2I2

]
,

where m1 and m2 are masses of the two robots. Coriolis, centrifugal and gravitational terms
of the point-mass dynamics are C = 04×4, and τ g = 04×1. The robot team dynamics can be
rewritten as in (3.2) [

ẋ
ẍ

]
=
[
ẋ
0

]
+
[

0
M−1

]
(τ c + τ e). (3.32)

According to the Example 2.2.2, the subtasks are: (i) the robots maintain a formation,
i.e. fixed relative distance between each other and (ii) the robot team moves in x− y plane
as a single entity towards the goal position. These two subtasks need to be executed si-
multaneously. They can be suitable in e.g. object transportation tasks. The two following
behaviors are defined as the outputs of (3.32)

y1 = 1
2[I2 I2]︸ ︷︷ ︸
Jb,1

ẋ

y2 = [I2 − I2]︸ ︷︷ ︸
Jb,2

ẋ.
(3.33)

Applying the noninteracting control proposed with Theorem 1 and Example 3.2.1 in the
form of (3.18), as well as the coordinate transformation using the behavior Jacobian J b,
generates the representation as in (3.21)

[
ẋb
ẍb

]
=
[
J bẋ
0

]
+

 04×4[
M−1

b,1 02×2
02×2 M−1

b,2

] (τ̃ c + τ̃ e). (3.34)

Now a control law τ̃ c as in (3.29) can be applied to obtain desired error dynamics for both
behaviors as in (3.26). Let the following control goals be imposed on the cooperative and
relative behaviors

xdb,1 = [2 sin(0.79t) 1]>

xdb,2 = [1 1]>.

The linear stiffness wK,i(eb,i) = Kieb,i is used for both subtasks. The model and the control
parameters are listed in Table 3.1.
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ts [ms] m1 [kg] m2 [kg] D1 [Ns/m] D2 [Ns/m] K1 [N/m] K2[N/m]
1 1 2 53I2 25I2 25I2 50I2

Table 3.1: Simulation parameters.

Desired and actual positions for the two behaviors defined with (3.33) are depicted in
Figure 3.3 and Figure 3.4. Note that the y-coordinate for the behavior 2 is omitted in
Figure 3.4 since its plot is similar to the x-coordinate. As can be observed, the simultaneous
achievement of the subtasks is possible without interferences. More specifically, it is possible
to control the robot team to move as an entity while simultaneously maintaining the desired
distance between each other.

5 6 7 8
0

0.5
1

1.5
2

p
b,

1x
[m

]

5 6 7 8
0.2
0.4
0.6
0.8

1
p
b,

1y
[m

]

Figure 3.3: Desired and actual x-coordinate position (left) and y-coordinate position
(right) of the robot team (behavior 1).
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0
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0.4
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0.8
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p
b,

2x
[m

]

Figure 3.4: Desired and actual x-coordinate position between the robots (behavior
2).

The subtasks are passive according to (3.31). This can be observed from Figure 3.5 which
depicts the storage functions for the two subtasks. It shows that the behavior subsystems
(3.34) are passive, since the storage functions are positive semidefinite and their derivatives
are negative semidefinite for all t ≥ 0.
Let us now consider the coupling effects, i.e. if the noninteracting controller proposed with

Theorem 1 is not applied. Instead, the behavior dynamics is obtained by applying coordinate
transformation using the behavior Jacobian J b to obtain the behavior dynamics as in (2.17).
To emphasize the coupling effects let us consider two robots with higher inertia, m1 = 10 [kg]
and m2 = 15 [kg]. Furthermore, let us consider the same desired trajectories and setpoints
as in the previous example, but let behavior 1 be activated at t = 4 [s].
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Figure 3.5: Storage functions for behavior 1 S1 and behavior 2 S2 (left) and their
derivatives Ṡ1 and Ṡ2 (right).

xdb,1 = [2 sin(0.79t) 1]>, t ≥ 4 s
xdb,2 = [1 1]>.

Desired and actual x positions for the two behaviors defined with (3.33) are depicted in
Figure 3.6. As can be observed, the tracking of the desired behavior trajectories without
the noninteracting control cannot be achieved simultaneously due to the coupling effects.
Namely, the robot team "looses" the desired formation (behavior 2 tracking) once the be-
havior 1 is activated at t = 4 [s].
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Figure 3.6: Desired and actual x-coordinate positions for the two robot team behaviors.
Coupling effects that affect the tracking performance can be observed in the case
when the noninteracting controller is not used.

In practice, the human operator can provide reference trajectory for the behavior 1 through
a haptic device while the robot team performs the behavior 2 autonomously. In this case,
coupling effects are highly undesirable, since they would affect the human through the haptic
device feedback. This is shown experimentally in the following section.

3.3.2 Experimental Results
In this section experimental results of the proposed approach, suitable for haptic-enabled
cooperative manipulation tasks, are provided. Let us consider two robot manipulators,
modeled with Euler-Lagrangian dynamics as in (3.2) and the two subtasks, proposed in
Example 3.2.3: (i) object manipulation and (ii) grasp maintenance. In order to achieve these
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subtasks, cooperative and relative behaviors are proposed in this thesis. For the detailed
definition of these behaviors, the reader is referred to Chapter 4, Section 4.2.
The desired cooperative behavior is achieved using the impedance control approach

wc = M cv̇c +Dc(vc − vdc) +wK,c(xc,xdc), (3.35)

where wc ∈ R6 is cooperative control wrench in Cartesian space, vc = [ṗ>c ,ω>c ]> ∈ R6

is cooperative velocity in Cartesian space, xc = [p>c , q>c ]> ∈ SE(3) is cooperative pose,
Dc = [dcI3 , δcI3]> is damping andwK,c = [kcI3 , κcI3]>[xc−xdc ,∆εc] is cooperative stiffness
wrench. The vector ∆εc is the vector part of ∆ qc = qc ? (qdc)−1. The desired relative
behavior is achieved with the force/impedance control. The impedance control is activated
in the no-contact stage and during the transition from the no-contact to the contact stage

wr = Dr(vr − vdr) +wK,r(xr,xdr), (3.36)

where wr ∈ R6 is relative control wrench in Cartesian space, vr = [ṗ>r ,ω>r ]> ∈ R6 is relative
velocity in Cartesian space, xr = [p>r , q>r ]> ∈ SE(3) is relative pose, Dr = [drI3 , δrI3]> is
damping and wK,r = [krI3 , κrI3]>[xr − xdr ,∆εr] is relative stiffness wrench. The force PI
control is activated during the contact to maintain desired grasp maintenance forces

wr = Kp(wm,r −wd
r) +Ki

∫
(wm,r −wd

r)dt, (3.37)

where wm,r ∈ R6 is measured relative wrench, wd
r ∈ R6 is desired relative wrench, while

Kp = kpI3 and Ki = kiI3 are control gains.

Experimental setup
The evaluation setup consists of two KUKA iiwa robot manipulators in a virtual reality and
single Omega7 haptic device. The manipulators interact with a 0.4 kg, box-shaped object.
The human operator interacts with the system setup through the desktop haptic device, as
depicted in Figure 3.7.

Haptic
interface

Cooperative manipulation setup

Figure 3.7: Experimental setup. The human operator interacts with the cooperative manip-
ulation system in virtual reality through the Omega7 haptic device.

Omega7 has 7 degrees of freedom: 3 translational, 3 rotational, and 1 for grasping. The
device has actuation capabilities for translations and grasping, and sensing capabilities for
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3.3 Results

orientation. The controller and the simulation environment are implemented using SAI 2.0
framework [KBC+02], while the control of the haptic device is implemented using chai3d
framework [CBB+03]. The sampling time of the controller and the haptic device is 1 kHz, and
the simple time of the simulation is 3 kHz. The control parameters, used in the evaluation,
are listed in Table 3.2.

Table 3.2: The control parameters.
Behaviors kc/r dc/r κc/r δc/r kp ki
Cooperative 1400 560 312.5 100 / /
Relative 900 420 225 25.5 1 1.5

First, the tracking performance of the controller with and without the decoupling is com-
pared. The human operator is not included in the loop through the haptic interface. Instead,
only the upward motion (z-coordinate) is commanded to the cooperative robot system. The
recorded trajectories are shown in Figure 3.8 and the root mean squared error in Figure 3.9.
As can be observed the tracking performance is better if the decoupling control is enabled.
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Figure 3.8: Simulation of upward motion of the cooperative system. Desired and actual
z translation trajectories without (left) and with decoupling (right) are shown
above.
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Figure 3.9: Root mean squared error of the trajectory tracking with coupling and without
coupling effects.

In the second scenario the human operator is in the loop and controls the robot system
through the haptic interface. First, the human operator controls both the cooperative and
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3 Complementary Shared Control

the relative behaviors through the 7 degrees of freedom of the haptic device and the nonin-
teracting control approach is used. The task is to lift the object along z-axis, transport the
object along y-axis and rotate it around z-axis, while simultaneously maintaining the grasp
over the object, by applying force along y-axis. The experimental results are depicted in
Figure 3.10.
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Figure 3.10: Experiment with the haptic interface and noninteracting control. The coop-
erative and relative behaviors are controlled by the human operator. The co-
operative and relative forces are fed back to the human operator. Translation
trajectories in y and z (above), rotation trajectory in z (below, left), and the
relative force in y (below, right) are shown.

Figure 3.11 depicts the scenario without the noninteracting control, when the human
operator controls both cooperative and relative behaviors through the haptic device. As
can be observed, due to the coupling effects, the grasping (relative) force is very high. Its
measured feedback reaches the force limits of the haptic device making it impossible to lift
the object successfully and execute the task.
In the third scenario the relative behavior is controlled by the robot autonomy, while the

human operator commands desired cooperative behavior trajectories through the haptic de-
vice. The translation trajectories in y and z directions, the rotation trajectory in z direction,
and the relative force in y direction are depicted in Figure 3.12. A very good tracking of
translation trajectories can be observed. Actual rotation trajectory follows closely the de-
sired trajectory. The relative force which maintains the grasp is kept on a desired level. Its
noise steams from the simulation of the rigid contacts.

3.4 Discussion
In this chapter a novel noninteracting control approach for Euler-Lagrangian systems with
passivity guarantees is proposed. It is shown that it is possible to ensure that specific refer-
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Figure 3.11: Experiment with the haptic interface, without the noninteracting control. The
cooperative and relative behaviors are controlled by the human operator. The
cooperative and relative forces are fed back to the human operator. Translation
trajectories in y and z (above), rotation trajectory in z (below, left), and the
relative force in y (below, right) are shown.
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Figure 3.12: Experiment with the haptic interface. The relative behavior is controlled au-
tonomously. The cooperative forces are fed back to the human operator. Trans-
lation trajectories in y and z (above), rotation trajectory in z (below, left), and
the relative force in y (below, right) are shown.
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ence inputs influence specific outputs/behaviors by applying the input-output noninteract-
ing control. Furthermore, the system dynamics can be transformed into a set of subsystems
through the state noninteracting control and appropriate coordinate transformation. By
designing the noninteracting control law with the additional goal to preserve the Lagrangian
properties of the obtained subsystems, the passivity property can be obtained. Then, each
subsystem can have its own control goal. Through the simulation of a numerical example it
is shown that it is possible to achieve control goals imposed on subtasks simultaneously and
that without noninteracting control the coupling effects between the behaviors affect the tra-
jectory tracking performance. The experimental results in a haptic cooperative manipulation
scenario confirm these results. Furthermore, the experimental results show that this control
architecture is suitable for complementary interaction paradigm in human robot-interaction,
since it enables the human and the robot partner to perform different subtasks without inter-
ferences. The work presented in Section 3.1, Section 3.2 and Section 3.3.1 has been partially
published in [MH18], and the work presented in Section 3.3.2 has been partially published
in [MKH18] and in preparation for a a journal publication [MKH21].
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4
Human-centric Shared Control for Coopera-
tive Manipulation

Teleoperation of multi-robot systems, e.g. dual manipulators, in cooperative manipulation
tasks requires haptic feedback of multi-contact interaction forces; for example, the manipu-
lation of heavy and large objects in remote or dangerous environments. Here, the pure visual
feedback is not sufficient. The challenge is to find alternative feedback channels, which pro-
vide sufficient information about the task while not limiting the human workspace. Another
key challenge is to find an intuitive mapping from the low-dimensional human command sig-
nal to the control tasks of the robot team, which for the human enables an efficient learning
on how to interact with the complex system. Kinesthetic, grounded haptic devices, typically
used as interfaces in teleoperation, cannot provide multi-contact feedback signals and have
limited workspace. A solution to these problems could be to use cutaneous, wearable haptic
devices, since they introduce a simplification of the hardware and mobility of the human.
In this chapter the complementary interaction paradigm and the control approach, pro-

posed in Chapter 3, are applied in human-robot team collaboration where a human operator
teleoperates a robot team to perform a cooperative manipulation task. Furthermore, the
suitability of wearable haptic devices in this scenario is evaluated through a user study.
More specifically, the benefit of using wearable haptic fingertip devices to interact with a
bimanual robot setup in a pick-and-place manipulation task is evaluated. It is shown that
haptic feedback through wearable devices improves task performance compared to the base
condition of no haptic feedback.

Related Work and Open Problems
In this section an overview of the existing control approaches for cooperative manipulation,
task abstraction concepts and control architectures for teleoperation of robot teams are
provided. Works on the existing command mappings and employed interaction interfaces in
teleoperation of robot teams are also mentioned.
Control design for cooperative manipulation tasks typically includes two objectives: track-

ing the desired trajectory of the object and zero internal loading on the object. The object
dynamics is either assumed to be known [EH16] or approximated with an impedance dy-
namics representation [SC92,CCMV08]. The problem of internal loading is solved through
the control of internal forces which do not contribute to the object motion. The control ap-
proaches mainly differ in the way the internal forces are computed. For example, in [WK93]
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4 Human-centric Shared Control for Cooperative Manipulation

a virtual linkage model is proposed to describe internal forces, in [CCMV08] and [BH96] a
pseudo-inverse version of the grasp matrix null-space is used, while the authors of [EH16]
use an inertia-weighted pseudo-inverse null-space of the grasp matrix. Majority of the ap-
proaches assume the object and the manipulators are rigidly coupled and can, therefore, be
considered as one dynamic system. As a consequence, cooperative manipulation tasks fur-
ther assume the object is already grasped (typically with a fixed grasp) and that the object
dynamics is known. These assumptions are rather strong when operating in an unknown
environment and the open problem is to consider the object manipulation task where the
object has unknown dynamics.
The concept of task abstraction has been introduced in robotics to reduce the dimensional-

ity of the problem and enable development of high-level controllers. For example, in [MK97]
a set of manipulation task primitives for single manipulators is introduced. Their combi-
nations enable the execution of different manipulation tasks. Similarly, task abstraction is
employed on more complex robot systems, such as humanoid robots, through a combination
of behavior primitives [SK05]. The task abstraction concept is also applied to multi-robot
systems by defining their global and local behaviors. For example, in [BK04] locked and shape
behaviors are introduced for multiple robots to describe their team motion and their forma-
tion shape, respectively. In [AAC08] a similar task-abstraction approach is used to control
multi-robot system with null-space based behavioral control.
In the context of human-robot team interaction and task abstraction, the human operator

typically provides desired input for global behaviors, e.g. guides collective motion of the
robot team, while the robots within the team autonomously maintain desired local behaviors,
e.g. relative coordination [DS05]. This corresponds to the concept of complementary shared
control introduced in Chapter 2. This allocation of different responsabilities to the human
partner and to the robot team means that local interactions within the team are often
uncontrollable to human inputs, i.e. the human operator is unable to assist or intervene
in cases of unexpected events or failures of the autonomy [SH19]. For teleoperation of
robot teams the null-space based behavioral control is proposed in [Liu15] with cooperative
manipulation as a motivational example. However, interaction with the environment is not
considered. Teleoperation for a cooperative manipulation task is considered in [DS05] where
a passivity-based control approach ensures desired performance of decoupled global and local
behaviors. While global behavior is controlled by the human, local behavior is performed
autonomously. However, a full-scale experiment is not conducted. Therefore, an experiment
with human in the loop is needed.
Commands employed in human-robot interaction are typically obtained through map-

pings, e.g. task-based [SMG+17] and synergy-based [GFS+14], or gestures [WAV+13]. The
approaches which use haptic interfaces resort to grounded, kinesthetic devices, e.g. master
manipulators in teleoperation settings [DS05,Liu15]. However, these devices have relatively
low number of degrees of freedom compared to robot teams causing interaction asymme-
try. Furthermore, they cannot provide more than one interaction point which makes them
unsuitable if the robot team interacts with environment through multiple contacts, e.g. in
cooperative manipulation tasks. Additionally, they considerably limit the workspace of the
human operator and can compromise stability in cases of time delays and/or hard contacts.
Wearable displays represent a promising solution since they are able to apply cutaneous

feedback, e.g. on fingerpads, guaranteeing a high wearability and low encumbrance [PSS+17],
while enabling the operator to command the robot system via free-hand motions, which ex-
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4.1 Overview of the Human-Robot Team System
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Figure 4.1: The overall human-robot team interaction system. The human operator through
hand and fingers motions and command mappings guides the robot team to grasp
and manipulate the object while maintaining the grasp over it. Sensed interaction
forces between the robots and the object are fed back through feedback mappings
to the wearable haptic fingertip devices, mounted on the human operator fingers.

tends the workspace of the operator. The suitability of wearable fingertip devices has been
confirmed in a peg-in-hole task where the human teleoperates a robotic hand [PMC+15].
They have also been used to provide cues about shape geometry at the contact point [FSSB08].
The advantages of a wearable master system are twofold. Firstly, the master workspace is
not limited by the workspace of the devices thanks to their wearability and portability. This
furthermore enables the simultaneous stimulation of several interaction points on the human
hand. Secondly, while with kinesthetic devices a stability of the overall system may be an
issue in the case of communication delays and stiff contacts, cutaneous haptic devices are
intrinsically stable [PMC+15]. However, even though cutaneous haptic devices are wearable,
compact, light-weight, and have a relatively simple mechanical structure [PCPM13], they
are not as precise as kinesthetic devices. The challenge is to effectively include wearable
displays while guaranteeing good performance of the task execution. Therefore, developing
a shared-control strategy for tasks with human in the loop and a multi-robot system through
novel wearable haptic interfaces is an open problem.
This chapter is organized as follows. The overview of the control architecture is given

in Section 4.1, while the model and control of the cooperative manipulation system are
proposed in Section 4.2. The employed mapping strategies are described in Section 4.3. The
experimental evaluation and the user study are given in Section 4.4.

4.1 Overview of the Human-Robot Team System
A teleoperation scenario where a human operator teleoperates a team of robot manipulators
to grasp and manipulate an object is considered. Since the robot team can have a high num-
ber of controllable degrees of freedom compared to the human operator, a principal challenge
is to resolve this interaction asymmetry through the appropriate command mappings. If the
robot team interacts with the environment, e.g. an object, asymmetry may also arise if the
used haptic devices provide insufficient number of feedback channels to the human operator,
e.g. through contact points, impairing observability of the system. The overall human-robot
team interaction system for a cooperative manipulation task is depicted in Figure 4.1.
The approach is based on the assumption that the robot team performs the overall task
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4 Human-centric Shared Control for Cooperative Manipulation

through a set of subtasks, as proposed in Chapter 2. Subtasks may be conducted either
sequentially or simultaneously. For example, in order to perform a cooperative manipulation
task the robot team needs to grasp, maintain the grasp of the object and manipulate the
object. The subtasks can be accomplished through modeling and controlling of the robot
team restricted to task-related constraints, as introduced in Section 2.2. In this context,
subtasks for a cooperative manipulation task can be achieved through cooperative and relative
constraints. The cooperative constraint ensures that the robot team is able to move as an
entity (global behavior) and is necessary for the object manipulation subtask. The relative
constraint ensures that the robot team has a specific formation shape (local behavior) which
is necessary to maintain the grasp of the object. The concept of subtasks resolves the
challenge of interaction asymmetry because it describes the system on a higher abstraction
level than the actuation level of the robot team.
The proposed approach is not limited to the considered scenario. It may also be applied

to direct physical interaction, where the human interacts with the robot through a common,
grasped object. Furthermore, the control approach proposed in this section and the mapping
approach proposed in Section 4.3 may be applied to any other robot team system, e.g. team
of UAVs, wheeled robots, or a heterogeneous robot team. The task does not necessarily need
to be cooperative manipulation, but may be any task that requires the team to maintain a
specific formation shape while moving in its environment.
Consequently, this control approach resolves the problem of asymmetry by enabling the

human operator to interact with the robot team on a higher level of abstraction through
transformation-based mappings. Second, the suitability of wearable haptic devices in this
type of interaction and for cooperative manipulation tasks is investigated for the first time.

4.2 Control of Robot Team Behaviors
In this section robot team behaviors for cooperative manipulation task are formally defined
and the shared-control strategy, suitable to achieve the overall task, is proposed.

4.2.1 Robot Team Model
Let us assume that N manipulators cooperatively grasp and manipulate an object, as shown
in Figure 4.2. The pose of the i-th manipulator is defined by the position and orientation
of its end-effector in Cartesian space, i.e. by the frame {ci} obtained w.r.t. the world frame
{w}, described with the vector xi = [p>i , q>i ]> ∈ SE(3) , where pi ∈ R3 is a position vector
and qi = [ηi, ε>i ]> ∈ Spin(3) is a unit quaternion.
The dynamics of the robot team is obtained by stacking N Euler-Lagrangian equations in

Cartesian space to obtain

Mx(θ)v̇ + cx(θ,v) +wg(θ) = w +wm, (4.1)

whereMx(θ) = blockdiag(Mx,1(θ1), ...,Mx,N(θN)) contains robots’ inertial matrices, cx =
[c>x,1, ..., c>x,N ]> stacks robots’ Coriolis and centrifugal forces, and wg=[w>g,1, ...,w>g,N ]> stacks
robots’ gravitational forces. The control and measured wrenches for each robot are stacked
in w = [w>1 , ...,w>N ]> and wm = [w>m,1, ...,w>m,N ]>, respectively. The measured wrenches are
obtained through torque sensing of the robots and known Jacobian transformation from the
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{w}

{c}

{c1} {c2}

f c
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Figure 4.2: Dual-manipulator system grasps a common object. The end-effector coordinate
frames are {c1} and {c2}, while the cooperative frame is {c}. The world frame is
denoted with {w}. Interaction forces, measured at the end-effectors, are denoted
with f 1 and f 2. Their cooperative and relative force components are denoted
with f c and f r, respectively. Distances between {ci} and {c} w.r.t. the world
frame {w} are ri, i = 1, 2.

robots’ joint space to Cartesian space. The stacked vectors of pose, velocity and acceleration
are x, v and v̇, respectively. The velocity vector of the ith robot is vi = [ṗ>i ,ω>i ]> ∈ R6

with ṗi and ωi being translational and angular velocities of the end-effector, respectively.
The joint angles of all the robots are stacked in the vector θ. The control wrench vector
of the ith robot is wi = [f>i ,m>i ]> ∈ R6, with f i and mi being force and torque vectors,
respectively.

Remark 23. The robot team of N manipulators has n = 6N degrees of freedom in Cartesian
space. Through haptic devices typically up to six degrees of freedom can be controlled which is
not enough in case the interaction is established with individual robots within the team. This
is the reason why we reduce the dimensionality of the system by abstracting its behaviors.

In the robot task space the behaviors xb of the robot team are defined as in (2.10) where
xb,j ∈ Mb,j is the jth behavior (a position and/or orientation equality constraint) out of k
behaviors. Corresponding differential maps (velocities), according to (2.11) are

vb,j = J b,j(x)v, j = 1, ..., k (4.2)

where J b,j(x) ∈ Rkj×n is the jth behavior Jacobian. The velocity v can be computed through

v = P b,1(x)vb,1 + . . .+ P b,k(x)vb,k, (4.3)

where P b,j(x), j = 1, ..., k, are properly parametrized behavior Jacobian inverse matrices.
The behavior Jacobian J b is used as a projection matrix to obtain a map of the robot team
dynamics in lower dimensional spaces, as in Chapter 3.
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4 Human-centric Shared Control for Cooperative Manipulation

Let us now formulate two behaviors required for the cooperative manipulaton task. In
this work they are termed as relative and cooperative behaviors. The behaviors are defined
for the team of two robots as depicted in Figure 4.2.

4.2.2 Relative Behavior
A suitable control of the robot team relative behavior enables the execution of the grasping
and grasp maintenance subtasks. Therefore, it enables the robot team to establish a desired
geometric formation shape in order to grasp and hold the object. This constraint defines the
relative motion between the manipulators, necessary to grasp the object. Once the object is
grasped, the relative motion between the manipulators generates an increase in the relative
force which maintains the grasp. The corresponding relative force, f r, does not contribute
to the motion of the object but only to the grasp maintenance, guaranteeing that the contact
forces satisfy contact and friction constraints. Let us define the relative behavior as in (2.10)
through the appropriate translation and orientation equality constraints.

Translation constraints

Distances between the robots are explicitly defined in order for the robot team to obtain
a formation shape

pr,1 = R1
1r1,2 = p1 − p2

...
pr,N−1 = RN−1

N−1rN−1,N = pN−1 − pN ,

(4.4)

where pr,1, ...,pr,N−1 are relative positions between the robots within the team and Ri ∈
SO(3) is a rotation matrix of the frame assigned to the ith robot w.r.t. the world frame {w}.

Orientation constraints

Relative orientations between the robots need to be constrained to a constant value to
avoid torsion and loss of contact

2q1 = q?2 q1 = const.
...

NqN−1 = q?N qN−1 = const.,

(4.5)

where q?i , i = 1, ..., N , is a quaternion conjugate. Velocities computed from (4.4) and (4.5)
to obtain expression as in (4.2) for i = 1, 2 are

vr =
[
I3 S(r1,2) −I3 03
03 I3 03 −I3

]
︸ ︷︷ ︸

Jb,r

v, (4.6)

where vr = [ṗ>r ,ω>r ]> ∈ R6 is the relative velocity vector, S(·) is a skew-symmetric matrix,
and J b,r is the relative behavior Jacobian.
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4.2.3 Cooperative Behavior
A suitable control of the robot team cooperative behavior enables the execution of the ob-
ject manipulation subtask. The cooperative constraint defines the object motion, while
the cooperative force, f c, accelerates the object and counterbalances the gravitational forces.
Therefore, it enables the robot team to move as a single entity and is defined with the pose
of the frame {c}, depicted in Figure 4.2, w.r.t. which all the robots within the team move
cooperatively. Naturally, cooperative constraints can be satisfied only if the relative con-
straints are satisfied beforehand. Let us denote the pose of the frame {c} w.r.t. {w} with
xc = [p>c , q>c ]>. Let us further assume {c} is located between the robots, with an arbitrary
initial orientation. The cooperative constraint as in (2.10) is defined through the translation
and orientation equality constraints.

Translation constraints

Based on the notations in Figure 4.2 the following equality constraints on translations are
imposed between the robots and the cooperative frame {c} in order for the robot team to
move as an entity

pi = pc + ri = pc +Rc
cri, i = 1, ..., N (4.7)

where Rc ∈ SO(3) is the rotational matrix of {c} w.r.t. {w}.

Orientation constraints

In order for the robot team to rotate as an entity, relative orientation between the frames
{ci}, i = 1, ..., N , and {c} needs to be constant during the manipulation

cqi = q?c qi = const., i = 1, ..., N. (4.8)

Computing velocities from (4.7) and (4.8) to obtain expression as in (4.3), under the
assumption the relative constraints are satisfied, we obtain for i = 1, 2

v =


I3 S>(r1)
03 I3
I3 S>(r2)
03 I3


︸ ︷︷ ︸

P b,c

vc, (4.9)

where vc = [ṗ>c ,ω>c ]> ∈ R6 is the cooperative velocity vector and P b,c is the projection
matrix from the cooperative tangent space to the tangent space of the robot team.

Remark 24. The matrix P b,c in (4.9) is equivalent to the grasp matrix if the actual object
is tracked, as defined in [PJ08].

Remark 25. If the robot team has n = 6N degrees of freedom, according to (4.9) six degrees
of freedom are needed to define the cooperative subtask (through the pose of the frame {c}).
In order to be able to achieve decoupling, the relative behavior needs to be defined through
n − 6 degrees of freedom. We show that this is physically possible through the definition of
relative constraints sequentially between all the robots yielding n − 6 equations of relative
constraints.
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4.2.4 Noninteracting Control for Cooperative Manipulation
The algorithm for noninteracting control, presented in Chapter 3, is applied to compute
the behavior dynamics as in (3.21). In this case, the behaviors are defined with the rela-
tive and cooperative constraints in Sections 4.2.2 and 4.2.2, respectively. Evaluating robot
team dynamics along the constraints reduces system dimensionality and simplifies control
design. Furthermore, this enables discrimination between the interaction wrenches caused by
different behaviors. Cooperative and relative velocities can be computed according to (4.3)

v = [P b,c(x) P b,r(x)]︸ ︷︷ ︸
P b(x)

[
vc
vr

]
︸ ︷︷ ︸
vb

, (4.10)

where
P b,r(x) = M−1J>b,r(J b,rM−1J>b,r)−1, (4.11)

is an inertia-weighted pseudoinverse of J b,r as in (3.19). The acceleration is then obtained
through

v̇ = P b(x)v̇b + Ṗ b(x)vb. (4.12)
Multiplying (4.1) with P>b from the left generates an inertia-decoupled representation of the
relative and the cooperative behavior dynamics

M r(θ)v̇r + cr(θ,vb) +wg,r(θ) = wr +wm,r

M c(θ)v̇c + cc(θ,vb) +wg,c(θ) = wc +wm,c,
(4.13)

where wm,r = [f>m,r,m>m,r]> and wm,c = [f>m,c,m>m,c]> represent contributions of the total
wrenches to the grasp maintenance and accelerating the object together with counterbalanc-
ing the gravitational forces, respectively.
In order to achieve the desired performance of the defined behaviors, in this work a

position-based impedance controller is used. It enables setting desired error dynamics of
the relative and cooperative behaviors separately, in their corresponding manifolds as in
(3.26). Therefore, the desired relative and cooperative error dynamics are set as

M rv̇r +Dr(vdr − vr) +wK,r(xdr ,xr) = wm,r, (4.14)

M c(v̇c − v̇dc) +Dc(vdc − vc) +wK,c(xdc ,xc) = wm,c, (4.15)
where Mr and Mc are the desired inertia matrices, Dr = blockdiag[drI3, δrI3] and Dc =
blockdiag[dcI3, δcI3] are the desired damping matrices, and the desired stiffnesses, kc(·) and
kr(·), are defined as in [CCMV08]. In particular

wK,r =
[
krI3(pr − pdr)

κ̃r∆εr

]
, wK,c =

[
kcI3(pc − pdc)

κ̃c∆εc

]
, (4.16)

where ∆εr and ∆εc are the vector parts of ∆ qr = qr ? (qdr)−1 and ∆ qc = qc ? (qdc)−1,
respectively. Furthermore, κ̃c = 2E>(∆qc)κc and κ̃r = 2E>(∆qr)κr, with E(∆qc) =
∆ηcI − S(∆εc) and E(∆qr) = ∆ηrI − S(∆εr), respectively.
Remark 26. If the object motions are slow and v̇ can be neglected, the projection matrix
P b,r in (4.11) can be computed without the inertia weighting.
Remark 27. Note that the obtained relative and cooperative dynamics in (4.13) are decoupled
in the input-output noninteracting sense, as proposed in Section 3.2.1.
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4.3 Mapping Strategy for Human-in-the-Loop Interac-
tion with Wearable Haptics
In this section a mapping strategy that enables the human operator to command desired
motions to the robot team and to receive feedback from the robot team via wearable fingertip
devices is proposed.
Command and feedback mappings are defined with Definition 4.3.1 and Definition 4.3.2.

Definition 4.3.1. Command mapping is a procedure necessary to provide desired control
inputs to the robot system from the captured human operator motions.
Definition 4.3.2. Feedback mapping is a procedure necessary to map interaction forces
sensed on the robot side to the haptic devices used at the master side.
Remark 28. The formulation of command and feedback mappings does not depend on the
number of robots within the robot system.
In the remainder of the section the solution to the command and feedback mappings is

formulated.

4.3.1 Command Mapping
Let us assume the human operator is grasping a virtual object with M contact points,
pf,i ∈ R3, i = 1, ...,M , as shown in Fig. 4.3. The virtual object is assumed to be a minimum
volume sphere encircling all the contact points. Its pose is denoted as xvo = [p>vo, q>vo]>. Let
us assume further that the pose of the human hand is known through the frame {h} in {w}
and is denoted as xh = [p>h , q>h ]>.

pf,1
pf,2rvo

rh,vo

{h}

{w}

Figure 4.3: The human hand and finger motions are mapped to the inputs of the robot team
behaviors. Frame {h} is attached to the hand back. Positions of the tracked
fingers are pf,i, i = 1, ...,M . The distance vector between the frame {h} and the
virtual object center is denoted as rh,vo, while the distance between the fingertips
is rvo. Human fingertips are equipped with wearable haptic fingertip devices.

The pose of the virtual object can be computed from the hand pose

pvo = ph + rh,vo = ph +Rh
hrh,vo

hqvo = const.,
(4.17)
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where Rh is the rotational matrix of the frame {h} w.r.t. the world frame {w}. From (4.17)
the velocity of the virtual object, vvo, is

vvo =
[
I3 S(rh,vo)
03 I3

]
vh, (4.18)

where vh ∈ R6 is the hand velocity. Desired cooperative velocity of the robot team is set
with the velocity of the virtual object

vdc = vvo. (4.19)

The relative positions between the fingers are computed as in (4.4) with pfr,1, ...,pfr,M−1
and the corresponding velocities ṗfr,1, ..., ṗfr,M−1. It is assumed that the virtual object can
be moved and deformed through the change of contact points’ positions. The consequence
of this assumption is the variability of the virtual object radius

ṙvo = max{||ṗfr,1||, ..., ||ṗfr,(M−1)||}. (4.20)

Assuming that the directions of the robots’ normals to the actual object at the slave side
are known, the relative behavior of the robot team can be obtained through the change of
the virtual object radius at the master side as

vdr = srṙvoJ br,tn̂, (4.21)

where sr is the scaling factor which takes into consideration different workspace dimensions
of the robot team and the human hand and J br,t is the translation part of J b,r. The stacked
vector of directions of normals in {w} to the object surface for all robots is n̂ = [n̂>1 , ..., n̂>N ]>.

4.3.2 Feedback Mapping
Let us assume the human is equipped with M haptic devices as shown in Figure 4.3 in
the case of wearable haptic devices. The computation of the feedback wrenches depends on
the number of degrees of freedom of the used haptic devices and on the number of sensors
available at the slave side. It is assumed that it is possible to compute the contact wrench
of each robot. Generally, there could be a mismatch between the wrenches measured at the
slave side and those that can be displayed on the master side. For instance, it could be
possible to measure wrenches for four arms on the slave side and only have two wearable
devices on the master side that can reproduce two force vectors. A possible solution in the
case of dissimilar master and slave robots has been presented in [SMG+17].
The main idea of the proposed feedback mapping is to consider that the wrench applied

to the grasped object at the slave side can be reproduced at the master side on the virtual
object depicted in Figure 4.3, with a possible scaling factor sh = fh,max

fm,max
determined by the

ratio between the maximum force that can be rendered by the M haptic devices, fh,max, and
the maximum force that is expected for the task, fm,max. Therefore, the total wrench to be
rendered at the master side can be computed as

wh = shwm, (4.22)
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where wm is the stacked vector of all the robot team measured wrenches. It is possible
to consider two contributions to the feedback forces. One is related to the perception of
the manipulated object weight and inertia and the other one is related to the perception of
the tightness of the grasp. These two components are often referred to as external, wh,e,
and internal, wh,in, forces. The external force contribution is computed using the measured
cooperative wrenches of the robot team

wh,e = J>bh,cwm,c. (4.23)

For the cooperative Jacobian on the master side following equality holds J>bh,c = (P>bh,c)†
with

P>bh,c =
[

I3 03 . . . I3 03
S(r1,vo) I3 . . . S(rM,vo) I3

]
,

where ri,vo, i = 1, ...,M , is the vector between the contact point i and the virtual object center
point. The internal force contribution depends on the homogeneous part of the solution of
(4.23) that is not unique in general, see [SMG+17]. The solution of the homogeneous part is
necessary to determine in which direction it is more convenient to render the forces related to
grasp tightness. Among the possible solutions reported in [SMG+17], in this work the null-
space projector P>b,r(x), defined as in (4.11), has been selected to determine the directions for
internal forces. Once the directions are determined the magnitude of the rendered internal
forces is computed as

fh,in = 1
M

arg max
fm,ri∈fm,r

‖fm,ri‖, (4.24)

i.e., the relative force vector with the maximum norm is fed back to the human operator.
With the proposed underactuated haptic thimble devices it is only possible to render forces,
not torques, thus only this component of wm,r has been considered. A block diagram of the
control loop for human-robot team telemanipulation is depicted in Figure 4.4.

4.4 Experimental Evaluation
In this section the developed experimental setup of the robot team teleoperation for coop-
erative manipulation tasks is presented. The setup is used to conduct two experimental
evaluations: (i) the performance of the proposed control architecture and (ii) the suitability
of wearable haptic thimble devices for cooperative manipulation tasks. The evaluation of the
haptic devices is performed through a user study by analyzing the effect of different types
of feedback signals on various performance measures.

4.4.1 Experimental Setup
The experimental setup used for the evaluation is depicted in Figure 4.5. The teleoperated
robot system consists of two 7 DoF KUKA LWR 4+ manipulators mounted on a common
platform. The robot manipulators interact with a 1 kg box-shaped object. The interaction
wrenches are estimated from the internal torque sensors’ measurements and known manip-
ulators Jacobian matrices. Local position controllers are used on the joint level.
The human operator is equipped with two wearable haptic thimble devices mounted on the

thumb and index fingers of the right hand. The operator guides the cooperative manipulation
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Human

J bh,r max ||ṗh,r|| sdJ b,rn̂

J bh,c

Relative
dynamics
(4.14)

Cooperative
dynamics
(4.15)

P b
Robot team

(4.1)
P>

b

shJ
>
bh,c

1

M
sh argmax

fm,ri∈fm,r

‖fm,ri‖

Σ

wm,c

wm,r

Command mapping

Feedback mapping

vh

vd
r

vd
c

vr

vc

v wm

wh,e

wh,in

wh

Figure 4.4: Block structure of the control loop for human-robot team interaction.

goal markingshand and fingers
tracking

Figure 4.5: Experimental setup: two KUKA LWR 4+ robot manipulators are teleoperated
by a human operator equipped with two wearable haptic thimble devices (marked
with red circles). The coordinate frames of end-effectors and wearable fingertip
devices are marked in blue. Goal locations of the pick-and-place task are marked
on the table and are fully visible to the operator.

system to grasp and manipulate the object by motions transformed into desired reference
trajectories using the command mappings proposed in Section 4.3. For that purpose the
human operator is tracked with the marker-based motion tracking system, Qualisys. More
specifically, four markers are mounted on the back of the right hand, and a marker is mounted
on each thimble device. The number of markers is adequate for enabling the proposed
interaction.
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C
EB

D

A

F

G H

(a) (b)

Figure 4.6: The actuated fingertip device. (a) A rigid body, A, houses three servomotors, E,
connected via three tensors, B, to the vertices of the slanting platform, G. The
platform is located under the finger pulp of the user whose distal phalanx holds
the fingertip in its position with a clamp, F. A force sensor, H, is located on
the platform, under the finger pulp center. The initial position of the platform
is held by three springs, D. (b) The hand setup with the fingertip devices and
passive markers.

Mechanical structure of the fingertip device is depicted in Figure 4.6 and its components
are denoted with capital letters. Three motors, E, control the length of the three tensors, B,
which are connected to the vertices of the slanting platform, G. The tensors independently
pull the three vertices of the platform resulting in its 3 DoFs: roll, α, pitch, β, and displace-
ment, d. The device is equipped with FSR 400 force sensor, H, which measures the contact
force between the platform and the human finger. More detailed operating principles of the
fingertip device can be found in [PMC+15, PCPM13, CMPP15]. The fingertip devices are
connected to a Raspberry Pi which ensures wireless communication with the robot system.
The controller presented in Section 4.2 operates on 1 kHz, while the Qualisys motion tracking
system and the fingertip devices operate on 0.1 kHz. Due to the absence of the kinesthetic
feedback the low sampling frequency of the wearable haptic fingertip devices does not cause
instability [PMC+15]. The control parameters are given in Table 4.1. General feedback
forces fh, defined as a part of (4.22), are mapped to the 3 degrees of freedom of the fingertip
device as follows

αj = atan
 tjfh,ejx
tjfh,ejz

, βj = atan
 tjfh,ejy
tjfh,ejz

, dj = shkt

√(
tjfh,in

)>
tjfh,in, (4.25)

with the scaling factor sh = 4.7
30 and the fingertip compliance parameter kt = 2 mm/N [PKH03].

The poses of the coordinate frames tj, j = 1, ..,M , which are located at point H in Figure 4.6
are assumed to be known in {w}. In the remainder, frame notation {tj} will be omitted,
since all the forces displayed to the thimble device will be expressed w.r.t. its corresponding
frame.

4.4.2 Evaluation of the Control Architecture Performance
The proposed control approach is evaluated on an example of a pick-and-place task with the
control parameters listed in Table 4.1. Four experimental evaluations are performed:
(i) Tracking performance of the grasped object translation (cooperative behavior) without

human in the loop by applying vdc = asin(2πf t) with a = [0 0.07 0.07]> m/s and

69



4 Human-centric Shared Control for Cooperative Manipulation

Table 4.1: The control parameters.
Control Cooperative Relative
coefficients behavior behavior
dc, dr 200 300
δc, δr 5 5
kc, kr 500 500
κc, κr 15 15

f = [0 1/16 1/8]> Hz, resulting in a typical motion profile of a pick-and-place task in
the y − z plane of the defined {w}.

(ii) Tracking performance of the grasped object rotation (cooperative behavior), without
human in the loop, by applying ωdc,z = asin(2πft) with a = −0.07 rad/s and f =
1/6 Hz.

(iii) Tracking performance of the manipulators’ relative behavior during object grasping
(approaching) and manipulation (transportation) phases, without human in the loop,
by applying vdr,y = 0.05 m/s during the grasping phase and vdr,y = 0 m/s during the
transportation phase.

(iv) Tracking performance of a pick-and-place task with human in the loop commanding
the desired relative and cooperative trajectories during the object grasping and trans-
portation phases while receiving force feedback through the haptic devices.

Experiment (i): The desired and actual cooperative velocity profiles in y and z directions, as
well as the corresponding tracking velocity errors, are depicted in Figure 4.7. Good tracking
can be observed with a mean error of [∆v̄c,y ∆v̄c,z]> = [2.3 8.0]> × 10−5 m/s.
Experiment (ii): The desired and actual angular cooperative velocity profiles in z direction,

as well as the tracking velocity error, are depicted in Figure 4.8. Good tracking of angular
velocity is achieved with a mean error of ∆ω̄c,z = 1.8× 10−5 rad/s.
Experiment (iii): The desired and actual relative velocity profiles during the approaching

and the manipulation phases are shown in Figure 4.9. After an initial overshoot producing
an error of ∆vr,y = 3.2×10−2 m/s, the desired velocity is achieved until the impact with the
object. The transition from grasping (no contact) to grasp maintenance (contact) stages is
smooth due to the proposed control strategy. The error between the desired and the actual
velocities in contact is a consequence of the hard object constraints. Therefore, the actual
velocity drops to zero as manipulators are no longer able to move relative to each other. As
a result, potential energy is stored in the virtual spring of the impedance controller which
maintains the grasp. After t = 8.5 s and in the manipulation phase (right plot in Figure 4.9)
the desired relative velocity is set to vdr,y = 0 m/s. During the manipulation phase the mean
relative velocity error is very low ∆v̄r,y = 2.6 × 10−3 m/s, confirming the noninteraction of
the cooperative and relative behaviors.
Experiment (iv): The desired and actual cooperative velocity profiles, resulting from the

motion commands of the human operator during a pick-and-place task are shown in Fig-
ure 4.10. With the mean tracking velocity errors of [∆v̄c,x ∆v̄c,y ∆v̄c,z]> = [2.54 9.94 11]> ×
10−4 m/s it can be concluded that the desired velocities, provided by the human operator,
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Figure 4.7: Desired ( ) and actual ( ) cooperative velocities (top), y (left) and z (right),
and their corresponding tracking errors (bottom), without the human partner.
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Figure 4.8: Desired ( ) and actual ( ) cooperative angular velocities (left), z component,
and the corresponding tracking error (right), without the human partner.

are successfully tracked. Relative force profile, fr,y, as well as the force in the local frame of
the index fingertip device, fh,2z, sensed by the human operator, are shown in Figure 4.11. It
can be observed that the profile of fh,2z follows the profile of fr,y, which indicates reasonable
transparency of the system. However, possibly due to the curvature, the finger it is not
perfectly centered on the force sensor. Therefore, low forces cannot be measured resulting
in the dead zone of fh,2z until t = 0.65 s.
The performance of the proposed controller is satisfactory. Therefore, the human operator

is able to command desired cooperative and relative velocities to accomplish the grasping
subtask as well as the grasp maintenance and the object manipulation subtasks simultane-
ously. In the following subsection, results of a user study evaluating the suitability of the
wearable haptic fingertip devices in the presented teleoperation system are presented.
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Figure 4.9: Desired ( ) and actual ( ) relative velocities, y component, during the ap-
proach to the object (left) and the manipulation of the object (right) phases,
without the human partner.
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Figure 4.10: Desired and actual velocities, x, y, and z components, with desired velocities
commanded by the human operator.

4.4.3 User Study Design
A user study to evaluate the performance of human partners in teleoperating a cooperative
manipulation system using wearable thimble devices is conducted. Different types of feedback
are compared to understand which feedback type results in the best task performance. For
this purpose, two analysis are conducted: (i) a within-subject analysis and (ii) a between-
subject analysis.

Experimental Task
The task is conducted on the experimental setup presented in Section 4.4.1 and depicted in
Figure 4.5 with the control parameters reported in Table 4.1. The participants are asked to
perform the pick-and-place task by: (i) commanding the grasping of the object to the robot
manipulators, (ii) the desired trajectory of the object while maintaining the grasp and (iii)
releasing the object once the desired goal is reached. In particular, it is required to guide
the robots to grasp the object by commanding the relative motion. Afterwards, the operator
needs to command the manipulators to apply sufficient amount of relative force to overcome
gravitational forces during the object lifting. This is achieved through the continued relative
motion between the thumb and index fingers. The object is assumed to be rigid, i.e. the
commanded motion results in the relative force build-up between the manipulators. Desired
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Figure 4.11: Relative force measured by the robot team along the y−axis and force sensed
on the thimble device platform, mounted on the index finger.

object motion is commanded by the motion of the operator’s hand. During the object
transportation the operator needs to simultaneously control relative forces to avoid drops
and slips.
Only translational degrees of freedom of the dual manipulator in the task space are acti-

vated, i.e. the rotations of the system cannot be controlled by the operator, but are controlled
by the robot autonomy. The object is tracked by a motion capture system. The force at
the end-effectors is estimated with the internal torque sensing of the manipulators and their
known kinematic structure. The initial and final poses are marked on the table (see Fig-
ure 4.5). The human operator shares the workspace with the robots, i.e. they have the
same reference frame {w}, and has direct visual feedback of the goal marks. The opera-
tor conducts the task while standing and can freely move in the workspace. Two fingertip
devices are mounted on the human thumb and index fingers, as depicted in Figure 4.6b.
Human hand, thumb, and index fingers are tracked with the motion tracking system. The
setup with the human in the loop has wireless and fully wearable capabilities by establishing
communication between the human and the robot system via Raspberry Pi. However, to
avoid potential effects of delay and package losses on the user study results, the feedback is
delivered through a local network.

Between-Subject Analysis
In the between-subject (between-groups) analysis different groups of people test different con-
ditions (types of feedback to the wearable fingertip haptic devices).

Independent variables

Four types of feedback, mapped to the wearable fingertip devices, are tested:

1. No feedback (NF): Participants did not receive feedback through the fingertip devices.
Instead, in order to conduct the task, they relied only on the visual feedback, i.e.

fh,1 = 03×1 and fh,2 = 03×1

for the fingertip devices mounted on the thumb and index fingers, respectively.
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2. Dynamic relative feedback (DF): Participants received feedback through the fingertip
devices that corresponds to the scaled version of the measured relative forces. In partic-
ular, the measured relative force component is equally distributed to the two fingertip
devices as defined by (4.24). The mapping of the feedback forces to the degrees of
freedom of the fingertip devices is achieved by d component defined in (4.25).

3. Constant relative feedback (CF): Participants received a scaled constant feedback through
the fingertip devices, determined as follows

fh,j =

sh20 N, if ‖f r‖ ≥ 20 N
0 N, otherwise.

j = 1, 2.

The relative force of 20 N is sufficient to lift and move the object. Therefore, this
feedback type informed the human operator if it is safe to transport the object to the
goal without slips and drops.

4. Binary feedback (BF): Participants received constant feedback through the fingertip
devices, determined as follows

fh,j =

sh7 N, if ‖f r‖ ≥ 7 N
0 N, otherwise,

j = 1, 2.

The relative force level of 7 N is not sufficient to move the object. Therefore, this type
of feedback serves as a binary indicator for contact/no contact stages. As long as the
contact is maintained, the feedback does not change. If the object drops, or is released,
the feedback is 0 N.

Subjects

Participants signed a written informed consent, approved by the ethics committee of the
medical faculty of the Technical University of Munich. Forty eight healthy subjects (12
females and 36 males) participated in the user study. The participants were assigned to one
of the four groups which correspond to the types of feedback. Twelve subjects were in every
group. Each participant performed the experiment ten times.

Performance measures

The effect of different types of feedback is evaluated by the following performance mea-
sures: (i) mean of the measured relative force, (ii) maximum measured relative force, (iii)
power-based effort and (iv) work applied during the task execution.
Mean and maximum relative force: Mean relative force measured by the robot manipula-

tors during the interaction with the object is computed as follows

f̄r,y =
∑K
i=1 fr,yi
K

, (4.26)

where K is the number of samples in the sequence. The maximum relative force applied
during the lifting stage of the object is denoted as fmax

r,y = max(fr,y).
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Power-based effort and work: The effort measure is calculated as power

P = ¯̇pf̄m, (4.27)

where ¯̇p is the average translation velocity with ṗi = ||ṗi|| being the velocity norm of sample
i and f̄m is the average measured force with fm,i = ||fm,i||, i = 1, ..., K.
The work done during the object manipulation stage is computed as follows

W =
∫ T

0
P dt, (4.28)

where T is the duration of the object manipulation stage.

Statistical tests and hypotheses

The mean across all subjects and all trials is computed for each performance measure
to test the effects of different types of feedback. One-way analysis of variance (ANOVA) is
performed and significant differences are accepted at p < 0.05. A post-hoc test is carried
out by Tukey-Kramer multiple comparison method. A posttest effect sizes are calculated
to evaluate the practical significance of effects using Cohen’s d effect size measure [LL16].
Three hypotheses are tested:

1. H1: Relative force feedback conditions, i.e. DF and CF, improve task performance
compared to the no haptic feedback condition, NF.

2. H2: Relative force feedback conditions, i.e. DF and CF, improve task performance
compared to the binary feedback condition, BF.

3. H3: Dynamic relative feedback condition, DF, improves task performance compared to
the constant relative feedback condition, CF.

Data analysis

The recorded measurements are filtered with a second order Butterworth digital low-pass
filter at a cut-off frequency of fc = 6 Hz. There were 13 error measurements. The slip force is
detected from the recorded relative force at the point of a drop [HKK+15] and is estimated
to approximately ||f r||slip = 9 N. Measurements in which the system was uncontrollable
by subjects were removed. More specifically, the trials in which subjects were unable to
control the relative subtask because their thumb and index fingers were too close (connected)
before the lifting stage of the object, are excluded from the analysis, as well as the trials
in which the tracking of the passive markers on the human fingers is briefly lost. In total,
there are 51 excluded measurements, which constitutes approximately 10% of the collected
measurements.

Results of the user study

Bar plots for all the performance measures are shown in Fig 4.12. It can be observed in
Figure 4.12a that the mean relative force measured by the robot system is the lowest for the
dynamic and constant relative feedback types. The difference between the dynamic feedback
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Figure 4.12: Bar plots showing the average values of relevant performance measures across
10 trials. The vertical bars in the plots are standard errors (SEs).

and the binary feedback types is significant with very large effect (F3,44 = 4.2416, p =
0.0102, d = 1.22). The post-hoc test revealed no significant differences between the dynamic
and the constant relative feedback types. Additionally, no significant differences are revealed
between the no feedback type and the relative feedback types.
Maximum relative force, obtained during the lifting stage of the object, is the lowest

for the dynamic and the constant feedback types, see Figure 4.12b. These differences are
significantly different compared to the no feedback and the binary feedback types with very
large effect (F3,44 = 4.9603, p = 0.0047, d = 1.252). The maximum relative forces during the
lifting stage of the object across 10 trials are shown in Figure 4.13a. It can be observed that
the relative force levels out after trial no. 4 for the dynamic and the constant feedback types at
approximately 24.2 N and 27.3 N, respectively. For the no feedback and the binary feedback
types the maximum relative force increases across trials which is not optimal. Additionally,
safety margin is larger for the no feedback and the binary feedback types compared to the
dynamic and the constant feedback types.
The power-based effort and the total energy used to perform the task are the lowest for

the dynamic and the constant feedback types. ANOVA revealed significant difference for
the power-based effort and the energy as well, (F3,44 = 8.1643, p = 0.0002, d = 1.494) with
very large effect and (F3,44 = 3.7666, p = 0.0172, d = 1.108) with large effect, respectively.
Significant differences obtained from the multiple comparison post-hoc test are denoted in
Figure 4.12c and 4.12d. Figure 4.13b depicts the power-based effort measure across 10 trials.
It can be observed that the effort for relative feedback types is lower than for no feedback
and binary feedback types. Additionally, effort for the relative feedback types is very similar
which is also true for the no feedback and the binary feedback types. Therefore, the binary
feedback type has a very similar effect on the overall performance as the no feedback type.

76



4.4 Experimental Evaluation

1 2 3 4 5 6 7 8 9 10

Trial no.

10

20

30

40

f̄
m
a
x

r
[N

]

slip force

None

Dynamic

Constant

Binary

(a) Maximum relative force during the object lifting stage.

1 2 3 4 5 6 7 8 9 10

Trial no.

1

2

3

4

5

P̄
[N

m
/s

]

None

Dynamic

Constant

Binary

(b) Power-based effort.

Figure 4.13: Performance measures across 10 trials.

Discussion of the Results

H1. and H2. Relative force feedback conditions improve task performance com-
pared to the no feedback and the binary feedback conditions.

The dynamic and constant relative feedback force types improve task performance com-
pared to the no feedback and the binary feedback types. The mean relative force is not
significantly lower in the case of the relative feedback types, compared to the no feedback
type, but the maximum relative force during the lifting of the object is significantly differ-
ent. The effort representing the combined effect of the mean relative force and the mean
velocity of the manipulators is also significantly lower for the relative feedback types. The
energy representing the effect of the effort and duration of the task is also the lowest for the
relative force feedback types, with the dynamic feedback type being significantly lower. For
the dynamic feedback type we can conclude that H1 is confirmed in terms of the maximum
relative force, the effort, and the energy measures, while H2 is strongly confirmed. For the
constant feedback type, H1 can be confirmed in terms of the total effort measure, while H2
can be confirmed in terms of the maximum relative force and the effort measures.
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H3. Dynamic relative feedback improves task performance compared to the
constant relative force feedback.

No significant differences were observed between the dynamic and the constant relative
feedback types in all the performance measures. Furthermore, the performance for both
feedback types was very similar. A possible reason may be that the dynamic feedback does
not convey the information about the weight of the object and, therefore, may be as good
as the constant feedback type for relatively small object weights as in this particular case.
The constant feedback is parametrized to be approximately twice the amount of slip force,
i.e. sufficient to manipulate the object. Therefore, it indirectly conveys the information of the
weight of the object. The result also indicates the potential benefit of providing assistance
through haptics, especially if the device is underactuated and cannot provide all task-relevant
information. Namely, the constant feedback type informed the subjects that it is safe to lift
and manipulate the object with the applied amount of force. This means that providing
relevant assistance through haptics may improve the task performance. Therefore, H3 is not
confirmed but implies that assisting the human operator by providing relevant information
through haptics may be beneficial.

4.4.4 Within-Subject Analysis
In the within-subject (repeated-measured) analysis the same person, in the role of the human
partner, tests all the conditions (types of feedback to the wearable fingertip haptic devices).

Independent variables

In this analysis, three independent conditions are the types of force feedback received
through the haptic devices similar to the between-subjects analysis:

1. No feedback (NF): No force feedback is displayed on the haptic devices.

2. Dynamic relative feedback (DF): The operator receives direct visual feedback and feed-
back of the relative force applied by the manipulators to the object. The rotational
degrees of freedom of the haptic devices are not activated. Therefore, the displace-
ment degree of freedom of the devices exerts normal forces on the operator fingers. In
particular

fh,1 = fh,2 = sh
fr
2 ,

where sh = 4.7
30 is a scaling factor. The resulting displacements are

d1 = ktfh,1 and d2 = ktfh,2, (4.29)

with the constant fingertip compliance parameter kt = 2 mm/N [PKH03].

3. Total measured interaction force (MF): The operator receives direct visual feedback
and feedback about both the total measured interaction forces. The rotational degrees
of freedom of the devices are activated. Three DoFs of the thumb device display forces
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measured at the end-effector 1, while the index device displays forces measured at the
end-effector 2

αj = atan
fm,jx
fm,jz

, βj = atan
fm,jy
fm,jz

, dj = ktsh

√(
fm,j

)>
fm,j, j = 1, 2 (4.30)

where α and β provide shear forces at the contact points, while d displays the total
force intensity.

Hypothesis and data analysis

H: The force feedback conditions, DF and MF, outperform the visual feedback condition,
NF.
Error measurements caused by the loss of hand tracking were excluded. There were

11% of such measurements that were linearly interpolated. The dependent variables are
computed from the obtained data, filtered with a low-pass frequency filter with fc = 6
Hz cut-off frequency. Statistical analysis is conducted using a repeated-measures analysis
of variance (rANOVA). A post-hoc multicomparison analysis is conducted using Tukey-
Kramer method. Mauchly’s test of sphericity revealed that all dependent variables violate
the sphericity condition. Therefore, modification to the degrees of freedom is performed
using Greenhouse-Geiger correction.

Dependent variables

In order to evaluate the performance of the three feedback conditions the four dependent
variables proposed for the between-subject analysis in Section 4.4.4 are considered in this
within-subject analysis as well. Additional considered variable is number of drops and slips.

Subjects

Sixteen healthy subjects participated in the user study. Each condition is performed 10
times. In order to avoid bias towards certain independent conditions, the order in which the
conditions are performed is random for each subject.

Results

Figure 4.14 shows the mean and the standard deviation for the relative and cooperative
forces for all the feedback conditions, normalized to t = 1 s. It can be observed that the
lowest measured relative force is achieved with DF condition. The cooperative force is similar
for all conditions. Figure 4.15 shows that the ratio of the relative and cooperative forces
is consistently the lowest for DF condition. The ratio for MF condition is lower than NF
condition during the lifting stage. However, during the transportation stage the ratios for
NF and MF conditions are very similar. This indicates that the MF condition is not a very
beneficial form of haptic feedback during the object motion. The reason may be that the
displacement degree of freedom of the haptic device is overloaded with both the relative and
cooperative forces, which may generate difficulties in discriminating the type of force sensed
at the fingertips.
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Figure 4.14: Relative and cooperative force mean and standard deviation for the three con-
sidered feedback conditions in the within-subject analysis. With DF feedback
condition the lowest relative force is applied on the object.

In the remainder of this subsection the results of the statistical analysis are presented. The
significant differences between the conditions are denoted with ? if p < .05, ?? if p < .01,
? ? ? if p < .001, and ? ? ?? if p < .0001. Exact pairwise comparison p values are listed in
Table 4.2.

Mean relative force and maximum lift relative force

The bar plots of the five last trials for the mean relative force and maximum relative force
during the lifting stage are depicted in Figure 4.12a and Figure 4.12b, respectively. Drops
were excluded from the analysis to avoid their effect on reducing the overall mean. No out-
liers were detected for the mean relative force measure, while 1% of the total measurements
were outliers in the maximum relative force measure. The statistical test did not reveal
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Figure 4.15: Ratio between the relative and cooperative force.
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Figure 4.16: Bar plots of the average values of relevant performance measures across last five
trials and all subjects. The vertical bars in the plots are standard errors (SEs).
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Figure 4.17: Maximum measured relative force per 10 trials and across all subjects.

significant difference between the feedback conditions for the mean relative force measure
(F (2, 30) = 2.9964, p = 0.068). However, a significant difference was revealed for the maxi-
mum relative force measure (F (2, 30) = 3.4413, p = 0.47). In both cases the measured force
is the lowest for the DF condition. Multiple comparison test revealed significant difference
between NF and DF conditions for the maximum lift relative force measure. Figure 4.17
depicts maximum relative force across 10 trials for all feedback conditions. The relative force
is consistently the lowest and kept constant for the DF feedback condition.

Total effort and energy

The bar plots for the total effort and energy are depicted in Figure 4.12c and Figure 4.12d,
respectively. In the case of the effort dependent measure, 4% of the data were detected as
outliers. Statistical analysis revealed significant differences between the feedback conditions
(F (2, 30) = 11.832, p = 0.00017) for the effort measure but revealed no significant differences
between conditions for the total energy measure (F (2, 30) = 2.3744, p = 0.11). Both the
effort and the energy are the lowest for the DF condition. Furthermore, the effort for the
DF condition is significantly different compared to the NF condition. This indicates the
importance of force feedback in reducing the effort of task execution.
Figure 4.19 shows that for the DF condition the energy is the lowest and that it is ap-

proximately constant across all trials. For the NF condition the total energy increases with
the number of trials indicating fatigue of participants.
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Figure 4.18: Bar plots of the average values of relevant performance measures across last five
trials and all subjects. The vertical bars in the plots are standard errors (SEs).
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Figure 4.19: Mean energy per 10 trials and across all subjects. The energy needed to conduct
the task is consistently the lowest for DF.

Table 4.2: Multiple comparison p values obtained with Bonferroni method.

Dependent variables NF vs. DF NF vs. MF DF vs. MF
Mean rel. force, f̄r 0.07 0.44 0.44

Max. rel. force, f̄maxr 0.04 0.6 0.2
Effort, P̄ 0.0007 0.03 0.13
Energy, Ē 0.1 0.59 0.5

Drops and slips

Figure 4.20 shows a cumulative bar plot with the total number of drops and slips across
the trials for each condition. The highest number of drops is detected for NF condition, while
the lowest (only one drop) for the MF condition, indicating that the rotational degrees of
freedom of the used haptic device are beneficial in reducing drops and slips. The statistical
analysis did not reveal significant differences between the conditions. However, based on the
occurrence of drops and slips per trials, it can be concluded that for the NF condition the
drops and slips are the most frequent in earlier trials (1-4), but their frequency reduces in
later trials as the applied relative force increases. Drops are more frequent in the later trials
in the DF condition which may be an indication of fatigue.
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Figure 4.20: Cumulative bar plot of the total number of drops and slips per 10 trials. The
highest number of drops and slips is detected for NF condition. The lowest
number of drops and slips is detected for MF condition.

Discussion of the Results
The presented results show that the haptic feedback indeed improves the task performance.
In particular, the devices are suitable to convey information about relative force, DF. The
feedback about the measured forces, MF, at the contact points did not convey equally good
results, even though its difference from the purely visual feedback, NF, is significant in terms
of total effort needed to conduct the task. The number of drops and slips is by far the lowest
for the MF type of feedback, indicating that it is possible to perceive slips through the
rotational degrees of freedom conveying shear forces. However, the results for this type of
feedback are still not conclusive and a simplified feedback of relative forces through the use
of the displacement degree of freedom conveyed the best results. Therefore, the hypothesis
H is only partially confirmed.

4.5 Discussion
A control architecture for human-robot team interaction in cooperative manipulation tasks
is proposed in this chapter. The control approach is based on the concept of subtasks,
which represent task-based constraints, see Chapter 2 for more details, and an input-output
noninteracting shared controller, proposed in Chapter 3. It is shown that grasping, grasp
maintenance, and object manipulation subtasks can be performed along the introduced co-
operative and relative constraints in order to successfully achieve the overall task. Fur-
thermore, through the appropriate command and feedback mappings the control approach
enables interaction between a human operator and the system on a higher level of abstrac-
tion. Wearable fingertip devices are used as haptic interfaces to enable teleoperation in a
multi-contact setting which increases flexibility of interaction and workspace of the human
operator. User performance with different types of feedback is evaluated and the results
show that the feedback of grasping forces improves task performance compared to no haptic
feedback.
The work presented in Sections 4.1-4.4.2 as well as the between-subject user study analysis

in Section 4.4.3 has been published in [MSgD+19]. The work in Section 4.4.4, related to the
within-subject user study analysis has been published in [MPH19].
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Port-Hamiltonian Cooperative Manipulation

Cooperative manipulation task is challenging in terms of the system complexity and the
control synthesis. Since port-Hamiltonian (pH) framework is suitable for modeling inter-
connected systems, it can be used for modeling and control of cooperative manipulation
tasks.
Human-robot team interaction for teleoperation of a cooperative manipulation task is

modeled and controlled using the port-Hamiltonian framework. The robot team, grasping
the object, is considered as a physically constrained system. The results of this chapter show
that the considered subtask-based controller is consistent with modeling and controlling
physically constrained systems in the port-Hamiltonian framework as well. An energy tank
is introduced to guarantee passivity of the system commanded by the human and safety of
human-robot team interaction in the robot environment. The proposed approach is validated
with simulation and experiments.

Related Work and Open Problems
The port-Hamiltonian framework is a powerful method for modelling complex and intercon-
nected systems [vdS06]. It is based on the interconnection of atomic structure elements, e.g.
inertias, springs and dampers for mechanical systems, and on the known energy function of
the system, the Hamiltonian. It is possible to model and control teleoperation of coordinated
robot teams, as well as physical human-robot team interaction within the port-Hamiltonian
framework [FSM+11, GSDP16]. However, modeling a robot team as a constrained port-
Hamiltonian system has not been done so far.
Control schemes for cooperative manipulation tasks are typically object-centered and are

based on impedance control and grasp theory, as reviewed in Chapter 4. Making impedance
control physically interpretable motivated the development of the intrinsically passive control
(IPC) approach within the port-Hamiltonian framework [SMv98]. It is designed as an inter-
connection of virtual atomic structure elements to achieve a desired behavior in grasping.
These virtual structures are also used in formation control to establish a desired geometric
shape of robotic agents [VSvdSP14]. Therefore, designing a control strategy for robot for-
mations and for cooperative manipulation tasks within the port-Hamiltonian framework is
intuitive.
Actively stabilizing a port-Hamiltonian system at a certain energy level is termed as energy

shaping control [OvME99]. If it is represented within the port-Hamiltonian framework, con-
trol by interconnection of the port-Hamiltonian system [OvCA08] is obtained. Control by

85



5 Port-Hamiltonian Cooperative Manipulation

interconnection of constrained port-Hamiltonian systems is not analyzed in literature. An-
other important control approach in the port-Hamiltonian framework is energy transfer con-
trol, with energy tank as its most widely used concept [VSvdSP14]. Energy tanks allow
to bound the energy supply to the system. Appropriately limiting energy in the system
enhances safety of intefraction with the environment and/or with humans on-site and is,
therefore, a suitable control methodology for human-in-the loop settings.
A teleoperation scenario for cooperative manipulation tasks has not been considered within

the port-Hamiltonian framework. The cooperative robot system, constrained by a rigid
object, is modeled in Section 5.1 in the sense of subtask-based control proposed in Chapter
2. A control approach for human-robot team interaction with passivity and safety guarantees
is proposed in Section 5.2. The approach is validated in simulation and experiment, with
the results reported in Section 5.3, while Section 5.4 provides concluding remarks.

5.1 Port-Hamiltonian Modeling of Robot Teams
In this section a port-Hamiltonian model of a cooperative manipulation system is proposed.
The cooperative robot team with a grasped, rigid object is represented as a constrained
system in an implicit and explicit input-state-output forms. Let us assume a setting depicted
in Figure 5.1 where N manipulators are rigidly connected to the object. The world (inertial)
frame is denoted as {w}, the object frame as {o} and the end-effector frames as {i} where
i = 1, ..., N . The object and the end-effectors are represented as inertial elements (see
Appendix 9 for a more detailed introduction to the port-Hamiltonian framework), where the
momentum of the object is op̃o and the momenta of the robots are ip̃i, i = 1, ..., N . The
potential energy of the complete system is represented with a single spring, connecting the
object and the ground, with the displacement denoted with transformation matrix as

Ho =
[
Ro po
01×3 1

]
. (5.1)

{o}

op̃o

{w}

{c1}

1p̃1

ip̃i

{cN}

N p̃N

Ho

Figure 5.1: Cooperative manipulation system model represented as a set of interconnected
energy storing elements, inertias and a spring.
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The explicit port-Hamiltonian model form is

ξ̇ = [J(ξ)−D(ξ)]∂H
∂ξ

(ξ) +G(ξ)u

y = G>(ξ)∂Hs

∂ξ
(ξ),

(5.2)

where ξ ∈ M stacks configuration variables of the gravity spring and the momenta of the
object and the N manipulators, ξ = [H>o ,o p̃>o ,1 p̃>1 , ...,N p̃>N ]>, J(ξ) is a skew-symmetric
structure matrix and D is a positive semi-definite damping matrix. The matrix G is the
input mapping matrix, u ∈ K an m-dimensional input vector, y ∈ V∗ an m-dimensional
output vector and Hs is a Hamiltonian, a non-negative function Hs ≥ 0, which represents
the total energy stored in the system. The rate of the energy change of (5.2) is

Ḣs = y>u− ∂>Hs

∂ξ
D(ξ)∂Hs

∂ξ
. (5.3)

Remark 29. According to (5.3) every port-Hamiltonian system described in the form of
(5.2) is passive from input u to output y.

The constrained system depicted in Figure 5.1 can be represented in an implicit port-
Hamiltoninan form as follows

ξ̇ = J(ξ)∂Hs

∂ξ
(ξ) +A(ξ)λ+G(ξ)u

0 = A>(ξ)∂Hs

∂ξ
(ξ)

y = G>(ξ)∂Hs

∂ξ
(ξ),

(5.4)

where A(ξ) is a constraint matrix with λ ∈ Rl being the constraining wrenches. The
structure and the mapping matrices are

J(ξ) =



0 Ho 0 · · · 0
−H>o Co 0 · · · 0

0 0 C1 · · · 0
... ... ... . . . ...
0 0 0 · · · CN



G(ξ) =



0 0 · · · 0
AdoHw 0 · · · 0

0 Ad1Hw
· · · 0

... ... . . . ...
0 0 · · · AdNHw

 ,
(5.5)

where C∗ accounts for the Coriolis and centrifugal terms. The stacked input vector consists
of the external wrenches acting on the inertias u = [wo, w1, ...,wi, ...,wN ]. The outputs are
the twists of the inertias y = [t>o , t>1 , ..., t>i , ..., t>N ]>. The Hamiltonian energy Hs is the sum
of the energies of all the elements
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Hs(ξ) = HP (Ho) +HK(op̃o) +
N∑
i=1
HK(ip̃i). (5.6)

The interaction of the manipulators with the rigid object imposes kinematic constraints
on the complete system. This implies that there is no relative motion between the object
and the end-effectors which can be denoted as

to = ti, ∀i = 1..N, (5.7)

where to denotes the twist of the object and ti stands for the twist of the ith manipulator.
With a change of coordinates o,wto = AdoHi

i,wti the constraint equation is

0 =


0 I6 −AdoH1 · · · 0
... ... ... . . . ...
0 I6 0 · · · −AdoHN


︸ ︷︷ ︸

A>(ξ)

∂Hs

∂ξ
(ξ), (5.8)

where A(ξ) ∈ Rn×l is the constraint matrix with l being the number of independent kine-
matic constraints. The violation of constraints generates internal stress on the object [EH16].
The constraining forces are considered using Lagrangian multipliers, λ. Therefore, the port-
Hamiltonian formulation of the constrained model is a set of differential and algebraic equa-
tions. To restore the explicit input-state-output form, given with (5.2), the implicit model
needs to be restricted to the constraint manifoldMc, which can be achieved by eliminating
the Lagrangian multipliers from (5.4).

5.1.1 Elimination of Constraints
The differential-algebraic equation (5.4) can be reduced to a set of ordinary differential
equations (5.2) by multiplying it with a full-rank left annihilator of the constraint matrix,
A⊥(ξ), such thatA⊥(ξ)A(ξ)λ = 0. The annihilator can be calculated as the kernel ofA(ξ).
The left annihilator is used in the following form

A⊥(ξ) =


I6 06 06 · · · 06
06

I3 S(p̃o)
03 I3︸ ︷︷ ︸
P o

I3 S(p̃1)
03 I3︸ ︷︷ ︸
P 1

· · · I3 S(p̃N )
03 I3︸ ︷︷ ︸
PN

 (5.9)

where the combined matrix P = [P o,P 1, ...,PN ] ∈ R6×6(N+1) is the grasp matrix. Multi-
plying (5.4) with the annihilator (5.9) the following is obtained

A⊥ξ̇ = A⊥J(ξ)∂Hs

∂ξ
(ξ) +A⊥G(ξ)u. (5.10)

Remark 30. Effectively, A⊥ξ̇ is a coordinate transformation [vdS13], resulting from the phys-
ically imposed equality constraints. Therefore, this approach is physically consistent with
the subtask-based control concept, proposed in Chapter 2. With the proposed annihilator of
the constraint matrix, A⊥, the configuration Ho is unaffected by the transformation.
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Let us denote a new (n − 6N)-dimensional state as ξ̃. The resulting state evolves on a
constrained manifold

Mc = {ξ ∈M|A>(ξ)∂Hs

∂ξ
= 0}. (5.11)

Now it is possible to obtain the model in an explicit input-state-output form as in (5.2)

˙̃ξ = J̃(ξ)∂H̃s

∂ξ̃
+ G̃(ξ)u

y = G̃>(ξ)∂H̃s

∂ξ̃
,

(5.12)

where H̃s is the Hamiltonian function evolving on the constrained manifold (5.11). The
reduced structure matrix J̃(ξ) = A⊥J(ξ)(A⊥)> is again skew-symmetric, i.e. the explicit
input-state-output port-Hamiltonian representation of the constrained system is obtained.
The new mapping matrix G̃(x) = [G̃o G̃m] decomposes into two parts: G̃o ∈ R12×6 repre-
sents the interaction of the object with the environment, while G̃m ∈ R12×6N represents the
interaction with the controller. The energy balance of (5.12) is ˙̃Hs = yTu, i.e. the system is
power-conservative.

5.2 Control for Human-Robot Team Interaction
In this section a passivity-based control methodology within the port-Hamiltonian framework
for human-robot team interaction is proposed. The approach is a cascade of energy shaping
control strategy with the damping injection and the energy transfer control. Energy shaping
is achieved by exploiting the available information on the energetic state obtained from the
controller and the modeled system. A maximum level of the energy to be stored in the
controller and the system limits both the velocity and the forces. The energy bound of the
controller-system interconnection is ensured by sourcing it from an energy tank. The block
structure of the complete system is depicted in Figure 5.2.

5.2.1 Energy Shaping and Damping Injection
The proposed controller has a physical interpretation since it is based on the virtual mechani-
cal structures assumed to interconnect the robots and the human with the object. Therefore,
the controller can be represented in the port-Hamiltonian framework. There are two alter-
natives to establish a desired formation of the robots around the grasped object: (i) the
use of non-zero rest-length springs connecting the robots pairwise or (ii) the introduction
of a virtual object as a hinge point [SMA99]. In this work the virtual object concept is
used. The virtual object is connected by a virtual spring and a virtual damper to the human
hand. The end-effectors are coupled to the surface of the virtual object with constant virtual
springs and virtual dampers. The proposed virtual structure is depicted in Figure 5.3.
In the remainder, only an interconnection of the i-th manipulator is given in the equations.

The state vector ξc is a stacked vector of:
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Controller SystemMTFEnergy tank

Human

ti

wi

wd

td

ft

ξt

tdh

Figure 5.2: Block structure of the human-robot system: The energy tank supplies energy
to the controller, while the human is energetically decoupled (indicated by dot-
ted lines). The energy flow depends on the human input and is controlled via
the modulated transformer (MTF). The output of the transformer is the (modi-
fied) reference trajectory td. The wrench applied by the end-effectors is wi and
the twists of the end-effectors are ti.

← t1

← ti

tN →

← td

→ wi

→ w1

→ wd

wN ←

vop̃vo

dHvo

1Hvo

iHvo

NHvo

Di

DN D1

Dc

Dw

Figure 5.3: Interaction controller represented as a virtual structure of inertia, (variable)
springs and (variable) dampers.

• the variable virtual spring, dHvo, connecting the human hand and the virtual object,

• the virtual object momenta, vop̃vo and

• the virtual spring, iHvo, connecting the virtual object and the i-th end-effector.

The extension to N interconnections is straightforward. The controller in the port-
Hamiltonian framework is represented as
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ξ̇c = [J c(ξc)−Dc(ξc)]
∂Hc

∂ξc
(ξc) +Gc(ξc)uc

yc = G>c (ξc)
∂Hc

∂ξc
(ξc),

(5.13)

with the components

ξ̇c =


dtvo
vo ˙̃pvo
itvo

 ,uc =
[
td

ti

]
,yc =

[
wd

wi

]

J c =

 0 dHvo 0
−dH>vo Cvo −iH>vo

0 iHvo 0

 ,

Dc =

0 0 0
0 Dvo +Di +Dw 0
0 0 0

 ,

Gc =
[
Gc1 Gc2

]
=

−
dHvoAdvoHw 0
DvoAdvoHw DiAdvoHw

0 −iHvoAdvoHw

 .

(5.14)

The Hamiltonian energy of the controller is the sum of energies stored in all its atomic
elements

Hc(ξc) = HP (dHvo) +
N∑
i=1
HP (iHvo) +HK( ˜vopvo). (5.15)

The controller is energy-conservative and due to the assigned damping it is also passive. It
is suitable for achieving both the desired velocity set-point and formation preservation of
the robots. The formation preservation ensures that the constraints are not violated. In the
next subsection the interconnection of the model and the controller is studied.

Connection of the Controller and the Model
The output of the controller, wi, is the input for the model and the output of the model, ti,
is the input for the controller. Therefore, the interconnected system is

[ ˙̃ξ
ξ̇c

]
︸ ︷︷ ︸
ξ̇cs

=
[

J̃ G̃mG
>
c2

−Gc2G̃
>
m J c −Dc

]
︸ ︷︷ ︸

Jcs


∂Hcs

∂ξ̃
∂Hcs

∂ξc


︸ ︷︷ ︸
∂Hcs/∂ξcs

+
[
G̃o Gc1

]
︸ ︷︷ ︸

Gcs

[
wo

td

]

[
to
wd

]
=
[
G̃>o G>c1

] 
∂Hcs

∂ξ̃
∂Hcs

∂ξc

 .
(5.16)

The external ports of the controller-model interconnection are for the interaction with the hu-
man via the port (td,wd) and for the interaction with the environment via the port (wo, to),
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5 Port-Hamiltonian Cooperative Manipulation

i.e. via the object. The interconnection given with (5.16) is passive as the interconnected
subsystems are passive. In the next section the human guiding the cooperative system is
energetically decoupled to ensure passivity of the complete system and safety for humans
on-site.

5.2.2 Energy Transfer Control
As the human and the system are not physically coupled, but the human commands the
system with hand gestures, they can be interconnected with virtual structures. In order to
guarantee both stability and safety, an energy transfer control in the form of an energy tank
that supplies the controller and the system is proposed. The energy tank maintains a safe
energy level in the system and can be integrated into the port-Hamiltonian representation
of the complete system.
For human-robot interaction various safety metrics exist, see [Had13] for an overview.

In this work the focus is limited on the energy-based injury criteria. Experimental studies
indicate minimal amounts of energy that cause a cranial bone failure [Woo71] and a fracture
of neck bones [YPM+96]. Based on these results, a maximum amount of energy that can be
stored in the system is defined. It represents the maximum level of the energy that can be
stored in the tank

Hmax
t =

517 J adult cranium bone failure,
30 J neck fracture.

(5.17)

The combination of the energy tank and the controlled system, given with (5.16), is
formally analyzed in the remainder. The energy tank sources the controller and the controller
resupplies its virtually dissipated energy to the energy tank. The energy tank is a virtual
storage element defined with the Hamiltonian,Ht. Let ξt ∈ R denote the (scalar) energy state
of the tank and let Ht(ξt) = 1

2ξ
2
t . The input-state-output, port-Hamiltonian representation

of the energy tank is
ξ̇t = ft

ξt = ∂Ht(ξt)
∂ξt

,
(5.18)

where (ft, ξt) is the flow-effort pair. The re-routing of the virtually dissipated energy into
the tank is accomplished by choosing the tank input as

ft = 1
ξt

∂>Hcs

∂ξcs
Dc

∂Hcs

∂ξcs
+ f̃t, (5.19)

where the first term of (5.19) represents the dissipated power. In order to have an open port
to connect the tank to the controller, a new input f̃t to the energy tank is introduced. The
energy balance of the tank is

Ḣt(ξt) = ξtft = ∂>Hcs

∂ξcs
Dc

∂Hcs

∂ξcs
+ ξtf̃t. (5.20)

In this work the tank and the controller are connected by a modulated transformer
MTF [SMC10] as depicted in Figure 5.2. The block MTF is a lossless element that dy-
namically shapes the energy transfer with its variable transformer ratio r. The transformer
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ratio determines the energy flow and is set by the human to specify the desired velocity tdh.
The MTF representation in the port-Hamiltonian framework is

td = rξt

f̃t = −r>wd,
(5.21)

where r is dynamically adapted to replicate the human command

n = tdh
ξt
. (5.22)

The representation (5.21) is power-conservative, since

td>wvo = ξtr
>wvo = −ξtf̃t, (5.23)

i.e. the transformer is lossless for any r. A combined port-Hamiltonian representation of the
controlled system and the tank is

[
ξ̇cs
ξ̇t

]
=


J cs

td

ξt

−t
d>

ξt
+ 1
ξt

∂>H̃
∂ξcs

Dc 0



∂H̃
∂ξcs
∂H̃
∂ξt

 . (5.24)

The combined system is lossless for free object motion, i.e. for wo = 0,

d

dt
H̃(ξcs, ξt) =

[
∂>H̃
∂ξcs

∂>H̃
∂ξt

] [
ξ̇cs
ξ̇t

]
= 0, (5.25)

where the Hamiltonian H̃(ξcs, ξt) is the total energy of the energy tank, the controller and
the system.

5.2.3 Energy Shaped Stiffness and Damping
When ξt = 0 the energy tank is depleted and unable to passively perform the action com-
manded by the human, tdh. A total depletion is avoided by suspending the input, i.e. tdh = 0
if ξt < ε, where ε > 0 is a small number [SMC10]. To avoid depletion of the energy tank
without modifying the human input, the coupling of the set-point and the virtual object ve-
locity is rendered variable. By adapting the coupling stiffness and the damping as a function
of the available energy, the flow of energy between the tank and the controller is shaped.
Stiffness and damping are constant if the energy in the tank is sufficient for executing the
velocity command. If the tank level falls below a certain threshold, the coupling is relaxed
to limit the power flow. If the tank level is close to zero, Ht < ε, the energy transfer is
completely disabled by setting the stiffness and the damping to zero.
A change of stiffness affects the energy stored in the spring. Relaxing the stiffness sets

energy free, while increasing the stiffness requires the supply of energy. Let us assume a
stiffness-dependent Hamiltonian for the spring

HP : SE(3)×K → R+; (voHo,K) 7→ HP (voHo,K) (5.26)
where K is the variable stiffness defined as follows
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K =


Kdv if Ht(ξt) ≥ Hth

t

Kdv
Ht(ξt)− ε
Hth
t

if ε ≤ Ht(ξt) < Hth
t ,

0 if Ht(ξt) < ε

(5.27)

where Kdv ∈ R6×6 is a stiffness matrix and Ht is a function of the tank level. Above a
certain threshold of Hth

t the stiffness is constant. When the tank is close to depletion the
stiffness is reduced. The rate of energy change w.r.t. a variable stiffness K is

ḢK = ∂HK
∂K

dK

dt
= ξ>KfK , (5.28)

which corresponds to the product of the effort (∂HP
∂K

) and the flow (K̇) and forms a power
port (fK , ξK). The port-Hamiltonian representation of the variable stiffness is given by[ ˙dHvo

K̇

]
=
[
dHvoAdvoHw 0

0 I

] [
tvo − td
fK

]
[
wwvo

ξK

]
=
[
Ad>voHw

dHvo
> 0

0 I

] 
∂HK

∂dHvo
∂HK

∂K

 .
(5.29)

One can express K as a function of the tank level using (5.20)

K̇ =


0 if Ht(ξt) ≥ Hth

t

Kdv

Hth
t

Ḣt(ξt) = Kdv

Hth
t

ξ̇t
∂H̄
∂ξt

if Ht(ξt) < Hth
t .

(5.30)

The power exchanged between the variable spring and the tank due to variability of the
stiffness is

˙̃H = ∂H̃
∂K

K̇ =


0 if Ht(ξt) ≥ Hth

t

∂H̃
∂K

Kdv

Hth
t

ξ̇t
∂H̃
∂ξt

if Ht(ξt) < Hth
t .

(5.31)

The power exchanged by the energy tank is of the form Ḣt(ξt) = H̃
∂ξt
ft, therefore ∂H̃

∂K
Kdv

Htht
ξ̇t

is an input for the energy tank. One can now obtain the port-Hamiltonian representation of
the variable stiffness spring and the energy tank

ξ̇csξ̇t
K̇

 =




J cs

td

ξt
0

−t
d>

ξt
0 −Kdv

Hth
t

ξ̇t

0
Kdv

Hth
ξ̇t 0

−


0 0 0

− 1
ξt

∂H̃>

∂ξcs
Dc 0 0

0 0 0






∂H̃
∂ξcs
∂H̃
∂ξt
∂H̃
∂K


. (5.32)

The combination of such a system with the variable stiffness spring and the tank is lossless

d

dt
H̃(ξcs, ξt,K) = 0. (5.33)
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The mapping matrix Gc in (5.16) shows that the damping directly influences the energy
exchange. In this work the damping is reduced in the same manner as for the stiffness. With
a depletion of the energy tank the damping Ddv ∈ R6×6, parallel to the variable spring, is
reduced. The coupling between the human and the virtual object is relaxed

D =


Ddv if Ht(ξt) ≥ Hth

t

Ddv
Ht(ξt)
Hth
t

if ε ≤ Ht(ξt) < Hth
t .

0 if Ht(ξt) < ε

(5.34)

5.3 Results
The proposed model and control strategies are implemented in MATLAB/Simulink. The
cooperative system of two robots with the masses M1,2 = 10kg · I3 and the moments of
inertia J1,2 = 0.5kgm2 · I3 manipulates an object with the mass Mo = 1.4kg · I3 and the
moment of inertia Jo = 0.5kgm2 · I3. The solver uses the Euler’s method (ode1 ) and the
sample time is 1 ms. The parameters of the controller are summarized in Table 5.1.

Table 5.1: Controller parameters.

linear angular
Virtual inertia 1.4kg · I3 0.5kgm2 · I3
Damping 250kg/s · I3 30kgm2/s · I3
Stiffness 125N/m · I3 15Nm · I3

Simulation results are shown in Figure 5.4. The available energy budget, Hmax
t = 25

J, complies with the safety limits from (5.17). At t = 1 s the commanded velocity is
too high w.r.t. the available energy budget, i.e. the energy at disposal is not sufficient to
reach it. Therefore, the tank level is depleted. Trajectories exceeding the energetic limit
are adapted with the variable stiffness and the damping in order to guarantee safety. The
reduction of the stiffness and the damping starts as soon as the energy level falls under a
threshold, Hth

t = 5 J. As a consequence, the velocity is kept constant at the energetically
feasible maximum until t = 2 s when the tank is refilled again and the commanded velocity
is feasible. Limiting velocity and forces, the interaction safety of the system is enhanced.
Additionally, the internal wrenches applied on the object are zero.
The experiment is conducted with a robotic system of two KUKA LWR manipulators,

mounted on a movable platform and depicted in the Figure 5.5. The sampling time is 1 ms.
The obtained results are shown in Figure 5.6 and Figure 5.7. In Figure 5.6 the tank energy
level is depleted and the velocity is limited close to the maximum commanded velocity of
0.11 m/s.
In Figure 5.7 the tank energy budget is enough to supply the system when the commanded

velocity changes from 0.1− 0.3 m/s. The energy level does not reach the energetic threshold
for the commanded velocity and is sufficient for reaching the desired velocity. This approach
is also suitable for a physical interaction between the human and the robots. For example,
an interaction for a cooperative manipulation task where the human is physically coupled to
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Figure 5.4: Simulation results. Top: commanded and actual object velocity. Middle: force
applied on the object. Bottom: energy level of the tank with Hmax

t = 25 J and
Hth
t = 5 J.

Figure 5.5: Experimental setup. The human and the robotic system share the workspace.
The human teleoperates the robotic system by the hand motion.

the object can be safely established with the proposed approach. However, the experiments
in this direction are left for future work.

5.4 Discussion
A control scheme for human-robot team interaction in a teleoperation setting for a cooper-
ative manipulation task is developed using the port-Hamiltonian framework to model the
constrained robotic system. It has been shown that the representation of the system on the
constrained manifold is again a port-Hamiltonian system. The proposed control approach
maintains the desired formation between the robots and the desired behavior of the overall
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Figure 5.6: Experimental results. Top: commanded and actual object velocity. Middle: force
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Figure 5.7: Experimental results. Top: commanded and actual object velocity. Middle: force
applied on the object. Bottom: energy level of the tank with Hmax

t = 3.8 J and
Hth
t = 1 J.

97



5 Port-Hamiltonian Cooperative Manipulation

system, commanded by the human. It is shown that the interconnection of the proposed
controller and the model is a port-Hamiltonian system. The complete system is passive and
allows for a safe interaction with the human. Furthermore, it is consistent with the proposed
concept of subtask-based control for complementary interaction paradigm. The control ap-
proach is successfully validated in the simulation and the experiments. The work presented
in this chapter has been partially published in [AMH17].
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Overlapping Shared Control

Human-robot interaction that enables the human and the robot partners to jointly perform a
common task may be beneficial in many application examples, e.g. rehabilitation, telesurgery,
elder care, exploration of inaccessible or dangerous environments and collaborative manufac-
turing. Such interaction paradigms are classified overlapping interaction paradigms in this
thesis. There are two general requirements of shared-control strategies for the overlapping
interaction paradigms: (i) efficiency in terms of task performance and (ii) intuitiveness of
the interaction so that the human can interpret decisions of the robot system and vice versa.
While many existing shared-control approaches are efficient, intuitiveness is more difficult
to achieve and requires an understanding of human decision making in control-sharing set-
tings. In overlapping interaction paradigms the modeling of the human is important, since
it is necessary to determine the most appropriate robot control input based on the human
behavior, in order to accomplish a satisfactory task execution and/or assistance.
In this chapter a shared control approach for overlapping interaction paradigms, where

both partners (human and robot) know the task goal and jointly work to achieve it, is
proposed.

Related Work and Open Problems
Research shows that optimal control can be used to describe behavior of trained humans,
since humans act in agreement with the principle of rationality when carrying out a familiar
sensorimotor task [MW19]. This principle states that a trained agent will act in the most
appropriate manner, according to his own objectives and the situational logic imposed by the
environment. This implies that the human aims to act in an optimal way with respect to an
unknown internal metric in tasks that he/she was trained for. It stands to reason that this in-
ternal metric is an unknown cost function that maps possible actions to their respective cost.
According to [JF18], optimal control can support both cognition (top-down) and informa-
tion processing (bottom-up) components of human behavior. Therefore, it has the potential
to unify high-level human decision making and low-level human motor control. For exam-
ple, humans minimize jerk in reaching tasks [FH85] and energy in locomotion tasks [AP01].
Human decision-making and motor behaviors are unified in [TJ02b] with stochastic optimal
feedback control. Analogously to optimal control, it is shown that motor interaction between
two humans can be modeled within the game-theoretical framework [DABW09].
Designing an optimal control strategy of the robot autonomy for human-robot interac-

tion that fits the definition of overlapping interaction paradigm has already been done, see
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e.g. [MLH15] and [RBCC15]. However, it is shown experimentally that the cost function of
the human changes in control-sharing tasks compared to the fully manual tasks [IEFH18].
Therefore, it is important to consider couplings between the partners and their effects on
the human decision making which is possible with the game-theoretical framework.
The game-theoretical concept has already been considered in human-robot collaboration

scenarios as well. A classification of interaction paradigms for two-agent haptic tasks that
are possible within the game-theoretical framework and for human-robot collaboration is
proposed in [JCB12]. However, a consideration of multiple agents is still not considered.
The framework has predominantly been used in semi-autonomous driving use cases for as-
sistance in wheel steering [NC15,FOSH14]. However, only exemplary simulation results are
provided. A stochastic game-theoretical approach that mitigates conflicts in driver-machine
interactions when the human and the autonomy perform different tasks - driving and ob-
stacle avoidance, is proposed in [JYN+19]. A Nash equilibria solution for reaching tasks in
human-robot cooperation is proposed in [LCG+19]. The obtained results show the perfor-
mance improvement compared to the fully manual task execution. However, no consideration
of human-robot collaboration in trajectory tracking tasks and within the game-theoretical
framework has been done. Therefore, a shared-control approach that considers couplings
between the human and the robot partners and its effect on human decision making, while
enabling multi-agent interaction for trajectory tracking tasks, needs to be developed.
In this chapter, a shared-approach for overlapping interaction paradigm is proposed. For

this purpose, a game-theoretical framework is used to describe a general haptic collabora-
tion task. Optimal control of the semi-autonomous partner is computed to obtain Nash
equilibrium. The problem is posed in Section 6.1. The shared control approach is proposed
in Section 6.2. In Section 6.3 experimental results are given. Concluding remarks are in
Section 6.4.

6.1 Problem Statement
In this section the problem of designing a shared control strategy for overlapping interaction
paradigms and within the game-theoretical framework is posed.
Let us assume a single subtask of trajectory tracking in task space needs to be performed

by the human and the robot partners jointly. Let us further assume that the task is defined
as a second-order linear time-invariant dynamical system as in (3.21) and that it is already
controlled on the lower level with an impedance controller as in (3.29) to guarantee passivity
and obtain its desired impedance behavior[

ẋ
ẍ

]
=
[
0 I
0 −M−1D

]
︸ ︷︷ ︸

A

[
x
ẋ

]
︸︷︷︸
ξ

+
[

0
M−1

]
︸ ︷︷ ︸

B

(uh + ua), (6.1)

where x, ẋ, ẍ ∈ Rn are the n-dimensional position, velocity, and acceleration vectors in
the subtask space, M ,D ∈ Rn×n are the positive-definite inertia and damping matrices,
respectively, and uh,ua ∈ Rn are the human and the robot control inputs, respectively. Let
us assume the desired trajectory and its first derivative are bounded, available online and
given with the vectors ξd = [xd>, ẋd>]> and ξ̇d = [ẋd>, ẍd>]> ∈ R2×n, respectively. The
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state ξ in (6.1) can be changed to the tracking error state ξe = ξ− ξd to obtain the tracking
error dynamics

ξ̇e = Aξe +B(uh + ua) +Aξd − ẋd︸ ︷︷ ︸
c

, (6.2)

where c is an offset that depends on the desired trajectory.
Let Γi ∈ Rn be a class of permissible strategies, γi, such that ui = γi(ξe), i = {h, a}.

In order for the problem to be a well-defined differential game, uniqueness of the solution
to (6.2) needs to be guaranteed. For that purpose, Assumption 6.1.1 and Lemma 3 are
introduced.

Assumption 6.1.1. The dynamics (6.2) and permissible strategies γi ∈ Γi, i = {h, a}, are
uniformly Lipschitz in ξe, uh and ua.

Lemma 3 ([BO98]). If Assumption 6.1.1 is satisfied, (6.2) has a unique solution for every
γi so that ui = γi(ξe), i = {h, a}, and this solution is continuous.

Assumption 6.1.1 does not impose restrictions on the considered problem since the task is
continuous and the human input is smooth. In order for the human and the robot partners
to be players of the game defined with (6.2), they need to optimize their own cost functionals

Ji(ξe,uh,ua) =
∫ T

0
gi(ξe,uh,ua)dt, i = {h, a}. (6.3)

Furthermore, it is assumed that the human partner behaves according to the principle of
rationality and, consequently, in the optimal sense.

Assumption 6.1.2. The human partner has executed the task (6.2) multiple times and can
predict the outcomes of his actions. Therefore, the human partner is modeled as an optimal
controller that acts according to an internal cost metric to optimally track a desired trajectory
ξd. The basic structure of the metric is known, but not its parameter values.

In this thesis, a quadratic cost function structure is used in order to penalize the input
magnitude, i.e. the effort, and the deviation from the desired trajectory, i.e. the task goal.
These two aspects are important for every biophysical movement [MW19]. Therefore, the
following cost function is assumed for the human partner

gh(ξe,uh) = 1
2(ξ>e Qhξe + u>huh), (6.4)

where Qh ∈ Rn×n is a positive semi-definite matrix. The cost function of the robot partner
is defined as

ga(ξe,uh,ua) = 1
2(ξ>e Qaξe + u>a ua + u>huh), (6.5)

where Qa ∈ Rn×n is a positive semi-definite matrix.

Remark 31. According to the cost functional (6.4), the human partner is expected to min-
imize the task error and the exerted effort. According to the cost functional (6.5), the robot
partner simultaneously minimizes the task error as well, rendering the interaction coopera-
tive. Additionally, the robot partner seeks to minimize its own effort as well as the effort of
the human partner. The latter renders the posed interaction assistive to the human partner.
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In this work it is assumed that full state information is available to both partners at every
point in time, which is stated with Assumption 6.1.3.
Assumption 6.1.3. The task state ξe is measurable to both the human and the robot.

In this thesis a differential game in which both the human and the robot partners have
a closed-loop perfect state information pattern (CLPS) is considered. Let ηi(t) determine the
state information gathered by the partner i at time t. Then, a CLPS information pattern
implies ηi(t) = {ξe(s), 0 ≤ s ≤ t}, t ∈ [0,∞), i = {h, a} ([BO98]). This information pattern
assumes that the control input of each player depends causally on the system state at some
point in time s ∈ [0, t] and, consequently, the control input of the other player ([BO98]).
The consideration of the CLPS information pattern in this case is reasonable because: (i)
the state is measurable and (ii) the interaction is continuous and achieved via the haptic
channel, so that both players receive information about the control input of another player
online.
Now the human and the robot partners are two players of the game (6.2) with their own

cost functions. The problem to be solved in the remainder of the paper is introduced below.
Problem 5. Design a shared control approach so that the robot control input ua and the
human control input uh achieve a Nash equilibrium solution.
Remark 32. In the considered setting the control input of the human, uh, is not measured
directly. Instead, its online estimator, ûh, is used.

6.2 Game-Theoretical Shared-Control Approach
In this section a game-theoretical shared-control approach for overlapping interaction paradigm
is proposed.

6.2.1 Shared Control with the Nash Equilibrium Solution
A Nash equilibrium is defined as follows

Jh(ξe,u?h) ≤ Jh(ξe,uh)
Jr(ξe,u?h,u?a) ≤ Ja(ξe,u?h,ua),

(6.6)

where u?h,u?a are the optimal control inputs in the sense of the Nash equilibrium (NE).
Equation (6.6) implies that in Nash equilibrium neither of the partners benefit if they change
their control strategy. The following lemma provides a general Nash equilibrium solution for
the game-theoretical problem with CLPS information pattern, posed with (6.2)-(6.5).
Lemma 4 ([BO98]). For a 2-person differential game, strategies γ?h ∈ Γh and γ?a ∈ Γa
provide a CLPS Nash equilibrium solution if there exist functions Vi : R2×n → R, i = {h, a},
satisfying

− dVh(ξe)
dt = min

uh

[
∂Vh(ξe)
∂ξe

f(ξe,uh,γ?a) + gh(ξe,uh,γ?a)
]
,

− dVa(ξe)
dt = min

ua

[
∂Va(ξe)
∂ξe

f(ξe,γ?h,ua) + ga(ξe,γ?h,ua)
]
.

(6.7)
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Lemma 4 determines the Nash equilibrium solution with optimal control inputs u?h =
γ?h(ξe) and u?a = γ?a(ξe). For the problem posed with (6.2)-(6.5) it is possible to obtain an
explicit solution to (6.7) with the following theorem.

Theorem 3. For a dynamic game defined by (6.2)-(6.5) let there exist matrices Zh and Za

that satisfy

Żh + F̃>Zh +ZhF̃ +Qh +ZhBB
>Zh = 0

Ża + F̃>Za +ZaF̃ +Qa +ZaBB
>Za +ZhBB

TZh = 0,
(6.8)

and vectors kh and ka such that

k̇h + F̃>kh +ZhBB
>kh +Zhh = 0

k̇a + F̃>ka +ZhBB
>kh +ZaBB

>ka +Zah = 0,
(6.9)

where

F̃ = A−BB>(Zh +Za),
h = c−BB>(kh + ka).

(6.10)

Then the differential game admits a closed-loop Nash equilibrium solution with the strategy
of the human partner

γ?h = −B>(Zhξe + kh), (6.11)
and the strategy of the robot partner

γ?a = −B>(Zaξe + ka). (6.12)

According to Theorem 3, in trajectory tracking tasks the human and the robot partners
behave as controllers with feedback and feedforward terms. The proof of Theorem 3 can be
found in Appendix 8.

6.2.2 Estimation of the Human Control Input
Since in the considered problem the human control input, uh, cannot be measured directly,
it is necessary to estimate it online. It is assumed that the human control input is given with
(6.11). In order to obtain the estimate Ẑh of the human feedback control gain Zh and the
estimate k̂h of the human feedforward term kh, an adaptive input observer is applied [IF06].

Remark 33. With the proposed input observer the gain and the feedforward term, Zh and
kh, are estimated. This is a particularity of the proposed approach, since standard adaptive
input observers update the control input estimator, ûh, directly [NA12].

First, the estimate of the task dynamics (6.2) under the human control input estimator
ûh is formulated as in [LCG+19]

˙̂
ξe = Aξ̂e +Bûh +Bua + c−Λξ̃e, (6.13)

where ξ̂e is the state estimate, ξ̃e = ξ̂e − ξe is the state estimation error and Λ is a block-
diagonal matrix. It is assumed that the feedforward term in (6.11) depends on the first
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derivative of the desired trajectory, ξ̇d, and can be written as kh = −Khξ̇
d. Therefore, in

accordance to (6.11), ûh is
ûh = −B>(Ẑhξe − K̂hξ̇

d). (6.14)

Let the gain estimation errors be denoted as Z̃h = Ẑh − Zh and K̃h = K̂h −Kh. By
subtracting (6.2) from (6.13) the estimation error dynamics is

˙̃ξe = Aξ̃e −BB>(Z̃hξe − K̃hξ̇
d)− Γξ̃e. (6.15)

In order to obtain the adaptation laws, the following Lyapunov function candidate is
proposed

V (ξ̃e, Z̃h, K̃h) = 1
2 ξ̃
>
e ξ̃
>
e + 1

2αtr(Z̃
>
h Z̃h + K̃>h K̃h), (6.16)

where α is a constant and tr(·) is a matrix trace. The formulation of the adaptive input
observer is given with Proposition 6.2.1.

Proposition 6.2.1. If Λ is chosen so that (Λ−A) is a positive-definite matrix and the rates
of the gain estimation errors, Z̃h and K̃h, are updated according to the following adaptive
laws

˙̃Zh = α

2BB
>ξ̃eξ

>
e

˙̃Kh = −α2BB
>ξ̃eξ̇

d>
,

(6.17)

then V̇ ≤ 0, Ẑh, K̂h and ξ̃e are bounded, and lim
t→∞

ξ̃e → 0.

Remark 34. It is assumed that lim
t→∞

Żh → 0, lim
t→∞

Ża → 0 in (6.8) and lim
t→∞

K̇h → 0.

Therefore, lim
t→∞

˙̃Zh → ˙̂
Zh and lim

t→∞
˙̃Kh → ˙̂

Kh which means that the proposed adaptation
laws (6.17) can be used to compute Ẑh and K̂h. The convergence of Ẑh and K̂h to their
actual values, Zh and Kh, respectively, can be achieved if ξe and ξd are persistently exciting
signals [NA12].

The block structure of the proposed control scheme is depicted in Figure 6.1. The human
and the robot are coupled and communicate their control inputs, uh and ua, via haptic
channels. The state of the task, ξe, is measurable to both partners, as well as the desired
trajectory and its derivative, ξd and ξ̇d, respectively.

6.3 Results
In this section the proposed overlapping shared control is implemented and evaluated with
a numerical simulation and a direct physical human-robot interaction scenario with a haptic
device.
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Human

Robot

Task
ξd, ξ̇

d

uh

ua

ξe

Figure 6.1: Block structure.

6.3.1 Simulation Results
In this section simulation results for a one-dimensional trajectory tracking task are presented.
The results provide a comparison of two cases: (i) manual - the system is controlled only by
the human, u = uh and (ii) shared - the system is controlled by the human and the robot,
u = uh + ua. The gains of the human control input, Zh and Kh, are chosen so that in the
case (i) the trajectory tracking could be improved through a shared-control approach. The
desired trajectory is the sum of sine waves where the number of frequencies is twice as large
as the number of unknown parameters, which guarantees convergence of the adaptive laws
(6.17) [Ast87]

xd = sin(0.1t) + sin(0.5t) + sin(0.7t) +
4∑
i=1

1
ωi

sin(ωit),

where ωi = 0.5(1 + i). The relevant parameters are listed in Table 1.

Table 1. Simulation parameters.

ts [ms] m [kg] d [Ns/m] Zh(2, 1) Zh(2, 2) Kh(2, 2) Qa Λ α
1 1 20 10 5 1 500 I2 800 I2 104

The value of the constant α is relatively high in order to achieve convergence of the
unknown parameters faster. Since noise is not simulated, α can be arbitrarily large. The
goal is to apply the proposed shared-control approach while estimating Ẑh and K̂h online.
Note that the relevant gains that need to be estimated are Zh(2, 1) = P fd

h,1 = 10, Zh(2, 2) =
P fd
h,2 = 5, as well as Kh(2, 2) = P ff

h,2 = 1.
Figure 6.2 shows the tracking performance when the task is controlled only by the human

partner (manual) and when the task is controlled by both the human and the robot partners
(shared), where the shared scenario is achieved with the proposed shared-control scheme. It
can be observed that the shared-control approach improves trajectory tracking performance.
The simulated human control input, uh and its estimator, ûh, are depicted in Figure 6.3. It
can be observed that the convergence of the human control input estimator to the simulated
human control input, by applying the adaptation law (6.17), is achieved. Therefore, the
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(a) Position trajectories.
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(b) Velocity trajectories.

Figure 6.2: Simulation results. Tracking performance for the manual and the shared cases.

approach enables an online estimation of the human input. Figure 6.3 also depicts the total
control input, applied by the human and the robot partners, u. It can be observed that the
robot control input amplifies the human control input in order to reach the task goal in the
optimal sense.

0 10 20 30 40 50 60

t [s]

0

50

u
[N

]

uh

ûh

u

Figure 6.3: Simulation results. Simulated human control input is denoted with uh, its esti-
mator with ûh and the total control input with u. All trajectories are recorded
for the shared case.

The top row of Figure 6.4 depicts a successful convergence of the relevant human control
gain parameters to the desired values using the adaptation law (6.17). The bottom row of
Figure 6.4 depicts relevant autonomous control gains, Za(2, 1) = P fd

a,1, Za(2, 2) = P fd
a,2, as well

as the feedforward term ka(2). It can be observed that the gains and the feedforward term
of the autonomy converge to the expected values that ensure Nash equilibrium. Therefore,
the solutions of (6.8) and (6.9) converge even if the control gains of the partner are initially
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unknown and estimated online, as long as ξe and ξ̇
d are sufficiently exciting trajectories.
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Figure 6.4: Simulation results. Unknown parameters of the human input uh converge to their
true values (upper row). Consequently, the parameters of the autonomous input
converge to their expected values to ensure Nash equilibrium (bottom row).

6.3.2 Experiment Results
The tracking performance of the proposed shared control approach is evaluated experimen-
tally. The convergence of the control gains of the robot partner to constant values is evaluated
as well. The results for the manual and the shared cases from Subsection 6.3.1 are shown.
Figure 6.5a depicts the experimental setup. The human partner interacts with the sigma.7

haptic device (robot partner) from Force Dimension to collaboratively track the desired tra-
jectory in the virtual environment (Figure 6.5b) which is implemented using chai3d frame-
work [CBB+03]. The task dynamics (6.2) is assigned to the end-effector of the haptic de-
vice. The human and the robot partners jointly track a one-dimensional trajectory along
y-direction. The desired trajectory is the sum of eight sine waves

xd = 0.01(sin(0.5t) + sin(0.7t) + sin(t)) + 0.02
5∑
i=1

1
ωi

sin(ωit),

where ωi ∈ {1.2, 1.5, 1.7, 2, 2.5}. The sampling time of the haptic device is ts,h = 0.5 ms,
while the controller sampling time is ts,c = 1 ms. The parameters are listed in Table 6.1.
Parameter α is considerably reduced compared to the simulation and in the case (ii) due to
its noise sensitivity.
Figure 6.6 depicts desired and actual trajectories along y axis, yd and yh, as well as

the corresponding velocities ẏd and ẏh for the manual case. Even though the task can be
accomplished, it can be observed that the human operator cannot track the trajectory well
in the fully manual case and that a lag is observed in the human behavior.
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haptic deviceend-effector

(a) The experimental setup.
tool

desired
trajectory

desired
path

y
z

x
(b) The virtual environment.

Figure 6.5: The experimental setup. The human and the robot partner (the haptic device)
collaborate to accomplish the task, (a). In (b) the desired path is a line, marked
with white. The desired trajectory is marked with green. The goal is to track
the desired trajectory as precisely as possible with the tool (the sphere).

Figure 6.7 shows the estimated human control input ûh. The human control input gains
are depicted in Figure 6.8. It can be observed that the convergence of the gains is achieved
in ∼20 s.
Figure 6.9 shows the tracking performance when the proposed shared control scheme is

applied. It can be seen that the tracking is improved compared to Figure 6.6. The robot
control input force assists the human operator to track the desired trajectory. The total
control input from the human and the robot is depicted in Figure 6.10. Figure 6.11 depicts
the gains of the robot control input and its feedforward term.
The errors in position and velocity tracking for the manual and the shared scenarios are de-

picted in Figure 6.12. Evidently, the shared control approach improves the task performance
in terms of tracking.

m [kg] d [Ns/m] Qa Λ α
0.2 10 150 I2 500 I2 (i) 1000, (ii) 10

Table 6.1: Experiment parameters.
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Figure 6.6: Experimental results for the manual scenario. The desired and the actual position
and velocity trajectories. The tracking task is controlled by the human operator
through the haptic device.
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Figure 6.7: Experimental results for the manual scenario. The estimated human control
input, ûh.

6.4 Discussion
In this chapter an overlapping shared-control approach for tracking tasks, based on the
differential game-theoretical framework, is proposed. It is assumed that the human partner
admits an optimal control strategy and the control strategy of the robot is chosen so that the
Nash equilibrium can be achieved during haptic collaboration. The tracking performance
of the proposed controller and the convergence of the control gains to constant values is
evaluated experimentally. The experimental results show that the proposed control approach
outperforms the manual case (the task performed only by the human operator). The work
presented in this chapter has been partially published in [MH20].
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Figure 6.8: Experimental results for the manual scenario. The estimated parameters of the
human input, obtained with the adaptive input observer.
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Figure 6.9: Experimental results for the shared scenario. The tracking performance. The
tracking task is controlled by the human and the robot partners.
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Figure 6.10: Experimental results for the shared scenario. The total control input as the
sum of the human and the robot inputs.
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Figure 6.11: Experimental results for the shared scenario. The parameters of the robot
control input gains.
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Figure 6.12: Experimental results. The position and velocity tracking errors for the manual
and the shared scenarios.
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7
Conclusion and Future Directions

Summary of Contributions
This thesis aims at developing a control framework for human-robot shared-control in haptic
interaction tasks by addressing the six challenges outlined in Section 1.1. In that sense, the
main contributions of this thesis are:

• a novel taxonomy and classification of human-robot interaction paradigms for contin-
uous, haptic human-robot interaction (Challenge 1),
• a subtask-based control that enables simultaneous execution of multiple task-based

control objectives by the human and the robot partners, while guaranteeing passivity
of the human-robot interaction and the interaction with the environment (Challenge
2),
• defining command and feedback mappings on a reduced space of task-based behaviors

and employing wearable interface solutions to reduce the design space in human-robot
interaction scenarios while increasing its flexibility (Challenge 3-4),
• a game-theoretical feedback controller for haptic interaction tasks that considers the

human behavior in continuous, trajectory tracking haptic tasks in the optimal control
sense (Challenge 5-6).

Outlook
In addition to the challenges solved in this thesis, several open research problems remain to
be studied in future works.

Modeling of human behavior
With the increase of autonomous capabilities of robots, the role of the human in the in-
teraction is not reduced. Humans gain more high-level responsibilities, which increases the
complexity of the human-robot interaction. Therefore, it is important to consider the human
behavior in the control loop as a decision-making dynamical system. Therefore, decision-
making dynamical models, developed within the field of cognitive psychology, might provide
a useful construct.
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Varying levels of autonomy
Developing a control architecture which tunes the autonomous functions of the robot system
depending on the monitored human workload and situational awareness can enable humans
and robots to function as a team and further improve their collaborative performance. There-
fore, mixed-initiative control sharing is a promising concept for further research. Another
important aspect is how to effectively and appropriately choose suitable level of autonomy.
A lot of potential lies in the approaches that optimize the level of autonomy with respect
to the human confidence in performing a task, i.e. by modeling trust in automation and
human self-confidence. The problem of optimally assigning levels of autonomy during the
task execution has not been treated so far.

Multitasking control
A major challenge is to design and execute multiple subtasks. This largely depends on the
state of the environment and the available levels of autonomy. If multiple subtasks are
considered, the control loop needs to handle multitasking situations. Incorporating multi-
tasking human decision-making models into the control loop would be a challenging research
goal. Multitasking control should also be considered in more complex application scenarios,
e.g. scenarios that require a transition from teleoperation to direct physical interaction, or
scenarios that consider recovery in the case of failures during task execution, e.g. re-grasp in
the case of object slip or drop in object manipulation tasks.

Subtask allocation
In many applications, especially in time-critical tasks, it is necessary to prioritize and allocate
subtasks according to the availability of resources of the human and the robot. However, the
priority between subtasks is, so far, determined in advance and cannot dynamically change
during the task execution. It is also constant during the task execution and the level of the
robot autonomy is fixed. This is problematic as it reduces the flexibility of the interaction.
Furthermore, if multiple subtasks need to be executed, their prioritization is of fixed order. It
would be beneficial to be able to dynamically change the priorities of the subtasks according
to the stage of the task execution and to allocate the responsibilities of the subtasks online.

Multimodal interfaces
Due to the complexity of human-robot interaction it is beneficial to provide feedback about
the system states as well as feedback about the activity of the robot, e.g. in the form of warn-
ings in the case of change of the autonomy level and sensitivity to future activities [WTFR04].
Gestures and speech form a natural and intuitive way of human-robot interaction. So far,
this type of communication has been mostly employed in interactions where the human op-
erator performs high-level planning and decision making and commands goals to the robotic
system. However, this type of natural interaction may be suitable in continuous interaction
where the human partner is in the active role.
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Game-theoretical stochastic approach
Game-theoretical framework provides a promising basis for understanding human behavior
in interaction scenarios and it enables design of robot control that is intuitive to the human
partner. However, research shows that human behavior depends not only on the task goal
and the behavior of their partner, but on the risk component as well. Therefore, humans are
not risk-neutral in general. Research into stochastic, possibly risk-sensitive game-theoretical
approaches can be an interesting future work.
Overall, sophisticated shared-control strategies that rely on a deeper understanding of

human behavior, mixed-initiative interaction, multitasking capabilities, dynamical prioriti-
zation and allocation of subtasks will bring us closer to intuitive and efficient human-robot
team interaction.
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8
Formal Proofs

Proofs from Chapter 2

Proof of Proposition 2.2.1. Since ∑k
i=1 ki = n, φ(ξ) is an n-dimensional vector and the

behavior Jacobian J b(ξ) is a square, n×n matrix. Since J b(ξ) is nonsingular at point ξ = ξ0,
the behavior Jacobian has a full rank at this point, rank(J b(ξ)) = n. This implies that the
behavior vector φ(ξ) is a local diffeomorphism, i.e. it is a valid coordinate transformation in
the neighborhood of ξ = ξ0 [Isi13].
Proof of Proposition 2.3.1. Provided Assumption 2.3.1 is valid, the imposed equality∑k
i=1 dim{∆c

bh,i} = n implies that a concatenated n-dimensional behavior state ξb is ac-
cessible to uh because the distributions ∆G

bh,i, i = 1, ..., k, are nonsingular which is already
imposed by Proposition 2.2.1. The condition ∑k

i=1 dim{∆c
ba,i} = 0 is a direct consequence of

Assumption 2.3.2.
Proof of Lemma 1. Since vector fields f b,i, gbh,i1, ..., gbh,il in (2.17) are in TMb,i for i =
1, ..., d and according to Assumption 2.3.3, by transforming them to the new coordinates with
φbh(ξb)

f bh(ξbh, ξba) = [∂φbh
∂ξb

f b(ξb)]ξb=φ−1
bh

(ξbh,ξba)

Gbh(ξbh, ξba) = [∂φbh
∂ξb

Gb(ξb)]ξb=φ−1
bh

(ξbh,ξba),

the last k − d elements of f b and Gb vanish, yielding
f bh(ξbh, ξba) = col(f bh,1(ξbh, ξba), ...,f bh,d(ξbh, ξba),0k−d)

Gbh(ξbh, ξba) =


Gbh,1
...

Gbh,d

0(k−d)×m.


Analogously, by transforming vector fields f b,i, gba,i(l+1), ..., gba,im in (2.17) for i = d +

1, ..., k to the new coordinates with φb,a(ξb)

f ba(ξbh, ξba) = [∂φba
∂ξb

f b(ξb)]ξb=φ−1
ba

(ξbh,ξba)

Gba(ξbh, ξba) = [∂φba
∂ξb

Gb(ξb)]ξb=φ−1
ba

(ξbh,ξba),
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the first d elements of f b and Gb vanish, yielding

f ba(ξbh, ξba) = col(0d,f ba,d+1(ξbh, ξba), ...,f ba,k(ξbh, ξba))

Gba(ξbh, ξba) =


0d×m
Gbh,d+1

...
Gbh,k

 .
This generates a transformed system of the form (2.25) and completes the proof.

Proof of Proposition 2.3.2. Provided Assumption 2.3.3 is valid and the behavior subsys-
tems are represented as in (2.25), according to Lemma 1 the imposed equality dim{∆c

bh} =∑d
i=1 ki implies that a concatenated behavior state ξbh is accessible to uh because the dis-

tributions ∆G
bh,i, i = 1, ..., d are nonsingular and their dimension is ∑d

i=1 ki which is already
imposed by Proposition 2.2.1 and Lemma 1. The imposed equality dim{∆c

ba} = ∑k
i=d+1 ki

implies that a concatenated behavior state ξba is accessible to uh because the distributions
∆G
ba,i, i = d + 1, ..., k are nonsingular and their dimension is ∑k

i=d+1 ki which is already im-
posed by Proposition 2.2.1 and Lemma 1.
Proof of Proposition 2.3.3. The imposed equalities dim{∆c

bh,i} = ki and dim{∆c
ba,i} = ki

implies that a behavior state ξb,i is accessible to uh and ua because the distribution ∆G
bh,i and

∆G
ba,i are nonsingular and their dimension is ki which is already imposed by Proposition 2.2.1.

Proofs from Chapter 3
Proof of Lemma 2. Since the inertial matrix M(ξ) is full-rank, the system satisfies the
strong accessibility rank condition at each point ξ0 ∈M. Therefore, dim{∆} = n as it spans
G. Under the static control law (3.4) the accessibility of the closed-loop system does not
change [NVdS90], which means that dim{∆̃} = dim{∆} = n. Considering the equality for
∆̃? in (3.8) and the result given with (3.14) by duality the following holds for (∆̃?)⊥

(∆̃?)⊥ =
k∑
i=1

ki∑
j=1

dhi,j,

and dim{(∆̃?)⊥} = n due to the discussion in Remark 12. Therefore, dim{∆̃?} = 0 . Since
dim{∆K

i } = ki and (3.14) holds, it follows that dim{∆̃?
i } = n−ki. Lastly, since ∆̃?

i +∆̃i = ∆̃,
it follows that dim{∆̃i} = ki, which completes the proof.
Proof of Theorem 1. Multiplying the matrices on the left side of (3.15) and assigning G̃2
a block-diagonal form proposed with (3.16) results in the following equality

J b,1G2Γ1 . . . J b,1G2Γk
... ... ...

J b,kG2Γ1 . . . J b,kG2Γk

 =


M−1

b,1 . . . 0
... ... ...
0 . . . M−1

b,k

 , (8.1)

where a generated block-diagonal matrix consists of k blocks and each block i, according to
Lemma 2, has a full rank ki, i = 1, ..., k. Each off-diagonal term of the matrix on the left
side of (8.1) is equal to zero

J b,iG2Γj = J b,iG̃2 = 0, ∀i 6= j. (8.2)
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Since G̃2 = G2Γ and (3.14) holds, then ∆̃G
j ⊂ Ω⊥i holds for each i 6= j, since ∆̃G

j ⊂ D?i .
Then, since (3.11) holds, J b,ig̃j = 0 for each i 6= j. Furthermore, as G2Γj = g̃j, (8.2) can
be rewritten as

Lg̃jhi(ξ) = 0,

which corresponds to the first equality of (3.6) in Proposition 3.2.1 and represents a sufficient
condition for the input-output noninteraction. Therefore, this proves the theorem.

Proof of Theorem 2. After applying the coordinate transformation (2.10) and full non-
interacting control law, given by (3.4), (3.15) and (3.24), the following set of dynamical
systems is obtained

ẋb = J bθ̇

ẍb,1 = −M−1
b,1C̃b,1ẋb,1 +M−1

b,1(τ̃ c,1 + τ̃ e,1)
...
ẍb,k = −M−1

b,kC̃b,kẋb,k +M−1
b,k(τ̃ c,k + τ̃ e,k)

y1 = ẋb,1
...
yk = ẋb,k,

(8.3)

with τ̃ e = Γ−1τ e. It can be observed that (8.3) corresponds to (3.21) which completes the
proof.

Proof of Proposition 3.2.2. Storage function (3.31) is an energy function and is positive
semidefinite. Its derivative is

Ṡi = ė>i M b,iëi + 1
2 ė
>
i Ṁ b,iėi +wK,iėi

= ė>i τ̃ e,i − ė>i Diėi + 1
2 ė
>
i [Ṁ b,i − 2C̃b,i]ėi︸ ︷︷ ︸

=0

< ė>i τ̃ e,i.
(8.4)

According to (3.30) it can be concluded that the system is strictly passive.

Proofs from Chapter 6
Proof of Theorem 3. Let us assume Vi(ξe) for i = h, a to be

Vi(ξe) = 1
2ξ
>
e Ziξe + ξ>e ki + ni (8.5)

where
ṅi + h>ki + 1

2kiBB
>ki = 0

If (8.5) is inserted in (6.7), equations (6.8), (6.9), (6.10), (6.11) and (6.12) are readily
obtained.
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Proof of Proposition 6.2.1. The time derivative of (6.16) is

V̇ = −ξ̃>e (Λ−A)ξ̃e −
1
2 ξ̃
>
e BB

>Z̃hξe + 1
2 ξ̃
>
e BB

>K̃hξ̇
d

+ 1
α
tr(Z̃>h

˙̃Zh + K̃>h
˙̃Kh).

(8.6)

Since
ξ̃
>
e BB

>Z̃hξe = tr(ξ>e Z̃
>
hBB

>ξ̃e) = tr(Z̃>hBB>ξ̃eξ>e ),

ξ̃
>
e BB

>K̃hξ̇
d = tr(ξ̇d>K̃>hBB>ξ̃e) = tr(K̃>hBB>ξ̃eξ̇

d>),
the last three terms in (8.6) can be canceled by imposing (6.17). Then (8.6) can be simplified
to

V̇ = −ξ̃>e (Λ−A)ξ̃e. (8.7)
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9
Port-Hamiltonian Framework

The port-Hamiltonian framework is based on a known energy function, the Hamiltonian,
H, and provides the energy-consistent description of a physical system. As the power con-
servative interconnection of port-Hamiltonian systems is again a port-Hamiltonian system,
this framework is suitable for modeling complex and interconnected systems. Modeling of
mechanical systems in the port-Hamiltonian framework can be achieved by interconnecting
elementary/atomic structure elements: inertias, dampers and springs. Every atomic element
is defined by its own Hamiltonian energy function and interacts with the other elements by
exchanging energy through a port. The port is described by a pair of variables, efforts, y
and flows, u. Their dual product is power.
An input-state-output form of a port-Hamiltonian system is:

ξ̇ = [J(ξ)−D(ξ)]∂H
∂ξ

(ξ) +G(ξ)u

y = G>(ξ)∂H
∂ξ

(ξ).
(9.1)

Twists and wrenches
In order to introduce twists and wrenches within the port-Hamiltonian framework, let us
assume the frame {w} is the reference frame, while the frame {i} is assigned to a body.
Then a transformation from {w} to {i} is given by a homogeneous matrix

iHw =
[
iRw

ipw
01×3 1

]
∈ SE(3), (9.2)

which consists of a translation vector ipw ∈ R3 and a rotation matrix iRw ∈ SO(3). The
rigid body motion in the port-Hamiltonian framework is described with twist, see e.g. [Str01].
The twist associated with the frame {i}, relative to the frame of another body, denoted as
{j}, and expressed in the reference frame {w} is

w,jti =
[
(w,jωi)> (w,jvi)>

]>
, (9.3)

and consists of angular velocity w,jωi ∈ R3 around a screw axis and a translation velocity
w,jvi ∈ R3 along the same axis. A coordinate transformation of twist w,jti from {w} to {j}
is given by
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9 Port-Hamiltonian Framework

j,jti =j ti =
w,j[

jRw 03
S(jpw)jRw

jRw

]
︸ ︷︷ ︸

AdjHw

ti. (9.4)

The dual quantity of twist is wrench. The wrench wi which acts on a body associated
with the frame {i}, expressed in the reference frame {w} is

wi =
[
(mi)> (f)>

]>
, (9.5)

where mi ∈ R3 are moments and f i ∈ R3 are forces. A coordinate transformation of the
wrench wi from {w} to {j} is given by

jwi = Ad>Hj
wi. (9.6)

Atomic elements
In this section, the atomic mechanical elements (inertias, dampers and springs) are defined
in the port-Hamiltonian form.

Inertias

The kinetic energy stored in a body is a function of its relative motion with respect to the
body frame {i}

HK(ip̃i) = 1
2(ip̃i)>M−1ip̃i, (9.7)

where ip̃i is the momentum of the body and M is the inertial matrix of the body.
The input-state-output form of the body is defined by the momentum ip̃i (state), the twist

i,wti (output) and the wrench iwi (input)

i ˙̃pi = Ci
∂HK(ip̃i)
∂ip̃i

+ I i6wi

i,wti = I6
∂HK(ip̃i)
∂ip̃i

,

(9.8)

where Ci represents Coriolis and centrifugal forces.

Dampers

Energy dissipation is represented as an input-output mapping between wrenches and twists

iwi = F (i,wti). (9.9)

For linear dampers with constant D the wrench is directly proportional to the twist

iwi = Di,wti. (9.10)
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The dissipated (co-)energy in this case is:

H∗D = 1
2
i,wt>i D

i,wti. (9.11)

Springs

A spring is defined between two bodies, i and j. The potential energy stored in the spring
is a positive definite function of the displacement jH i

HP : SE(3)→ R+; jH i 7→ HP(jH i). (9.12)

Energy functions of different types of springs are summarized in [Str01]. The input-state-
output form of the spring is defined by the displacement jH i (state), the wrench iwi (output)
and the twist i,jti (input)

jḢ i =j H i,j
i ti

iwi =j H>i
∂HP(jH i)
∂jH i

.
(9.13)
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10
Mathematical Concepts

Definition 10.0.1. (Surjective mapping.) A mapping

Tφi : TM→ TMb,i,

is a surjection, if for every element x inM, there is at least one element xb,i inMb,i.

Definition 10.0.2. (Submersion.) A differentiable map

φi :M→Mb,i, xb,i = φi(x),

is submersion if its differential is everywhere surjective.

Definition 10.0.3 ([NVdS90]). (Distribution.) A distribution ∆ is a map which assigns to
each ξ ∈ M a linear subspace ∆(ξ) of the tangent space TξM. Distribution ∆ is smooth if
around any point ξ ∈ M these subspaces ∆(ξ) are spanned by smooth vector fields f i, i =
1, ..., d

∆(ξ) = span{f 1(ξ), ...,f d(ξ)}.

Definition 10.0.4 ([Isi13]). (Controllability distribution.) A distribution ∆ is a controlla-
bility distribution on U ∈ M if it is involutive and there exist a feedback pair (α,Γ) on U
such that ∆∩ G̃ = span{g̃i : i ∈ I}, where I ⊆ {1, ...,m}, and ∆ is the smallest distribution
invariant under f̃ , g̃1, ..., g̃m and contains g̃i,∀i ∈ I, which is denoted as

∆ = 〈f̃ , g̃1, ..., g̃m|span{g̃i,∀i ∈ I}〉.

Definition 10.0.5 ([NVdS90]). (Codistribution.) The dual object of a distribution is a codis-
tribution. A codistribution Ω onM is a map which assigns to any ξ ∈M a linear subspace
Ω(ξ) of the cotangent space T ?ξM. Codistribution Ω is smooth if around any point ξ ∈ M
these subspaces Ω(ξ) are spanned by smooth covector fields ωi, i = 1, ..., d

Ω(ξ) = span{ω1(ξ), ...,ωd(ξ)}.
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