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Abstract

The flow field around an incidenced delta-wing is dominated by a complex vortex system.
The boundary layer separating at the sharp leading edge becomes a shear layer and rolls
up forming the leading-edge vortex above the wing. High suction is the result of the
vortex inducing high near-wall velocities on the wing’s upper surface. With increasing
angle of attack, the pressure on the upper wing surface decreases at a higher rate com-
pared to conventional high-aspect-ratio wing configurations. The non-linear lift increase
contributes to the characteristic manoeuvering agility of delta-wing configuration.

At high incidences, the vortex becomes unstable and breaks down. Thus, periodic
flow phenomena (instabilities) dominate the flow field. By increasing the angle of attack
up to post-stall, the leading-edge vortex collapses leading to an abrupt lift loss. These
flow processes generate unsteady loads on the wing structure and flight control loss.
Flow control offers a great perspective for extending the flight envelope. Frequency
conditioned blowing addresses flow instabilities in order to achieve a global effect, as
vortex stabilisation or sustaining the reattached shear layer around stall. This enhances
wing performance, stability, controllability and stall margins.

This thesis investigates the unsteady vortex system above a delta-wing model at three
high-angle-of-attack flight regimes: prior to, near and beyond stall. Extensive stereo-
scopic PIV and transient CFD determine the three dimensional flow field structure. The
applied active flow control method relies on unsteady jets distributed along the leading
edge. Synchronising the jets results in increased flowfield alteration with higher increase
in performance compared to frequency/phase variation. The biggest effect is achieved at
post-stall, at which the otherwise separated shear-layer gets reattached on the upper sur-
face, increasing lift by more than 50%. At lower incidences, the mean vortex breakdown
position is delayed, however with no significant increase in aerodynamic coefficients.
The mechanisms leading to the flow manipulation are investigated here contributing to
a better understanding of the leading-edge vortex response to pulsed blowing.
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Zusammenfassung

Das Strömungsfeld um einem angestellten Deltaflügel ist dominiert von einem komplexen
Wirbelsystem. Ein Vorderkantenwirbelsystem entsteht dadurch, dass die Grenzschicht
an der scharfen Vorderkante ablöst und sich zu einem Vorderkantenwirbel aufrollt. Hoher
Unterdruck entsteht durch den Wirbel, der hohe Geschwindigkeiten an der Flügelober-
fläche induziert. Mit steigendem Anstellwinkel sinkt der Druck überproportional ver-
glichen mit konventionellen Flügeln mit hoher Streckung. Die dadurch entstehende
nichtlineare Auftriebsänderung ist ausschlaggebend für die hohe Manövrierbarkeit der
Deltaflügelkonfigurationen.

Im hohen Anstellwinkelbereich wird der Wirbel instabil und platzt auf. Dabei treten
anfachende periodische Strömungsphänomene (Instabilitäten) auf. Erhöht man den
Anstellwinkel weiter bis zum Post-Stall, so kollabiert der Wirbel und erzeugt einen
sprunghaften Auftriebseinbruch. Diese Phänomene können den Anstellwinkelbereich von
Deltaflügelkonfigurationen limitieren. Die Beeinflussung des Wirbelsystems durch insta-
tionäre Aktuatoren ermöglicht eine effizient Erweiterung des Flugbereichs. Die Meth-
ode beruht auf der frequenzkonditionierten Manipulation der Strömungsinstabilitäten,
mit dem Ziel eine Wirbelstabilisierung oder Wiederanlegen der Scherschicht zu erzielen.
Dadurch wird bei hohen bis sehr hohen Anstellwinkeln die flugmechanische Leistung
verbessert, beispielsweise durch Erhöhung der Flugstabilität (Rollstabilität), Verbes-
serung der Steuerung wie auch Erhöhung des Stall-Anstellwinkels.

Gegenstand dieser Arbeit ist die detaillierte Analyse des Strömungsfeldes, welches
bei einem Deltaflügelmodell bei drei hohen Anstellwinkeln zu beobachten ist: im Pre-
Stall, Stall und Post-Stall. Zur Erfassung der dreidimensionalen Strömungsstruktur
dienen PIV und transiente CFD Simulationen. Die Untersuchung umfasst dabei unbe-
influsste (Basis Fall) wie auch beeinflusste Vorderkantenwirbel (Aktuierter Fall). Die
Strömungsbeeinflussung beruht auf pulsierenden Jets, welche entlang der Flügelvorder-
kante verteilt sind und die Scherschicht anregen. Werden die Jets synchronisiert, ergibt
sich eine signifikante Beeinflussung des Strömungsfeldes mit Steigerung der aerody-
namischen Effizienz im Vergleich zu Pulsieren mit räumlicher Frequenz- oder Phasen-
variation. Das Wiederanlegen der Scherschicht an der Flügeloberseite im Post-Stall
erhöht den Auftrieb um über 50%. Bei kleineren Anstellwinkeln verzögert das insta-
tionäre Ausblasen das Wirbelaufplatzen, jedoch ohne signifikante Änderung der aerody-
namischen Koeffizienten. Die Analyse der Mechanismen, welche zur Manipulation der
Wirbelströmung führen, ist ein wichtiger Bestandteil dieser Arbeit. Diese vermitteln ein
besseres Verständnis der Strömungsantwort bei pulsierendem Ausblasen.
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1 Introduction

To better understand the benefits and challenges associated with leading-edge vortex
control, this chapter provides a historical overview of relevant technologies. Addition-
ally, applications of flow control on transport aircraft and delta-wing configurations are
presented. As well as recent research on leading-edge vortex manipulation, flow con-
trol approaches applied on the “Vortex Flow Experiment 2” (VFE-2) configuration are
highlighted. In the final subsection, the motivation for conducting the present inves-
tigation is summarised. The unique design of slot geometry investigated in this work
simulates unsteady vortex generators (VGs), offers a new perspective on vortex interac-
tion and complements with detailed analysis current research on unsteady vortex-flow
manipulation.

1.1 State of the Art in Flow Control

1.1.1 Historical Perspective

Gad-El-Hak [36] introduces Flow Control as a multi-disciplinary field of a very high
technological importance, through which flow states are altered to achieve beneficial
outcomes (e.g. transition delay/triggering, separation postponement, lift enhancement,
drag reduction, turbulence augmentation/reduction or noise suppression). The author
separates the history of flow control into five eras. In the empirical era (before 1900),
mankind develops mechanisms for controlling the flow of rivers and irrigation systems.
With the postulation of Prandtl’s boundary layer theory presented in 1904 [117], the
scientific era of flow control begins, in which its theoretical foundations are developed
(1900–1940). The World War II era is represented by development of flow control in
military applications in search of better aircraft performance, speed and manoeuvrability
(1940–1970). An overview of military applications is presented e.g. in [77]. During
the energy crisis (1970-1990), the main research focus, assisted by the application of
CFD, was to increase efficiency by reduction of skin friction drag. In the following era
(≥1990), advancements in microelectronics enabled the development of reactive flow
control systems, manipulating coherent flow structures and flow instabilities.

1.1.2 Present and Future Trends

The field of flow control is vast, incorporating a considerable number of technologies [32].
Therefore, two classification schemes for devices are discussed here. The methods can be
categorised as passive or active means for flow manipulation. The passive mechanisms,
which are deployed throughout the entire operation, have the advantage over active
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mechanisms that no external energy input is required for operation. This means that
they extract energy from the local flow even in situations when no control is needed. For
example, at the cost of parasitic drag during design conditions, vortex generators (VGs)
produce streamwise vortices that enhance the energy transport towards the boundary
layer, making it more resistant to separation at high flow incidences (e.g. stalled airfoil)
[24, 31]. The same effect can be achieved with skewed and pitched pulsed jets as an
Active Flow Control (AFC) system and are available on demand without detrimental
effects at design conditions (apart from additional weight).

Another classification of flow control systems distinguishes between steady and un-
steady flow disturbance generation. Passive control devices are generally steady (e.g.
VGs, bleed air, Gurney flaps or turbulators) whereas active flow control is mainly un-
steady (adaptable or periodic). Unsteady passive devices find application in flow induced
excitation of a surface, e.g. delta wing [141], or fluidic oscillators [80]. For better effi-
ciency, periodic disruption of the flow field is more appealing because flow instabilities
can be addressed in order to achieve the manipulation of the mean flow field [44].

Colis et al. give a wide and very interesting perspective of current directions of AFC
technology development, highlight important theoretical and numerical issues and pro-
pose a generic roadmap for oscillatory AFC applications in separation control [30]. The
authors also highlight the importance of cooperation between the fields of flow insta-
bility and flow control. A good understanding of inherent flow instabilities is required
for an efficient manipulation thereof, which leads to an alteration of the mean flow field
[145]. The main control theories comprise: open-loop, closed-loop, optimal control and
reduced-order modelling. Machine learning and current computational power has also
unlocked model-based approaches that offer robust control strategies. Because they offer
great potential for aiding the AFC research community, important aspects on numerical
approaches of baseline and disrupted flow field are discussed for RANS, LES and DNS.
The suggested roadmap includes the definition of a target in flow physical variables,
mechanisms to achieve the targeted process, applied methods, needed tools along the
routes and technology readiness level (TRL) indication for each route [30].

1.1.3 Separation Control

Greenblatt and Wygnanski review periodic actuation flow separation control devices
[44]. The two-dimensional (2D) separation scenario is of supreme technological interest,
as it leads to a significant loss in aerodynamic performance (lift decrease, drag increase).
The authors offer a historical perspective on research efforts to understand and control
different relevant types of 2D (from flap, aerofoil, backward-facing step, convex/concave
surfaces, etc.) and 3D flow separation (swept leading edges, separation behind blunt
geometries, etc.). The separation process constitutes of periodic shedding of coherent
structures. The review article proves that periodic hydrodynamic excitation promotes
the generation of these structures, which are responsible for momentum transport across
the mixing layer. As a result, excitation of the shear layer reduces the mean separation
bubble or even reattaches the flow to the surface of a deflected flap [109], flat plate [42]
or an airfoil [129, 130] by energising the bubble.
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1.1 State of the Art in Flow Control

There are two key actuator parameters expressed in flow physical terms: reduced
frequency F+ (equivalent to the Strouhal number St) and momentum coefficient cµ
(amplitude), both of which have been explored in extensive parametric studies. The
mathematical definitions of both parameters are expressed as:

F+ = fa ·
lref
U∞

, (1.1)

cµ =
ρju′j

2Aj

0.5ρ∞U2
∞Aref

. (1.2)

The actuation frequency fa is non-dimensionalised by the convective time scale, which
is the ratio of a typical reference length lref (wing root cr or flap chord length lf ) to
freestream velocity U∞. The momentum coefficient cµ relates the unsteady jet momen-
tum (the product of density ρj , mean square of the jet velocity fluctuation u′j and the
slot exit area Aj) to the freestream momentum based on a reference area (dynamic pres-
sure × area) 0.5ρ∞U

2
∞Aref . In most cases, the reference area is equal to the wing area,

Aref = Aw. With the assumption of incompressibility and with the jets operated with
same medium as the outflow, the density terms are equal, ρj = ρ∞, and can be removed
from (1.2).

Figure 1.1 shows the effect of excitation frequency on the coherent structures of a mix-
ing layer [112]. Because a shear layer is naturally unstable, the KH instability generates
discrete vortices along the mixing layer. The vortex generation can be controlled/ordered
by disturbing the shear layer with a constant frequency. Doubling the excitation fre-
quency increases the number of vortices in the shear layer (or vortex sheet) and reduces
their diameter. According to a mathematical deduction presented in [44], the reduced
frequency for maximum mass transfer across the mixing layer is achieved with F+ in the
order of magnitude of O(1). This has been validated by numerous experiments presented
in the review article.

Figure 1.2 presents the results of one of the aforementioned experimental investigations
[109]. The paper concerns itself with the isolation of parameters amplitude cµ and
frequency F+ and the understanding of the underlying physical mechanisms based on
excitation at the shoulder of a deflected flap. The momentum coefficient has a minimum
at F+ ≈ 1, for reattachment, and 2 . F+ . 4, for separation prevention [44].

Periodically exciting the flow in the vicinity of separation above airfoils, which gener-
ally occurs at the leading edge, mitigates separation and increases performance at stall
and post-stall. In the latter flow regime, the lift gain is one order of magnitude higher
than the former (cf. Figure 1.3). At post-stall, periodic excitation of the separated
shear-layer with a defined frequency alters the “bluff body” shedding frequency, which
is typically found around a Strouhal number of St = 0.2. Increasing the momentum
transport across the separated shear layer by frequency conditioned AFC reduces the
separation region and can even lead to flow reattachment [44].
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Figure 1.1: Frequency dependent
coherent structures in
a shear layer [112].

Figure 1.2: Minimum momentum coefficient
vs.
reduced frequency of periodic flow
excitation [109].

Figure 1.3: Lift gain by separation mitigation through periodic excitation [44].

In an attempt to assess the effect of disturbance injection on separation control applied
on an airfoil with spanwise piezoelectric cantilever-type actuators distributed applied
either 2D (synchronised) or 3D (desynchronised), Seifert showed that the former provided
a greater performance increase [130]. Additionally, better lift was achieved on a delta
wing when the actuators were synchronised (2D) as opposed to being operated with
phase delay (3D) [95]. 2D disturbances are also more easily introduced in the flow [44].
A parallel can be made with the natural laminar–turbulent transition process, which
is initiated by 2D Tollmien–Schlichting instability, demonstrating the more dangerous
nature of planar disturbances [138]. At this point, it is worth restating that the instability
theory is a key element in efficient flow control.
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1.1 State of the Art in Flow Control

1.1.4 State-of-the-Art Actuators

In AFC applications, the actuator is the component that interacts directly with the
flow. Cattafesta and Sheplak present a review of current actuators [24], in which their
specifications, characteristics, selection, design and classification are discussed. Histori-
cally, actuators evolved in two directions: either applying the brute-force or the small-
disturbance method. Recent research focuses more on the latter method, as it promises
an increase in efficiency. Targeting flow inherent instabilities with small localised am-
plitudes can alter the mean flow with minimum energy input (see Section 1.1.3). After
highlighting the opposed requirements of actuators and sensors and the issues of dimen-
sional analysis, the authors offer a review of state-of-the-art actuators. Classification
of AFC actuators can be separated into a number of key dimensions: open/closed-loop
control, application and flow regime. Three main types of actuators are assessed: flu-
idic, moving-surface and plasma actuators (Figure 1.4). Here we will briefly discuss
State-of-the-art actuator types and their characteristics.

Moving
surface/object Plasma OtherFluidic

Zero net
mass flux

(synthetic jets)

Nonzero
mass flux

Unsteady

ValvesOscillators

Vibrating
ribbon

Vibrating
flap

Oscillating
wire

Rotating
surface

Combustion

Morphing
surface

Corona
discharge

Dielectric
barrier

discharge

Local arc
filament

Sparkjet

Steady

Flow control
actuators

Electromagnetic
devices

Magneto-
hydrodynamic

devices

Figure 1.4: Actuator types, based on [24].

Zero-net-mass-flux (ZNMF) actuators are composed of a moving surface inside a
cavity connected by an orifice with the outer region. Using the inverse piezoelectric effect
or electromagnetic devices, the membrane oscillates, generating periodic suction/blow-
ing of fluid at the slot location. Hence, periodical vortex rings are injected into the flow
and develop a time-averaged jet (synthetic jet) [86, 97] (cf. Figure 1.5). The advantages
of such devices are low-power requirement, broadband output and no necessity of ex-
ternal fluid. However, limited maximum velocity amplitude, mechanical fatigue of the
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resonating membrane, acoustic pollution and slot contamination restrict the application
of ZNMF actuators [24]. In [43] and [46], synthetic jet actuators successfully reduce
separation over a generic hump and a rotor aerofoil, respectively.

The limitations in disturbance amplitude of synthetic jets can be overcome by pulsed
jets at the cost of the requirement for external fluid. A pulsed jet is generated by
a steady jet system with an additional valve that blocks or allows flow. Regarding
efficiency, pulsed jets are superior to steady jets, as the average injected momentum and
consequently the input power is significantly lower [44]. Variations of the nozzle geometry
and direction extend the application range of pulsed jet actuators (e.g. microjets and
vortex generator jets).

Pulsed or sweeping jets can also be generated by fluidic oscillators instead of valves.
This technology, first reported in [80], has no moving parts and relies instead on alternat-
ing separation from a diverging nozzle using the Coandă effect, cf. Figure 1.6. The major
drawbacks of this technology include the lack of design tools and the coupling of mass
flow rate with frequency, which poses challenges in their integration into feedback-loop
control systems.

Figure 1.5: Synthetic jet actuator [86].
Figure 1.6: Fluidic oscillator [63].

Of the vast number of devices with moving-surface technologies, recent research
focuses on piezoelectric driven miniature flaps or dimples, e.g. in [130]. Their very fast
response time makes feedback control more responsive. In addition, their compactness
and low energy usage make them a suitable candidate for active transition and separation
control [24].

The third category of flow control represent the plasma actuators. A plasma actuator
is composed of minimum two electrodes separated by a dielectric material. Under volt-
age, an electric field is generated between the electrodes, ionizing the fluid in between.
Due to the potential difference, a force drives the charged particles (ions) towards the
lower potential, which entrains neutral particles leading to mass flow between the elec-
trodes. These systems have no moving parts, are compact and respond quickly - an
advantage for feedback-loop control. However, they have a limited velocity amplitude
require significant energy input [24].

6



1.1 State of the Art in Flow Control

Overviews of recent developments regarding actuators for wind-tunnel and in-flight
tests are presented in [113, 122] at the NASA (The National Aeronautics and Space
Administration) Langley Research Centre and in [144] at the French Research Centre
(ONERA – Office National d’Etudes et de Recherches Aérospatiales).

1.1.5 Applications in the Aviation Industry

The technological relevance of AFC has lead to an exponentially increasing rate of pub-
lication in the field in the last 50 years [32]. Still, relatively few of these concepts mature
to a market-ripe technology. This is largely due to the still too small benefit of most
AFC devices, the technological complexity, costly manufacturing and mantaince, and
the necessity of a fallbacksystem. In this subsection, flow control devices and current
research trends are described for successfully tested aeronautical applications.

Current research conducted at the NASA Langley Research Centre includes noise re-
duction in cavity flows by shear-layer excitation, unsteady circulation control by Coandă
blowing, characterization of ZNMF actuators and computational tools for flow control
modelling [113, 122].

Wlezien describes successful implementations of micro adaptive flow control investi-
gated at DARPA (Defence Advanced Research Projects Agency) [155]. By removing
the low-energy boundary layer above a compressor blade, separation is delayed, which
allows for more aggressive blades that achieve higher pressure ratios. This design results
in fewer compressor stages, which reduces weight and cost. The Active Core Exhaust
(ACE) control developed by Boeing for the C-17 includes compressor bled air injected
through fluidic oscillators into the engine exhaust jet [28]. The manipulation of compo-
nent flow in jet-engine applications is reviewed in [92].

Instead of conventional moving control surfaces, synthetic jet actuators [4, 152, 155]
and sweeping jets [75] can alter the pressure distribution around wings and unmanned
aerial vehicles (UAVs) contributing to weight reduction and performance increase. Both
synthetic jets and vibrating surfaces inducing disturbances at the flapperon’s shoulder
reduce local flow separation during the hover flight of a V-22 Osprey. The performance
increase translates to a 1000 lbs higher payload [155]. The same review paper reports
a reduction in shock induced separation at supersonic air intakes. This concept was
dubbed Mesoflaps for Aeroelastic Transpiration (MAT)[156].

Shmilovich and Yadlin present three approaches to flow control investigation for the
increase of high-lift performance and alleviation of wake/ground vortex in transport
aircraft applications [134]. These approaches are based on unsteady RANS simulations
and are economical approaches for modelling large parameter variations. Thus, the effect
of AFC parameters (e.g. jet location, direction, frequency and phase) on the flow field
can be investigated numerically. Promising performance increases have been reported
for single/multi-element high-lift wing configurations when distributed ZNMF actuators
are employed [78, 79, 133, 159]. Destabilising the wing tip vortex on transport aircraft
is of great economical significance as it reduces the limiting minimum staggering during
approach. The actuation composes of pressurized bleed air from the engine compressor
supplying lateral directed air jets at the wing tip. Periodic excitation is achieved by
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harmonic swivelling of the jet nozzles. Frequency-modulated control leads to accelerated
trailing vortex decay [132].

Current experimental investigations at ONERA target TRL enhanvement of mechan-
ical and fluidic devices for flow manipulation. In [144], Ternoy et al. report on progress
in actuator manufacturing, testing and qualification. Both mechanical and fluidic actu-
ators inject periodic momentum into the flow, altering its state for performance increase
(i.e. lift increase, drag decrease). The investigation targets realistic flow conditions
(transonic) for technology validation. In this regard, the performance increase resulting
from mechanical/fluidic miniature unsteady trailing edge devices (TEDs) was tested for
transport aircraft wings at cruise flight. These devices increase the aerofoil’s back load-
ing, thus increasing lift and shifting the shock position downstream. Other novel AFC
devices investigated at ONERA include “on-demand” VGs [144]. Application examples
include separation reduction over retreating rotor blades with the unsteady deployment
of metal plates and buffeting alleviation with pulsed jets.

1.1.6 Civil Aircraft

An overview of recent applications of flow control on civil transport aircraft and their
corresponding issues is given in [8]. The authors point out that further research is
required to safely operate flow control devices. Therefore, realistic conditions, integration
and redundancy are important aspects to be considered for aeronautical compliance.
Breakthroughs in AFC applications can be achieved by incorporating AFC integration
in the early aircraft design phase. The devices bring additional weight and complexity,
which has to be compensated for by a net performance increase. The paper presents
examples of increased aircraft component performance with modern AFC devices. The
flow region to be manipulated is the wing and the high-lift systems. The potential
of AFC lies in flow amelioration at off-design conditions. One such example is given
by the separation mitigation in the pylon-wing junction during take-off [89]. Another
component flow that can be improved for better performances is the flow around the
vertical stabilizer [90]. AFC also compensates the detrimental effect of sharklets at
high-angle-of-attack regimes [9].

A sensitivity analysis of AFC system operational parameters on overall mass and
power consumption of an Airbus A320 is provided in [74]. The conducted study assesses
power distribution, compressor scaling (centralised/decentralised) and actuator param-
eters (amplitude, frequency, velocity ratio) in terms of overall efficiency and identifies
limitations. The authors predict that first aircraft applications of AFC devices will be
fluidic and piezoelectric, which are suitable for off-design performance increase. Only af-
ter further research into alternative power supplies, can plasma actuators be integrated.
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1.2 Leading-Edge Vortex Control

1.2 Leading-Edge Vortex Control

1.2.1 Controlled Flow Features

Vortex control is quite a versatile process and is therefore broken down by Gursul into
three technologically relevant vortex types: leading-edge vortex (delta wing), tip vortex
(rectangular wing) and wake vortex (bluff body) [53]. In order to efficiently control
these types of vortices, knowledge of the flow physics and the corresponding influential
parameters is required. Table 1.1 identifies the main control parameters for each flow
feature.

Table 1.1: Vortex physics and parameters, based on [53].

Flow features Control parameters

Separation and vortex formation Angle of attack and sweep angle
Vortex growth Swirl angle and circulation

Vortex breakdown Swirl angle and adverse pressure gradient
Vortex instabilities and unsteadiness Periodic excitation

Vortex-vortex interaction Radius–distance ratio
Vortex-jet interaction Jet momentum, distance and orientation

Initial flow separation leading to vortex formation is an important flow feature and
can be manipulated by changing its location. While separation coincides with the sharp
edges, blunt/rounded edges lead to variations in the separation region, which are depen-
dent on edge curvature, roughness and freestream conditions [23]. The edge direction
relative to the inflow vector is given by the incidence α and sweep angle ϕ. These
parameters directly influence the vortex strength, structure and position [53].

The downstream vortex development is dependent on the swirl (ratio of azimuthal to
streamwise velocity), which in turn affects the streamwise pressure gradient. The vortex
layer detaching from the surface and feeding the vortex contributes to a downstream
monotonic circulation increase. Vortex breakdown is mainly influenced by the swirl
angle and streamwise pressure gradient. It has been demonstrated that reaching a swirl
angle of 50◦ leads to vortex breakdown [57] (see also Section 2.5).

In a shear layer, the KH instability promotes the generation of discrete vortices that
interact with each other, contributing to vortex roll-up. Vortex generation can be manip-
ulated in order to affect the shear layer’s curvature (see Section 1.1.3). Injecting periodic
disturbances in the flow influences the flow inherent instabilities and unsteadiness.

The helical-mode instability downstream of breakdown causes unwanted quasi-periodic
pressure fluctuations [12, 48]. Exciting this instability leads to an increased spreading
of the swirling flow, as demonstrated in [47].

The vortex–vortex or vortex–jet interaction are influenced mainly by the relative dis-
tance, vortex strength and orientation. These interactions may include vortex merging,
vortex destabilisation or turbulence injection, depending on the volitional effect [53].
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1.2.2 Passive Control

As discussed in Section 1.1.2, passive control implies disturbance injection by steady
(surfaces, bumps, strakes, VGs and bleed) or unsteady means (flexible wing and flu-
idic oscillators) without any external energy input. The energy required for disturbance
generation (i.e. discrete vortex) is extracted from the baseline flow. The double-delta
[93, 148] and canard-delta configurations demonstrate [69, 110] increased maximum lift
and stall angle as a result of interaction between multiple vortices. Based on CFD sim-
ulations, Hitzel demonstrates the improvement in high-angle-of-attack rolling stability,
when leading-edge root extensions are mounted on a modern fighter jet [62].

Passive vortex excitation by flow induced oscillations of a flexible non-slender delta
wing proved a significant enhancement in maximum lift compared to that of a rigid wing
[141]. The flow unsteadiness increases with the angle of attack, exciting the asymmetric
structural bending mode of the flexible wing. The fluid/structure interaction is self
sustained and represents a passive feedback actuation. The structural Strouhal number
is in the same order of magnitude as the shear-layer instability (St = O(1)).

1.2.3 Active Flow Control

The delay of vortex breakdown is successful if the swirl angle is reduced by axial mo-
mentum injection in or along the vortex core, as investigated on a 70◦ delta wing by
[105, 126]. In practical terms, breakdown is “blown away” by the additional axial mo-
mentum. However, steady blowing requires a many-fold increase in energy input and
a continuous fluid supply when compared with unsteady (periodic) fluid injection. On
the same delta-wing platform (70◦), researchers conducted experimental [55, 135] and
complementary numerical investigations [33, 105] on breakdown control by periodic si-
nusoidal blowing/suction at the leading edge.

The main two dimensionless control parameters, the momentum coefficient cµ and the
reduced actuation frequency (disturbance Strouhal number) F+, were varied to observe
maximum breakdown delay [55]. Smoke visualisations reveal maximum downstream shift
of the breakdown point at actuation parameters set at cµ = 0.45% and F+ = 1.2− 1.4,
at a Reynolds number of Re = 1 − 5.5 · 105. However, according to transient water-
tunnel particle image velocimetry (PIV) investigations (at a lower Reynolds number
Re = 2.5 · 104), vortex breakdown is in fact not delayed, but breakdown wake is reduced
due to local axial momentum increase [135].

A major pitfall in investigating breakdown delay is the large fluctuations in the the
breakdown (stagnation) point, which make its determination by measurements more
difficult. CFD modelling of the unforced and forced flowfield is an alternative. In [105],
the simulations of the flow past a 70◦ swept delta wing angled at α = 35◦ demonstrated
a breakdown downstream shift of 25% root chord length and a relative normal force
increase of 27% when periodic blowing/suction was applied (cµ = 0.7%, F+ = 2.2).

According to phase-averaged PIV investigations, the blowing phase generates a strong
shear-layer vortex that enhances the momentum transport into the primary vortex core
(cf. Figure 1.7). While the breakdown location remains mostly unaffected, axial velocity
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increases near the surface, increasing suction and, thus, the normal force. The phase-
averaged lateral motion of the vortex core due to periodic forcing is elliptical.

(a) Unforced flow. (b) During blowing (phase 120◦ of sinus).

Figure 1.7: Axial vorticity distribution in the crossflow plane x/cr = 0.4 above a ϕ = 70◦ delta
wing [135].

Alternating blowing and suction tangential to the rounded leading edge of a 75◦-swept
delta wing proved a farther downstream shift of the breakdown point, ∆x/cr = 0.46
(cf. Figure 1.8), than the steady counterpart [45] (0.26 and 0.35 for steady blowing
and suction, respectively). The angle of attack investigated, α = 54◦, corresponds to
a breakdown occurring near the apex. The optimal control parameters for periodic
disruption are cµ = 0.36%, F+ = 1.3. The same smoke visualisation technique used
in the investigation showed a long-time lag of the breakdown location in response to
removing the applied actuation. This high hysteresis of breakdown in response to delta
wing maneuvers (e.g. pitching) is reported also in [121, 157].

Figure 1.8: Dye visualising the vortex core and the breakdown point at the start (left) of
blowing/suction and farthest downstream breakdown displacement, t ·U∞/cr = 0.9
after actuation interruption, Re = 1.7 · 104 [45].

Oscillating piezoelectric membranes generate sinusoidal blowing/suction through slots
located in five segments along the leading edge of a 60◦ delta wing [95]. A study of
the lift gain in relation to the actuation signal concluded that a low frequency burst
mode actuation (cµ = 0.03%, F+ = 1.0) generates almost 25% more normal force
compared to a sinusoidal low-frequency modulated signal (cµ = 0.4%, F+ = 2.0) at ten
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times less input momentum. Conclusively, the shear layer receptivity of disturbances is
strongly dependent on the actuation mode signal. The dynamics involving the shear-
layer manipulation over a delta wing is analogue to 2D separation control, discussed in
Section 1.1.3.

The KH instability generates downstream amplified discrete vortices that induce the
inboard bending of the shear layer [37]. Periodic wing rolling at optimum frequency
reorders and strengthens the shear-layer vortices and the curvature of the vortex sheet
(cf. Figure 1.9), leading to reduction of the separation region or even to flow reat-
tachment [38, 54, 103]. Analogue to the planar (2D) separation scenario discussed in
Section 1.1.3, lowest disturbance amplitudes cµ are required if the reduced actuation
frequency is adjusted to F+ = O(1).

Figure 1.9: Flow visualisation of a stationary (left) and rolling wing with a reduced frequency
of F+ = 1 (right) [54].

Table 1.2 sums up the investigations discussed above. The first columns show the ac-
tuation mode and the sweep angle. The list’s order corresponds to downwards increasing
sweep angle. Comparative to the fluidic AFC devices, the first four rows represent os-
cillatory surface movements, either through passive fluid–structure interaction [141] or
rigid wing motion [52, 147, 158]. For optimal periodic flow control on leading edge
vortices, the actuation frequency is adjusted for achieving maximum axial momentum
transport, at F+ = O(1). Frequency tuning allows minimum momentum coefficients
(cµ = 0.03%− 0.80%), at which the flow is greatly altered. The effects of actuation are:
breakdown delay (BD), separation reduction (SR), breakdown wake reduction (WR)
and KH instability alteration. With these parameters, the flow control devices improve
considerably the lift on the investigated delta wings. By shear-layer reattachment on
a non-slender wing even a relative normal force coefficient increase of ∆CZ = 64% is
possible [154].
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Table 1.2: Optimal control parameters from several publications.
BD – breakdown delay, SR – separation reduction and
WR – wake-type-region reduction (without necessarily delaying breakdown).

Mode Sweep angle cµ F+ Effect Reference
Flexible structure 40◦ O(1) SR [141]

Pitching oscillation 38.7◦ 2.06 SR [158]
Oscillating wing 30◦ − 50◦ ∆φ = 5◦ 1–2 BD, SR [52]

Rolling wing 50◦ ∆φ = 1◦ 1.00 SR [147]
Pulsed blowing 45◦ 0.25% 0.70 SR [25]

Oscillatory blowing 50◦ 0.80% 1–2
BD, SR

[154]
∆CZ = 64%

Periodic blowing 60◦ 5.50 KH alteration [38]
Burst mode ZNMF 60◦ 0.03% 1.00 ∆CZ = 20% [95]
Sine mode ZNMF 60◦ 0.40% 2.00 ∆CZ = 15% [95]

Sine ZNMF 70◦ 0.45% 1.2–1.4 ∆xbd/cr = 20% [55]
Sine ZNMF 70◦ 0.40% 1.75 WR [33, 135]

Sine ZNMF 70◦ 0.70% 2.20
∆CZ = 27%

[103]
∆xbd/cr = 25%

Tangential ZNMF 75◦ 0.36% 1.30 ∆xbd/cr = 46% [45]

1.2.4 Feedback Flow Control

The integration of AFC devices in closed-loop feedback systems brings advantages with respect
to open-loop systems in terms of pilot input. Therefore, the right correlation between a sensing
variable and a suitable flow control parameter is essential for designing the feedback chain.
This has been achieved in [51] using a single unsteady surface pressure measurement point. The
pressure rms is nearly linearly correlated (within a certain range) with the incidence angle α. The
pressure fluctuation p′(t) is used as input of the feedback loop, which is sketched in Figure 1.10.
At a constant angle of attack, the breakdown location is a linear function of the leading-edge
sweep. When breakdown approaches the aft pressure port, the fluctuations increases. Breakdown
delay is then achieved by increasing the sweep angle. In a flow sense, this translates into reduction
of the swirl angle upstream of breakdown.

Figure 1.10: Closed-loop feedback block diagram for of active breakdown control [51].

Surface pressure measurements were also used for feeding the closed loop system in [91]. In
this investigation, the authors propose a reactive flow controller based on an AFC dynamic model
of vortex breakdown location. The actuator is a modulated jet along the core. The method was
validated in wind tunnel tests.
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1 Introduction

The use of microfabricated electromechanical systems (MEMS) have reached popularity re-
cently and show great potential in the sensing part of closed-loop flow control [98]. In addition,
this technology can be used also as moving-surface actuators, which can be easily integrated
on a delta-wing’s leading edges [67]. The generated rolling moment is significant and can be
applicable to UAV flight control.

1.3 Motivation

1.3.1 Vortex Flow Experiment 2

The delta wing geometry investigated in the current thesis represents the geometry of the “Vortex
Flow Experiment 2” (VFE-2), which is defined in [29]. The objectives of this project was the
generation of a vast aerodynamic and flow data set for the generic 65◦ swept delta wing [70,
71]. The influence of leading-edge radius, Reynolds number, Mach number and angle of attack
on the flow field and aerodynamic characteristics of the VFE-2 model was investigated both
experimentally and numerically by several participating institutions from different countries.
Independently obtained experimental results on the wing model with sharp edges are presented
in [29, 35]. Complementary numerical investigations are conducted in [3, 85, 140, 160]. The vast
aeronautical data set obtained for the baseline geometry offers a reference case for comparing
retrofitted flow control devices. This section reports on some passive and active flow control
devices applied on the VFE-2 configuration, including the investigations preceding the current
thesis at the Chair of Aerodynamics and Fluid Mechanics of the Technical University of Munich
(TUM-AER). Section 3.2 details geometric parameters of the VFE-2 delta wing.

1.3.2 Flow Control on VFE-2

Based on the VFE-2 generic delta-wing geometry, Chen and Wang manufactured sinusoidal
leading edges and investigated by means of PIV the flow field at α = 10◦ around the unmodified
and modified geometry [27]. The sinusoidal leading edge represents a biomimetic approach for
passive flow control, as observed for example on the fins of humpback whales. By locally varying
the sweep angle, a multiple leading-edge vortex system is generated above the wing, instead
of the two vortex system of the baseline case at same flow conditions (cf. Figure 1.11). Both
investigated geometries generate an equal amount of suction at low angles of attack, however,
locally varying sweep angle pushes the breakdown occurrence towards higher angles of attack
than a constant leading-edge sweep angle of ϕ = 65◦.

Other applications of flow control to the VFE-2 wing with sharp leading edge conducted at
TUM-AER are presented briefly here. Numerical analysis by means of LES demonstrated that
bleed air from the pressure side and injected into the core delays breakdown as demonstrated
in Figure 1.12, which compares the leading-edge vortices visualised by the Q-criterion for the
baseline and the slotted geometry [162]. This passive method shows great perspective for delta
wing performance increase.
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1.3 Motivation

Figure 1.11: Leading-edge vortices above a VFE-2 model. left – straight leading edge, right –
sinusoidal leading edge [27].

Figure 1.12: Vortex system above the VFE-2 configuration at α = 28◦ with designated vortex
breakdown location. Left – baseline, right – pressure side slots. [162].
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1 Introduction

1.3.3 Preliminary Investigations

Preceding the current investigations, Kölzsch conducted experiments at TUM-AER with two
unsteady active flow control mechanisms integrated along each leading edge of the two manufac-
tured delta wing half models, representing the VFE-2 configuration [82] (cf. Figure 1.13).

Figure 1.13: VFE-2 half delta-wing models with unsteady AFC actuators distributed along the
leading edge: Oscillating flaps (left) and pulsed jets (right) [82].

First, the unforced flow field was investigated by means of balance, surface pressure and flow
field measurements with the scope of identifying relevant flight regimes. Consequently, three
cases were defined corresponding to moderate to very high angle of attack flow conditions, at
which the flow demonstrates increased unsteadiness. Hot-wire and unsteady surface pressure
measurements with consequent spectral analysis (cf. Figure 1.14) revealed dominant periodic
oscillations corresponding to inherent flow instabilities, like the helical-mode and shear-layer
instability (detailed in Section 2.6).

Second, frequency-conditioned AFC is applied at the leading-edge. Therefore two half-wing
models were manufactured integrating the AFC mechanisms. The commonality of these devices
lies in the process of injecting periodic disturbances in form of discrete miniature vortices into the
shear layer with the scope of manipulating the natural instabilities for an increase of aerodynamic
performance.

Third, an extensive parametric study confirmed that actuating with frequencies close to val-
ues measured in the natural flow corresponding to inherent instabilities offers highest alteration
of the flow field and aerodynamic characteristics. However, due to the additional momentum
injection compared to the oscillating flaps, pulsed blowing has a greater effect on the flow field
and aerodynamic coefficients on a wider angle of attack range. In Figure 1.14, the crossflow
distribution of x-velocity root mean square (rms) reveals the breakdown wake with local peri-
odic motion. The red PSD curve is the response to F+ = 2.6 pulsed blowing and shows that
instabilities are manipulated by shifting the dominant frequencies.

The above investigation concludes that actuating with frequencies of natural flow oscillations
stabilises the flow field by reattaching the shear layer. Pulsed jets are superior to leading-edge
oscillators because the additional momentum extends the effectiveness over a wider angle-of-
attack range beyond stall. At stall, the fluidic actuators even generate additional lift with the
expense of additional drag compared to shear layer disturbance without momentum insertion.

Continued research efforts are necessary to answer some still open questions to this promising
type of flow control which opens the scene for the current research effort. Therefore, additional
PIV investigation by increased longitudinal resolution of crossflow planes, phase-locked sampling
and measurements along the core are conducted. Also high-fidelity detached eddy simulations
(DES) complement the analysis with transient flow data.
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1.3 Motivation

Figure 1.14: Power spectral density distribution in the stalled flow field at x/cr = 0.6 without
and with pulsed blowing at F+ = 2.6 [82].

1.3.4 Research Questions

Despite of numerous research investigations on vortex dominated flows and its control, there is
still little research on active flow control at very high angles of attack extending beyond the flight
envelope borders. Special focus here is on the flight regimes around stall for the VFE-2 model
with pulsed blowing. Concerning the delta-wing flow field, the following research questions are
answered in this thesis:

� How does the time-averaged 3D flow structure above the wing at high angles of attack
respond to pulsed blowing?

� What is the effect of frequency modulation on the flow field?

� How does desynchronised jets affect the flow field and the aerodynamic characteristics?

� What is the fundamental interaction of the periodic jets with the shear layer?

� What are the mechanisms that lead to breakdown delay and shear-layer reattachment at
optimal actuation parameters?

� What kind of instabilities are manipulated?
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1 Introduction

1.4 Outline

This thesis is structured into six chapters. After the introduction, chapter two covers fundamen-
tals in leading-edge vortex flows, followed by the presentation of the experimental and numerical
methods in chapters three and four, respectively. Chapter five is the core of the thesis and
contains the presentation of experimental and numerical results and their interpretation. The
synergy of wind-tunnel measurements with several techniques and numerical simulations brings
forth the advantages of each investigative method and offers a holistic view on the natural but also
on the manipulated vortex dominated field. A summary of concluding remarks and way-forward
recommendations constitute the final chapter.
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2 Fundamentals of Leading-Edge Vortices

This chapter covers the physics of leading-edge vortex flow. Particularly, a general description
of the vortex is provided. Then the vortex behaviour with respect to some parameters, such as
angle of attack and leading-edge sweep angle, is analysed. Finally, the unsteady behaviour is
documented including the flow inherent instabilities.

2.1 Leading-Edge Vortex System

Moving a delta wing at incidence through a fluid generates a pair of counter-rotating leading-
edge vortices on the suction (upper) side, as sketched in Figure 2.1. The pressure side attached
boundary layer separates at the leading-edge becoming a free shear layer. To satisfy the swirl
equilibrium, the fluid detaching from an angled edge begins to spiral downstream. The high axial
component of the freestream momentum in combination with the vorticity detached from the
surface sustains the typical spiralling fluid motion. Thus, the leading-edge vortex is the product
of the shear-layer roll-up. With this process, the boundary-layer vorticity detaches from the
lower surface and is transported along the shear-layer (feeding-sheet) into the primary vortex
core. The linearly increasing feeding of vorticity leads to a conical-flow development along the
entire leading edge, as in the sketch of a typicall developed leading-edge vortex system, presented
in Figure 2.1.

Figure 2.1: Leading-edge vortex system [12].

19



2 Fundamentals of Leading-Edge Vortices

The red surface in the upper right corner of Figure 2.1 represents the separated shear layer
supplemented by swirling streamlines. On the suction side, the vortex system generates a complex
pattern of skin friction lines, designating separation and reattachment regions. The primary
vortex extends between the leading edge, which coincides with the primary separation line, and
the primary (most inboard) reattachment line.

The primary vortex induces high near-wall outboard-directed momentum, generating high
suction with maximum below the vortex core. Departing farther in spanwise direction from
the suction maximum, the flow encounters an adverse pressure gradient and separates from the
surface generating the secondary vortex (orange surface in Figure 2.1). The secondary structure
is much smaller, closer to the surface and rotates in the oposite direction compared to the
primary vortex. It contributes insignificantly to the integral aerodynamic coefficients, however,
it demonstrates a significant displacement effect on the primary structure [68].

2.2 Incidence Dependency

The vortex evolution with increasing angle of attack is presented in Figure 2.2 accompanied by
the typical lift polar, as reported also in [12]. At moderate angles of attack, the vortex develops
along the entire leading-edge. While increasing the incidence, the leading-edge vortex intensifies
and its cross section expands. The core shifts inboard and upwards, aligning with the freestream
direction. The leading-edge vortex generates additional lift compared to potential flow theory,
also known as the vortex lift. This lift portion increases in a non-linear manner with the angle
of attack.

The lift coefficient increases continuously up to the first occurrence of vortex breakdown (or
vortex bursting) at the trailing edge. The breakdown phenomenon is a dominant vortex instabil-
ity that limits the flight envelope. It leads to abrupt core flow deceleration and lateral expansion
of the vortex. Downstream, the flow transitions from jet to wake-type and initiates dissipation
into turbulence. This important phenomenon is discussed in Section 2.5. The breakdown lo-
cation moves upstream with further increasing α, until it reaches the apex. Breakdown at the
apex signals the onset of stalled flow and reaching maximum lift. Beyond αmax, lift decreases
with α and the vortex collapses generating complete separation on the suction side, similar to
bluff-body wake flow.

2.3 Sweep Effect

In a review paper on the leading-edge flow, Gursul categorizes the delta-wing configurations in
slender and non-slender wings based on ϕ [49]. Non-slender wings have a leading edge sweep angle
of up to ϕ = 55◦. For ϕ ≥ 65◦, the wing is defined as slender. Consequently, wing configurations
with sweep angle in between both categories (55◦ ≤ ϕ ≤ 65◦) can be considered as semi-slender.
The sweep classification in Table 2.1 is based on sweep angle ranges that are approximated and
do not represent universally defined bounds. The vortex system is the common flow feature for
both non-slender and slender delta wings. Yet, differences are observed in the flow field topology
and highlighted subsequently.
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2.3 Sweep Effect

Figure 2.2: Delta-wing polar and corresponding flow field [12].

Table 2.1: Delta wings classification based on sweep angle.

Delta wing ϕ

Non-slender ≥ 55◦

Semi-slender 55◦ − 65◦

Slender ≤ 65◦

Earnshaw and Lawford [34] conducted measurements determining the aerodynamic loads, the
vortex breakdown position and the surface flow patterns in low-speed wind-tunnel experiments.
The authors investigated six sharp-edged cambered delta-wing models with leading-edge sweep
angles ranging from 45◦ to 76◦. The lift characteristics change with increasing sweep angle as
depicted in Figure 2.3. At a fixed angle of attack, the wing with higher leading-edge sweep angle
generates less normal force. However, more sweep translates to higher axial momentum within
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2 Fundamentals of Leading-Edge Vortices

the primary vortex and the resistance to breakdown increases. The angle of attack, at which the
vortex departs from the surface (around αmax) increases with higher sweep angle. Additionally,
Up to a sweep angle of ϕ = 65◦, the unsteady loading measured above a fixed point on the wing’s
upper surface increased rapidly with α and the determination of the breakdown location with
tuft measurements was problematic. In contrast, the increase of force fluctuations with the angle
of attack is milder for the investigated slender wings.

Figure 2.3: Lift coefficient polar for a series of cambered delta wings with variating leading-edge
sweep angles [34].

At a fixed angle of attack, increasing the leading-edge sweep leads to a reduction of the leading-
edge vortex strength and, consequently, of the vortex lift [61]. In [13], Reynolds-Averaged Navier–
Stokes (RANS) computations demonstrated that the aerodynamic coefficients of longitudinal
motion (lift, drag and pitching moment) increase with the reduction of ϕ.

Figure 2.4 shows five distinct regions of the leading-edge evolution stages in a plane spanned
by the sweep (x-axis) and incidence angle (y-axis), as reported in [12]. At low angles of attack
(region 1), the primary vortex is partly developed. Due to the downstream increasing boundary-
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2.3 Sweep Effect

layer thinckness, the flow separates first at the wing tip, which is the onset of the leading-edge
vortex. The vortex develops upstream with increasing angle of attack. Region 2 represents the
fully developed vortex. Its core moves inboard and upward, as α increases. At high angles of
attack, the vortex pair on the suction side of slender delta wings with ϕ ≥ 70◦ reach a common
reattachment line in the wing’s symmetry plane (y = 0), designated as region 3.
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Figure 2.4: Leading-edge vortex stages in the parameter space spanned by angle of attack and
sweep angle, based on [12].

The borders between regions 1, 2 and 3 are dependent on the flow state. A turbulent flow
delays the transition between regions to higher angles of attack, when compared to laminar flow.
The boundary layer state influences the secondary separation line. The laminar separation occurs
farther upstream than the turbulent one, leading to a larger secondary vortex, displacing the
primary vortex farther inboard and upwards [68].

Vortex breakdown occurs in region 4, in which the breakdown moves upstream as the angle
of attack increases. At αmax, the primary structure bursts near the apex. Downstream, the flow
field constitutes of a wake flow. The post-stall region is designated as region 5 in Figure 2.4.
Under these freestream conditions, the vortex is highly unstable and collapses eventually due to
the very high adverse pressure gradient. The shear layer does not reattach on the upper surface.
The wing stalls as the flow above is completey separated. Within the non-reattaching shear
layer, periodic motion generated by shedding of coherent structures along the leading edge was
observed [118, 119].

The αBursting and αmax curves of Figure 2.4 are strongly dependent on the sweep angle.
Therefore, it is common for non-slender delta wings that the partly developed vortex breaks
down at moderate angles of attack with a smoother transition from a jet type to wake type as for
slender wings. Flow field investigations on a 50◦ swept delta wing are reported in [41, 142, 143].
Investigations on a 53◦ diamond wing conducted at TUM-AER are referred in [18, 20, 65, 66].

Figure 2.5 compares the flow field between wings of different sweep angles, α = 50◦ (a) and
65◦ (b), at α = 20◦ [111]. The investigation plane is located at a relative root chord section
of x/cr = 0.3 and shows the distribution of the mean axial velocity relative to the freestream
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2 Fundamentals of Leading-Edge Vortices

velocity supplemented by tangential vectors (left) and the instantaneous axial vorticity. The
reduced velocities on the suctions side of the non-slender describe the typical wake type flow.

The shear layer designated by moderate positive vorticity spirals around the wake region
without rolling up. At similar conditions, a primary vortex develops above the semi-slender
wing, as demonstrated by high axial velocity/vorticity concentrated in the core.

(a) ϕ = 50◦, Re = 8.5 · 103.

(b) ϕ = 65◦, Re = 1.5 · 104.

Figure 2.5: Distribution of mean relative axial velocity (left) and instantaneous axial vorticity
(right) from PIV measurements at x/cr = 0.3, α = 20◦ [111].

2.4 Features of a Stable Vortex

With a good approximation, the flow of a stable vortex (prior to breakdown) is conical, meaning
that flow variables above the wing are constant along rays with origin at the apex. This hypoth-
esis is validated by hot-wire investigations above a 75◦ swept wing in [150]. Figure 2.6 presents
an extract of the results. The graphs describe the distribution of axial (a) and circumferential
velocity (b) across the vortex core at six chord stations (x/cr = 0.3–0.8). The curves are self sim-
ilar and axis-symmetric relative to the vortex core, within the bounds of the measurement grid
resolution. The resolution of the sampling grid affects the vorticity in the core, which increases
with grid refinement [107].

In physical terms, the vortex’ intensity grows downstream. Owed to the constant vorticity
feeding of the shear layer, circulation increases linearly, excluding leading/trailing edges and
breakdown region. The vortex cross section increases also as a linear function of the chordwise
position. Besides vorticity, mass and momentum are convected through the shear layer into the
vortex core. The fluid in the core has high axial velocity that can reach up to three times the
freestream velocity. The core is also dominated by high fluctuations leading to increased turbulent
viscosity. Hence, two concentric regions across the leading-edge vortex core are identified: the
viscous center with rigid body rotation and the inviscid rotational core.
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2.4 Features of a Stable Vortex

Figure 2.6: Selfsimilar distribution of relative axial (a) and circumferential velocity (b) mea-
sured above a ϕ = 75◦ swept delta wing at α = 20◦ [150].

Theoretical approaches to compute the vortex dominated flow field have been proposed and are
discussed briefly. One method is based on potential flow theory and implies modeling the wing
as infinitesimal lifting surfaces with downstream shed vortices [40]. Another approach models
the vortex flow field as two line vortices (primary core) connected via a vortex sheet (shear layer)
to each leading edge [14, 94]. The lift predictions on sharp-edge delta wings have been improved
compared to the previously discussed methods by introducing the “leading-edge suction analogy”
[114]. Hall solved the Navier-Stokes equations in the vortex flow core by separating it into a outer
inviscid but rotational region and a diffusion-dominated inner region [56].

Lee and Ho described a stationary leading edge vortex, when the vorticity generated at the
leading edge equals the vorticity convected along the vortex core [88]. By violating this equi-
librium at sufficiently high angles of attack, the vortex transitions between states (stable/burst
vortex). While increasing the angle of attack, the generation rate of leading-edge vorticity in-
creases up to a critical value [108]. Above this value, aerodynamic forces fail to generate a stable
vortex, resulting in divergence and redistribution of vorticity, as observed in post-breakdown
regions. Another physical interpretation of vortex breakdown is given in [15]. The breakdown is
the result of the tilting and stretching of the vortex core in response to stagnation. Therefore,
the dominating longitudinal vorticity vector rotates in tangential direction generating azimuthal
vorticity.
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2 Fundamentals of Leading-Edge Vortices

2.5 Vortex Breakdown

As reported in Section 2.2, breakdown occurs, when the angle of attack reaches a certain thresh-
old. With increasing angle of attack, both the flow swirl angle (ratio of the tangential and axial
velocity uθ/u) and the adverse pressure gradient ∂p/∂x increase. Both parameters are the main
crossdependent control parameters for breakdown (including divergence of the stream tubes) [57].
Breakdown leads to an abrupt change of flow states: from a jet-type to a wake-type swirling flow.
During this process, the core flow decelerates, stagnates and changes sign connected with increas-
ing pressure downstream. The same flow feature is obtained in a swirling flow when a body is
introduced in the core. Figure 2.7 sketches the statistically steady vortex core with breakdown
occurring at a longitudinal position of xbd and the qualitative distribution of the average and
root mean square (rms) of the axial velocity component across the core.

Vortex core

Vortex breakdown

uavg, urms uavg, urms

Jet flow Wake flow

xbd

Figure 2.7: Sketch of the vortex core with breakdown and qualitative cross-core axial velocity
profiles up- and downstream of the breakdown position.

There are two types of vortex breakdown patterns: the spiral (asymmetric) and bubble (axis-
symmetric) type, sketched in Figure 2.8. Both breakdown types occur even in alternating se-
quence and mixed forms above delta wings. However, at relevant Reynolds numbers, the spiral
type breakdown is the common form for leading-edge vortices [57].

Hall assesses three theories describing the breakdown phenomenon, based on [57]:

1. Analogy to 2D-separation,

2. Hydrodynamic instability,

3. Critical state.

Both experiments and mathematical modelling demonstrate that the third theory offers the
most complete description of the flow feature [57]. Analogue to shocks in gas dynamics, the criti-
cal state theory suggests that breakdown occurs when the flow transitions from a supercritical to
a subcritical state, therefore, crossing a critical point—onset of breakdown. Breakdown appears
as the incapability of the supercritical flow to suport standing waves, which leads abruptly (hy-
draulic jump) to an equilibrium state (subcritical) that can support these waves. The information
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2.6 Vortex Flow Instabilities

Figure 2.8: Types of vortex breakdown [12].

propagation in the supercritical flow occurs only in downstream direction. The consequence of
sudden expansion of the vortex core tube is the information passing in downstream direction and
the flow not “expecting” breakdown [50].

2.6 Vortex Flow Instabilities

In Figure 2.9, Rockwell sketches the instabilities, which evolve at different relative short time
scales t � cr/U∞ in the vortex flow system above a delta wing [121]. The unsteady events of
short time scales are the feeding-sheet (KH), vortex breakdown and wake (trailing edge) insta-
bilities. Long time scale events t � cr/U∞ are boundary layer separation and stall (unordered
chaotic motion of fluid) caused by upstream motion vortex bursting and/or inboard separation of
attached flow. The frequency spread leads to no influence between these two instabilities groups.
In addition, the paper author reviews successful flow manipulation by frequency-conditioned flow
control when (sub)harmonics of inherent instabilities were triggered.

Figure 2.9: Typical leading-edge vortex flow instabilities occuring over a relatively short time
span [121].

Gursul describes the unsteady flows that coexist above steady wings at high angles of attack,
which have crucial importance in the controllability and stability of aircraft [50]. This include
shear layer instabilities, vortex wandering, vortex breakdown and vortex shedding. These flow
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2 Fundamentals of Leading-Edge Vortices

phenomena are equally relevant to the dynamic of the vortex flow and might cause severe dete-
rioration, both to structure as well as to flight stability/controllability (e.g. wing/fin buffeting
and wing rock), also reported in [12, 118, 119].

Most instabilities occupy a certain frequency range as showed in Figure 2.10. The borders
are continuous, e.g. the dominant frequency of the helical mode converges to the frequency of
vortex shedding, when the angle of attack increases. The dynamics of vortex unsteady events
need to be thoroughly analysed to account for certain manoeuvres and the vortex response. The
response of the vortex bursting to pitching is a long transition time to reach an equilibrium state
(a couple of convective times). The stationary wing at high incidences produces low-frequent
transversal oscillations of the breakdown location, f · cr/U∞ ≈ 0.03.

Figure 2.10: Instabilities spectrum [50].

URANS and DES computations reveal that the instability frequencies are sensitive to the
computational grid resolution [123]. Nevertheless, they predicted well the dominant peak in the
velocity power spectral density (PSD). Breitsamter discovers a constant relating the dominant
frequency of the helical mode instability fdom, the chord station x, the sweep angle ϕ and the
angle of attack α, based on exhaustive hot-wire experiments:

fdom · x
U∞

· cot(ϕ) · sin(α) = 0.28± 0.025. (2.1)

Mitchell et al. showed in both numerical results, as well as scanned planes by laser doppler
velocimetry (LDV), the existence of stationary but also periodic shear layer vortices [103, 104].
These structures have their origin at the leading edge and spiral around the primary vortex. The
grid resolution affected the resolved structures in LES regions, but even a coarse grid predicted
well the low-frequent energy containing flow motion.

Experimental investigation of the instantaneous vortex field revealed the existence of ordered
structures in the shear layer wrapping around the primary vortex core, Figure 2.11. Visbal and
Gordnier isolate the shear layer instabilities and postulate the origin of the substructures being
in the periodic boundary layer separation on the wing’s upper surface [149]. The downstream
convection and development of secondary instabilities lead to concentrations of vorticity that in
turn may trigger upstream separation. The numerical method predicted a flow field similar to
experimental visualisation, e.g. when comparing Figure 2.12 to Figure 2.11.
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Figure 2.11: Flow visualisation through the vortex core detecting the inherent
instabilities [131].

Figure 2.12: Computed instantaneous vorticity distribution above a 75◦ delta wing in absence
of breakdown [149].

Vortex shedding was observed by dye visualisation along the leading edge of water tunnel
delta-wing models of ϕ = 45◦ and 60◦ at Re = 1.3 · 104 − 3.5 · 105 [37]. After separation, dye
concentrated in regions almost parallel to the leading edge, which diameter grow as these are
transported downstream. The pairing process is the consequence of mutual vortex interaction
and induction on each other. The authors observed that, while the sweep angle has no influence
on the vortex shedding frequency, the frequency decreases as the angle of attack increases. The
freestream velocity is inverse proportional to the number of shed vortices per unit time. The
following relationship has been found for α = 15◦:
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f · cr
U∞

=
1625√
Re

. (2.2)

The periodic departure of vorticity from the surface is investigated at very high angles of attack
(α = 35◦ − 80◦ for ϕ = 76◦) in [118, 119]. The authors discovered that the dominant frequency
decreases non-linearly with increasing angle of attack independent of the Reynolds number,
as presented in Figure 2.13. As the flow field transitions from attached vortices (α < 35◦) to
breakdown creeping upstream and finally to periodic symmetric vortex shedding (35◦ < α < 70◦),
the frequency related to different instabilities follow a universal curve. The asymmetric shedding
mode occurs at α > 70◦, representing a secondary higher frequency peak in the velocity PSD in
the wake. Increasing α further leads to increased dominance of the asymmetric shedding mode
with respect to the symmetric one.

Figure 2.13: Dominant Strouhal number measured in the wake of a 76◦ delta wing as func-
tion of angle of attack[119]. The secondary higher frequency peak represents the
asymmetric shedding type that gains more dominance with increasing α.
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3 Experimental Methodology

The experimental apparatus is presented in this chapter, including low-speed wind-tunnel facility,
wind-tunnel model with actuators, the measurement techniques and a summary of the test-case
matrix.

3.1 Wind Tunnel Facilities

All experiments were conducted in the atmospheric low-speed wind tunnel facilities of the Chair
of Aerodynamic and Fluid Mechanics, Technical University of Munich (TUM-AER). Figure 3.1
sketches the outline of the return-type wind tunnel A located at the Faculty of Mechanical
Engineering in Garching by Munich 1.

nozzle
(7:1)

Fan
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1. 2. 3.
1. Heat exchanger
2. Flow straightener
3. Turbulence screens

test 
section

cross-section
1.8 x 2.4

(length: 4.80)

Figure 3.1: Sketch of TUM-AER wind tunnel A (dimensions in m).

An axial fan is driven by a 420 kW motor generating the air mass flow through the tunnel.
Before reaching the nozzle with a 7:1 cross-sectional contraction, the air flow is directed by
turning vanes at the tunnel’s corners. The air flow passes through a heat exchanger (1.), a
flow straightener (2.) and turbulence screens (3.). The 4.8 m long test section can be operated
as closed or open type and maximum inlet velocities of 65 m/s and 75 m/s can be reached,
respectively. Due to practical reason and because the streamlines adapt similarly to the free-
flight conditions, the test section with the open configuration is opted in all experiments. The
nozzle exit plane has a 1.8 m × 2.4 m (height × width) rectangular cross section. In the open-
type test section, the freestream turbulence level, angular and velocity deviations are within
Tu < 0.4%, ∆α = ∆β < 0.2◦ and ∆U∞ < 0.12 m/s, all decreasing with increasing air flow. At
the end of the test section is a collector with adjustable inlet walls.

1http://www.aer.mw.tum.de/windkanaele/windkanal-a/, accessed Feb. 2020

31

http://www.aer.mw.tum.de/windkanaele/windkanal-a/


3 Experimental Methodology

3.2 Wind Tunnel Model

3.2.1 Baseline Geometry

The delta-wing half model investigated represents the wing geometry with the sharp leading edge
established within the “Vortex Flow Experiment 2” (VFE-2) project [70]. Within the second
phase of the international project, partnering research institutes collected experimental and
numerical investigations in an extensive database. From these findings, a better understanding
of leading-edge vortex flows and validation of corresponding CFD methods was achieved [72].

The geometry with different leading edge radii, measured initially in the the Langley National
Transonic Facility (NTF) [29], has been investigated also at TUM-AER [35]. Kölzsch designed
a half-model of the sharp edged VFE-2 delta wing that incorporates two actuation systems [82],
moving-surface (oscillating miniature flaps) and fluidic actuation (pulsed blowing). In terms of
flow field manipulation, the latter system is superior to the former [82] and, for this reason,
pulsed blowing is the AFC type investigated here.

Figure 3.2 shows the delta-wing half modell and Table 3.1 sums up its geometric parameters.
The delta wing has a leading-edge sweep angle of ϕ = 65◦ (semi-slender delta wing). The root
chord measures cr = 0.977 m, resulting in a half span of s = 0.456 m and an aspect ratio of
Λ = 1.867. Two metal plates (light grey), upper and lower skin, are connected to the symmetric
leading/trailing-edge parts (in dark colour), fabricated from glasfiber reinforced plastic [82, 84].
The wing thickness is constant, δ/cr = 3.4%, but decreases towards zero at the leading/trailing
edges.

cr =
lµ =

d
=

s
=

(h
pe
n)

Actuator segments

Actuator pair
(slot pair)

Figure 3.2: Wind-tunnel model with dimensions in mm.

Table 3.1: Geometric parameters of the delta-wing half model.

ϕ Λ cr s Aw lµ δ/cr
65◦ 1.867 0.977 m 0.456 m 0.223 m2 0.651 m 3.4%
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3.2 Wind Tunnel Model

3.2.2 Fluidic Actuation System

The actuation system generates pulsating air jets through slots distributed in V-shaped pairs and
in three segments along the leading edge, between relative root chord positions of x/cr = 0.4, 0.6
and 0.8. As shown in the detail view B in Figure 3.2, the high-aspect-ratio rectangular orifices
(2 mm × 10 mm) are arranged pairwise at a right angle to each other and at 45◦ with respect to
the leading edge.

From each of the 12 plenum chambers laminated inside the leading edge, air exits through one
slot pair. The chambers are supplied by a tubing system connecting each segment (of 4 actuator
pairs) to independent high-pressure air supply (4 − 5 bar). The fast-switching FESTO MHJ9
valves (fa ≤ 1 kHz) are located between the high pressure air supply and the plenum chambers
(see detail cut A–A in Figure 3.2) and generate the jet pulsation. Each valve can be operated
individually. However, only periodic signals have been investigated in this work.

Figure 3.3 shows the periodic signal measured by an X-type hotwire probe placed 6 mm above
the midsection of one slot at quiescent air condition (“ground test”). The measurement plane,
spanned by the axial and cross component is orthogonal to the leading edge. Thus, the jet velocity
components normal to the wing wj and spanwise, normal to the leading edge are measured (see
included sketches in Figure 3.3).

The slot exit velocity signal is a step signal, reproducing the most effective actuation mode,
the burst mode [95]. The velocity response to the actuation at three actuation frequencies, in
decreasing order fa = 65 Hz, 32 Hz and 12 Hz and two inlet pressures , pin = 4 and 5 bar. These
actuation parameters had the most effect on the flow field and on the aerodynamic coefficients
[82–84]. As seen in the power spectral density distributions (right), the flow responds also with
higher harmonics oscillations.
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(a) fa = 65 Hz, pin =4 bar (α = 23◦).

(b) fa = 32 Hz, pin =4 bar (α = 35◦).

(c) fa = 12 Hz, pin =5 bar (α = 45◦).

Figure 3.3: Velocity signal above one slot during actuation under quiescent air conditions.
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3.3 Measurement Techniques

3.3.1 Balance Measurements

Throughout all the measurement campaigns, the model was placed in the test section as shown
in Figure 3.4a. The model is connected at 2/3cr distance from the apex (reference point for the
pitching moment) via an inner vertical bar (Figure 3.2) to an external piezo-electric stain-gauge
balance located underneath the test section (Figure 3.4b). The angle of attack is adjusted by
turning the balance with its own mechanism. The rotation axis is 1.5 m downstream of the nozzle
exit plane.

(a) Test section with wing model.
(b) Balance with adjustable incidence angle

beneath the test section.

Figure 3.4: Wind-tunnel setup and balance.

Prior to the actual measurements under selected freestream conditions, the gravitational forces
and moments were measured in a α-sweep and saved in a “zero polar” (U∞ = 0). The gravita-
tional part is substracted from the measured values. Also during the balance measurements, no
contact was assured between the péniche and the wing. Therefore, only the aerodynamic forces
are considered during the measurement.

In total, all six aerodynamic force/moment components were measured in the body fixed
system, but only four are considered in this work:

� Tangential FX and normal force FZ ,

� Rolling moment MX and pitching moment MY .

The pitching moment reference point is located at the connection of the wing with the balance,
at x/cr = 2/3. The rolling moment is relative to the x-axis. The dimensionless aerodynamic
coefficients relate the forces to the inflow dynamic pressure 0.5ρU2

∞, and the wing area Aw.
Additionally, the aerodynamic moment coefficients are related to a reference length, lµ (mean
aerodynamic chord) or s (half span). Only the expressed coefficients are investigated here:

CX/Z =
FX/Z

0.5ρU2
∞Aw

, (3.1)

CMX =
MX

0.5ρU2
∞Aws

and (3.2)

CMY =
MY

0.5ρU2
∞Awlµ

. (3.3)
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As seen in Figure 3.5, the coordinate system of the moments is rotated by 180◦ around the
y-axis (e.g. CX is positive with increasing chord, but CMX points in the opposite direction).
To obtain the lift L and drag forces D from the force components, a coordinate system trans-
formation is required from the body-fixed system to the aerodynamic system. The coefficient
transformation is expressed as a rotation by α around the pitch axis (y-axis):(

CD
CL

)
=

(
cos(α) sin(α)
− sin(α) cos(α)

)
·
(
CX
CZ

)
=

(
D
L

)
· 1

0.5ρU2
∞Aw

. (3.4)

Moment reference
point

αU∞

CD

CD

CL CZ

CX

CMX

CMY

CMY

CMX

Figure 3.5: Body-fixed force and moment components.

The angle of attack considered are in the range 0◦ ≤ α ≤ 50◦. For the high angle range of
40◦ ≤ α ≤ 50◦, balance measurements were conducted at ∆α = 1◦. For 10◦ ≤ α ≤ 40◦, the
spacing of the measurement points read ∆α = 2 and 3◦. In order to assess the total measurement
accuracy, a complete polar has been repeated three times and the standard deviation calculated.
Largest deviations are registered around stall, at which the flow field is highly unsteady. Based
on this, the measurement accuracy in the entire α-range resulted to be within 0.02 for CL/D and
within 0.01 for CMX/MY .

The measured polar contains 22 measurement points / angles of attack:

α ∈ {0◦; 5◦; 10◦; 13◦; 15◦; 18◦; 20◦; . . .

23◦; 25◦; 28◦; 30◦; 33◦; 35◦; 38◦; . . .

40◦; 41◦; 42◦; 43◦; 44◦; 45◦; 50◦}.
(3.5)
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3.3.2 Particle Image Velocimetry

The stereoscopic PIV measurements generated a considerable data base for baseline and actuated
flow fields. The measurement technique, the wind-tunnel setup, the test configurations and post-
processing steps are described below. Two setups are investigated based on the orientation of
the measurement plane: high-speed cameras located above the test section, similar to previous
PIV investigations [64, 82] for crossflow scanning and cameras located sideways for scanning
longitudinally along the vortex. The current setup is reported also in [6, 7, 16, 17].

3.3.2.1 Setup

For flow visualisation, a high volume liquid seeding generator pulverizes Di-Ethyl-Hexyl-Sebacat
(DEHS) droplets of approximately 1µm in diameter into the collector air stream, behind the
test section. The seeding particles are mixed homogeneously along the wind-tunnel’s return
duct before reaching the test section’s inlet. A 325 mJ Nd:YAG double-cavity double-pulsed
laser produces a 532 nm laser beam that, expanded by a widening optic, illuminates the seeding
particles located in the measurement plane.

For a stereoscopic analysis, two high-speed sCMOS cameras record instant frames from two
perspectives. Scheimpflug adapters tilt the NIKON lenses (focal lengths of lf = 135 mm or
50 mm) relative to the 2560× 2160 pixel camera chip, achieving focused regions along the entire
frame.

A portable timing unit (PTU) synchronises the camera recording with the double laser pulses
per measurement (double frame technique). The recording parameters are listed in Table 3.2,
which includes the sampling frequency fs, the time between pulses ∆tP , number of passes of
the correlation algorithm NP , Maximum interrogation window size AI , Interrogation window
overlap OV and grid spacing ∆PIV.

Table 3.2: PIV setup parameters. “T” stands for “triggered” and the additional values sepa-
rated by backslash represent the aft crossflow planes.

α fs [Hz] ∆tP [µs] NP AI [px2] OV lf [mm] ∆PIV [mm]

1. Core flow investigation

23◦ 12 40 2 32 0% 135 4.9
35◦ 12 20 2 32 0% 135 4.9
45◦ 13 20 2 32 0% 135 4.7

2. Cross flow investigation

23◦ 12 40 2 64 50% 135 5.1/4.9
35◦ 12 20 2 64 50% 135 3.3/4.5
45◦ 11 20 2 64 50% 135 3.7
45◦ 11 20 3 48 50% 50 8.9

3. Phase-averaged investigation

23◦ T 40 2 32 0% 135 3.1/5.2
35◦ T 20 2/3 48 50% 135/50 3.4/9.0
45◦ T 20 2/3 48 50% 135/50 3.4/8.9

Depending on the measurement plane orientation, two different PIV setup configurations are
used: parallel to the vortex core and normal to the wing’s x-axis. For the measurements along
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the core, the cameras are mounted side-ways and the laser above the test section, see Figure 3.6a.
Each system is mounted on its own traversing unit. The system can retain the calibration, if the
relative position between cameras and laser source is kept. The position of the planes along the
core are placed depending on the angle of attack, as sketched in Figure 3.6b, and result from
extracting the mean core positions at discrete planes measured in preliminary investigations [82].

For α = 23◦ the measurement plane (green in Figure 3.6b) forms an angle of 6.8◦ with the
wing’s plane with respect to the y-axis at the apex of the wing (x = 0). In a cut along the wing
symmetry plane (xz), the red line marks the position of the measurement plane at α = 35◦, at
which the vortex expands and the vortex axis departs from the surface. At α = 45◦ no vortex
can exist naturally. Therefore, the rotation axis of the sustained vortex with pulsed blowing at
F+ = 1.0 is taken as reference. The average position is located along the blue plane, which is
obtained by shifting the red plane along the span by ∆z/s = 0.02.

With the second configuration shown in Figure 3.7a, the velocity field in crossflow planes above
the wing are measured as sketched in Figure 3.7b. The cameras are mounted above the test sec-
tion on the traversing unit, together with the laser. In contrast to the setup described previously,
the upstream camera (1) looks on the upstream side of the PIV plane and the downstream camera
(2) is oriented on the backside of plane. In total, 19 crossflow planes are measured for all three
angles of attack α = 23◦, 35◦ and 45◦, at four actuation modes (baseline, synchronised blowing,
frequency-modulated and phase-modulated mode). The close stacking of cross flow planes adds
information of the downstream development of the vortex.

After recording, the raw sets of images are post-processed by DAVIS 8.4 provided with the
PIV system by LAVISION using the cross-correlation technique. After dividing the corrected
images in quadratic interrogation windows measured in pixels AI , the program computes the
displacement of particle images in each window using a multi-pass technique (number of passes
in Table 3.2). With the optimal time between pulses ∆tP an optimum rms shift of 5 pixels is
assured, thus reducing the out-of-plane departure of particles.

A calibration is required after adjusting the cameras and laser, all focusing on the measure-
ment plane. For this, a calibration plate (“target”) with a defined pattern of points gives the
information of transforming units of the particle displacements from pixels in meters. In each
interrogation window (1, . . . , N) three instantaneous velocity components (i = x, y, z) are ob-
tained:

uiN =
diN
∆tp

. (3.6)
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Laser unit

α

U∞

Traversing
 units

Nozzle

Camera 2

Camera 1

(a) Test section.

6.8° 11.0°
Δz = 10 mm

blue plane for α=45°
red plane for α=35°

green plane for α=23°
U∞

(b) Plane locations.

Figure 3.6: PIV setup for flow measurements along the vortex core.
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Laser unit
Traversing

 unit

α U∞

Collector

Camera 2

Camera 1

(a) Test section.

Δx/cr = 5%

x

z

additional phased-averaged planes 

x/cr = 0.80 0.65 0.60 0.40 0.20

PIV chross-flow planes 

(b) Plane locations.

Figure 3.7: PIV setup measurements across the vortex core.
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3.3.2.2 Phase-Averaged Recording

Phase-averaged PIV investigations implies synchronising the recording with the blowing se-
quence. Therefore, the digital signal sent to the valves is used as trigger signal for the PTU.
Preliminary ground tests using a tuft were required to define the jet onset as the start of one
blowing cycle. See Figure C.1 for the tuft positions throughout one blowing cycle. In this
manner, three cases with synchronised blowing at α = 23◦, 35◦ and 45◦ were investigated, see
Table 3.2. Corresponding frequencies ranged at fs = 12 Hz–65 Hz. One blowing cycle is divided
by 8 equally distanced phase angles:

θ = 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦, 360◦. (3.7)

Five crossflow plane sections are scanned during the phase-averaged measurements at 4 chord
locations between the blowing segments, and one plane above one blowing slot (x/cr =0.653).
Their location relative to the wing are shown in blue in Figure 3.6b. The phase averaged chord
sections are:

x/cr = 0.20, 0.40, 0.60, 0.65, 0.80. (3.8)

3.3.2.3 Uncertainty Quantification

Uncertainty quantification is important to evaluate the error from the displacement calculation
and further discussed here based on [127]. The measurement error ε is the difference between
the measured and the true displacement:

umeas = utrue + ε. (3.9)

There is a distinction between bias and random error related to the input values. The bias
error remains constant while the random error fluctuates for same PIV input parameters. The
probability density function (PDF) of the latter has a normal distribution. The error sources are
multiple and covering the most of them is preferable for an accurate estimation of measurement
uncertainty. Contributing to the overall error are: noise, out-of-plane motion, particle image size
(peak locking for sizes < 1 px), velocity gradients, sub-pixel displacements and particle density.
Throughout the entire measurement process, these error sources are influenced by seeding tracers,
illumination source, digital recording, image processing and interrogation algorithms. Optimal
choice of these reduces the bias error to a minimum, leaving the random error to be estimated.
For zero bias and assuming converged PIV displacement calculation, the root-mean-squares (rms)
of uncertainty and error are equal: √√√√√ N∑

i=1

U2
i

N
=

√√√√√ N∑
i=1

ε2i

N
. (3.10)

Hence, the estimation of uncertainty translates to the measurement error. For uncertainty
estimation four methods were proposed recently:

1. uncertainty surface method [146]

2. peak ratio method [26]

3. particle disparity method [128]

4. correlation statistics [153]
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Comparative assessment of these methods demonstrated highest accuracy (85%) for uncer-
tainty estimation with the correlation statistics method, even with peak locking or low particle
densities (75%)[127]. Therefore the uncertainty of the displacement calculation in this work is
based on the fourth method. Highest uncertainty values exist in the vortex core and in the
breakdown region. However, the average velocity uncertainty did not exceed 2.5%U∞ in all
three components. Phase-averaged crossflow investigations showed local uncertainty peaks be-
low 3.8%U∞ above the blowing slots and during the blowing phases.

3.3.3 Hot-Wire Anemometry

Hot-wire investigation of the flow field was conducted with a multi-channel constant-temperature
anemometer (AA Lab). As in [82], a two-wire X-type miniature probe was used to acquired
19200 digital samples (6.4 s) of the anemometer output voltages with a frequency of 3000 Hz and
a 1000 Hz low-pass filtering. The maximum sampled reduced frequency is kred = f · cr/U∞ =
23.5. The velocity was calculated from the output voltages based on velocity and directional
calibration conducted prior to the measurements. The power spectral density (PSD), the mean
and root-mean-square velocity values are estimated within an accuracy of 3.5%, 0.5% and 2%,
respectively [82].

3.3.4 Surface Pressure Measurements

The distribution of the mean and fluctuating surface pressure coefficient cp in three crossflow
planes at x/cr = 0.4, 0.6 and 0.8 are obtained from steady and unsteady pressure measurements
[82]. A Scanivalve system samples with a frequency of 20 Hz the differential steady pressure in 46
positions on the upper surface and 3 positions on the lower surface for a total time of 30 s. The
unsteady pressure is determined by 29 piezoresistive sensors (Kulite XCQ-107-093-5D) with a
sampling rate of 3000 Hz and a measurement time of 10 s. The cut-off frequency of the analogue
low-pass filter (Butterworth) is set at 1000 Hz. The accuracy of the measured pressure coefficient
is estimeted to not exceed 0.7% [82].
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3.4 Test Cases

The test case matrix is spanned by number of angles of attack investigated and four actuation
modes. As the PIV investigations focussed on three discrete angles of attack, the PIV test case
matrix is defined as:

Test cases =

23◦

35◦

45◦

×


Baseline
Constant frequency

Frequency variation (FV)
Phase variation (PV)

 . (3.11)

The baseline configuration represents the undisturbed, natural vortex flow and is the reference
case for assessing the effect of all three actuation modes on the PIV investigations as well as for
balance measurements. The actuation modes distinct from each-other by the timing of the
blowing cycles for each of the 12 slot pairs. Therefore, the modes are classified in constant
frequency (FV1, FV2) and phase variations (PV1, PV2, PV3, PV4).

Tables 3.3,3.4 and 3.5 list the reduced actuation frequency per slot pair F+
i and the time delay

with respect tot the first slot pair as division of the cycle period ∆t/T for each actuation mode
and each flow regime. The parameters are chosen based on two hypothesis:

1. The dominant frequencies decrease along the chord f v 1/x. Pulsating with the chord-
dependent frequency could trigger local instabilities.

2. Assuming a nearly constant downstream transport of discrete disturbances injected at the
leading edge, a phase delayed pulsation correlated with the convection could amplify the
effect of the disturbance.

Two frequency variation modes were investigated for all three flow regimes: quasi-continuous
(FV1) and segment-wise frequency decrease (FV2). Figures 3.8, 3.9 and 3.10 show graphically
the variations of frequency (a) and phase (b). The dotted line represents the dominant frequency
along the chord length of the breakdown location as observed in [12]:

f =
U∞

x · cot(ϕ) · sin(α)
· 0.28. (3.12)

In non-dimensional formulation:

F+ =
f · cr
U∞

=
0.28

x/cr · cot(ϕ) · sin(α)
· 0.28. (3.13)

For the phase variations, linearly increasing phases are implemented and ordered by increasing
slope in PV1, PV2 and PV3, see Figures 3.8b, 3.9b and 3.10b. PV4 represents a segment-wise
increase of phase. The greyed columns are actuation modes investigated also via PIV.
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Table 3.3: Parameters for different actuation modes at α = 23◦.

Slot nr. Chord pos. F+ = 2.6 FV1 FV2 PV1 PV2 PV3 PV4
x/cr F+

i ∆t/T [%]

1 0.25 2.6 3.3 7.5 0 0 0 0
2 0.29 2.6 3.3 5.0 9 10 12 0
3 0.32 2.6 3.3 5.0 18 20 24 0
4 0.36 2.6 3.3 5.0 28 30 36 0

5 0.45 2.6 2.4 2.5 50 53 65 65
6 0.48 2.6 2.4 2.5 58 62 76 65
7 0.52 2.6 2.4 2.5 68 72 88 65
8 0.56 2.6 2.4 2.5 77 82 100 65

9 0.65 2.6 2.4 2.5 0 6 130 130
10 0.69 2.6 2.4 2.5 9 16 142 130
11 0.72 2.6 2.4 2.5 18 26 154 130
12 0.76 2.6 2.4 2.5 27 36 166 130
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Figure 3.8: Variation of frequency and phase along the chord at α = 23◦.
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Table 3.4: Parameters for different actuation modes at α = 35◦.

Slot nr. Chord pos. F+ = 2.6 FV1 FV2 PV3 PV4
x/cr F+

i ∆t/T [%]

1 0.25 2.6 2.7 5.0 0 0
2 0.29 2.6 2.7 3.3 10 0
3 0.32 2.6 2.7 3.3 20 0
4 0.36 2.6 2.7 3.3 30 0

5 0.45 2.6 1.8 1.7 54 54
6 0.48 2.6 1.8 1.7 64 54
7 0.52 2.6 1.8 1.7 74 54
8 0.56 2.6 1.8 1.7 84 54

9 0.65 2.6 1.8 1.7 109 109
10 0.69 2.6 1.8 1.7 119 109
11 0.72 2.6 1.8 1.7 129 109
12 0.76 2.6 1.8 1.7 139 109
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Figure 3.9: Variation of frequency and phase along the chord at α = 35◦.
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Table 3.5: Parameters for different actuation modes at α = 45◦.

Slot nr. Chord pos. F+ = 1.0 FV1 FV2 PV1 PV2 PV3 PV4
x/cr F+

i ∆t/T [%]

1 0.25 1.0 1.3 4.2 0 0 0 0
2 0.29 1.0 1.3 3.3 4 5 8 0
3 0.32 1.0 1.3 2.5 9 10 16 0
4 0.36 1.0 1.3 2.5 13 15 23 0

5 0.45 1.0 0.8 1.7 24 28 42 42
6 0.48 1.0 0.8 1.7 28 32 49 42
7 0.52 1.0 0.8 1.7 32 38 57 42
8 0.56 1.0 0.8 1.7 36 43 65 42

9 0.65 1.0 0.8 1.7 47 55 84 84
10 0.69 1.0 0.8 1.7 52 61 92 84
11 0.72 1.0 0.8 1.7 56 66 100 84
12 0.76 1.0 0.8 0.8 60 71 107 84
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Figure 3.10: Variation of frequency and phase along the chord at α = 45◦.
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4 Numerical Methodology

This chapter covers the numerical methods employed to simulate the wind-tunnel conditions
with the purpose of retrieving additional valuable transient information from all three angles
of attack. Both actuation conditions are simulated: Baseline and pulsed blowing. Subsequent
to the brief description of the flow solver and computational resources, this chapter reports on
the computational mesh and the numerical setup. Finally, the numerical tools used for post-
processing are described.

4.1 Flow Solver

All computations were conducted with the pressure-based flow solver implemented in ANSYS
Fluent 19.2 on 140 parallel CPU cores. For this purpose the high-performance-computing (HPC)
cluster SuperMUC of the Leibniz Rechenzentrum was used, which has been decommissioned in
favour for SuperMUC-NG1. Table 4.1 summarises the case-dependent flow phenomena simulated
with the corresponding freestream conditions and actuation modes. The numerical setup is also
reported in [10, 11, 18, 21].

Table 4.1: Six investigated DES cases: two actuation modes at three flight regimes.

Flow typology α Re Actuation

Breakdown aft above the wing 23◦ 1.0 · 106 Baseline F+ = 2.6
Breakdown at the apex 35◦ 0.5 · 106 Baseline F+ = 2.6

Massive wake / Sustained vortex 45◦ 0.5 · 106 Baseline F+ = 1.0

4.1.1 Governing Equations

Mass and momentum conservation are expressed in Equations 4.1 and 4.2, respectively. The
reader is reffered, e.g. to the work of Pope [116].

∂ρ

∂t
+
∂(ρui)

∂xi
= 0 (4.1)

∂(ρui)

∂t
+
∂(ρuiuj)

∂xj
= − ∂p

∂xi
+
∂τij
∂xj

,

τij = µ ·
(
∂ui
∂xj

+
∂uj
∂xi
− 2

3
δij
∂uk
∂xk

)
.

(4.2)

The laminar dynamic viscosity µ = νρ is temperature dependent according to Sutherland’s
law:

µ = µ0

(
T

T0

3/2T0 + 110.4 K

T + 110.4 K

)
, µ0 = 1.716 · 10−5 m2

s
, T0 = 273.15 K (4.3)

1https://www.lrz.de/services/compute/supermuc/
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4.1.2 Reynolds Averaged Navier–Stokes Equations

The Reynolds decomposition applies to the conservative variables, which then consists of the
mean and the fluctuating parts:

u = u+ u′, p = p+ p′. (4.4)

Assuming incompressibility (ρ = const) and applying the Reynolds decomposition, the equa-
tions 4.1 and 4.2 reduce to:

∂ui
∂xi

= 0, (4.5)

∂ui
∂t

+
∂uiuj
∂xj

= −1

ρ

∂p

∂xi
+

1

ρ

∂τij
∂xj
−
∂u′iu

′
j

∂xj
. (4.6)

The additional Reynolds stress tensor u′iu
′
j appears in the momentum equations as a result of

the Reynolds decomposition. This additional term acts as a viscous term. Assuming anisotropy,
the turbulent-viscosity hypothesis states that

− u′iu′j = νt

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
kδij (4.7)

with νt as the turbulent kinematic viscosity. Because the number of unknown terms increases as
a consequence of the decomposition, the mass and flux equations need to be closed by a suitable
turbulence model.

4.1.3 Shear Stress Transport

Proposed by Menter [99], the shear stress transport (SST) model adds two transport equations,
one for the turbulent kinetic energy k and another one for the turbulent dissipation rate ω:

Dρk

Dt︸ ︷︷ ︸
Inertia

= τij
∂ui
∂xj︸ ︷︷ ︸

Production

− β∗ρωk︸ ︷︷ ︸
Dissipation

+ (µ+ σkµt)
∂2k

∂xj∂xj︸ ︷︷ ︸
Diffusion

, (4.8)

Dρω

Dt︸ ︷︷ ︸
Inertia

=
γ

νt
τij

∂ui
∂xj︸ ︷︷ ︸

Production

− βρω2︸ ︷︷ ︸
Dissipation

+ (µ+ σωµt)
∂2ω

∂xj∂xj︸ ︷︷ ︸
Diffusion

+ 2ρ(1− F1)σω2
1

ω

∂k

∂xj

∂ω

∂xj︸ ︷︷ ︸
Cross diffusion

. (4.9)

The model switches conveniently between a modified k − ω model in the boundary layer and
the k − ε model in the outer region. The model constants φ are blended between the models:

φ = F1φ1 + (1− F1)φ2. (4.10)

The turbulent viscosity is finally computed from Equation 4.11 by using another blending
function F2. The detailed definition of the turbulence model and the coefficients are included in
[99].

νt =
a1

max(a1ω; ΩF2)
. (4.11)
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4.1.4 Large Eddy Simulations

Large Eddy Simulations (LES) resolve the large-scale geometry dependent turbulence and then
model the small-scale turbulence. Generally, 80% of the turbulent kinetic energy (TKE) is solved
by the momentum equations. Considering computational accuracy and effort, the method fills
the gap between Reynolds-averaged Navier–Stokes (RANS) and Direct Numerical Simulations
(DNS) [116].

The method includes a filtering step before solving the unsteady field. The velocity field and
each scalar field is filtered similarly to the Reynolds decomposition in a filtered and a sub-grid
fluctuating part:

u(x, t) = U(x, t) + u′′(x, t), u′′i 6= 0. (4.12)

In contrast to Reynolds decomposition, the filtered part is random but without the low scale
motion, which is modelled. In addition, the filtering of the sub-grid motion does not reduce to
zero.

Applying the decomposition (4.12) on the equations of motion (4.5) results in Navier–Stokes
equations of the filtered variables with a residual term containing the sub-grid scale (SGS) tensor
τRij . In Fluent, the filtering is conducted within the finite-volume discretization. The residual
stress is expressed with an eddy-viscosity assumption as:

UiUj = U iU j + τRij , τ
R
ij = τ rij +

2

3
krδij . (4.13)

One commonly implemented SGS model is the Smagorinsky model [136]. The residual stress
relates the filtered rate of strain scaled by the viscosity of sub-grid scales:

τ rij = −2νrSij (4.14)

By introducing the mixing length ls no explicit introduction of a filter is needed:

νr = l2S
∣∣Sij∣∣ (4.15)

4.1.5 Detached Eddy Simulations

The expense of LES in wall bounded flows is reduced, when a hybrid RANS/LES approach is
used, especially at high Reynolds numbers. Detached Eddy Simulations (DES) switch between
unsteady RANS in the boundary layer and LES in the highly unsteady region (vortex, shear
layer). For the current investigations, the SST turbulence model is implemented. The DES-SST
formulation scales the TKE dissipation term in Equation 4.8 by the TKE-DES-multiplier:

FDES = max

(
lt

CDES∆max
(1− F2), 1

)
. (4.16)

with the constant CDES = 0.61 and the maximum cell length ∆max. The more conservative
blending function F2 from the SST formulation shields the wall-region from the LES region, as
in the varian called Delayed Detached Eddy Simulations (DDES) [101]. The governing equations
are universal and the switch from RANS to LES is triggered, when the turbulent length scale
exceeds the scaled cell length, i.e. when lt > CDES∆max. Increasing FDES above 1 leads to an
increase of the dissipation term in the k transport equation. This then switches to the SGS
model, thus, resolving the large scales [139]. Based on the crossflow distribution of FDES in
Figure 4.1, the RANS regions in blue are well separated from the LES regions in red.
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Figure 4.1: The DES switch function takes a value above one in the LES region (red). Blue
represents the RANS region.

4.2 Computational Domain

The computational domain depicted in Figure 4.2 measures 15cr×5cr×15cr (length×width×height).
The wing is placed with its apex at the origin and closer to the inlet planes in red (5cr) than the
downstream opening freestream boundaries in violet (10cr).

Inlet

Opening
(downstream)

Symmetry
plane

Opening

(side)

U∞

10cr

wing

5cr

10cr

5cr

5cr

Figure 4.2: Domain boundaries.

At the inlet surface, longitudinal and vertical velocity components are defined by the freestream
velocity magnitude U∞ and the angle of attack α: u∞ = U∞ cos(α), w∞ = U∞ sin(α). The tur-
bulence intensity and the turbulent viscosity ratio are set relatively high at the outer boundaries
(Tu = 5% and νt/ν = 10), such that the turbulence decays downstream towards a value in the
vicinity of the wing that corresponds to the wind tunnel values (Tu ≈ 0.3%).
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Freestream pressure recovery (pavg = 0) with backflow boundary conditions are assumed 5cr
on the wing starboard side (blue) and 10cr downstream (violet). The outlet planes are located
two times farther downstream than the distance between the inlet planes and the wing apex.
This allows sufficient convergence of the large high-angle-of-attack wake towards near-freestream
flow conditions (see Figure A.1).

The flow is considered to be symmetrical, therefore, a symmetry boundary condition is defined
in the xz-plane (grey). This assumption is valid as asymmetric vortex interaction for semi-slender
delta-wings with moderate leading-edge sweep angles is negligible [115]. Furthermore, the present
investigation comprises of the wind-tunnel setup without péniche with the purpose of analysing
the flow manipulation of a singular vortex by pulsed blowing at the leading edge. Hence, a
boundary layer modelling of the wind tunnel flow is beyond the scope of this thesis.

4.2.1 Blocking

The domain is discretised in a block-structured manner using the meshing software ANSYS
ICEM CFD 17.0. Four o-grid layers enclose the wing, as seen in Figure 4.3. This discretization
technique permits variable wall-normal element growth corresponding to the requirements for
each flow region postulated in [137]. The first layer is located in the boundary-layer region. The
volume above the wing within the second and third blocking layer contains the vortex system. In
order to minimise the numerical dissipation in LES this region requires a nearly cartesian mesh
with high quality. The fourth O-grid layer covers the departure region, where the element spacing
increases towards the Euler region. Table 4.2 lists the O-grid parameters and corresponding DES
flow regions (dimensions are relative to the half wing span s).

4th O-grid block layer

3rd O-grid

2nd O-grid

Figure 4.3: Blocking.
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Table 4.2: O-grid blocking.

O-Grid Flow region Thickness Initial spacing Growth rate

1st Viscous region 6.5 · 10−3 · s 2.2 · 10−5 · s 1.13
2nd Focus region 5.9 · 10−2 · s 1.1 · 10−3 · s 1.04
3rd Focus region 4.2 · 10−1 · s 2.9 · 10−3 · s 1.04
4th Departure region 6.6 · 10−1 · s 1.3 · 10−2 · s 1.20

Figure 4.4a shows the blocking above each individual slot pair. This meshing technique enables
a structured grid refinement of the local slot exit volume. However, no grid refinement around
the slots has been conducted, because the macroscopic effect of blowing is rather the focus of
the current investigation and not the detailed slot flow modelling. The surface mesh is adapted
around slots marked red in Figure 4.4b. These surfaces have a wall boundary condition for the
baseline and a pulsating inlet velocity boundary condition for the actuated cases. Throughout
one blowing cycle, the jets are active within the first T/4 and inactive during the remaining cycle,
3T/4. The slot exit velocity components are based on ground testing of the slot exit velocity
(see Section 3.2). Table 4.3 lists their definition relative to the freestream velocity magnitude
depending on the angle of attack. The dominant component is given by the z-velocity.

(a) Blocking above a slot pair.

(b) Surface mesh.

Figure 4.4: Slot pair discretisation.
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Table 4.3: Jet velocity components.

α u/U∞ v/U∞ w/U∞
23◦ -0.3 -0.7 2.0
35◦ -0.7 -1.4 4.1
45◦ 0.7 -1.5 5.0

4.2.2 Grid Parameters

The Y shaped blocking method divides the wing surface in 411, 408, and 525 elements distributed
along the root chord, the trailing edge and leading edge, respectively (Figure 4.5). Excluding the
refined leading-edge region (Figure 4.4b), the average element-edge length of the surface mesh is
∆x = 0.0024cr along the root chord and decreases along the span. In comparison, Schiavetta et
al. studied the grid resolution affecting the DES solutions of a delta wing flow with element edge
length ranging within 0.0035 ≤ ∆/cr ≤ 0.0065 [123]. In the study, the general grid refinement
leads to solutions with even smaller resolved turbulent structures and to a better agreement
between CFD and experiments.

X

Y

Z

525
408

411
Figure 4.5: Blocking in xy-plane with number of elements.

For the volume mesh inside the block layers shown above, the initial element height and
the wall-normal growth ratio are prescribed. The boundary layer is resolved by 27 cell layers
(outer boundary marked blue in Figure 4.6). The wall-nearest element has a height within
∆z/s = 2.2 · 10−5, which translates in wall units to y+ < 1 on the majority of the wing surface
(Figure A.2).

In the boundary layer, the elements grow exponentially with a factor of 1.13. In the second
(31 layers, yellow) and third blocking layer (59 layers, green) the exponential growth factor of
the elements is consistently reduced to 1.04. Hence, the region of the vortex follows the LES-grid
quality requirements. The fourth O-grid layer in red connects the LES focus region with the
outer flow region (Euler region). Inside this blocking layer, the growth factor is set to 1.2.
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39

59
31

27

Figure 4.6: Blocking in xz-plane and number of elements.

During a preliminary grid study, the influence of a stepwise grid refinement regarding the O-
grids 2–4 was determined. Furthermore, the impact of the apex resolution and the inclusion of
a péniche on the vortex flow field was examined. For this purpose the aerodynamic coefficients
were evaluated [10, 11]. Besides the filtering of smaller structures, the grid study showed no
significant effect on the mean flow when increasing the grid resolution from medium to fine.
Therefore, due to computational efficiency, all simulations were conducted on the medium-sized
grid, totalling around 49 · 106 hexahedral elements. The mesh has a good quality with a few bad
elements in the wing tip region. The grid quality parameters are within the following bounds:

� 3×3×3 determinant > 0.4,

� Equi-angle skewness > 0.1,

� Quality ≥ 0.2.
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4.3 Numerical Setup

Table 4.4 lists the flow simulation setup based on [1, 2]. Pressure and velocity are coupled
via the SIMPLEC algorithm (Semi-Implicit Method for Pressure Linked Equations–Consistent).
The least squares cell-based method evaluates the gradients for the fluxes.

Table 4.4: Numerical setup.

Solver ANSYS Fluent 19.2
Compressibility Incompressible (Mamax < 0.25)
Pressure-velocity coupling SIMPLEC
Gradient evaluation Least Square Cell Based
Turbulence model DDES-SST
Converged starting solution RANS k − ε realizable
Transient scheme Bounded second order implicit
Pressure advection Second order
Momentum advection Bounded central differencing
Turbulence advection First Order Upwind
Pressure under relaxation 0.3
Momentum under relaxation 0.7
k and ω under relaxation 0.8
Turbulent viscosity under relaxation 1.0

Starting from an initial converged flow field, which is obtained by a steady RANS simulations
using the k–ε turbulence model, the transient flow simulation with the DDES-SST model was
initiated. Second order accurate schemes discretise momentum and pressure advection. In case
of the turbulence variables k and ω, a first-order scheme is sufficient for an accurate advection
modelling (and more stable as the second order scheme), since the source terms in both turbulence
transport equations are dominating [100].

A discrete dual time stepping approach with the bounded second-order implicit scheme ad-
vances the solution in time. The time-step is 1/800 of one blowing cycle T = f−1

a and depends on
the actuation frequency which is in the range of fa = 12 Hz–65 Hz. Consequently, one time-step
length varies in the range ∆t = 1.0 · 10−4− 1.9 · 10−5 s. The resolved frequencies are in ranges of
2-5 kHz. Applying the Niquist criterion, the investigated spectrum ranges up to 1 kHz, therefore,
covering all relevant flow-periodic phenomena.

Table 4.5 presents the three cases investigated: α = 23◦, 35◦ and 45◦ with corresponding
unitless parameters. The time is reduced by the convective time scale and expressed as:

τ = ∆t
U∞
cr

. (4.17)
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Table 4.5: Test cases with corresponding control and numerical parameters.

α Re F+ cµ τ CFL τtot (Bas. / Act.)

23◦ 1.0 · 106 2.6 0.14% 5 · 10−4 0.2 40.6 / 30.8
35◦ 0.5 · 106 2.6 0.55% 5 · 10−4 0.2 44.1 / 45.8
45◦ 0.5 · 106 1.0 0.85% 1 · 10−3 0.5 51.3 / 30.7

For each angle of attack, simulations cover both, the baseline (without actuation) and synchro-
nised pulsed blowing at case-dependent blowing parameters F+ and cµ. The Courant-Friedrich-
Levy (CFL) above the wing is expressed in Equation 4.18 and does not exceed 1.

CFL = ∆t
U∞
∆x

(4.18)

After the flow field is relaxed, the statistical averaging is initiated. For all test cases, the total
simulation time in convective time scales ranges between τtot = 30 and 51.

4.4 Post-Processing

4.4.1 Dynamic Mode Decomposition

Recently, Dyanmic Mode Decomposition (DMD) was applied and validated for a variety of un-
steady flows, e.g. pitching and plunging airfoil, lid-driven cavity flow, flow between two cylinders
etc. [96, 106, 125]. In addition, the method showed promising results for reducing significant
storage memory for large and streaming datasets to the most relevant flow dynamics [59]. In
[151], the breakdown phenomenon of a leading-edge vortex was analysed by extracting DMD
modes from volumetric transient flow-field data.

4.4.1.1 Principle

The DMD method, proposed originally by Schmid [124], was applied on the current transient
numerical data, following the work flow developed in [120]. In a global stability analysis sense,
the method extracts dominant modes with corresponding frequencies, amplitudes and decay/am-
plification rates. Considering only dominant modes, a reduced order model of the flow dynamics
can be obtained. Finally, this reduction helps, on the one hand, to analyse the flow dynamics
by detecting the most unstable dominant modes and, on the other hand, to generate a lower
dimensional model, e.g. for designing closed-loop flow control.

Snapshots of bundled transient flow field data (or a subdomain thereof) at each constant time
interval of ∆t are arranged in chronological order as column vectors vi in the snapshot matrix
(each snapshot designated by index i = 1, . . . , N), as in:

V1
N = {v1,v2,v3, · · · ,vN}. (4.19)

Matrix V 1
N has the dimensions [n×N ], in which n is the total number of local sampled points

corresponding to one instance of i ∈ [1, . . . , N ]. The objective of DMD is the generation of a
linear mapping matrix A that maps the current snapshot on the subsequent one with

vi+1 = Avi. (4.20)

56



4.4 Post-Processing

Hence, (4.19) can be expressed as

V 1
N = {v1,Av1,A

2v1, · · · ,AN−1vN}. (4.21)

Assuming sufficient number of snapshots, the final snapshot can be expressed as a linear
combination of all the previous vectors,

vN = a1v1 + a2v2 + · · ·+ aN−1vN−1. (4.22)

The linear mapping of the sequence [1, . . . , N − 1] on to [2, . . . , N ] can be expressed as

AV 1
N−1 = V 2

N = V 1
N−1S + reN−1

T , (4.23)

with the residual vector r, the (N − 1)th unit vector eN−1 and the companion type matrix

S =


0 a1

1 0 a2

. . .
. . .

...
1 0 aN−2

1 aN−1

 . (4.24)

The eigenvalues of S approximate those of A, which describe the system dynamics. However,
there is a better alternative and a more robust method compared to the mostly non-practical
calculation of S. The robust method uses a “full” matrix S̃, relating to S by a similarity
transformation. The preparation step includes the singular value decomposition of the snapshot
matrix

V 1
N−1 = UΣWH . (4.25)

This decomposition extracts the spatial structures (topos) in the singular value matrix contain-
ing the proper orthogonal modes U [n× n] [5, 60]. The temporal structures (chronos) constitute
the unitary matrix WH [r × r], in which r is the rank of the snapshot matrix V 1

N−1. The
diagonal rectangular matrix Σ[n× r] correlates the modes with their energy content.

Substituting the singular value decomposition of V 1
N−1 in (4.23) and rearranging the terms

leads to the expression

UHAU = UHV 2
NWΣ−1 = S̃, (4.26)

which is the projection of the linear operatorA onto the proper orthogonal decomposition (POD)
basis. The eigenvectors of S̃, expressing S̃yi = µiyi mapped onto the POD-modes defines the
ith dynamic (or DMD) mode:

φi = Uyi. (4.27)

For each DMD mode, dynamic quantities, as the normalized amplitude, reduced frequency,
damping/amplification rate are extracted and discussed in this work. Table 4.6 shows the math-
ematical expressions based on

b = Φ−1v1 (4.28)

and

λi =
log(µi)

2π∆t
. (4.29)
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Table 4.6: DMD parameters.

Variables Expression

Normalized Amplitude |bi|/‖bi‖2
Reduced frequency <(λi) · cr/U∞

Damping rate =(λi)

4.4.1.2 POD vs. DMD

This subsection points out the differences between both popular decomposition methods, dy-
namic mode (DMD) and proper orthogonal decomposition (POD). DMD orthogonalises the
data sequence in time extracting spatio-temporal structures and their corresponding frequencies.
In contrast, the POD extracts the structures by spatial orthogonalisations.

Dominant modes resulting from DMD of a lid-driven cavity showed coherent structures near
the wall. In contrast, dominant POD structures are located in the center of the cavity, as this
decomposition weighs the modes by their energy content and not based on their persistance in
the time investigated [125]. Table 4.7 lists the major differences between POD and DMD based
on the method, the identified structures, their ranking, eigenvalues of the linear mapping function
(A or S), description of evolution in time and storage requirements reported in [96, 125].

Despite similar orders of magnitude, the error of flow reconstruction from a few dominant POD
modes is lower than the reconstruction from DMD modes. However, if the investigator focusses
more on the dynamics of the system and he/she develops optimum control, then DMD is more
suitable than POD. For this reason, the transient numerical data of the current investigation is
investigated based on the flow decomposed into dynamic modes.

Table 4.7: Comparing both decomposition techniques: POD and DMD.

POD DMD

Spatial orthogonalisation Temporal orthogonalisation
Spatial modes Temporal modes

Energetic structures Dynamically relevant structures
Decomposition by kinetic energy Decomposition by oscillation frequency

Real eigenvalues Complex eigenvalues (Frequency and decay)
Evolution in time by temporal coefficients Evolution in time by analytical functions

Higher data storage Lower data storage

4.4.1.3 Reconstruction

The above described DMD method was applied on the transient data bundled from rectangle
planes placed in the flow field. As a result, a spectrum of DMD modes was computed from four
cases of the delta-wing flow at very high angles of attack. The results are presented and discussed
in Section 5.6.

For validating the method the flow field above the delta wing at 35◦ incidence without flow
perturbation (baseline) is reconstructed based on a variable number of dominant modes. The
data analysed is the axial velocity sampled from the crossflow plane at 60% relative chord length
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(x/cr = 0.6) at instances separated by a constant time shift of 10∆t = 3.9 · 10−4 s. In dimen-
sionless representation, the data was sampled at a sufficient small fraction of the convective time
scale of ∆τ = 3.2 · 10−3.

From a total number of 2000 samples, the dynamic modes are extracted and ranked by the
normalized amplitude. The normalized amplitudes of the first 50 most dominant modes are
plotted in Figure 4.7. The amplitude is high for the first 8 modes, thereafter it decreases below
10%.

DMD Modes
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Figure 4.7: DMD modes ranked based on the normalized amplitude. Data from the x-velocity
in the crossflow plane at x/cr = 0.6, α = 35◦, baseline.

The purpose is to represent the dynamics of the flow by a lower dimensional model. Therefore,
the question arises, how many modes have to be considered. In the following, the reconstruction
from a reduced number of DMD modes is analysed. The reconstruction of a snapshot is expressed
by

ṽ(t) = Φ exp(λt)b, (4.30)

with λ being the vector of the complex eigenvalues of the matrix S̃ and b the coefficients mapped
on the first snapshot, see (4.28).

Figure 4.8a shows the axial velocity distribution of the first snapshot investigated v1. The
result of the v1 reconstruction based on the most dominant 20, 100, 400 and 1000 DMD modes
is illustrated in Figure4.8b–e. As the number of considered modes increases, the accuracy of the
reconstruction is improved. The combination of an unsteady 3D flowfield with a high degree
of turbulence leads to multiple dynamic modes constituting the full spectrum of the dynamic
system. The modes reach down to the scales that are not filtered by the DES grid.
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(a) Snapshot v1. (b) v1 from 20 Modes.

(c) v1 from 100 modes. (d) v1 from 400 modes.

(e) v1 from 1000 modes.

Figure 4.8: Reconstruction of the axial velocity in the cross flow plane x/cr = 0.6, α = 35◦,
baseline, from increasing number of modes.
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4.4.2 Vortex Detection

A post-processing step is introduced to identify relevant vortical structures (discrete vortices)
from numerical and experimental data. The applied method is based on the decomposition of
the velocity gradient tensor ∇u. The classical Galilei-invariant identification techniques, like the
Q-criterion and the λ2-criterion are used for discrete vortex identification in this thesis. Other
techniques are reported in [58, 81].

4.4.2.1 Q-Criterion

The Q-criterion is calculated from the second invariant of ∇u and it identifies vortices when the
vorticity magnitude predominates the strain-rate magnitude [73]:

Q =
1

2

(
‖Ω‖2 − ‖S‖2

)
> 0 (4.31)

with the vorticity tensor Ω as the antisymmetric part of ∇u and the strain-rate tensor S the
symmetric part:

Ω =
1

2
[∇u−∇uᵀ] ,

S =
1

2
[∇u+∇uᵀ] .

(4.32)

4.4.2.2 λ2-Criterion

Jeong and Hussain first proposed the vortex detection based on the second negative eigenvalue λ2

of the tensor Ω2 +S2 [76]. The pressure minimum condition in the vortex core results from the
vorticity transport equation (index notation in 4.33), in which the first two terms are negligible.
These terms represent the unsteady irrotational straining term and the viscous term.

�
�
��

0
DSij
Dt︸ ︷︷ ︸

Unsteady term

− ���
�:0

νSij,kk︸ ︷︷ ︸
Viscous term

+ ΩikΩkj︸ ︷︷ ︸
Vorticity

+ SikSkj︸ ︷︷ ︸
Strain−rate

= −1

ρ
p,ij︸ ︷︷ ︸

Pressure gradient

!
= 0. (4.33)

4.4.2.3 Detection Algorithm in PIV

Similar to the algorithm in [39], the method implemented by Bartasevicius et. al in MATLAB
V2018b detects discrete vortices from planar stereoscopic PIV data sets. The method filters
and splits the λ2 data field and offers a statistics of detected vortices [7]. The search algorithm
constitutes of the following steps:

1. calculate the λ2-criterion and the statistics over one set of 400 samples,

2. apply three filters: λ2 = 0, where
λ2,rms < λ2,rms,Filter,
λ2 > 0,
λ2 > λ2,avg,Filter

3. watershed algorithm [102] for splitting the plane into λ2 regions (vortex regions),

4. 4th filter: λ2 = 0, where λ2 < λ2,Peak,Filter and

5. for each separate region representing the vortex core the circulation, position and radius
are calculated.
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In the first step, the algorithm (Matlab code “calc L2.m”) takes all 400 samples of one measured
plane containing the planar information of the instantaneous velocity components (Saved in
data files “C00001.dat–C00400.dat”). Subsequently, it calculates the vortex parameters and λ2

statistics. The vortex parameters are:

1. Swirling strength [161],

2. λ2 [76] and

3. x-vorticity ωx

The statistical values include the average λ2,avg and rms λ2,rms values. The search algorithm
was applied on the cross flow plane at x/cr, baseline case, α = 23◦, and each step documented
in Figure 4.9 for the frame 200 out of 400 frames.

The input data is the velocity field, as shown in Figure 4.9a. From this, the vortex field
parameters are computed: x-vorticity (b), λ2-criterion (c) and swirling strength (see Figure A.3).

The subsequent step filters the data based on λ2 and its statistics. Therefore, steady regions
are excluded, if the condition λ2,rms < λ2,rms,Filter is true (Figure A.4). Also the regions with
positive λ2 values are excluded. Here no vortices exist. Finally, the background noise is filtered
out: λ2 > λ2,avg,Filter (Figure A.4). The λ2-criterion after each filtering step is detailed in
Figure A.5. Table 4.8 lists the filtering parameters resulting from the study reported in [7].

Table 4.8: λ2 filters.

λ2,rms,Filter λ2,avg,Filter λ2,Peak,Filter
4 · 104 1/s2 −2 · 104 1/s2 −1 · 105 1/s2

The watershed algorithm, as proposed by Meyer [102], detects local minima in the filtered
λ2 field and separates these regions. The result of this field separation is shown in Figure 4.9d.
The final filter is applied that extracts only the relatively strong vortices (λ2 < −1 · 105 1/s2).
Figure 4.9e shows the λ2 distribution after this final filtering step.

In the final step, the cross-sectional surface information obtained from the watershed algorithm
S and the vorticity ωx are used for calculating the circulation for each individual vortex:

Γx =

∫ ∫
S

ωx · dS. (4.34)

Figure 4.9f shows the final result of the presented detection method: the scatter of the vortices
in the instantaneous crossflow plane, with position, radius and strength (circulation) information.
This tool complements the analysis of the steady flow field providing additional information from
the individual frames. Assessing the flow field based on vortex statistics brings an addition to
low-frequency stereo PIV investigations.
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(a) Velocity field from PIV Frame. (b) X-vorticity.

(c) λ2-criterion. (d) Vortex regions.

(e) Filtered λ2-criterion.
(f) Scatter of vortices with circulation

and scaled radius.

Figure 4.9: Results after each step of the search algorithm exemplified on Frame 200. α = 23◦,
x/cr = 0.6, baseline case (vortex bursting).
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5 Results and Discussion

The results are presented and discussed based on wind-tunnel measurements and complementary
transient numerical simulations. This complementary analysis offers new insights into the mean
flow field and the periodic phase-averaged response to pulsed blowing at the leading edge. In the
experimental investigation, synchronised and desynchronised actuators (i.e. frequency and phase
variation) are assessed based on improvement of aerodynamic coefficients and 3D velocity field
alteration. The transient numerical data is analysed regarding the interaction of the injected jets
and the flow field alteration resulting in a complex periodic response, which on average delays
breakdown and reattaches the shear layer. Significant results and discussions included in this
chapter are also published in [16–19, 21, 22].

5.1 Aerodynamic Characteristics

The analysis covers three flight regimes (pre-stall, stall and post-stall) at two freestream Reynolds
numbers referenced by the mean aerodynamic chord length (Re = 0.5 · 106 and 1.0 · 106). There-
fore, the Reynolds number independency of the aerodynamic coefficients is analysed before the
effect of pulsed blowing and parameter variation on the aerodynamic characteristics.

5.1.1 Reynolds Number Effect

Figure 5.1 presents the measured aerodynamic coefficients of the baseline case as a function of
the angle of attack α and the freestream Reynolds number Re. The presented polars include lift,
drag, pitching moment and rolling moment coefficients and derived variables, like the lift-to-drag
ratio CL/CD and the dimensionless spanwise force application point yp/s.

The lift coefficient CL increases with the angle of attack in a nonlinear manner up to stall,
max(CL) = 1.10, which is reached at αmax = 35◦. Prior to stall, the lift slope ∂CL/∂α is
slightly decreasing. Due to a moderate leading-edge sweep angle of ϕ = 65◦ and a moderate
wing thickness of δ/cr = 3.4% the suction on the upper surface is reduced and the vortical lift
contribution is relatively small with respect to more slender and thinner wings (see also [87]). In
comparison, a slender thin delta wing generally exhibits an increasing vortex lift slope (∼ sin2(α))
[114].

At α = 20◦, the discontinuity in the lift and pitching moment derivative (e.g. ∂CMY /∂α) sig-
nals breakdown first occurring above the wing’s trailing edge. With increasing α, the breakdown
location shifts upstream, reaching the apex at stall. The slope decreases above α = 20◦, as the
high-pressure wake of the vortex breakdown expands upstream. The maximum pitching moment
coefficient reads max(CMY ) = 0.29 at αmax. In contrast, the drag-curve is little influenced by
the vortex instability. CD progresses with a parabolic trend, then continuously departures from
this trend in the pre-stall flight regime. Maximum drag (max(CD) = 0.90) is reached at α = 41◦,
which is considerably higher than αmax.

Beyond stall, α > 35◦, the lift and pitching moment coefficients decrease mildly followed by
an abrupt drop between α = 41◦ − 42◦. This is caused by the collapse of the vortex system.
Above α = 41◦, the flow field comprises of complete separation without reattachment on the
wing’s upper surface (see Section 5.2).
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Figure 5.1: Aerodynamic coefficients for two frestream Reynolds numbers: Re = 0.5 · 106 and
1.0 · 106.

Despite the small Reynolds number effect on the lift coefficient at α < 20◦, overall, the
aerodynamic characteristics are rather insensitive to the increase in Reynolds number from 0.5 ·
106 to its double value, as seen in Figure 5.1. In the range 0◦ ≤ α ≤ 20◦, the vortex develops over
the entire leading-edge. The freestream Reynolds number influences the secondary separation
line, which is dependent on the boundary-layer state. A laminar wall separation is located
farther upstream and produces a wider secondary vortex than turbulent wall separation. The
secondary structure has a displacement effect on the primary structure leading to increased lift
and decreased pitching moment [17]. In contrast to the discussed aerodynamic coefficient, the
lift-to-drag ratio CL/CD is Re-independent. The rolling moment coefficient CMX has a similar
trend as the lift coefficient. The spanwise force application location of the normal total force is
obtained by dividing the rolling moment coefficient by the normal force coefficient, according to
the formula:

yp
s

=
CMX

CZ
· lµ
s

(5.1)

and takes values in the range 0 < yp/s < 1 (between the symmetry plane and the wing tip). With
increasing angle of attack, the vortex shifts upstream and increases in cross-section. This leads
to an inboard shift of the pressure point, decreasing yp/s. At stall, yp reaches its minimum value
of approximately 0.4 and increases mildly with α towards saturation. The same graph reveals
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that the force application point is located slightly more inboard when the freestream Reynolds
number is increased. However, a Reynolds number effect at high angles of attack is within the
measurement accuracy and can be neglected.

Figure 5.2 compares the flow field at α = 23◦ for both Reynolds numbers investigated. At both
conditions, breakdown occurs at x/cr = 0.65. Therefore, this cannot be the reason for the little
difference in pitching moment coefficient. Therefore, the mildly increased axial relative velocity
at Re = 0.5 ·106 within in the vortex flow excluding the breakdown wake region is responsible for
an increase by a small amount the pitching moment coefficient compared to the higher Reynolds
number.

Figure 5.2: Reynolds number effect on the flow field. PIV plane along the vortex core at
α = 23◦, Re = 0.5 · 106 below and Re = 1.0 · 106 above with colourmap of the
relative axial velocity u/U∞ and isolines of TKE/U2

∞.
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5.1.2 Actuated Cases

This section provides a complete overview of the pulsed blowing effect on the aerodynamic
characteristics at high angles of attack (pre-stall, stall and post-stall flight regimes). In addition,
the assessment of different blowing strategies is performed. These strategies include synchronous
pulsed blowing at a fixed reduced frequency (F+ = 2.6 for stall and F+ = 1.0 for post-stall)
and flight-regime dependent phase/frequency-modulated blowing. The corresponding flow field
analysis is conducted in Section 5.2.1.

The actuation parameters are dependent on the freestream conditions as different flow-field
instabilities are addressed [12, 82]. Up to α = 38◦ unison blowing with F+ = 2.6 addresses the
helical mode instability. The control of reattachment is best achieved with a reduced actuation
frequency at unity. Therefore, a distinction between the stall and post-stall regime is made, as
different instabilities are triggered in the respective flow field. As highlighted in Chapter 3, two
frequency-dependent (FV1 and FV2) and four phase-dependent modulation techniques (PV1,
PV2, PV3 and PV4) are investigated for three cases:

Table 5.1: Considered test cases and corresponding momentum coefficient cµ.

Flight regime α Re cµ
Stall 23◦ − 40◦ 1.0 · 106 1.4 · 10−3

Stall 23◦ − 40◦ 0.5 · 106 5.5 · 10−3

Post-stall 40◦ − 50◦ 0.5 · 106 8.7 · 10−3

5.1.2.1 Phase Modulation

This subsection focuses on phase-modulated blowing. The applied phase-dependent modulation
implies that the blowing phase is delayed in downstream direction for each slot individually. It is
investigated, if the downstream increasing delay of blowing sequence improves the aerodynamic
performance compared to synchronous blowing. This hypothesis is based on the amplification
effect of disturbances: when an upstream injected disturbance reaches the current location,
blowing is activated by the local slot pair energizing the downstream travelling disturbance
package. The phase shift is given as the ratio of time delay and blowing period in Figure 5.3 for
all three cases discussed here.

For the stalled condition, two strategies are investigated: continuous/linear and segmentwise
phase variation along the leading-edge, which are designated by pink left triangles and gray
delta symbols, respectively (Figures 5.3a and b). For the first case (stall at Re = 1.0 · 106),
the phase slope reads ∂θ/∂(x/cr) = 323%. For the following case, with reduced freestream
Reynolds number, the phase slope is reduced to a value of 271%. For post-stall, two additional
linearly increasing phase shift modes are investigated. Hence, Figure 5.3c shows all considered
phase shifted blowing strategies ordered by increasing slope. The objective of this parametric
study is to find a correlation between the phase increase ∂θ/∂(x/cr) and the improvement of
the aerodynamic coefficients, e.g. lift increase relative to the baseline case. Therefore, post-stall
phase delays of ∂θ/∂(x/cr) = 117%, 139% and 208% are subject to the following analysis.
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5.1 Aerodynamic Characteristics

This section addresses the following research questions:

� How does a positive phase delayed blowing affect the aerodynamic characteristics compared
to baseline and unison blowing cases?

� How does a segmentwise increase of blowing delay affect the aerodynamic chareacteristics
compared to a strictly linear one?

� Does a correlation between phase delay increase and lift coefficient increase exist?
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(a) Stall (23◦–40◦) at Re = 1.0 · 106.
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(b) Stall (23◦–40◦) at Re = 0.5 · 106.
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(c) Post-stall (40◦–50◦) at Re = 0.5 · 106.

Figure 5.3: Downstream phase shift for different freestream conditions.
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Figures 5.4, 5.5 and 5.6 present the aerodynamic coefficients of phase modulated blowing
strategies presented in Figure 5.3 compared with the baseline and synchronous blowing case (no
phase-shift and constant frequency). Figure 5.4 represents the first case, covering the regime
around stall at Re = 1.0 · 106. Prior to stall, all curves lie on top of each other, evidencing the
insensitivity of the integral coefficients and their derived variables towards considered blowing
strategies. Beyond stall, at α = 35◦− 40◦, the aerodynamic coefficients diverge from each other,
when the angle of attack increases. Lift and drag polars, which are shown in the top part of
Figure 5.4, suggest a decrease of the considered coefficients of phase-shifted blowing towards the
baseline, while synchronous blowing has no effect on the coefficients.
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Figure 5.4: Aerodynamic coefficients with phase variation along the leading-edge.
Stall (23◦–38◦) at Re = 1.0 · 106.

The lift-to-drag ratio, CL/CD, is case independent in the considered angle of attack range.
The pitching and rolling moment coefficients, displayed at the bottom, reveal an increasing
blowing effect at the highest considered angles of attack. The pitching moment is most sensitive
to actuation. It increases when pulsed blowing is activated and at least a constant phase delay
per segment is set. Linear phase shift of blowing (pink left triangles) produces the same pitching
moment coefficients as the baseline case. The rolling moment coefficient is insensitive to pulsed
blowing up to stall. Beyond stall, CMX of the actuated cases increase with α, while the baseline
coefficient saturates prior to the vortex collapse at α = 41◦. Based on the polars presented in
Figure 5.4, the following observations can be stated:

70



5.1 Aerodynamic Characteristics

Synchronous blowing with F+ = 2.6 has no effect on the lift and drag coefficients, while it
increases the pitching and rolling moment coefficients in the range 35◦ < α ≤ 40◦. Hence,
the resulting force vector does not change in magnitude, but the center of pressure moves
slightly upstream and inboard.

Linear phase shift reduces lift and drag at 35◦ < α ≤ 40◦ and does not influence the pitching
moment. In this case the resulting aerodynamic force vector decreases in magnitude and
its center of pressure is located inboard with respect to the undisturbed case, as revealed
by the CMX and yp/s polars.

Segment-wise phase shift blowing results in aerodynamic coefficients that lie in between the
previous cases. This strategy incorporates both locally synchronised actuators and globally
downstream segmentwise increasing phase shift.

The subsequent investigation considers the same angle of attack range, but at half of the
freestream Reynolds number. As the pressure of air supplied to the actuators is not changed,
the momentum coefficient increases relative to the previous case from cµ = 1.4 ·10−3 to 5.5 ·10−3

(see Table 5.1). This leads to a more effective manipulation of the aerodynamic coefficients
as presented in Figure 5.5. Synchronous blowing with F+ = 2.6 increases the lift/drag and
pitching moment coefficient relative to the baseline case in the entire investigated incidence range.
Therefore, the increase in cµ has a beneficial effect on the vortex system and, consequently, on the
aerodynamic performance. Phase-modulation has a rather negligible influence on the coefficients.
As demonstrated above, blowing with a linear phase delay has a negative effect on the lift increase
and a step-wise phase variation results in coefficients of magnitude between synchronised blowing
and blowing with downstream linear increasing phase delay.

Figure 5.6 illustrates the manipulation of the post-stall aerodynamic coefficients by different
blowing sequences along the leading edge (see also Figure 5.3). All presented pulsed blowing
strategies are operated with a reduced frequency of F+ = 1.0 and momentum coefficient of
cµ = 8.7 · 10−3. All applied control strategies eliminate the sudden lift drop by stabilising the
burst vortex system, even at the extremely high angle of attack of α = 50◦. Highest increase of
aerodynamic coefficients with respect to the baseline case is achieved with synchronous blowing
(no phase delay). This is true for all investigated test cases. Synchronising the blowing jets
leads to a lift increase by more than 50% compared to the baseline coefficients with the cost
of drag and pitching moment increase. Nonetheless, lift-to-drag ratio improves over the entire
investigated angle of attack range (40◦ ≤ α ≤ 50◦). In addition, the center of pressure shifts
inboard. This occurs due to the reattachment of the shear-layer on the wing’s upper surface,
sustaining the burst vortex structure, as discussed in Section 5.2.1.3.

Desynchronising the leading-edge jets attenuates the blowing effect on the flow field and aero-
dynamic characteristics. Similar investigation at stall is supplemented in Figure B.1 in Ap-
pendix B. Hence, an increasing phase gradient ∂θ/∂(x/cr) leads to a decreasing ∆CL. Unison
blowing offers the best actuation strategy. Phase-modulated blowing on delta wing flow is also
investigated in [95], from which the same conclusion results: a quasi two-dimensional disturbance
injection at the leading-edge leads to the highest lift increase. This hypothesis is consolidated by
the results of the segment-wise downstream phase increase, for which disturbances are injected
simultaneously per segment. Although on a global scale, the slot ejection delay increases with the
same slope as the linear phase delay, the segment-wise 2D disturbance outperforms the purely
3D disturbance injection [17].
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Figure 5.5: Aerodynamic coefficients with phase variation along the leading-edge.
Stall (23◦–38◦) at Re = 0.5 · 106.

5.1.2.2 Frequency Modulation

The modulation of the blowing frequency along the leading edge implies operating individual
slot pairs with a decreasing blowing frequency in downstream direction. As the vortex inherent
instabilities wave number increase downstream, the dominant frequency decreases downstream
as a function of (x/cr)

−1, as demonstrated in [12]. Therefore, a blowing strategy with a local
actuation frequency adapted to the dominant frequency of these instabilities is investigated
in this section. The frequency variation implies a variation of the phase, for which the high
frequency blowing in the apex region ejects air prior to the slot pairs downstream. Hence, a
phase lead is generated additionally. Two frequency variation strategies for each of the three
cases are investigated in this work: segmentwise (FV1) and quasi-continuous (FV2) frequency
variation. These actuation strategies do not improve the aerodynamic performance compared to
synchronous blowing, but offer a minor benefit compared to phase-modulated pulsed blowing (see
also [17]). The downstream frequency distributions and the resulting coefficients are presented
in Figures B.2, B.4 and B.4 in Appendix B.
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Figure 5.6: Aerodynamic coefficients with phase variation along the leading-edge.
Post-stall (23◦–38◦) at Re = 0.5 · 106.
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5.1.3 Synthesis

The Reynolds number has a negligible effect on the aerodynamic coefficients of the baseline delta-
wing flow. This allows a variation of the freestream velocity in order to investigate the influence
of the momentum coefficient cµ on the aerodynamic performance. This actuation coefficient
correlates positively with the increase in magnitude of all investigated aerodynamic coefficients.

Furthermore, different blowing strategies are assessed: synchronised, phase-increasing and
frequency-decreasing blowing sequences. The results consistent for both stall and post-stall
flight regimes: a unison blowing, which is equivalent to a two dimensional manipulation of the
separated shear layer, has the highest impact on the aerodynamic performance (lift and lift-to-
drag ratio increase).

The stabilising effect on the flow field is attenuated when non-synchronised pulsed blowing is
used. Therefore, two additional desynchronised blowing strategies are assessed: phase variation
(θ ∼ x) and frequency variation (f ∼ 1/x). Increasing the phase delay along the leading edge
and keeping the frequency constant reduces the coefficient increase with respect to synchronised
actuators.

The frequency decrease of the periodic actuators downstream results in a phase decrease, which
is superior to positive phase variation, but slightly inferior to synchronised leading edge actuators.
For the subsequent flow field analysis, the most promising strategies are further investigated in
order to explain the obtained coefficients.

74



5.2 Flow Field Analysis

5.2 Flow Field Analysis

In this section the mean and transient flow field are described. The first part, in Section 5.2.1,
focuses on the three dimensional mean flow velocity field based on PIV measurements, as it
includes averaged data over larger time span (> 30 s) than the numerically simulated time
(< 1 s). Therefore, the instant flow field is analysed based on DES results following the numerical
validation in Section 5.3.

5.2.1 Time-Averaged Flow Field

The baseline flow field is compared with the perturbed flow field (synchronous blowing and
frequency/phase-modulated blowing, FV and PV) for three angles of attack, α = 23◦, 35◦ and
45◦, representing three high-incidence flight regimes: pre-stall, stall and post-stall. From the
different actuation modes in Section 5.1, only the most promising blowing configurations repre-
senting FV and PV are investigated via PIV. Section 3.4 describes in detail the actuation modes
measured and discussed subsequently.

5.2.1.1 Pre Stall

Figure 5.7 shows the baseline flow features at α = 23◦, Re = 1.0 · 106. Isosurfaces coloured by
the axial velocity related to the freestream velocity magnitude of U∞ = 24m/s are displayed:
u/U∞ = 1.5 (green), 0.5 (blue) and 0.2 (violet). Additionally, Figure 5.7 illustrates crossflow
slices colour mapping the helicity, which is the scalar product of velocity and vorticity vectors:

H = uiωi (5.2)

High values of relative helicity H(lµ/U
2
∞), where both u and ω are parallel, confirms the

existence of a jet type vortex. As soon as the vortex breaks down, moderate helicity values are
present only in the separated shear layer that rolls around the low energy core. For a better
graphical visualisation, two streamlines represent the mean path of fluid elements inside and
outside the vortex core.

Mean 
breakdown

location

u =1.5 U∞  

Decelerated
flow (wake)

U∞  α 

Figure 5.7: Baseline flow field of the VFE-2 delta wing at α = 23◦, Re = 1.0 · 106.

The investigated mean flow field shows the breakdown of the leading edge vortex and con-
stitutes of three flow regions: accelerated flow, breakdown and retarded flow region. Starting
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from the apex, the separated shear layer (moderate helicity) rolls up into the primary vortex.
In its core, fluid accelerates and exceeds u/U∞ = 1.5. The cross sectional velocity distribution
describes a jet-type flow up to x/cr = 0.55, in which u/U∞ increases towards the mean vortex
core. The wing’s proximity and the secondary separation1 cause a displacement effect on the
primary vortex structure. Thus, the vortex axis and the peak core velocity are not coaxial.

The vortex breakdown causes flow deceleration and abrupt TKE increase caused by the fluc-
tuations of the breakdown location. More specifically, the fluctuations of the stagnation point(s)
present in the instant flow field (see Section 5.4). The highly fluctuating region is highlighted
by the yellow isosurface (TKE/U2

∞ = 0.2). Its center (maximum TKE) represents the mean
breakdown location, where:

TKE =
1

2

(
(u′)2 + (v′)2 + (w′)2

)
(5.3)

with:

urms =

√
(u′)2, (5.4)

Equation 5.3 is expressed dimensionless according to the following equation: 2

TKE

U2
∞

=
1

2

((
urms

U∞

)2

+

(
vrms

U∞

)2

+

(
wrms

U∞

)2
)

(5.5)

As the breakdown transitions the flow from jet-type to wake-type, the post-breakdown core
shows reduced axial velocity decreasing below 0.2U∞. The mean velocity field does not reach
negative values in x direction, indicating no flow reversal. Contrarily, instant velocity fields dur-
ing breakdown are dominated by stagnating and reversed local flow regions (see Section 5.4).
Downstream, the breakdown wake increases in diameter describing a cone (blue and violet iso-
surfaces). Crossflow distributions of u/U∞ and ωx · lµ/U∞ of the baseline flow are additionally
presented in Figure C.2 and C.3.

The mean distributions of relative axial velocity and TKE in the longitudinal PIV plane along
the vortex core are displayed in Figure 5.8. The core plane presented intersects the wing plane
(xy-plane) in the y-axis at an angle of 6.8◦, as described in detail in Section 3.3.2.1. The colour
map scales with the dimensionless mean axial velocity in the range 0 ≤ u/U∞ ≤ 1.8. The
plots contain additional isolines of constant TKE/U2

∞ values and marking the mean breakdown
location.

Farther away from the vortex axis, u/U∞ converges outboards to unity and inboard to a
slightly higher value. The shear layer protrudes the investigated plane identified by a strip of
moderate turbulence, 0.05 < TKE/U2

∞ < 0.10. Prior to breakdown, the velocity fluctuations are
concentrated in the vortex core. Breakdown leads to an increase in TKE above 0.3·U2

∞. From the
peak value, two branches of high turbulence extend downstream around the decelerated velocity
region (post-breakdown). The strong dissipation caused by the breakdown process reduces the
kinetic energy in the core flow and increases the pressure, which is preventing the roll-up of the
shear layer and thus energy transport towards the rotation center.

The perturbations generated and injected at the leading edge enhances the turbulent mixing
between the freestream flow and the retarded core flow. However, this leads to a minor reduction
of the low-energy volume and a breakdown delay of 3%·cr [17]. The synchronous blowing with the
reduced frequency in the range of the helical mode instability, F+ = 2.6, as investigated also in

1Vorticity region between LEV and LE in Figure C.3 in Appendix C
2In this thesis, turbulent kinetic energy is expressed as TKE for the measured values and as k for the

transport variable in CFD (modelling), but represent the same physical variable.
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Figure 5.8: Relative longitudinal velocity and TKE during breakdown; α = 23◦, Re = 1.0 · 106,
all four actuation modes.

[82], leads to the highest reduction of the low-energy region size compared to the frequency/phase
modulated blowing. Blowing with downstream phase delay has the least impact on the flow field
compared to all investigated blowing strategies. The effect of frequency variation lies in between
the other actuated cases.

As expected from the detected insensitivity of the aerodynamic characteristics towards blow-
ing at this angle of attack, minor alterations to the flow field are observed with respect to the
actuation modes presented in Figure 5.8. These differences are highlighted in a 1D extraction
from the longitudinal PIV plane following the vortex core in Figure 5.9. Continuous lines repre-
sent the relative x-velocity and dashed lines the relative TKE at colour-differentiated actuation
modes.

Prior to breakdown the axial velocity is highest in the natural flow. Both, the flow deceleration
and the TKE peak correlate with the mean breakdown location. The unperturbed flow (baseline)
demonstrates the highest deceleration rate. The peaks of the baseline and synchronous-blowing
cases measure the equal magnitudes of TKE/U2

∞ ≈ 2.2. The TKE peaks of the modulated
cases are flatter and measure lower maxima of TKE/U2

∞ ≈ 1.9 compared to the other two cases,
baseline and synchronous blowing.
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Figure 5.9: Distribution of relative x-velocity and TKE along the core. α = 23◦, at four
actuation modes.

Flatter TKE peaks and smoother axial flow deceleration reveal that the modulated AFC
produces breakdown oscillations over a wider chord range. Interestingly, the frequency modulated
case shows a higher breakdown-delay effectiveness than the case with phase modulation. The
degradation of the aerodynamic coefficients around stall as a result the phase modulated flow
manipulation is the result of a premature triggering of the breakdown instability (Figure 5.4).
However, at this angle of attack, breakdown reaches the apex and the effect is amplified (cf. the
following subsection).

The injection of fluid with constant and downstream decreasing pulse frequency (red and
green) leads to a stabilising effect on the vortex. The additional circumferential momentum
in combination with the instability-targeted actuation frequency enhances the turbulent mixing
and thus the kinetic energy transport in radial direction. This effect leads to a delay in vortex
breakdown, though by around ∆x/cr = 3%. The measured breakdown location for each case is
listed in Table 5.2.

Figure 5.10 shows the cross-sectional distribution of the relative rms value of the axial velocity
urms/U∞. The statistics have been computed over all 400 samples for each plane investigated.
The crossflow planes shown are located prior to breakdown (x/cr = 0.50) at the mean breakdown
location (x/cr = 0.55) and in the breakdown wake (x/cr = 0.70 and 0.85). Within the shear layer,
moderate fluctuations (0.15 ≤ urms/U∞ ≤ 0.20) are present. Relative to the shear layer, in the
core, higher fluctuations are concentrated in a singular peak prior to breakdown (Figure 5.10a).
Approaching breakdown, the core fluctuations increase abruptly as does the core cross section
(cf. Figures 5.10b and 5.9).

Table 5.2: Case dependent chordwise breakdown location at α = 23◦, Re = 1.0 · 106.

Case x/cr
Baseline 0.55

Unison blowing 0.58
Frequency var. 0.58

Phase var. 0.55
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5.2 Flow Field Analysis

(a) x/cr = 0.50. (b) x/cr = 0.55.

(c) x/cr = 0.70. (d) x/cr = 0.85.

Figure 5.10: Rms of the x-velocity distributed in PIV crossflow planes at α = 23◦.

The wake type flow expands downstream of the breakdown location (x/cr ≥ 0.60). In Fig-
ures 5.10c and d, high velocity rms values are distributed annularly with minimum values in
the center. The distribution is not axis-symmetric, as increased unsteadiness is present farther
from the wing (between 10 and 3 o’clock, maximum at 12). The burst vortex expands in cross-
section with dissipating turbulence downstream. The flow field of the actuated cases has a similar
distribution of urms/U∞ at the same chord distance relative to the mean breakdown location xbd.
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5 Results and Discussion

The vortex detection algorithm described in Section 4.4.2 is applied on the crossflow planes
investigated. Figure 5.11 shows the distribution of discrete vortices with axial circulation Γx ≥
0.5 m2/s. Vortices are represented by circles concentric with their λ2 minima and the radius scaled
to the vortex radius. The determination of the core radius is based on the region decomposition
and filtering of the λ2 field. The colour mapping represents the axial circulation of each vortex.
Generally, strong vortices have also a high diameter. The scatter plots presented in Figure 5.11
can be regarded as a long time exposure camera pictures that register discrete vortex events in
time and space accumulated from 200 equally spaced samples. However, the analysis of each
measruement plane is based on all 400 sampled records.

Clusters of
vortex events

in the shear layerCore region

(a) x/cr = 0.50. (b) x/cr = 0.55.

(c) x/cr = 0.65.

Random wake
core flow

(d) x/cr = 0.70.

Figure 5.11: Discrete vortices from PIV crossflow planes at α = 23◦, baseline.

Prior to breakdown, at 0.45 ≤ x/cr ≤ 0.55, the primary vortex core is clearly distinguishable
from the discrete vortices within the shear layer based on the circulation. The vortex core changes
its lateral and vertical position throughout the PIV sampling. This is caused by the wandering
of the vortex core due to interaction with the shear layer [50]. The heterogeneous distribution
or clustering of relatively strong vortices within the shear-layer can assert the existence of quasi-
stationary vortices, also reported in [103, 104]. These clusters spiral downstream with the same

80



5.2 Flow Field Analysis

sense of rotation as the leading-edge vortex. The complementary CFD simulations discussed in
Section 5.4 predict similar stationary discrete flow features.

As the vortex breaks down, the vortex core compresses and starts to fluctuate in all three
directions. The vortex events registered on the crossflow plane represent a quasi-random dis-
tribution, as shown in Figure 5.12b. Regarding the unsteady region in this cross section at
0.2 ≤ z/s ≤ 0.3 and shown above in Figure 5.10c, there is no evident correlation between the
eddy strength or radius and the unsteady region. Not the high concentrations of strong vortex
events, but the high shear between the inner, low-energy and the outer, high-energy flow produce
high fluctuations distributed asymetrically around the mean rotation axis. The region is located
away from the wall, which dampens the flow oscillations.

Comparing the above scatter plots of the baseline case with equivalent representations of the
forced flow in Figure 5.12, pulsed blowing affects the discrete vortex distribution by strengthening
the shear layer vortices and delaying breakdown. Therefore, this is clear evidence that the vortex-
generating shear-layer instability is manipulated. Similar distribution of vortex events, but at
different chordwise positions demonstrate that blowing delays breakdown and reduces the wake-
type region.

Stronger shear-layer
vortex events 
than baseline

(a) x/cr = 0.50. (b) x/cr = 0.70.

Figure 5.12: Discrete vortices from PIV crossflow planes at α = 23◦, F+ = 2.6

The statistics of the vortex detection algorithm are shown in Figure 5.13 along the relative
chord station x/cr: the mean values of the positive axial circulation Γx,pos, the maximum cir-
culation Γx,max, the ratio of vortex core radius to grid spacing rc/∆PIV (Table 3.2), and the
number of detected vortices with positive circulation Nv,pos. The hollow black circles represent
the baseline case, the black circles the synchronous blowing (F+ = 2.6), the green diamonds
the frequency modulated blowing (FV) and the left-pointing magenta triangles the blowing with
downstream phase increase (PV).
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Figure 5.13: Statistics of the vortex detection algorithm from all PIV crossflow planes at
α = 23◦.

The following observations result from analysing Figure 5.13:

� The average radius of the vortices and axial circulation are rather universal. As the average
vortex radius remains constant along the chord (rc ≈ 2∆PIV), the average circulation of
positive rotating vortices increases steadily downstream. At the trailing edge the Γx,pos-
curve flattens.

� The maximum circulation is extracted from each sample and averaged. The graphs in-
crease rapidly up to x/cr = 0.3. Downstream, the curve flattens with baseline values
slightly higher than the forced cases. The breakdown causes a reduction of the maximum
circulation per vortex.

� The reduction of the maximum circulation downstream of x/cr ≈ 0.60 correlates with an
increasing number of vortices.

� Also in the breakdown wake, phase modulation, which has the least effect on the averaged
flow field, generates the lowest maximum circulation and the most vortices.

� Consistent with the aerodynamic coefficients analysis and with the flow-field visualisa-
tion, the vortex-statistics are similare for the synchronised and the frequency-modulated
blowing. The curve representing the baseline case lies in between phase-delayed and the
frequency-modulated blowing.
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5.2 Flow Field Analysis

5.2.1.2 Near Stall

The 3D flow field at α = 35◦ is shown in Figure 5.14 and constitutes of spiralling wake-type
flow above the entire wing. Accelerated flow is present in a small region at the apex inboard of
the vortex core and is generated by the displacement effect of the vortex and the test section’s
boundary layer. This region is designated by a green surface with a constant axial velocity of
u/U∞ = 1.5. Immediately downstream, the flow decelerates (blue isosurface: u/U∞ = 0.5) and
stagnates (violet isosurface: u/U∞ = 0.0). The decelerated and stagnating surfaces describe a
3D cone, each, axis-symmetric with the vortex axis.

Mean stagnation

U∞  α 

(a) Baseline. (b) Unison blowing F+ = 2.6.

(c) Frequency variation. (d) Phase variation.

Figure 5.14: Flow field of the VFE-2 delta wing at α = 35◦, Re = 0.5 · 106.

Reconsidering the pre-stall case, pulsed blowing has an increased effect rather on the post-
breakdown region, as the inherent helical mode instability is addressed. At stall, the effect is
similar and more pronounced as the complete flow field constitutes of a post-breakdown flow.
Analogue to the previous case, at a lower angle of attack, the impact on flow field with respect
to the baseline case (a) decreases in the same order: unison blowing (b), frequency variation (c)
and phase variation (d). Simultaneously, the stagnation point (tip of the violet conical surface)
is shifted downstream depending on the active flow control strategy, see Table 5.3. Although the
momentum coefficient is constant at cµ = 5.5·10−3, the investigated jet-triggering sequence affects
the flow field and, consistently, the global aerodynamic coefficients (compare Section 5.1.2).

The apex region is greatly influenced by the jet sequencing, as observed in the assessment of the
helicity distribution. Blowing strengthens the vortex region at the apex, generating a more clear
helicity peak in the vortex axis. The vortex is very unstable and breaks down at x/cr ≈ 0.2, in
each investigated case. Towards the trailing edge, the “dissipated” helicity distribution is rather
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5 Results and Discussion

Table 5.3: Case dependent chordwise location of the mean stagnation point at α = 35◦,
Re = 0.5 · 106.

Case x/cr
Baseline 0.24

Unison blowing 0.43
Frequency variation 0.42

Phase variation 0.34

unaffected. This demonstrates that periodic jets have a strong upstream effect, increasing the
pitch-up tendency.

The apex region is further analysed in Figure 5.15 for each investigated case (baseline (a),
unison (b), frequency-modulated (c) and phase-modulated blowing (d)). Colour mapping and
isolines correlate with non-dimensional axial velocity and TKE distribution, respectively. The
investigated plane is co-linear with the vortex axis and is angled at 11◦ with the wing around the
y-axis. By increasing the angle of attack from α = 23◦ to 35◦, the unstable breakdown region
shifts upstream, reaching the apex and, here, the flow unsteadiness increases.

Figure 5.15: Relative longitudinal velocity and TKE along the vortex axis; α = 35◦,
Re = 0.5 · 106.
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5.2 Flow Field Analysis

The breakdown flow reveals high TKE distributed around the low energy core (see also Fig-
ure C.4). A strip with values above TKE/U2

∞ = 0.15, which is located between the low energy
core and the separated shear layer, extends downstream along the leading edge. The cause of this
unsteady region is the increased shear forces generating discrete vortices, which spiral around
the retarded core flow. Local TKE peaks above the slot-pair result due to flow disturbance.

Figure 5.16 illustrates the distribution of measured TKE in two crossflow planes distanced
at ∆x/cr = 0.20. Similar to the finding above, the wake-type flow-field dominates the post-
breakdown region. All measured cross-flow planes with the TKE distribution are presented in
Figure C.4. The diameter of the high velocity rms annulus increases downstream. The wall effect
is reduced as the primary vortex is farther from the wing.

(a) x/cr = 0.25, baseline.

Cross sectional 
constriction

(b) x/cr = 0.25, F+ = 2.6.

(c) x/cr = 0.45, baseline.

Shear-layer
deflection

(d) x/cr = 0.45, F+ = 2.6.

Figure 5.16: Rms of the x-velocity distributed in PIV crossflow planes at α = 35◦. Baseline
vs. actuated case.
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5 Results and Discussion

The stall angle of attack case confirms that pulsed blowing reduces the wake region. However,
it is not clear if the wake reduction is caused by the delay of breakdown or by the enhanced
turbulent mixing. Therefore, the information can be retrieved from CFD data.

The increase of the longitudinal aerodynamic coefficients generated by blowing synchronously
with F+ = 2.6 is explained subsequently referring to Figure 5.17. The graphs show the vertical
distribution of nondimensional axial and circumferential velocities. The reduction of the low-
energy region clearly decreases the wake and increases the angular velocity around the vortex
axis. This effect decreases downstream (see dashed lines, representing x/cr = 0.5). This leads to
increased induced near-wall velocities in spanwise direction, decreasing pressure and, eventually
increasing lift, drag and pitching moment. As discussed in Section 5.2.1.4, the mean rotation
axis is independent on the applied actuation.
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Figure 5.17: Circumferential and axial velocity distribution across the vortex core at
x/cr = 0.6, α = 35◦, Re = 0.5 · 106.

In Figure 5.18, the crossflow planes are post-processed to show the location, the cross-section
and the strength of the discrete vortices at x/cr = 0.25 and 0.45. This analysis confirms the
observations on the mean flow field. In the baseline case at x/cr = 0.25, the wake-type flow is
already developed (Figure 5.16a) and constitutes of vortices of moderate strength reside mostly in
and around the core. Downstream, the structure grows and the vortices are transported around
the low energy core. The vortex event density is higher closer to the wing than farther away and
opposite to the velocity rms crossflow distribution.

The primary structure responds to actuation by a reduction in diameter/downstream displace-
ment of the breakdown wake. Blowing redistributes the vortices more uniformly (Figure 5.18d)
and increases the unsteadiness (Figure 5.16d).
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5.2 Flow Field Analysis

(a) x/cr = 0.25, baseline. (b) x/cr = 0.25, F+ = 2.6.

(c) x/cr = 0.45, baseline. (d) x/cr = 0.45, F+ = 2.6.

Figure 5.18: Discrete vortices from PIV crossflow planes at α = 35◦. Baseline vs. actuated.

The discrete vortex statistics are shown in Figure 5.19 and discussed below:

� The average measured circulation per vortex is lower at α = 35◦ than at 23◦, as the
freestream velocity magnitude can introduce a bias. Nonetheless, at this angle of attack,
the positive circulation is independent on the actuation mode over a major part of the
wing. Towards the trailing edge a low spread is present.

� The average relative radius shows the same independency as seen at α = 23◦ towards the
mode of actuation. In longitudinal direction, it decreases constantly from rc/∆PIV = 2.2
to 1.83.

� Maximum circulation per vortex considerably decreases (by a factor of approximately 4)
compared to the α = 23◦ case. At both angles of attack, the breakdown position is
designated by the averaged maximum vortex circulation.

3Because the vortex detection algorithm increases the resolution by three times, detecting vortices
smaller than two cells is possible
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5 Results and Discussion

� The number of vortices detected is doubled compared to α = 23◦. The downstream
increase in number of vortices is representative for the stall flight regime as well.
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Figure 5.19: Statistics of the vortex detection algorithm from all PIV crossflow planes at
α = 35◦.

5.2.1.3 Post Stall

Figure 5.20 depicts characteristic flow features at post-stall, α = 45◦. The interpolated isosurface
represents zero axial velocity (u/U∞ = 0). At this extremely high angle of attack, the baseline
flow field constitutes solely of a wake flow topology (Figure 5.20a). The separated shear layer does
not reattach on the wing’s upper surface. Flow streamlines describe the recirculatory mean path
of fluid elements. With active blowing, the periodic momentum injection leads to a reattachment
of the shear layer and, thus, to the generation of a sustained burst vortex (Figures 5.20b–d). The
stabilization of the vortex at high angles of attack eliminates the sharp drop of the aerodynamic
coefficients caused by the vortex collapse. The additional suction by vortex induced near-wall
velocity contributes to the considerable lift, drag and pitching moment increase (Figure 5.6).
Table 5.4 lists the case dependent lift increase related to the baseline lift: ∆CL/CL,Baseline. The
yellow isosurface envelopes the region of high spanwise velocity v/U∞ ≥ 0.7 induced by the
manipulated vortex. Its volume correlates with the suction force above the wing.
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(a) Baseline.

U∞  α 

(b) Unison blowing F+ = 1.0.

(c) Frequency variation. (d) Phase variation.

Figure 5.20: Flow field of the VFE-2 delta wing at α = 45◦, Re = 0.5 · 106.

Table 5.4: Lift increase related to baseline lift for three actuation strategies at three post-stall
angles of attack ∆CL/CL,Baseline.

α 42◦ 45◦ 50◦

Unison blowing 59.1% 55.1% 44.4%
Frequency var. 66.3% 53.3% 20.7%

Phase var. 55.6% 47.2% 25.6%

The jet synchronisation affects the vortex structure with a different intensity. As demon-
strated for both lower investigated angles of attack (α = 23◦ and 35◦), the actuation strategy
with synchronised blowing (cf. Figure 5.20b) is the most effective compared to the modulated
strategies (cf. Figures 5.20c,d), as it generates highest cross-section reduction of the reversed flow
region. The separated shear layer spirals around the reversed core flow. There is fluid transport
from the enclosed reversed flow across the u/U∞ = 0 surface into the shear layer. Increased flow
interaction and turbulence dominates this circular region, which is discussed below.

With frequency variation, the flow topology looks similar to the unison blowing, though has a
slightly wider reversed-flow core and lower swirl (compare Figure 5.20c and b, respectively). The
vortex intensity correlates with a slightly lower lift coefficient than the synchronised blowing.
Phase variation generates the least additional lift and shows a rather heterogeneous flow-field
(Figure 5.20d).
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5 Results and Discussion

A detailed analysis of the PIV plane along the vortex core is presented in Figure 5.21. The
measurement plane is angled at 11◦ relative to the wing’s xy-plane and translated 10 mm away
from the apex. The distribution of axial velocity is colour mapped in the range −0.25 ≤ u/U∞ ≤
0.65. Isolines of constant TKE for values of TKE/U2

∞ = 0.05, 0.10, 0.15, 0.20, 0.25 complement
the plots. In the baseline case (Figure 5.21a), the flow is reversed above the wing. The outer flow
converges with the upstream flow in the inner part of the shear layer, where TKE/U2

∞ = 0.05.
See also Figure C.5.

Undulations
above blowing 

segments

Stable loci

Shear layer

Backflow

Figure 5.21: Relative longitudinal velocity and TKE along the vortex axis; α = 45◦,
Re = 0.5 · 106.

The actuated cases (Figure 5.21b–d) show the quasi conical distribution of longitudinal ve-
locity and TKE. From the vortex axis in radial direction, the velocity increases. TKE increases
inboard of the leading edge above TKE/U2

∞ = 0.15. Locally above the slot pairs, axial veloc-
ity and fluctuations show increased values relative to the surrounding, demonstrating a rather
heterogeneous distribution. The unsteady region of TKE/U2

∞ ≥ 0.15 decreases in size starting
with the unison blowing case, followed by frequency variation case and ending with the phase
variation case.

White stream tracers designate the mean flow direction in the investigated plane. The con-
vection line is situated in the perturbed cases farther inboard. It shows undulations in its path
along the leading edge, with inboard tendencies at jet injection locations (above the blowing seg-
ments). The applied flow control has also a noticeable upstream effect, aligning the outer flow
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in freestream direction. The phase-modulated case demonstrates stable loci above the blowing
segments. Hence, the flow field is strongly three dimensional and inhomogeneous for this case.

Figure 5.22 shows the cross flow distribution of urms/U∞ in the planes designated by dashed
lines in Figure 5.21. A separated shear layer with moderate fluctuations constitutes the baseline
flow field at α = 45◦ (cf. Figure 5.22a and c). Synchronised burst mode blowing proves the
greatest wake reduction at same actuation amplitude. The shear layer reattaches on the wing
surface following the red annular region. In its center, the flow is unsteady, reversed and with low-
energy. Obviously, a strong interaction of the periodically released jets into the shear-layer and
the vortex generating instability exists. The mean dynamics are investigated via phase-locked
investigations in Section 5.2.2 and via transient CFD in 5.4 and 5.5.

Shear layer

(a) x/cr = 0.25, baseline. (b) x/cr = 0.25, F+ = 1.0.

(c) x/cr = 0.45, baseline.

Shear layer
part of vortex

(d) x/cr = 0.45, F+ = 1.0.

Figure 5.22: Rms of the x-velocity distributed in PIV crossflow planes at α = 45◦. Baseline
vs. actuated case.
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Few vortex events are are recorded in 200 samples from the baseline flow located above the
leading edge(cf. Figure 5.23a and c). The vortex generation rate is low, however, increases with
actuation (cf. Figure 5.23b and d). The forced flow field resembles to a burst vortex structure,
consisting of discrete vortices distributed annularly. Approaching reattachment on the inboard
side of the wing, the vortices tend to grow, leading to more intense vortex events near the upper
wing surface.

The above assessment of actuation modes is supplemented by the chordwise statistics of dis-
crete vortices in Figure 5.24. The forced flow field constitutes of vortices with reduced circulation,
radius and number compared to the flow field at α = 35◦. Nonetheless, the universal trend con-
cerning the actuation effect is mirrored as well in the vortex event statistics at α = 45◦.

(a) x/cr = 0.25, baseline.

Strong vortex 
events

(b) x/cr = 0.25, F+ = 1.0.

Low production
rate of

vortex events

(c) x/cr = 0.45, baseline.

Increased
vortex production
and growth rate

(d) x/cr = 0.45, F+ = 1.0.

Figure 5.23: Discrete vortices from PIV crossflow planes at α = 45◦. Baseline vs. actuated
case.
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The detection algorithm is dependent on the input data. Especially the PIV grid spacing ∆PIV

affects the number, radius and circulation of each detected vortex event [7]. Here, only the fine
grid spacing of ∆PIV = 3.7 mm is considered for the analysis, i.e. crossflow planes x/cr = 0.55.
The baseline flow field constitutes of large separation and the only vortex dynamics taking place
is within the shear layer. Therefore, the corresponding curve has the lowest values of vortex
circulation, radius and number.

The application of AFC transforms the flow field and enhances greatly the production and
development of vortices across the flow field. Therefore the curves of the actuated cases tend
towards the values of the burst vortex at α = 35◦. In contrast to the low angles of attack
discussed previously, the radius shows a clear dependency on the actuation mode. On average,
the largest vortices are generated with pulsed blowing, followed by FV and PV.
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Figure 5.24: Statistics of the vortex detection algorithm from all PIV crossflow planes at
α = 45◦.

5.2.1.4 Mean Rotation Axis

This section analyses the location of the mean rotational axis in dependency on the freestream
conditions and actuation modes. The post-stall baseline flow does not include swirling motion
and is excluded from the comparison. The rotational axis is determined in equally spaced cross
sections and defines the location, where the circumferential velocity reaches zero (v = w = 0).
The mean flow rotates around this point and coincides with the axis of the mean primary vortex.

Figure 5.25 shows the relative vortex core position in lateral (y/s) and vertical (z/s) direction
along the root chord. The position depends greatly on the investigated case and less on the
perturbation method. By increasing the angle of attack from α = 23◦ to 35◦ (compare red with
blue symbols), the vortex core departs from the wing’s upper surface and moves inboard. This
vortex displacement is caused on the one hand by the vortex cross sectional expansion and on
the other hand by the strong influence of the freestream direction.
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With a further incidence increase from α = 35◦ to 45◦ (blue and green symbols, respectively),
the vortex lateral motion is constricted. As a result, the vortex can move only in positive z-
direction.

The actuation has no considerable effect on the vortex position at pre-stall and stall. The
green symbols designating the actuated post-stall flow field show minor but clear differences
between actuation modes. The unison blowing, as the most effective blowing sequence, displaces
the vortex inboard and away from the wing. Undulations of the vortex core, correlated with the
position of the blowing segments, are stronger for this case. Modulated blowing manipulates the
vortex with a less pronounced effect.
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Figure 5.25: Lateral and vertical location of mean vortex rotation axis at three angles of attack
and four cases.
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5.2.1.5 Reversed Flow

In the same order of AFC modes, the negative velocity peaks and the reversed flow region
increase, as seen in Figure 5.26, for both angles of attack α = 35◦ and 45◦ (represented by red
and green symbols, respectively). Considering the stalled flight condition, the reverse flow region
extends downstream from x/cr ≈ 0.2.
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Figure 5.26: Parameters of reversed flow at α = 35◦ and 45◦, Re = 0.5 · 106.

For the baseline flow at α = 35◦, high negative acceleration is present (from u/U∞ = 0.0 to
−0.2 at 0.2 ≤ x/cr ≤ 0.4). In this range, the radius of the region with negative axial velocities
increases quasi linearly. As presented above the backflow region is shifted downstream and its
radius decreases with active blowing. There is a strong correlation between the longitudinal
distribution of min(u) and r, confirming the energy transport in the vortex core.

For the post-stall case, the minimum velocity shows no monotony in x-direction. In the
baseline case, the velocity decreases mildly up to x/cr = 0.75, after which it increases again. The
negative velocity peak is located in each section close to the leading edge, inboard of the shear
layer. In the most aft 10% portion of the root chord, the peak of −u/U∞ is located farther from
the wing. As in the previous case, blowing reduces the backflow in magnitude and cross section.
This occurs only locally, i.e. at slot positions (Figure 5.26a: green squares at x/cr = 0.5–0.7).
The correlation between both investigated backflow variables is not valid for α = 45◦. Above
the actuation segments, r/s- curves of the actuated cases deviate to lower values compared to
the unperturbed case.
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5 Results and Discussion

5.2.1.6 Longitudinal Circulation

The chordwise circulation distribution is shown in Figure 5.27. The circulation discussed here
results from cross sectional integration of positive axial vorticity. Hence, the voticity production
can be quantified and assessed. The angle of attack correlates positively with the circulation
per unit length Γx/(U∞lµ). Despite the increased (actively manipulated) circulation above the
wing at α = 45◦, this does not contribute to the lift increase compared to 35◦ (Figure 5.6). The
vortex is to far from the wing surface, hence, the induction effect decreases.

The actuation does not contribute to a circulation increase at α = 23◦ (red symbols in Fig-
ure 5.27). In comparison, the phase-modulated blowing in the stall case (blue simbols) has less
circulation towards the trailing edge (x/cr ≥ 0.8). The post-stall case presents a more obvious
effect of blowing sequence on the circulation distribution (green symbols). In the baseline flow
field at α = 45◦, the circulation is generated solely by the shear layer detaching from the leading
edge. Synchronised blowing with F+ = 1.0 demonstrates a small but more noticeable increase in
circulation compared to the modulated cases. The phase modulated case has the least circula-
tion values along the chord length. This trend is correlated with the lift coefficient increase (see
Table 5.4).
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Figure 5.27: Circulation per chord length for three angles of attack and four cases.
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5.2.1.7 Synthesis

The flow-field data confirms the aerodynamic characteristics effect towards different blowing
strategies. Across all three angles of attack investigated, the highest flow field alteration (break-
down delay, wake/revered flow reduction, shear-layer reattachment) is achieved with the methods
ranked below based on their effect on the flow field and aerodynamic characteristics:

1. Synchronised blowing

2. Frequency variation

3. Phase variation

At α = 23◦, synchronised and frequency-modulated blowing shifts the mean breakdown loca-
tion downstream and reduces the wake region, whereas blowing with chordwise increasing phase
does not.

At α = 35◦, breakdown occurs near the apex. A measurement of a relatively small structure
near the wall was not possible due to reflections. However, because the flow reverses in the wake,
a mean stagnation point is detected. Delay of the stagnation point and wake cross-sectional
reduction follow the universal trend when applying the above listed AFC modes.

At α = 45◦, the baseline flow constitutes of massive separation with no flow reattachment
on the upper surface. All AFC strategies investigated reattached the shear layer above the wing
generating a burst vortex structure expanding over the entire wing.

Investigating the distribution and chrodwise statistics of detected vortex events revealed that
small vortices, which are discrete in time and space, are present within and influence the macro-
scopic vortex system. The analysis confirms the above ranking of the actuation effect on the flow
field. This additional investigation tool highlights that pulsed blowing increases discrete vortex
production and growth rate.

In conclusion, the quasi-2D disturbance affects the flow field the most compared to phase-
delayed blowing or blowing with frequency variation. Hence, deviating from the synchronisation
of the leading-edge jets reduces the effect on the flow field. When blowing is operated with
decreasing frequency, a negative phase delay is introduced. Based on the present experimental
investigations, it can be presumed that, the negative phase delay is superior to its positive
counterpart.

The subsequent subsection analyses in detail the phase-averaged flow-field response to synchro-
nised blowing (quasi 2D disturbance). The objective of the analysis is to understand precisely
the jet-flow interaction and why synchronised blowing is the best option for pulsed blowing.
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5.2.2 Phase-Averaged Flow Field

The current subsection presents the phase-averaged distribution of relative flow field quantities
in 5 wing cross sections for all three investigated angles of attack. The investigated planes are
located at each 20% root chord length, x/cr = 0.20, 0.40, 0.60, 0.80, and above the actuator pair
located at x/cr = 0.65. At each phase (θ = 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦, 360◦), 400
snapshots were taken and averaged, contributing to the analysis of the mean vorticity motion
(in the dominant direction: x-axis).

The methodology is described in detail in Section 3.3.2.2. Figure C.1 shows the tuft displace-
ment at each phase angle during one actuation cycle, in which the first 25% represent the blowing
phase. The figure demonstrates that independent of the angle of attack, the first phase angle
(θ = 45◦) includes jet injection.

Besides increasing momentum coefficient, the reduced blowing period is increased from 1/F+ =
0.4 at pre-stall and stall to 1.0 at post-stall. With increasing angle of attack the vorticity is
distributed on a wider cross section and the peak values decrease (Figures 5.28– 5.36), but the
circulation per chord length increases (see Section 5.2.1.6).

As synchronised blowing jets with defined reduced frequencies (F+ = 1.0, 2.6) generate the
highest vortex intensification, the investigation of the phase-averaged vorticity field elucidates
the dynamics of the vortex subjected to periodic quasi-2D disruption.

5.2.2.1 Pre Stall

Figure 5.28 shows the relative axial vorticity in the range ωx(lµ/U∞) = ±200 in the chord sections
measured. Prior to breakdown, the vorticity peak in the vortex core is stable. In the second
plane, x/cr = 0.4 instabilities occur after jet insertion, θ ≥ 135◦. These propagate downstream,
leading to a rotating and spiralling vorticity cluster in the post-breakdown region. The enforced
frequency, being in the range of the helical mode instability, generates on average a strong vortex.
Vorticity peaks at the leading edge and extending downstream designates a vorticity cluster that
rotates around and merges finally into the primary vortical structure.

Important flow features of the phase-averaged PIV investigations:

θ = 45◦–90◦: Small vortex pair in the 4th plane above the slot pair is generated due to
active jets.

θ = 135◦: The sudden stopping of the jets generates counter rotating vortices. This is seen
in the interruption of the shear layer. The alternating opening and closing of the valves
reorders vortex shedding at the leading edge. After jet induction, the shedding mechanism
starts at the leading edge

θ = 180◦: Discrete vortices grow in intensity sustained by the vorticity transport from the
shear layer.

θ = 225◦–270◦: Discrete vortices spiral along the shear layer.

θ = 315◦–360◦: Discrete vortices merge into the primary structure, after which the process
repeats itself.
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Figure 5.28: Phase-averaged vorticity distribution, α = 23◦, Re = 1.0 · 106, F+ = 2.6.

Figure 5.29 captures the vortices detected in 200 samples at three phases in the range θ =
135◦ − 225◦. The examination of two crossflow planes at x/cr = 0.60 and 0.80 brings additional
information about the evolution of vortices in longitudinal direction. Prior to θ = 135◦, the
distribution of vortices is undisturbed, although the jet was injected and ceased at θ = 90◦.
The subfigures a–c reveal the shear layer disruption and the clustering of vortices above the
leading edge. With time passing, the cluster grows and eventually confluences with the primary
structure, thereby converging to the initial, natural state.

Velocity profiles across the vortex core in vertical direction of the phase-averaged data are
extracted from the mid three crossflow planes and plotted in Figure 5.30. Colour and symbols
distinct the phases of one blowing cycle. Upstream of breakdown (x/cr = 0.40), the x-velocity
component is distributed with a crest in the core (jet-type flow). At θ = 90◦, the core flow
has the highest maxima of u/U∞ = 3.1. Within the breakdown wake (x/cr = 0.60, 0.65), the
distribution has, instead, a valley with minimum in the rotation axis v = 0.

The lateral velocity distribution across the vortex is described by a point-symmetric polynomial
curve with respect to the vortex rotation axis. Throughout one blowing cycle, the flow is rather
inert with small fluctuations. The rotation axis does not vary much (towards the trailing edge
moderate fluctuations occur, see Figure C.6). At θ = 180◦ the wake deficit and y-velocity peaks
near the wall are reduced. This shows the response time is about a quarter of one blowing cycle,
or the same amount of time that the jets were active after they were switched off.
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(a) x/cr = 0.60, θ = 135◦. (b) x/cr = 0.80, θ = 135◦.
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(c) x/cr = 0.60, θ = 180◦. (d) x/cr = 0.80, θ = 180◦.
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(e) x/cr = 0.60, θ = 225◦.
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(f) x/cr = 0.80, θ = 225◦.

Figure 5.29: Phase-dependent distribution of discrete vortices at x/cr = 0.60 (left)
and 0.80 (right). α = 23◦ and F+ = 2.6.
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(c) x-velocity at x/cr = 0.60.
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(d) y-velocity at x/cr = 0.60.
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(e) x-velocity at x/cr = 0.65.

z/s

v/
U ∞

0 0.2 0.4-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

3

T045
T090
T135
T180
T225
T270
T315
T360

∼0.18 270°

180°

225°

(f) y-velocity at x/cr = 0.65.

Figure 5.30: Phase-dependent distribution of axial and lateral velocity at x/cr = 0.65 and 0.80.
α = 23◦ and F+ = 2.6
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Throughout one blowing cycle, the vortex wanders in lateral direction with small fluctuations
as the curves representing different phases are not quite on top of each other. The curves with
highest amplitudes are marked in Figure 5.30. There is a time delay of approximately 25%
of one blowing cycle after jet injection. The lag propagates downstream, as the flow near the
trailing edge responds later than the upstream region. Increasing the angle of attack amplifies
this periodic motion.

5.2.2.2 Near Stall

Figure 5.31 presents the non-dimensional phase-averaged vorticity distribution of the perturbed
flow field with F+ = 2.6 measured at α = 35◦ and Re = 0.5 · 106 , in the range |ωx(lµ/U∞)| ≤
±100. It demonstrates the same disturbance–vortex interaction and a stronger phase dependency
compared to pre-stall. Peaks of increased vorticity emerge at the leading edge and grow with
time passing. This translates to a higher accumulation of discrete vortices above the leading
edge. After the leading-edge detachment, these vortices spiral downstream. At the end of the
blowing cycle and prior to jet injection, the structures merge into the primary structure.

Shear-layer disruption

Negative vorticity
jet vortex

Pairs of vorticity clusters

Merging after one full 
clockwise rotation

U∞  α 

Figure 5.31: Phase-averaged vorticity distribution, α = 35◦, Re = 0.5 · 106, F+ = 2.6.
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Upstream of breakdown (x/cr = 0.2), the apex vortical flow is steady and stable, as the
vorticity distribution represents the jet-type flow. Downstream, the primary structure breaks
down and the flow becomes highly transient. Two vortex clusters rotate around each other in a
clockwise positive x-direction (cf. Figure 5.18), reducing the wake-type flow region. The motion
describes a full rotation during one blowing period, thus, the flow responds to the periodically
injected disturbance better than the lower angle of attack α = 23◦, at which the natural flow is
rather too stable.

Incipient
vortex 

clustering

(a) x/cr = 0.40, θ = 135◦. (b) x/cr = 0.60, θ = 135◦.

Merging into the 
primary structure

(c) x/cr = 0.40, θ = 225◦.

Growing vortex
cluster

(d) x/cr = 0.60, θ = 225◦.

Figure 5.32: Phase-dependent distribution of discrete vortices at x/cr = 0.40 and 0.60. α = 35◦

and F+ = 2.6.

From the above analysis of the mean flow field data resulted that the synchronised pulsed
blowing strategy has the biggest impact on the flow field regardless of the flow field type. Hence,
the phase-averaged data revealed that periodic forcing at α = 23◦ and 35◦ produces rotating
structures, which delay the mean breakdown location. However, the PIV data was not sufficient
to find the exact mechanism, for which the DES results are necessary (Section 5.5).
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5 Results and Discussion

The time dependent reverse flow is quantified by minimum axial velocity and reverse-flow cross
sectional radius in Figures 5.33a and b, respectively. The reverse flow is rather steady up to 180◦,
indicating a response to fluid injection with a delay of at least 90◦. The response is a decrease in
minimum longitudinal velocity at x/cr = 0.6, which is downstream of the first blowing segment.
At θ = 225◦ the disturbance reaches the entire wing, after which it converges to the initial state.

From this representation the following conclusions can be drawn: within one blowing cycle
the vortex pulsates in longitudinal direction with local contraction/expansion and rotates in the
mean vorticity direction.

Disturbance 
response

(a) Minimum velocity. (b) Minimum velocity.

Figure 5.33: Negative axial velocity and backflow radius as function of chord section and phase
angle, α = 35◦, Re = 0.5 · 106, F+ = 2.6.

Figure 5.34 comprises of u/U∞ and v/U∞ profiles across the vortex core in z-direction at
x/cr = 0.40 (a,b), 0.65 (c,d) and 0.80 (e,f). Along the chord, the wake increases in diameter
and the swirl angle decreases (∂v/∂z). The maximum-lift flow field is more unsteady than at
lower incidences, and responds to periodic forcing with higher amplitudes. However, the lowest
angle was investigated at twice the freestream velocity of the stall and post-stall cases. Which
can have a stabilising effect on the vortex system.

The near-wall region around z/s = 0.1 is dominated by high velocity values that decrease
from (u/U∞, v/U∞) ≈ (1.3, 1.7) to (0.8, 1.1) within the chord station range x/cr = 0.40− 0.80.
The phase-dependent velocity distributions are not synchronised along the wing root: minimum
u/U∞ in the wake at θ = 225◦, 270◦ and 90◦, for x/cr = 0.40, 0.65 and 0.80, respectively.
Reversed flow protrudes the plane at x/cr = 0.40 at θ = 225◦. Along the regarded average cycle,
the wake cross section increases in response to the discrete jets in the aft half part of the wing.
The opposite effect is observed upstream: the wake cross section is reduced and the minima
decrease (the valley becomes pointier).

The v/U∞ distributions describe slight undulation and inflections in time, suggesting a periodic
variation of local swirl angle. In conclusion, the average flow dynamics are complex. The primary
structure reveals a system of vortex cluster pairs rotating around the global rotation axis. In
longitudinal direction, the vortex wake-type flow experiences dilatation and contraction with a
approximately T/2 delay after jet injection.
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(a) x-velocity at x/cr = 0.40.
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(b) y-velocity at x/cr = 0.40.
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(c) x-velocity at x/cr = 0.65.
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(d) y-velocity at x/cr = 0.65.
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(e) x-velocity at x/cr = 0.80.
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Figure 5.34: Phase-dependent distribution of axial and lateral velocity at x/cr = 0.65 and 0.80.
α = 35◦ and F+ = 2.6.
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The above investigation of flow field response established a periodic motion of the primary
structure. The extracted curves above suggest a phase-averaged motion of the rotation axis
(v = w = 0) correlated with minimum velocity (see also Figure 5.33). Figure 5.35a shows the
phase-averaged location of the rotation axis along the chord. The vortex mean axis undulates
downstream with dominant amplitudes in the yz-plane. Vertical fluctuations are rather small.
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Figure 5.35: Phase-dependent vortex axis location at α = 35◦.

In Figure 5.35b the coloured and numbered squares represent the location of rotation axis in
the crossflow plane at x/cr = 0.65 for each phase. At the start of the blowing cycle (θ = 0◦/360◦),
blowing is initiated and continues during the first phase investigated θ = 45◦ and ceases at the
second phase θ = 90◦.

The largest displacement of the axis occurs during the first and fifth phase investigated. Hence,
throughout the blowing phases, the vortex positions most outboard at y/s = 0.4 and resides up
to the fourth phase (θ = 180◦). The largest lateral shift is between the fourth and fifth phase,
during which it moves from y/s = 0.39 to 0.32. Figure 5.35b also displays the mean location
of the baseline and actuated vortex axis designated by a white and black sphere, respectively.
Although the vortex fluctuates and undulates under periodic forcing, its mean location is slightly
outboards with respect to the location of the unforced rotation axis.
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5.2 Flow Field Analysis

5.2.2.3 Post Stall

As demonstrated in Section 5.2.1, the synchronised pulsating fluid injection with non-dimensional
frequency at unity produces the highest constriction of the reverse flow region and the highest
induced near-wall velocities. This is valid for all angles of attack. At α = 45◦, the best lift
increase is achieved with synchronised blowing (Figure 5.6). The mechanism that reattaches
the shear layer is discussed in this subsection. The analysis of phase-averaged flow response to
pulsed blowing brings light upon the question why synchronised blowing or quasi-2D disturbance
injection (considering the shear layer flow) has the biggest impact on the flow rearrangement.

Figure 5.36 shows the normalised, axial vorticity distribution in the crossflow planes investi-
gated. High vorticity values are concentrated in the shear layer and in the large vortex-wake
structure consisting of two regions that rotate pairwise and spiral around the low energy core.
These mean “vorticity events” extend in chordwise direction with a counter-clockwise twisting
and a clockwise rotation around the core.

Similar to the above discussed cases at α = 23◦ and 35◦, AFC manipulates the generation of
vortices subsequent to the shear-layer separation. The jet-flow interactions and the response of
the flow to actuation at α = 45◦ based on consecutive phase instances shown in Figure 5.36 are
described below:

θ = 45◦–90◦: The jets are active during the first quarter period and generate small localised
vortex events that disrupt the shear layer immediately after detachment at x/cr > 0.20.
Phase-averaged TKE distribution (Figure C.7) shows local increased activity during blow-
ing θ = 0◦ − 90◦, owed to jet-vortex interactions.

θ = 90◦–135◦: After blowing cessation, the small vortex events interact with the shear
layer increasing its inboard deflection.

θ = 180◦–315◦: Within the shear layer, the jet-vortex interaction stimulates shear layer
instabilities. As a result vortex events detach from the shear layer and are traced in mul-
tiple chord stations. The events spiral (downstream) and rotate (in time) unidirectionally
around the low energy core.

θ = 180◦–360◦: The 3D vortex events persist during the inactive part of one period,
proving their stabilising effect of the periodic flow excitation.

θ = 225◦–360◦: The rotation of the vortex event pair continues with time passing, com-
pleting its rotation around the x-axis at the fin of one cycle. With this process, the wake
increases in cross-section as the vortex event pair departs from the center (see below).
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Figure 5.36: Phase-averaged vorticity distribution, α = 45◦, Re = 0.5 · 106, F+ = 1.0.

As in the previous cases, the phase dependent distribution of discrete vortices is analysed
subsequently for α = 45◦. Figure 5.37 shows the distribution of the vortex events at the chord
station x/cr = 0.40 (second most upstream plane in Figure 5.36) during the inactive-jet phases.
The disruption of the shear layer generates a cluster of vortices that rotate around the leading-
edge vortex axis.

Throughout this process, strong interactions lead to merging and growth of discrete vortex
events. Prior to the next jet injection, at θ = 315◦, relatively intense vortex events populate the
near wall region. This leads to an increased inboard deflection of the shear layer. At the start of
the blowing sequence, the vortex cluster makes a full rotation while transported downstream and
the upstream vortex events begin to merge with the shear layer before the additional momentum
is injected, reinitiating the entire periodic process.
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Figure 5.37: Phase-dependent distribution of discrete vortices at x/cr = 0.40. α = 45◦ and
F+ = 1.0.

109



5 Results and Discussion

Figure 5.38 presents the peak negative axial velocity and cross section of backflow for the
actuated post-stall case. At this angle of attack the reversed flow in the core is more unsteady
and more heterogeneous than at 35◦ (Figure 5.33). With time passing, regions in the θ-x/cr-space
of low minimum and high minimum −u/U∞ (blue and red) alternate downstream. The radius
of reversed flow is rather steady at x/cr ≤ 0.6. Downstream, the actuation induces oscillations
of backflow cross section.

Bands of 
min and

max
(a) Minimum velocity.

Small perturbations

(b) Minimum velocity.

Figure 5.38: Negative axial velocity and backflow radius as function of chord section and phase
angle, α = 45◦, Re = 0.5 · 106, F+ = 1.0.

Figure 5.39 presents the vertical distribution of u/U∞ and v/U∞ across the mean vortex core
at x/cr = 0.40, 0.65 and 0.80. Analogue to the lower angles of attack investigated, the flow field
constitutes of a swirling wake/reversed flow with periodic motion in all directions. In contrast
to α = 35◦, at the highest angle, the fluctuations are higher and reveal a more clear rotational
motion.

At x/cr = 0.40, there is a phase dependent offset of u/U∞ and v/U∞ curves (Figure 5.39a
and b). In the downstream investigated plane, at x/cr = 0.60, axial and spanwise momentum
near the wall increases steadily up to θ = 180◦ (Figure 5.39c and d). Progressing in phase, both
velocity components decrease and the velocity deficit closer to the wing increases. Minimum
axial velocity is highest during the final quarter period, θ = 315◦ − 360◦.

The blowing phase leads to a rapid increase in axial velocity. The highest values corresponds to
θ = 135◦, at which the wake-type distributions show the appearance of an inflection. The span-
wise velocity component demonstrates an inflection, as well at 135◦, which remains up to 315◦.
The inflection propagates downstream at x/cr = 0.80 (Figure 5.39e and f) with a phase delay of
∆θ ≈ 45◦. This delay in phase is included in Figure C.8 in Appendix C.

The fluctuation of the velocity field across the vortex suggests that the vortex undergoes
a certain periodic motion. Figure 5.40 shows the phase dependent location of the rotation
axis. In the first plane upstream of the blowing segments, the rotation axis describes rather
random location fluctuations. Downstream the axis rotates around the mean axis in clockwise
direction. In addition, the phase-averaged core winds downstream in counter-clockwise direction
(Figure 5.40a).
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5.2 Flow Field Analysis
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(d) y-velocity at x/cr = 0.65.
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Figure 5.39: Phase-dependent distribution of axial and lateral velocity at x/cr = 0.65 and 0.80.
α = 45◦ and F+ = 1.0.
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5 Results and Discussion

At x/cr = 0.65, the phase averaged rotation axis describes an ellipse. Up to θ = 135◦, the
vortex axis shifts closer to the wing. Subsequently, the axis follows the vorticity direction. Half
a period after fluid injection, the vortex is located farthest outboard.

(a) Isometric view. White spheres represent mean locations.
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Figure 5.40: Phase-dependent vortex axis location at α = 45◦.
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5.2 Flow Field Analysis

5.2.2.4 Synthesis

The phase-averaged investigations revealed the mean flow field response towards periodic blowing.
Especially in the breakdown wake flow, clusters of vorticity traced along nearly the entire leading
edge rotate around a phase dependent rotational axis.

The 3D vortex events emerge subsequently to the jets disturbing the shear layer. These
structures show a detachement at the leading edge commencing at the apex and progressing
downstream and resulting in a downstream winding contrary to the main vorticity direction.

Although the disturbance is injected in a 2D manner, the winding of the phase dependent
vortex axis suggests a downstream lag in response to the actuation. Along the chord, the dis-
turbances propagate phase delayed forming the above described temporal and spatial helical
structure sustained by periodic blowing.

Naturally, vortex shedding process works by the same mechanisms. As a result, synchronised
blowing generates the strongest vortices with average distribution describing a downstream wind-
ing with rotation in time, as seen in the baseline flow. This sustained periodic motion has a sta-
bilising effect on the mean vortex structure, which translates to wake reduction and stagnation
delay with respect to axial core velocity and, consequently, to the enhancement of lift coefficient
and the aerodynamic efficiency. Desynchronising the jets causes an alternate vortex evolution
pattern that departs from the natural pattern with a reduced effect on the mean global structure.

The phase-averaged PIV investigations revealed as well, that the primary structure consists of
multiple small vortical structures, whose dynamics describe an ordered periodic motion. Influ-
enced by the rotating mean vortex events (clustering), the axis winds with a full rotation along
the wing, coinciding with the enforced frequency at unity (F+ = 1.0). Even though the distur-
bance is injected simultaneously (in a 2D manner), the flow field response is three dimensional,
as investigated here by phase-averaged PIV. The instantaneous 3D structures are investigated
in Section 5.5 based on CFD analysis.
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5 Results and Discussion

5.3 Comparison of Numerical and Experimental Data

This section assesses the computational results (DES) with the experimental results (WTT).
Hereby, the discussion focuses on the flow field variables, the pressure distribution and aerody-
namic coefficients, noting that the averaging time is reduced in the CFD investigation (≈ 1 s)
compared to PIV and balance measurements (≈ 30 s and 20 s, respectively). Still, the CFD
averaging time is large enough to cover all occurring flow instabilities.

5.3.1 Flow Field at Pre Stall

The 3D surfaces described by uavg/U∞ = 0.2, 0.5 and 1.5 and the cross sectional helicity distribu-
tion are presented in Figure 5.41 for the pre-stall flow field. The computations (cf. Figure 5.41b
and d) overestimate the TKE during breakdown. In addition, the breakdown location is sit-
uated farther downstream than in the measured flow field (see Table 5.5). This leads to the
underestimation of the pitching moment coefficients in both cases (see Figure 5.55). In addition,
the breakdown process is more sudden, i.e. the core cross section grows more abruptly in the
computational environment. Despite a delayed breakdown, both computed flow fields predict
the the correct flow behaviour.

(a) PIV, baseline. (b) DES, baseline.

(c) PIV, F+ = 2.6. (d) DES, F+ = 2.6..

Figure 5.41: Flow field of the VFE-2 delta wing at α = 35◦, Re = 0.5 · 106.
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5.3 Comparison of Numerical and Experimental Data

Table 5.5: Method dependent chordwise breakdown location at α = 23◦, Re = 1.0 · 106.

x/cr Baseline Actuated

PIV 0.55 0.58
DES 0.66 0.76

The computations show even in the averaged field a transient character, which is attributed to
a significantly shorter averaging period of the field quantities than in the experimental approach.
This leads to detection of secondary structures, like quasi-stationary discrete vortices, that spiral
around the vortex, visible only in the baseline case (Figure 5.41b). This steady vortex’ origin
coincides with the longitudinal breakdown position, where the axial pressure gradient increases
locally and causes vortex wall detachment. The perturbations in the actuated case destabilize
steady shear-layer vortices (Figure 5.41d).

In Figure 5.42, smoke visualisations of the vortex core at two random camera recordings
indicates breakdown by abrupt core expansion. Between these recordings the breakdown location
deviates by roughly 0.1cr. This deviation is observed, as well, by comparing computations and
experiments at α = 23◦, which is consistent in both cases, baseline and actuated. Because DES
solves one time frame of the transient flow, a more downstream breakdown with respect to the
mean measured breakdown location is very likely to occur.

x/cr = 0.40

0.60

0.80

Break-
down

Figure 5.42: Breakdown at α = 23◦ visualised by smoke.
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5 Results and Discussion

Figure 5.43 shows the measurement plane cutting horizontally along the vortex core capturing
the breakdown phenomenon. Instantaneous out-of-plane vorticity distributions are compared
between PIV (Figure 5.43a) and DES (Figure 5.43b). Because, breakdown is predicted farther
downstream, the DES plane investigated is shifted by ∆x/cr = ∆y/s = 0.1 in positive direction
with respect to the presented PIV planes.

Shear-layer instability

u = 0

(a) PIV.

Vortex pairs

(b) DES.

Figure 5.43: Z-vorticity distribution in axial plane along the vortex core at α = 23◦, baseline.

The distributions of ωz(lµ/U∞) depict increased number of azimuthal vorticity peaks in the
breakdown wake. Hence, breakdown deflects the vorticity vector from axial to azimuthal di-
rection. The wake flow contains random reversed flow regions, enclosed by u = 0 isolines in
Figure 5.43 between two pairs of counter-rotating fluid regions (vortices) inducing local flow re-
versal. The wake vortices describe a certain pairing and downstream convection along a conical
path. The shear layer is as well dominated by alternating peaks and valleys of ωz, suggesting
discrete vortex generation through shear-layer instabilities, i.e. Kelvin–Helmholtz instability.

The numerical results depict a more abrupt breakdown. Within this process regions of positive
and negative out-of-plane vorticity evolve around the primary stagnation point. Downstream,
flow asymmetries indicate the precsence of a quasi-helical structure that dissipates downstream.
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5.3 Comparison of Numerical and Experimental Data

5.3.2 Flow Field near Stall

The comparison of DES and PIV results regarding the stall flight condition (α = 35◦) is presented
in Figure 5.44. The separated shear layer, designated by increased helicity, rolls up around
the vortex without mass transport into its core. On the contrary, due to the reversed flow
in the core, the fluid has to exit the region in radial direction. Important flow regions are
designated by couloured isosurfaces: accelerated flow (green, uavg/U∞ = 1.5), decelerated flow
(blue, uavg/U∞ = 0.5) and reversed flow (violet, uavg/U∞ = 0.0). The flow accelerates above
1.5 of the freestream velocity in the apex region. Due to a relatively upstream breakdown, the
flow decelerates abruptly and changes direction mainly in the core region. The typical conical
post breakdown flow dominates the flow field.

(a) PIV, baseline. (b) DES, baseline.

(c) PIV, F+ = 2.6. (d) DES, F+ = 2.6..

Figure 5.44: Flow field of the VFE-2 delta wing at α = 35◦, Re = 0.5 · 106.

Both analysis methods (experimental and numerical) show the described flow structure, despite
the position deviations of breakdown and of the upstream stagnation point (Table. 5.6). The
numerical analysis predicts an accelerated flow region at the apex, delaying breakdown and
incipient flow reversal with respect to the baseline. Consequently, the apex region, on which the
symmetry constriction is dominant, shows main deviations between DES and PIV, which causes
the overprediction of aerodynamic coefficients (Figure 5.55) for the unperturbed flow.
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5 Results and Discussion

Table 5.6: Method dependent location of mean stagnation point at α = 35◦, Re = 0.5 · 106.

x/cr Baseline Actuated

PIV 0.24 0.43
DES 0.32 0.45

Around αmax, vortex breakdown near the apex distributes the vertical/out-of-plane vorticity
along the vortex core according to Figure 5.45. The breakdown region is dominated by dipoles
of vertical vorticity along the vortex core upstream of x/cr = 0.2. Under these conditions, the
primary vortex and the feeding layer cross-interact (TKE/U2

∞ > 0.15 in Figure 5.45a and b),
clusters of positive vorticity and negative vorticity depart in a conical path around the reversed
flow regions, suggesting the formation of the helical-mode instability (c and d).

(a) PIV, mean x-velocity. (b) DES, mean x-velocity.

(c) PIV, instant z-vorticity. (d) DES, instant z-vorticity.

Figure 5.45: x-velocity and z-vorticity distribution in axial plane along the vortex core at α =
35◦, baseline.
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5.3 Comparison of Numerical and Experimental Data

At both angles of attack α = 23◦ and 35◦, the numerical method predicts a delayed (∆x/cr =
0.1) and more sudden breakdown. Prior to breakdown, the computations predict a more stable
vortex compared to the measured flow field (i.e. increased core velocities), which explain the
delay in breakdown. Downstream, the core flow in both methods decelerate towards similar
mean values of u/U∞, and dimensionless TKE levels in the range 0.10 < TKE/U2

∞ < 0.15
predominate the wake.

Comparing the instantaneous distribution of out-of-plane vorticity between PIV and DES, the
numerically predicted breakdown causes a higher core dilatation and wider stagnation regions.
In contrast to DES, the core flow in the measurements is unsteady prior to breakdown with
low fluctuations along the core with amplitudes of |ωz(lµ/U∞)| < 50. DES predicts instead a
steady core. Despite the observed differences between experiments and computations that may
be due to apex resolution and flow constriction by the symmetric boundary condition in CFD,
the vortical unsteady flow field is well predicted.

5.3.3 Flow Field at Post Stall

Figure 5.46 presents the flow field at the highest investigated angle of attack (α = 45◦), at which
wake flow (Figure 5.46a,b) and sustained burst vortex (Figure 5.46c,d) dominate the flow field.
The simulations accurately predict the flow structures in both cases, despite the overprediction
in aerodynamic coefficients (Fig 5.55).

(a) PIV, baseline. (b) DES, baseline.

(c) PIV, F+ = 1.0. (d) DES, F+ = 1.0.

Figure 5.46: Flow field of the VFE-2 delta wing at α = 35◦, Re = 0.5 · 106.
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5 Results and Discussion

Figure 5.47 presents the wake-type flow field at α = 45◦, in which the shear layer is not
able to reattach on the wing’s upper surface. TKE/U2

∞ > 0.05 dominates the shear layer,
the confluence of the freestream flow, and the reversed low energy flow above the wing. From
comparing Figures 5.47a and b, the simulated shear layer requires a longer distance in order to
become unstable and initiate discrete vortices generation. The view on the longitudinal plane is
shifted relative to the PIV plane by ∆x/cr = ∆y/s = 0.3.

(a) PIV, mean x-velocity. (b) DES, mean x-velocity.

(c) PIV, instant z-vorticity. (d) DES, instant z-vorticity.

Figure 5.47: x-velocity and z-vorticity distribution in axial plane along the vortex core at α =
45◦, baseline.

Due to the shear layer instability, evidenced by the downstream increasing curliness of the
isoline u = 0 (c and d), discrete vortices with negative vertical vorticity emerge. Similar to
the cases discussed previously, the computational baseline flow field at α = 45◦ describes a
more downstream and more accelerated development of shear layer instability compared to the
measurements.
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5.3 Comparison of Numerical and Experimental Data

5.3.4 Vortex Rotation Axis

As in Section 5.2.1.4, the rotational axis position is presented in Figure 5.48. It compares the
numerical with the experimental results, which lie with minor deviations in very good agree-
ment. For all angles of attack investigated, the mentioned deviations refer to a slightly more
outboard located primary vortex in the computational environment than the measured position.
Furthermore, the computations predict a vortex positioned closer to the wing and also a similar
negligible influence of the AFC on its axis position.
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Figure 5.48: Numerical validation of mean vortex axis position.
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5 Results and Discussion

5.3.5 Pressure Distribution

This section discusses the surface distribution of the computed pressure coefficient in all inves-
tigated cases. Figures 5.49– 5.51 compare the experimental average and rms pressure coefficient
distributions obtained from steady and usteady pressure ports with the numerical distribution in
three chordwise positions x/cr = 0.4, 0.6 and 0.8. The pressure measurement results are obtained
from [83].

For all angles of attack investigated and in both baseline and actuated cases, the mean cp is
predicted well. The suction peak in the spanwise distribution correlates with the vortex axis.
In the first investigated chord station x/cr = 0.40, computations of the baseline flow slightly
overpredict the suction contribution of the secondary vortex (Figures 5.49a and 5.50a). The
local difference is that the slots are modelled by wall boundary condition in the computational
domain, whereas during the experiments the slots are open. In addition, the influence of the
symmetric boundary condition leads to a slight vortex constriction at the apex for stall and
post-stall.
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Figure 5.49: Pressure coefficient distribution in three chord sections at α = 23◦, Re = 1.0 ·106.
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Figure 5.50: Pressure coefficient distribution in three chord sections at α = 35◦, Re = 0.5 ·106.
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Figure 5.51: Pressure coefficient distribution in three chord sections at α = 45◦, Re = 0.5 ·106.
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5 Results and Discussion

The time-accurate surface pressure measurements with a sampling rate of 3 kHz and a cut-off
frequency of 1 kHz) were post-processed to obtain cp,rms. The measurements where conducted
over a 10 s period [82, 83]. Highest deviations between the DES and WTT rms pressure distribu-
tion are observed in the pre-stall case (Figure 5.49c). The natural vortex generates no significant
fluctuating load at x/cr = 0.4. Downstream pressure rms increases, as the vortex bursts, and
converges to the measured values.

In the computational environment, AFC increases the pressure fluctuations. At the apex
region computational surface pressure fluctuations are greater than experimental. However, the
computations predict a faster downstream cp,rms decay, and the vanishing of the second inboard
rms maximum.

In Figure 5.50c, the measured pressure fluctuations recorded at α = 35◦ diminish with blowing.
However, higher fluctuations reign in the vicinity of the blowing segments. At x/cr = 0.40, the
baseline cp,rms-distribution shows a distinct peak, which almost disappears when blowing is
active. In contrast to the measurements, the computations at α = 35◦ predict little increase of
pressure fluctuations with active blowing.

A constant mean suction level and low fluctuations represent the completely separated flow
at α = 45◦ (cf. Figure 5.51). Shear-layer reattachment and, thus, the presence of a sustained
vortex by the pulsating leading-edge jets causes an increase in suction with flat peaks at a local
span of s(x) ≈ 60% (Figure 5.51b). The pressure coefficient rms increases by approximately
one order of magnitude (Figure 5.51c). Its spanwise distribution has peaks farther inboard, at
around s(x) = 30%, close to the reattachment line. Both mean and rms values of the pressure
coefficient decrease chordwise, related to the vortex expansion. At the leading edge, local rms
peaks are present in the first two investigated chord stations.

Figures 5.52–5.54 show the upper surface distributions of the baseline average pressure coeffi-
cient cp,avg and the difference due to blowing ∆cp,avg. The pressure difference due to blowing is
expressed as:

∆cp = cp,Actuated − cp,Baseline. (5.6)
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5.3 Comparison of Numerical and Experimental Data

At α = 23◦, the pressure coefficient distribution with additional mean wall friction lines
identify the primary reattachment line and the secondary separation line, leading to the secondary
vortex with opposite rotation direction (cf. Figure 5.52a). A tertiary structure is also observed,
though with a very small diameter, as discussed also in [10].

According to the differential plot in Figure 5.52b, leading-edge pulsed blowing reduces suction
close to the secondary and tertiary separation lines with respect to the baseline case. The red
regions reveal increased pressure zones relative to baseline. Along the vortex core at the chord
station ranges, where blowing segments are located, the overpressure reveals oscillations or local
peaks.

Inboard, the actuated case has regions of higher suction than the the baseline case. The
pressure alteration described, demonstrates that both marked lines are shifted slightly inboard as
effect of blowing. Despite this observation, the primary vortex core is stationary (cf. Figure 5.48).
Furthermore, the mean pressure rises upstream of the segments and decreases downstream. Jet
activity correlate with high suction around the blowing slots and degradation of the secondary
structure (cf. Section 5.4).
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Figure 5.52: Average pressure coefficient distribution on the upper surface at α = 23◦.
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5 Results and Discussion

Vortex breakdown at the apex generates the average pressure distribution as shown in Fig-
ure 5.53a. The highest rear loading of the wing compared to other angles of attack is evident:
high suction at the apex followed by breakdown, which increases the pressure downstream. At
this incidence, the computations predict increased pressure below the core followed by pressure
decreasing downstream and increasing again (cf. Figure 5.53b). This indicates that breakdown
is delayed, however, less suction is produced than the baseline case, accountable for the reduced
aerodynamic coefficients (Figure 5.55). The pressure increase below the vortex core indicates
local flow deceleration caused by pulsed blowing disturbing locally the flow. The contrary is
observed from the experimental investigations on the distributed and integrated mean loading,
in which the suction increases slightly in the forward wing half owed to pulsed blowing [83].
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Figure 5.53: Average pressure coefficient distribution on the upper surface at α = 35◦.
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5.3 Comparison of Numerical and Experimental Data

At post-stall, pulsed blowing changes the flow field from a wake flow (Figure 5.54a) to a
sustained large scale vortex, as suggested by the differential pressure distribution (Figure 5.54b).
The periodic blowing triggers discrete vortices that enhances the mixing of the outer flow with the
recirculation region. The additional impulse through fluid injection increases the circumferential
velocity. The region with high pressure fluctuations is located between the reattachment line
(which coincides with the symmetry line) and the vortex axis. The transport of discrete structures
towards the wing’s surface is responsible for this increase, which describes the typical pressure
distribution of a burst vortex.

Nearly constant
pressure

(a) Baseline, average.
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Figure 5.54: Average pressure coefficient distribution on the upper surface at α = 45◦.
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5 Results and Discussion

5.3.6 Aerodynamic Coefficients

For each case, lift/drag and pitching moment coefficients (CL, CD and CMY ) are discussed. For
validation purposes, Figure 5.55 compares the CFD against WTT results. Lift CL (top graph
and symbols) and pitching moment coefficient CMY (middle) share the same axis on the left hand
side, and the axis of the drag coefficient CD (bottom) is positioned on the right hand side. The
coefficients are plotted as function of angle of attack in the range around stall 22◦ ≤ α ≤ 50◦.
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Figure 5.55: Lift, drag and pitching moment coefficients as function of angle of attack, actuation
mode and method DES/WTT.
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5.3 Comparison of Numerical and Experimental Data

Measurement data for other angles of attack than those investigated numerically are included
in the graphs, represented by black lines (baseline) and blue symbols (actuated). For the entire
α range investigated, the measurement accuracy is within the error bars plotted at α = 45◦ (see
Section 3.3.1).

The computed aerodynamic coefficients of the baseline and the actuated cases are represented
by black delta symbols and red symbols, respectively. The bars of the computed coefficients
indicate the rms values of each coefficient, resulting from the statistics over the total simulated
time (Table 4.5).

Without actuation, discontinuities in all three measured polars (black lines) are present beyond
stall, at α = 41◦ − 42◦, which are caused by the vortex collapse. Both investigation methods,
DES and WTT, demonstrate that pulsed blowing has a relative minor effect on the coefficients
prior to stall 22 ≤ α ≤ 35◦, but a significant one at post-stall α > 35◦.

DES predicts well the aerodynamic coefficients at α = 23◦ but overestimates those at α = 35◦

and 45◦. Pulsed blowing does not affect the coefficients at the lowest incidence investigated,
at which the computations and measurements are in good agreement. However, at the highest
angles of attack investigated, the simulations overpredict the aerodynamic coefficients. Contrary
to the WTT, in which an increase in CL, CD and CMY is measured at α = 35◦ as an effect of
pulsed blowing, DES predicts the inverse effect, a minor degradation of the coefficients.

5.3.7 Synthesis

The current section offeres a comparison between the numerical and experimental investigation
methods with the scope of cross-validation. Despite the differences highlighted below, both
methods agree quite well. The DES is able to predict also the AFC effects on the flow field.
Therefore, the subsequent transient analysis is based mainly on the DES results.

The computations predict a delayed breakdown location compared to the PIV results and a
too stable pre-breakdown vortex core followed by a high-TKE region, which is overpredicted in
the computational environment.

Modelling a symmetrical boundary condition reduced significantly the computational effort,
however, constricted the apex flow (secondary importance in this analysis and reduced measure-
ment data/spacing), where the deviations between DES and PIV are greater than in the rest of
the domain.

The location of the vortex axis correlates with minima in the spanwise distribution of surface
pressure minima. This is in good agreement for all investigated cases. Pressure fluctuations and
downstream decay are higher in DES.

The spread between measured and computed coefficients of lift, drag and pitching moment
increases with the angle of attack. As a result, the coefficients at the highest angle of attack are
overpredicted. The deviations between WTT and DES can be related to: disconsideration of
the influence of the model on the wind-tunnel open-test-section conditions and the increase of
unsteadiness with the angle of attack.
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5 Results and Discussion

5.4 Transient Flow Field

After discussing the averaged and phase-averaged 3D flow field, this section provides the discus-
sion of the instant flow field based on DES results. Equal attention is given to all cases: α = 23◦,
35◦ and 45◦, with inactive and active blowing. For the actuated cases, the presented time steps
represent the end of a blowing period. The following discussion is based on instantaneous 3D
flow visualisation. For this purpose, instant streamlines and vortex cores (see Section 4.4.2) are
extracted and analysed.

5.4.1 Pre Stall

Figure 5.56 shows the breakdown flow field: high velocity swirling flow, which breaks down, ex-
pands and reverses locally. In the vortex core, high suction is generated. Breakdown causes pres-
sure increase downstream and, consequently, core expansion. The isosurfaces, in Figure 5.56b,
reveal the existence of a stable and unstable region, separated by the breakdown. Above the
front wing part, the core of the primary structure with high suction and swirling around it, are
two smaller stable vortices. The breakdown instability causes the core to wind downstream and
increases the number of quasi random vortices responsible for the high turbulence values in the
wake.

Locally reversed flow

Secondary vortex

(a) Streamlines.

Breakdown

Helical winding
in opposite vortex direction

Shear-layer
instabilities

(b) Q-criterion of Q = 106 s−2.

Figure 5.56: DES instantaneous baseline flow field at α = 23◦.

Local core flow
x-velocity peaks 

(a) Volume streamlines.

Azimuthal discrete 
vortices

Blowing reduces wake

(b) Q-criterion of Q = 106 s−2.

Figure 5.57: DES instantaneous actuated flow field at α = 23◦.
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5.4 Transient Flow Field

As demonstrated on the averaged flow field, the periodic blowing has relative minor effects
on the instant flow field. Streamlines in Figure 5.57a reveal the destabilisation of the secondary
vortex, breakdown delay and heterogeneous axial velocity maxima along the primary vortex core.

The unsteady jets generate discrete vortices oriented in azimuthal direction. In Figure 5.57b,
these small structures are wrapped around the primary vortex, even at the end of the blowing
cycle, stabilising the primary vortex.

5.4.2 Near Stall

At α = 35◦, breakdown at the apex constitutes the baseline flow field, as indicated by the instan-
taneous flow field in Figure 5.58. Accelerated flow is dominant in the apex region. Streamlines
released from the leading edge are entrained by the vortex and accelerate around the reversed
core flow (Figure 5.58a). The isosurfaces defined by Q = 106 s−2 reveal the core of the primary
structure and secondary structures, shed from the leading edge and in the wake of breakdown
(Figure 5.58b). Downstream of the breakdown point, the primary vortex develops downstream
in a helical path with opposite winding compared to the main vorticity direction. Farther down-
stream, turbulence increases and the core dissipates in small quasi-random structures. There is
no evidence of a stable secondary structure.

(a) Instant stream lines. (b) Q-criterion of Q = 105 s−2.

Figure 5.58: DES instant baseline flow field at α = 35◦, Re = 0.5 · 106.

(a) Instant stream lines. (b) Q-criterion of Q = 106 s−2.

Figure 5.59: DES instantaneous actuated flow field at α = 35◦.

131



5 Results and Discussion

Streamlines in Figure 5.59a reveal a more increased swirling motion as opposed to the unper-
turbed flow. As the time step shown is the final time step during the final blowing cycle, the
blowing effect is still present. The reordering of the flow and the stabilising effect comes from
vortices circling around the primary vortex core, as concluded as well at α = 23◦.

As presented in Figure 5.59b, pulsed blowing has a strong upstream effect, which shifts the
breakdown location farther downstream compared to the baseline case. The helical structure
in the wake is maintained. In contrast to the baseline flow, the shear-layer vortices tilt in the
circumferential direction due to the induced disturbances.

Figure 5.60 presents vortex cores of the equal time steps shown above by alternative methods:
the λ2-criterion and the relative total-pressure loss (caused by increased dissipation in the vortex
core). The stable core breaks down causing the helix shape twisting in opposite direction of the
flow. After two twist, the core dissipates into turbulence. The total pressure loss shows a same
twisting of the core. However, for the baseline flow, total pressure loss shows a combination of
bubble and helix type breakdown.

(a) Baseline, λ2 = −106 1/s2. (b) Baseline,
pt,∞−pt

pt,∞
= 99.6%.

Figure 5.60: DES instantaneous vortex cores at α = 35◦, Re = 0.5 · 106. Baseline.

(a) F+ = 2.6, λ2 = −106 1/s2. (b) F+ = 2.6,
pt,∞−pt

pt,∞
= 99.6%.

Figure 5.61: DES instantaneous vortex cores at α = 35◦, Re = 0.5 · 106. F+ = 2.6.

In contrast to the baseline flow, the perturbed flow reveals a pure spiral-type breakdown (cf.
Figure 5.61). Additionally, the blowing affects the leading-edge shedding process. Above the
blowing segments, cross flow ring shaped vortices rotate around the primary vortex. These
transport free stream flow into low energy core, increasing axial velocity.
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5.4 Transient Flow Field

5.4.3 Post Stall

Figure 5.62 presents the wake flow during post-stall at the final time step. The flow from the
lower side separates without reattachment above the wing. Instead, massive recirculating flow
predominates. The shear layer is unstable and sheds vortices that are transported downstream.
Isotropic turbulence is present above the upper wing side.

(a) Streamlines.

Vortex shedding

(b) Q-criterion of Q = 106 s−2.

Figure 5.62: DES instantaneous baseline flow field at α = 45◦.

(a) Instant stream lines. (b) Q-criterion of Q = 105 s−2.

Figure 5.63: DES instantaneous actuated flow field at α = 45◦.

The blowing shows its biggest effect at this extremely high angle of attack by reattaching the
shear layer on the wing’s upper surface. This contributes to the elimination of the post-stall
lift drop. The final time step reveals a burst vortex, sustained by pulsating short jet bursts.
Instantaneous stream lines and random vortical structures reveal the highly turbulent nature of
the flow, as the jets interact with the flow, speeding up the vortex interactions. Similar to the
actuated flow field at α = 35◦ (cf. Figure 5.59), the disturbed core at α = 45◦ describes a helix
with two twists at the breakdown occurring very close to the apex. Both cases also reveal the
same orientation of the rotating flow feature.
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5 Results and Discussion

5.4.4 Synthesis

This subsection complements the investigation by discussing the instantaneous flow field com-
puted by DES at the final computational time step for all cases investigated. For the compu-
tations with no blowing (baseline), the presented time step is a priori, while, for the cases with
AFC, the time step represents the end of one blowing cycle (3T/4 after blowing).

The flow analysis was based on flow streamlines and isosurfaces of the Q-criterion, coloured
by the axial velocity. At the lowest angle of attack investigated (α = 23◦), shear-layer vortices
spiral around the unforced primary vortex. At α = 35◦, the flow field becomes more unsteady,
which is related to the increased breakdown wake. At both lower angles of attack, the breakdown
type apears to be a combination of bubble and spiral type. Complete separation at post-stall
(45◦) dominates the natural flow field above the wing. Unsteady activity is observed mainly in
the shear layer.

Applying pulsed blowing reorders the shear layer vortices, such that ring vortices wrap around
the primary vortex core stabilising it and delaying breakdown. At α = 35◦, the numerical
results show no effect of the blowing in the mean pressure distribution (pressure increase). The
experiments suggest otherwise. However, both PIV and DES results show the same AFC effect
on the flow field, wake reduction and breakdown delay.

At α = 35◦ and 45◦, each respective final time step of one blowing cycle reveals a pure helix
structure with approximately two twists with a universal angular position. Blowing has a strong
upstream effect on this flow feature. Its rotation in the main vorticity direction is synchronised
with the blowing frequency.
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5.5 Disturbance-Flow Interaction

5.5 Disturbance-Flow Interaction

The investigations on the averaged flow-field revealed that there are two distinct AFC effects,
the delay of breakdown (at α = 23◦ and 35◦) and the reattachment of the shear layer (45◦). For
all three angles of attack, subsequent phase-locked investigations concluded that the flow field
responds to synchronised pulsed blowing in a similar process, which includes:

1. Shear-layer disruption

2. Generation and growth of shear-layer vortices

3. Vortex clusters spiral in time and space

4. Flow stabilisation and wake/backflow reduction

The vortex detection algorithm and the visualisation of DES results demonstrated, that the
macroscopic 3D structure contains discrete small vortices, which influence the vortex-system
dynamics by their complex interactions. Based on the above investigations, the current section
targets the analysis of the interaction between the disturbance and the flow field by investigating
the flow response to blowing within one computed blowing cycle.

5.5.1 Breakdown Delay

When pulsed blowing is applied on the flow field dominated by vortex breakdown with the
frequency of the helical mode instability (F+ = 2.6), the average breakdown location shifts
downstream and the wake volume is reduced. This section analyses the manipulation of the
vortex breakdown at two angles of attack α = 23◦ and 35◦, representing breakdown near the
trailing edge and near the apex, respectively.

Figure 5.64 presents phase-averaged velocity records over two blowing cycles. The colour-
marked monitor points are located along a ray above the leading edge starting at the origin:
y/s(x) = 1.06 and z/s(x) = 0.55 (cf. Figure 5.64a). The presented graphs of axial and vertical
velocities are reduced by the freestream velocity magnitude (which is twice as high for the lowest
angle of attack, U∞ = 24 m/s).

Despite the difference in freestream velocity, the phase-averaged local response is qualitatively
similar for both velocity components investigated. In the most upstream location, at x/cr = 0.4,
the highest mean value and fluctuations are present. These decrease steadily downstream above
the leading edge as the vortex expands. Vertical velocity at α = 35◦ is scaled by a factor of two
with respect to the 23◦ case as a consequence of the reduced U∞ (cf. Figure 5.64b,c).

Throughout one blowing cycle, the upstream monitor point records two distinct peaks (see
black curves). Conclusively, the flow responds on average with a second harmonic of the actuation
frequency. Downstream, the second peak fades out and a certain phase delay is observed. This
demonstrates once again the highly 3D response to a 2D (planar) disruption.
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5 Results and Discussion

(a) Monitor positions.

t [s]

u/
U ∞

0.7 0.71 0.72

0.95

1

1.05

1.1

x/cr = 0.4
x/cr = 0.6
x/cr = 0.8

Bl
ow

in
g 

on

Bl
ow

in
g 

on

t [s]

w/
U ∞

0.7 0.71 0.72
0.54

0.56

0.58

0.6

0.62

0.64

x/cr = 0.4
x/cr = 0.6
x/cr = 0.8

(b) α = 23◦.

t [s]

u/
U

∞

1.21 1.22 1.23 1.24 1.25 1.260.75

0.8

0.85

0.9

0.95

1
x/cr = 0.4
x/cr = 0.6
x/cr = 0.8

Bl
ow

in
g 

on

Blowing offBlowing off on

t [s]

w
/U

∞

1.21 1.22 1.23 1.24 1.25 1.26
0.8

1

1.2

x/c
r
 = 0.4

x/c
r
 = 0.6

x/c
r
 = 0.8

(c) α = 35◦.

Figure 5.64: Phase-averaged recordings of axial/vertical velocity at local coordinates above the
leading edge (x/cr = 0.4 0.6 and 0.8, z/s(x) = 0.55, y/s(x) = 1.06). Symbols
represent the instantaneous values. F+ = 2.6.

The delta symbols in Figure 5.64b represent instantaneous values at the corresponding simu-
lated time steps, which deviate by a small amount from the phase-average trend. In Figure 5.65,
the axial velocity distribution in the vortex core plane angled at 6.8◦ with respect to the wing
and the axial vorticity distribution in the crossflow plane at x/cr = 0.65 capture the breakdown
flow field corresponding to α = 23◦.
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5.5 Disturbance-Flow Interaction

ωx(lµ/U∞)

x/cr = 0.65

θ = 90°

θ = 180°

θ = 270°

Jet vortices

Figure 5.65: Distribution of axial velocity in the core plane (left) and axial vorticity at x/cr =
0.65 at the phases selected (θ = 90◦, 180◦, 270◦). α = 23◦ and F+ = 2.6.

After 1/4 of the blowing cycle considered (T/4), the jets are switched off and the recuperation
phase commences. This moment is captured in the top contour plots (at phase θ = 90◦). The
vortex core, designated by maximum axial velocity and vorticity, is deflected most inboard.
Above the slots, jet vortices are present. The inboard directed jet generates a strong boundary
layer vortex that induces the inboard shift of the vortex core.

In the most upstream monitor point, the axial velocity reaches a local peak, while, at x/cr =
0.6, u/U∞ decreases and at 0.80 reaches a minimum (cf. Figure 5.64b). At blowing cessation,
the local vertical component reaches a minimum at x/cr = 0.4, a decreasing trend at 0.6 and
increasing trend at 0.8.
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5 Results and Discussion

The axial distribution in the core plane at the time steps representing phases θ = 180◦ and
270◦ reveal a vortex core at its initial position. As demonstrated by the phase-averaged PIV
investigations, the vortex flow at this angle of attack is stable enough to quickly converge to the
initial state subsequent to the disturbance injection. At θ = 270◦ a region of maximum u/U∞ is
detaching from the core. Vorticity contours reveal the same shear layer disruption and rotation
in form of vorticity clusters as measured by PIV in Section 5.2.2.

Figure 5.66 shows three time instances designated in the time records of Figure 5.64c by filled
delta symbols. The plots at the top represent an instance during the blowing phase, at θ = 45◦,
while the instances below correspond to the recuperation phase, corresponding to θ = 225◦ and
315◦. The view shows a horizontal cut through the vortex core, colour mapping the relative axial
velocity distribution and the crossflow vorticity distribution. Black isolines designate u = 0.

The pulsating momentum induced in the shear layer is transported around the vortex low en-
ergy core. However, an influence of it is visible. Within one blowing period, the core is energized
and the stagnation point is shifted downstream. In addition to the downstream displacement of
the stagnation point, the jets displace the vortex core in inboard direction. Within the shear
layer, regions of alternating velocities are convected downstream along the leading edge. The
passing of these high velocity waves are recorded as peaks in Figure 5.64c.

The cross-sectional vorticity distribution for each corresponding phase reveals a strong inter-
action when the jets are introduced into the flow (right hand side of Figure 5.66). Jets generate
waves of vortex pairs above the wing surfaces. Induced by the global structure, these follow
the mean flow path outboard. Near the leading edge these vortices disrupt the shear layer,
thus generating strong shear layer vortices, measured as well by phase averaged PIV (cf. Sec-
tion 5.2.2). The vortices spiral downstream and around the core before the subsequent blowing
cycle is initiated.
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5.5 Disturbance-Flow Interaction

ωx(lµ/U∞)

x/cr = 0.65

θ = 45°

θ = 225°

θ = 315°

Jet vortices

Vortex waves

Shear-layer
vortex

Figure 5.66: Distribution of axial velocity in the core plane (left) and axial vorticity at x/cr =
0.65 at the phases selected (θ = 45◦, 225◦, 315◦). α = 35◦ and F+ = 2.6.
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Figure 5.67 presents the Q-criterion of Q = 105 s−2 coloured by the relative axial velocity
in the range −0.5 ≤ u/U∞ ≤ 1.5 at two instances separated in time by T/2. In contrast to
the section above, the isosurfaces represent instantaneous cores of weaker vortices, where the
Q-criterion is one order of magnitude lower. Hence, the shear-layer vortices appear as well. Both
in the baseline (a) and actuated (b) cases, shear-layer vortices detach from the leading edge
starting upstream and reveal an orientation opposite to the primary core winding.

As demonstrated above, periodic forcing has little effect on the vortex flow field: delay of the
mean stagnation point by about x/cr and wake reduction. The disturbances interact with the
flow field by generating disturbances in form of vortices that enhance the mixing between the
shear-layer and the primary structure. Blowing excited merely the shear layer, but affected the
whole vortex system with a time delay of T/2.

In the left plots of Figure 5.67b, shear-layer vortices spiral around the unsteady primary vortex
core. Downstream, waves of vortices designated by dashed lines wind up in the opposite direction
compared to the shear layer vortices upstream of breakdown. The disruptions of the shear layer
are caused by the discrete jets of the first actuation segment being switched on/off.

The flow field evolves T/2 after the perturbation of the shear layer according to the right hand
side of Figure 5.67b. At θ = 225◦, the perturbations lead to ring vortices around the leading-edge
vortex core. This phenomenon stabilises the vortex core and delays breakdown (cf. Figure 5.66).

The numbered vortex clusters are located farther downstream with an increased tilting to-
wards the freestream direction. Consequently, synchronising the jets at the leading-edge gen-
erates vortex clusters transporting high axial momentum u/U∞ > 1.0 towards the core in a
periodic manner.
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5.5 Disturbance-Flow Interaction

(a) Baseline.

(b) F+ = 2.6, during blowing (θ = 45◦, left) and T/2 after (θ = 225◦, right).

Figure 5.67: Q-criterion Q = 105 s−2, representing two instances separated in by T/2. Baseline
vs. actuated at α = 35◦
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5.5.2 Shear-Layer Reattachment

Pulsed blowing from the same location has an increased effect on the flow-field at α = 45◦,
demonstrating the high versatility of the applied AFC method. As seen above, the shear layer
reattaches, when pulsed blowing is applied. However, as the conditions and baseline flow state
changes by increasing the angle of attack from α = 35◦ (stall) to 45◦ (post-stall), the optimum
frequency decreases from F+ = 2.6 to unity, F+ = 1.0. Gursul reported in Ref. [50], that
instabilities are interconnected and their specific dominant spectral range fade at their borders
. The mechanism leading to the reattachment is analysed in this section by corresponding time
accurate DES results, which were also reported in Refs. [18, 21].

Analogous to the analysis of breakdown delay, the velocity component time records u/U∞
and v/U∞ at selected positions are phase averaged and plotted for two blowing cycles in Fig-
ure 5.68. The monitor points are located along two rays within the shear layer: above the leading
edge (y/s(x) = 1.06) subsequent to leading edge detachment and close to the symmetry plane
(y/s(x) = 0.15) prior to wall reattachment (Figure 5.68a). The vertical dashed lines in the ve-
locity plots (Figures 5.68b and c) delimit the blowing phase in the first quarter (1/4T ) of each
cycle.

Although the jets are synchronised, the conical flow field reacts with a downstream phase
delayed velocity magnitude increase (both components) above the leading edge, as the graphs on
the left hand side demonstrate. Within the recuperation phase, a large phase-averaged spread is
present that does not correlate with the chord position: In the second half of the blowing cycle,
both u/U∞ and w/U∞ are highest at x/cr = 0.4, the lowest at 0.6 and in between at 0.8.

At the inboard positions (y/s(x) = 0.15), the axial velocity reaches values around the free
stream magnitude, however with high amplitudes. A downstream correlation is evident desig-
nated by the arrow in Figure 5.68b. The vertical component is negative and shows no such effect
as for the axial component. On the contrary, a certain negative phase phase shift can be observed
(leading phase in upstream direction: from x/cr = 0.8, pink, to 0.4, orange).

Figure 5.69 analyses the crossflow plane at x/cr = 0.4. The orange and black curves represent
the phase averaged relative axial velocities supplemented by time-step-specific values as delta
symbols. Corresponding crossflow distribution of λ2 criterion multiplied by the vorticity sign are
shown below. The blue colour represents counter-clockwise rotating vortices. At the blowing
cessation (T/4) jet vortices are present that have an opposed rotation sign as the shear layer.
Subsequently, strong discrete vortices are generated and cluster in the shear layer above the
leading edge. These enhance the momentum transport across the sheet, leading to an increase in
local axial velocity. Inboard, the velocity decreases. The vortex activity region follows the path
described by the phase averaged PIV measurements in Section 5.2.2. The graphs in Figure 5.69
show a clear phase delay of 180◦ consolidating the helical form of discrete vortices and their
counter directional helical path.
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(a) Monitor positions.
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(c) Vertical velocity.

Figure 5.68: Phase-averaged recordings of axial/vertical velocity at x/cr = 0.4 0.6 and 0.8,
z/s(x) = 0.55. Outboard (y/s(x) = 1.06, left) and inboard (y/s = 0.15, right).
α = 45◦ and F+ = 1.0.
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Figure 5.69: Phase-averaged axial velocity at local coordinates, x/cr = 0.4, z/s(x) = 0.55,
y/s(x) = 0.15, 1.06 (above) and instant λ2-criterion multiplied by the sign of axial
vorticity ωx distributed in x/cr = 0.4. Blue represents counter-clockwise rotation.
α = 45◦ and F+ = 1.0.
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5.5 Disturbance-Flow Interaction

Figure 5.70 shows the 3D flow fields at two discrete instances separated in time by ∆t = 1/4T .
The visualisations include isosurfaces of the Q-criterion (Q = 105 s−2) coloured with the relative
axial velocity in the range −0.5 ≤ u/U∞ ≤ 1.5. The baseline flow field in Figure 5.70a constitutes
of leading-edge shedding of coherent structures (discrete vortices). The shedding process starts
at the apex and advances along the leading edge resulting in a rather 3D detachment as the
axis of the vortices reveal a downstream and downward inclination. Throughout the downstream
transport process, the vortices become unstable along their axis and cant in the freestream di-
rection as a product of secondary 3D instabilities and complex vortex interactions. The flow
inboard of the shear layer represents the dead-water region with low negative axial velocities and
low turbulence (low energy).

The flow field is completely altered when blowing is applied, leading to shear-layer reattach-
ment and complex vortex activities throughout this process, as presented in Figure 5.70b based
on two time steps of the final computed blowing cycle. The reattachment of the shear layer
generates a flow field resembling the stalled flow field. On a big scale, AFC generates a leading-
edge vortex extending over the entire wing (from the symmetry plane to the leading-edge). On
a smaller scale, the shedding mechanism presented in Figure 5.70a is altered when the flow field
is perturbed.

AFC increases the circumferential momentum, on the one hand, and enforces a frequency
dependent vortex shedding, on the other. As a result, the shear layer consists of unsteady discrete
vortices spiralling and winding around the reversed flow region. The leading-edge shedding occurs
in a three-dimensional manner as in the baseline case. However, with forcing, the vortices are
subjected to jet interaction and increase in intensity downstream with specific curling around
the wake relative to the natural flow. The perturbations have a significant, upstream effect,
especially on the apex region, where the quasi-steady shear layer is reattached and becomes
unstable further downstream, eventually shedding vortices that twist counter clockwise around
the low energy core, where u/U∞ < 0.

Dashed lines in Figure 5.70b designate vortex fronts that demonstrate a certain periodicity.
When the blowing ceases, the vortex fronts are ordered circumferentially and convect down-
stream. These waves originate from the manipulated shear layer instability initiated at the apex.
Inboard, the flow constriction leads to high axial velocities. T/4, after blowing cessation, waves
of shear-layer vortices nearly parallel to the leading-edge are present in the flow field, disturbing
the annular structures. Advancing within the blowing period, the discrete vortices are trans-
ported downstream on a spiralling path, recovering to the initial state. Throughout this process,
mixing between the inner wake region and the outer region is sustained.
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(a) Baseline.

(b) F+ = 1.0, at blowing cessation (θ = 90◦, left) and T/4 after (θ = 180◦, right).

Figure 5.70: Q-criterion Q = 105 s−2, representing two instances separated in by T/4. Baseline
vs. actuated at α = 45◦.
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5.5 Disturbance-Flow Interaction

5.5.3 Frequency Shift

Figure 5.71 shows the power spectral density (PSD) in dimensionless form of the relative axial
velocity signal, monitored above the leading edge at the following relative wing coordinates:
x/cr = 0.6, y/s(x) = 1.06, z/s(x) = 0.55 plotted against the reduced frequency kred = f · cr/U∞
in double logarithmic representations.

The Fourier transform is obtained from a measured/monitored time signal of u(x, t) according
to expression:

Xu =

∫ tN

t1

u′

U∞
e−iωtdt, (5.7)

where tN − t1 is the total time of the record and ω the angular frequency. Consequently, using
the complex conjugate of the Fourier transform X∗u, the dimensionless PSD is defined as:

PSD =
U∞
cr

2

tN − t1
X∗uXu. (5.8)

In Figure 5.71, the graphs reveals power concentrations at distinct reduced frequency ranges.
The measurements were conducted at α = 35◦ and 45◦, sampling within the shear layer near
mid chord above the leading edge (x/cr = 0.60, y/s = 0.63, z/s = 0.33, red mark in Fig-
ure 5.71a). The graphs show the numerical (in black) and the experimental (red) results on a
double logarithmic plane, for the baseline case (left) and for the actuated case (right).

Considering the baseline case at α = 35◦, the dominant frequency ranges differ slightly between
measurement and computation. The latter predicts a lower dominant reduced frequency range of
kred = 0.7−1.2 and an additional peak at kred = 2.0 (DES), compared to the WTT measurements,
kred = 1.3−1.7 (cf. Figure 5.71b). However, distinct higher frequency peaks at kred ≈ 3.0, 4.1, 5.0
and 6.0/6.5 (WTT/DES) are in agreement for both experimental and numerical results.

The unsteady shear layer responds to the periodic actuation of F+(= kred) = 2.6 with a
frequency increase of the spectral peaks: kred = 1.0, 1.4, 2.6, 5.2 (DES); k = 1.4, 2.6, 5.2, 7.8, 10.4
(WTT). In both graphs, also secondary peaks at kred = 1.7 and 3.9 are present, which are marked
by round brackets in Figure 5.71c.

The spectra of the baseline case at post-stall (α = 45◦ in Figure 5.71d) show nearly constant
PSD levels up to kred ≈ 3.5, after which the values drop. This flat distribution demonstrates that
the local flow field oscillates randomly, with no unique frequency. The shedding of the vortices is,
hence, not ordered. Distinguishable peaks are observed at k ≈ 4.2, in the experiments conducted
in [84], and at kred ≈ 3.4, in the flow simulations. The hot wire apparatus records the typical
turbulence scale decay with the exponent of −5/3 (also known as the Kolmogorov law). In
the numerical investigations however, the slope differs from that distribution. The PSD values
drop with a steeper slope in the range 3.5 ≤red≤ 20.0 and the Kolmogorov decay is observed
at higher frequencies. Hence, the spectral distribution of the energy contained in the turbulent
scales is well predicted by DES at low frequencies and underpredicted at higher. This is traced
back to the scale resolving capabilities of LES. This method resolves the scales larger than the
grid spacing and models the subgrid scales. In other words, the grid “filters” the resolved flow
field. A finer grid would resolve finer scales but with a considerably higher computational cost.
For the current investigations the selected grid is fine enough in order to resolve the relevant,
geometry-dependent flow structures.

With blowing, the spectral content changes (Figure 5.71e). A clear peak associated with the
blowing frequency is detected in both numerical and experimental investigations. The hotwire
anemometry detects in addition to the DES two higher harmonic peaks (kred = 2.0, 3.0). The
PSD levels of the DES computation with blowing matches the measured ones.
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(a) Monitor positions.
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(e) α = 45◦, F+ = 1.0.

Figure 5.71: PSD of measured and simulated the relative axial velocity against the reduced
frequency kred at position: x/cr = 0.60, y/s(x) = 1.06 and z/s(x) = 0.55. α = 35◦

and 45◦; baseline and actuated; DES and WTT.
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5.5 Disturbance-Flow Interaction

5.5.4 Synthesis

The effect of blowing was investigated based on transient data as planar velocity and vorticity
distributions and Q-criterion maxima. The jets interact with the boundary layer directed in
spanwise direction. Additional negative vorticity is, thus, injected into the boundary layer,
which detaches from the surface and disrupts the shear layer. The effect ripples throughout the
flow field by altering the dominant frequency range of shear-layer instabilities.

The additional unsteady momentum and the synchronised actuation lead to the generation
of stronger shear-layer vortices, which enhances the energy transport across the mixing sheet.
Vortex waves as effect of the disruption are connected downstream in a spiralling path and
tilting in freestream direction. In addition to inducing axial velocity into the vortex core, the
shear layer vortices induce also longitudinal instability into the primary core. This leads to
periodic detachment and downstream transport of high core velocity regions.

The biggest AFC effect was the shear layer reattachment at α = 45◦. For this a lower frequency
and higher unsteady momentum was used. However, the unsteady flow phenomena in response
to blowing are similar to the manipulation of the flow field at α = 35◦: waves of vortices with a
dominant orientation in azimuthal direction transported in a spiral path downstream. Regard-
ing the spectral domain, a frequency shift occurs which influences the shear layer instabilities
propagating in the flow field.

The most significant effects of the AFC devices on the flow field are:

� Increase of turbulent mixing between the outer, high-energy flow and the low-energy, core
flow,

� Kinetic energy increase in the shear layer, especially in circumferential direction leading
to reattachment and

� Ordering the vortex shedding, such that when a wave of disturbances exits the flow field
above the wing the next disturbance is induced at the leading edge.
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5 Results and Discussion

5.6 Dynamic Mode Decomposition

Snapshots of the numerical, time-dependent flow-field data were analysed with the method de-
scribed in Section 4.4.1 and formulated in [124]. The DMD spectra and the most dominant
modes are presented and discussed in this section. For computational reasons, only data from
selected planes are considered. Two planes are investigated: cross flow planes (x/cr = 0.4 and
0.6) and a plane positioned longitudinally along the vortex core and parallel to the wing’s y-axis.
For each case investigated, table 5.7 summarises the DES transient input data for the DMD
analysis.

Table 5.7: DMD input.

Angle of attack Case No. of snapshots Time sampling Total time
α N ∆t = ti+1 − ti tN − t1

35◦
Baseline 2000 3.9 · 10−4 s 0.78 s
Actuated 2000 3.9 · 10−4 s 0.78 s

45◦
Baseline 2060 1.0 · 10−3 s 2.15 s
Actuated 1400 1.0 · 10−3 s 1.46 s

5.6.1 Breakdown Delay

The delay of vortex breakdown is the effect of pulsating blowing at the leading edge with the fre-
quency matching the helical mode instability (F+ = 2.6). AFC interacts and manipulates inher-
ent flow instabilities (e.g. KH, breakdown, vortex meandering, oscillation of breakdown location,
etc.). These transient phenomena are unique in frequency ranges and structures. Therefore, the
subsequent investigation identifies these instabilities by regarding dominant DMD modes from
subsets of the flow field data (i.e. x-velocity in crossflow and core-flow planes).

5.6.1.1 Cross Flow

Figure 5.72 compares the PSD of the axial velocity in six locations with the DMD spectra in
the crossflow plane x/cr = 0.60 as function of reduced frequency. The red and blue curves (b)
represent the PSD in the investigated chord station and show similar dominant frequencies as
the DMD spectra (c). The following conclusions are drawn from comparing the natural flow
spectra on the left hand side with the actuated ones on the right hand side:

� The flow responds to periodic actuation by a shift towards higher frequencies.

� More dominant frequencies are present with actuation.

� Baseline shear layer is dominated by periodic motion with distinct frequency ranges: kred =
1, 4–8 and around 11. These periodicity is transported within the shear layer and recorded
in all monitored points.

� The unsteady energy injected enhances the periodic activity in the shear layer, such that
the PSD increases and DMD modes with higher frequencies appear in the range 0.9 ≤
kred ≤ 8.1 and around higher values as 12.0 and 24.0.
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(a) Monitor positions.
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Figure 5.72: Comparison of PSD and DMD spectra of the axial velocity in the crossflow plane.
α = 35◦. Left–baseline, right–F+ = 2.6.

Dominant DMD mode pairs designated in the spectra by the mode number ranked by the
normalised amplitudes are plotted in Figures 5.73 and 5.74, for the baseline and actuated cases,
respectively. The points on the y-axis represent steady modes. The baseline steady modes (3
and 8) are shown in Figure 5.73a and b. The 8th mode represents the mean flow field.

The most dominant unsteady modes demonstrate a velocity distribution with alternating neg-
ative and positive axial velocity regions axis-symmetric with the vortex axis. In Figure 5.73c,
these structures oscillate with a low frequency (kred = 1.1) and has velocity regions distributed
as the first steady mode (reversed sign). This means that the flow is distributed rather hetero-
geneously and has a low frequent displacement in lateral and vertical direction. The PSD curves
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5 Results and Discussion

in Figure 5.72b (left) show the first dominant peak converging downstream towards this value.
The conical flow leads to a decrease of the frequencies downstream with the relation f ∼ 1/x.

At kred = 4.1, modes 4/5 show as well an axis-symmetric distribution, however, with an
X-shaped distribution of negative/positive velocity peaks (referred hereafter as “structures”).
Larger structures are present between the shear layer and the reverse flow region (compare
Figure 5.73b and d) and smaller structures in the central, reverse-flow region. Hence, mode
4/5 represents the first mode of azimuthal periodic motion, which is the most unstable polar
coordinate responsible for the breakdown process.

At the upper end of the range of dominant DMD modes (or PSD peaks) related to shear-
layer instabilities, 4 ≤ kred ≤ 8, Figure 5.74f shows high amplitudes above the leading edge,
where discrete vortices grow and pair along their helical path. Mode 9/10 is high frequent, i.e.
kred = 17.3 (Figure 5.73e), with large amplitudes between the reattached shear layer and the
reverse flow region and also above the leading edge, capturing the leading-edge shedding process.

The most dominant DMD modes corresponding to the manipulated flow field are arranged
rather uniformly in the spectra up to kred ≈ 12. PSD peaks at 0.9, 2.6, 5.2 and smaller peaks
within frequency ranges 0.9 ≤ kred ≤ 1.8 and 6.2 ≤ kred ≤ 12.0 exist in the spectra. The low
frequent mode pairs show unique distribution of dynamic structures with increased amplitudes
above the leading edge. The dynamics are complex and require multiple modes for accurate
dynamics modelling.
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5.6 Dynamic Mode Decomposition

(a) Steady mode 3. (b) Steady mode 8.

(c) Unsteady mode 1/2, kred = 1.1 (d) Unsteady mode 4/5, kred = 4.1.

(e) Unsteady mode 9/10, kred = 17.3. (f) Unsteady mode 11/12, kred = 8.7.

Figure 5.73: DMD modes of the velocity field in the vortex crossflow plane x/cr = 0.6, α = 35◦,
baseline.
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5 Results and Discussion

(a) Unsteady mode 3/4, kred = 8.1. (b) Unsteady mode 5/6, kred = 1.8.

(c) Unsteady mode 7/8, kred = 1.5. (d) Unsteady mode 9/10, kred = 0.8.

(e) Unsteady mode 15/16, kred = 2.8. (f) Unsteady mode 19/20, kred = 6.2.

Figure 5.74: DMD modes of the velocity field in the vortex crossflow plane x/cr = 0.6, α = 35◦,
F+ = 2.6.
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5.6 Dynamic Mode Decomposition

5.6.1.2 Core Flow

Data from the plane along the vortex core (core flow) is investigated with the same method for
extraction of dominant harmonic modes. Because of different input data with different dynamics
in longitudinal direction, the spectra differentiate from the cross flow but have common frequency
ranges as shown in Figure 5.75.
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Figure 5.75: Comparison of PSD and DMD spectra of the axial velocity in the core-flow plane.
α = 35◦. Left–baseline, right–F+ = 2.6.
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Modes 1/2 represent wake structures that are most dominant at kred = 2.8, see Figure 5.76.
As in the crossflow investigation the first unsteady mode includes large structures in the shear
layer and smaller structures in the reverse flow. At the same frequency, mode pair 15/16 reveals
low-frequency structures in the reversed flow with alternating peaks at the breakdown location.
This process corresponds to the first PSD peak in Figure 5.75.

The lateral oscillation of the breakdown is captured by modes 7/8 and the longitudinal oscil-
lation of the breakdown location by 9/10 in Figure 5.76b and c. Smaller dominant structures
are distributed in the region where the breakdown wake interacts with the shear layer with fre-
quencies in the range of the KH instability, see Figure 5.76a. Mode 13/14 in (Figure 5.76b) is
an asymmetric mode of the reversed wake, while 15/16 is symmetric (Figure 5.76c).

The response to actuation changes the dominant modes and the spatial structures also in the
longitudinal plane. The modes with normalised amplitudes above 0.2 are shown in Figure 5.78.
Modes 2/3 reveal structures with opposed sign symmetric to the vortex center line (Figure 5.78a).
The structures increase in size. Added to the low-frequent motion is the second dominant pair
involving high frequent dynamics at the interaction of the wake and the shear layer (Figure 5.78b).

The subsequent dominant modes investigated in Figure 5.79 represent several dominant modes
with highest amplitudes in regions of the breakdown wake. Mode 15/16 has high amplitudes
above the slot segments (Figure 5.79a). Mode 17/18 represents the high-frequent motion of the
V-shaped disturbed wake (Figure 5.79b). As for mode 19/20, the asymmetric dominant mode
of the wake field is contained (Figure 5.79c).
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5.6 Dynamic Mode Decomposition

(a) Unsteady mode 1/2, kred = 2.8

(b) Unsteady mode 7/8, kred = 3.4.

(c) Unsteady mode 9/10, kred = 0.2.

Figure 5.76: DMD modes of the velocity field in the vortex core plane, α = 35◦, baseline.
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(a) Unsteady mode 11/12, kred = 6.4.

(b) Unsteady mode 13/14, kred = 2.1.

(c) Unsteady mode 15/16, kred = 1.1.

Figure 5.77: DMD modes of the velocity field in the vortex core plane, α = 35◦, baseline.
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(a) Unsteady mode 2/3, kred = 1.7.

(b) Unsteady mode 4/5, kred = 18.8.

Figure 5.78: DMD modes of the velocity field in the vortex core plane, α = 35◦, F+ = 2.6.
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(a) Unsteady mode 15/16, kred = 5.5.

(b) Unsteady mode 17/18, kred = 16.7.

(c) Unsteady mode 19/20, kred = 3.8.

Figure 5.79: DMD modes of the velocity field in the vortex core plane, α = 35◦, F+ = 2.6.
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5.6 Dynamic Mode Decomposition

5.6.2 Flow Reattachment

Figure 5.80 shows the PSD and DMD spectra of the flow field at α = 45◦. The spectral peaks
of the natural flow (left graphs)correspond to vortex shedding at low reduced frequencies up to
unity, shear layer instabilities and secondary instabilities (only dominant above the leading edge)
in the range kred = 2 − 5. Additional instabilities of the mixing sheet as KH instabilities occur
at a reduced frequency of kred ≈ 8.
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Figure 5.80: Comparison of PSD and DMD spectra of the axial velocity in the core-flow plane.
α = 45◦. Left–baseline, right–F+ = 1.0.
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The baseline flow shows the typical dynamics of a 2D separated shear layer. The DMD
investigation reveals two instabilities: vortex shedding (Figure 5.81a,c) and KH instabilities
(b,d).

The stabilising effect of pulsed blowing reveals its effectiveness in the dominance of azimuthal
instabilities that maintain the transport of momentum across outer and inner layer at relatively
high frequencies, kred ≈ 9.1, 13.6 (Figure 5.82b and c, respectively). Low frequency oscillation
(Figure 5.82a and c) imply periodic motion of the entire structure.

(a) Unsteady mode 3/4, kred = 0.4.
(b) Unsteady mode 6/7, kred = 4.4.

(c) Unsteady mode 8/9, kred = 0.2. (d) Unsteady mode 17/18, kred = 5.8.

Figure 5.81: DMD modes of the velocity field in the vortex crossflow plane x/cr = 0.4, α = 45◦,
baseline.
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5.6 Dynamic Mode Decomposition

(a) Unsteady mode 1/2, kred = 1.1. (b) Unsteady mode 4/5, kred = 9.1.

(c) Unsteady mode 6/7, kred = 1.7. (d) Unsteady mode 8/9, kred = 13.6.

Figure 5.82: DMD modes of the velocity field in the vortex crossflow plane x/cr = 0.4, α = 45◦,
F+ = 1.0.
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5.6.3 Synthesis

Dominant dynamic mode spectra are compared to PSD distribution of monitored velocities in
the shear layer roll-up path. PSD and DMD frequencies correlate indicating increased periodic
activity. Dynamic modes from planar x-velocity distribution reveal structures at corresponding
dominant frequency and highlighting different types of instabilities. The dimension of periodic
structures correlate with the mode frequency. In crossflow planes based on the frequency and
amplitude distributions the following instabilities were identified: vortex shedding, KH instabili-
ties, vortex meandering and unsteady regions at interaction zones. Pulsed blowing increases the
energy at discrete frequencies (and higher harmonics) triggering/enhancing/cancelling instabili-
ties.
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Pulsed blowing affecting the delta-wing flow and its potential to stabilise vortex flow around stall
was investigated in detail in the current work, which can be broadly separated into two phases.
In the first phase, wind-tunnel balance measurements determined the aerodynamic coefficients
for various actuation parameters and strategies. Based on the lift increase with respect to
baseline, the most efficient of each actuation strategy was subsequently investigated by means
of stereoscopic particle image velocimetry (PIV). By adding crossflow and vortex-longitudinal
planes, the resolution increased significantly in the third direction. The wind-tunnel testing
was performed for combinations of three angles of attack and four actuation modes: baseline,
unison blowing, frequency variation and phase variation. Both the flow field and aerodynamic
coefficients were most affected when synchronising the unsteady jets. Desynchronised blowing,
either by varying the blowing frequency or the phase delay in the longitudinal direction, mitigated
the positive effect of the actuators. Therefore, the subsequent investigations focused only on
baseline and frequency-conditioned unison blowing for three high-angle-of-attack flow conditions:
pre stall, near stall and post stall.

In the second phase, the transient response of the flow field towards pulsed blowing was anal-
ysed with phase-locked PIV and transient detached eddy simulations (DES). The phase-averaged
investigations were conducted by triggering the PIV sampling sequence using the blowing signal.
Data gathered from eight equally spaced phases of one blowing cycle determined a flow-field
response to synchronised blowing, which is similar at all three angles of attack investigated.
DES were conducted on the SuperMUC high performance computer cluster for each of the six
flow cases. The validity of the approach was supported by the good agreement between the
numerical and the experimental data. The scale-resolving capability of DES aided in identifying
discrete structures and flow-inherent instabilities. Pulsed blowing is able to manipulate insta-
bilities within the shear layer, generating stronger vortices. These vortices are then convected
in a spiral downstream, increasing the momentum transport between the outer and the inner
flow region. This leads to an average reduction of the wake-type flow region downstream of the
vortex breakdown location.

A number of key research questions were posed at the beginning of this work that are now, as
a result of experimental and numerical investigations, able to be addressed:

How does the time-averaged 3D flow structure above the wing at high angles of
attack respond to pulsed blowing? The time-averaged flow field reveals vortex bursting at
α = 23◦ and 35◦ and stalled flow at α = 45◦. In the former, pulsed blowing led to postponed
breakdown and in the latter to the reattachment of flow to the upper wing surface. Spatially syn-
chronised pulsed blowing outperformed desynchronised blowing, either by downstream decreas-
ing pulse frequency f ∼ 1/x or increasing phase delay θ ∼ x as indicated by wake/reversed-flow
volume reduction. This correlates with the increase in aerodynamic coefficients.

What is the effect of frequency modulation on the flow field? Downstream decreasing
actuation frequency mimics the conical flow, however, it performs second best, with less effect
on the flow than synchronised blowing. In addition, when frequency decreases downstream,
phase automatically decreases, which reduces the wake-type flow region more than downstream
increasing phase.
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How does desynchronised jets affect the flow field and the aerodynamic character-
istics? Synchronised blowing introduces periodic disturbance in a “two-dimensional” manner.
However, the resulting vortex shedding is in fact three-dimensional: it starts at the apex and
continuously progresses downstream. As a result, stabilising vortical substructures are generated
in the rolled-up shear layer. With spatially modulated blowing, either by phase or frequency,
disturbances are introduced within the shear layer in a three-dimensional manner. Compared to
synchronous blowing, desynchronised blowing alters the vortex shedding mechanism generating
weaker substructures with a less stabilising effect on the macroscopic leading-edge vortex, thus,
the aerodynamic performance is reduced. Balance measurements showed that increasing the
phase delay downstream further reduces the effect of Active Flow Control (AFC).

What is the fundamental interaction of the periodic jets with the shear layer?
Statistically averaged phase-dependent data determines the probability of vortex events occurring
at the corresponding phase of blowing. This experimental investigation showed a disruption of
the separated shear-layer subsequent to the jet pulse. Despite the fact that the jets were active
concomitantly, the disruption propagated downstream with an increasing delay. After the shear-
layer disruption, the growth of discrete vortex events is initiated. DES also revealed discrete
vortex structures growing and winding downstream in the opposite direction, but rotating in
time in the same direction as the resulting vorticity.

What are the mechanisms that lead to breakdown delay and shear-layer reattach-
ment at optimal actuation parameters? Pulsed blowing ordered and enhanced the discrete
vortices and in a periodic manner energised the reduced energy wake-type flow region of low
velocities. Increasing the momentum coefficient also increases the magnitude of the periodic
flow response. In conclusion, momentum injection generates intense vortices that periodically
enhance momentum transport across the shear layer, which on average reduces the wake-type
flow region downstream of vortex breakdown. Figure 6.1 presents the processes leading to both
effects.

What kind of instabilities are manipulated? Dynamic mode decomposition (DMD)
applied on the transient DES data revealed different dominant modes at frequencies similar to
peaks in the power spectral densities of velocities recorded in unsteady flow regions during wind-
tunnel testing. The flow proved to be complex comprising of several instabilities occurring in
the vortical flow field. Although AFC is operated at one frequency, the periodic jet injection
triggers vortex-flow instabilities coexisting on a broad frequency spectrum, including shear-layer
instabilities (Kelvin-Helmholtz), helical-mode instabilities, and periodic flow motion, e.g. vortex
core meandering/winding.
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Figure 6.1: The consequences of flow manipulation through pulsed blowing under stall and
beyond stall conditions.

Dynamic mode decomposition proves to be useful in identifying periodic dominant modes of
the flow, thus, aiding the analysis of the complex vortex system dynamics with and without
AFC. Lower dimensional models for robust and fast feedback loop control can be generated
from the most dominant DMD modes. Additionally, knowing the location, size and frequency of
(un)stable periodic flow features/structures can lead to increasing the efficiency of flow control
devices if they are placed in these regions.

It is only a matter of time before AFC of vortex-dominated flows matures into an applied tech-
nology. The combination of early design integration and off-design operation of feedback-loop
controlled AFC provides a promising increase in performance and efficiency of wing configu-
rations. Additionally, this unlocks the possibility of resigning all moving control surfaces, e.g.
ailerons, flaps, rudders, which reduces structural weight and complexity considerably. Rapidly
improving machine-learning algorithms and progress in microelectronics can further improve
aerodynamic efficiency. These changes will provide attractive and affordable implementations,
making air transportation more efficient and sustainable.
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A Methodology

Figure A.1: Pressure coefficient in the symmetry plane. α = 45◦, Re = 0.5 · 106, F+ = 1.0.

Figure A.2: Distribution of y+ on the delta wing’s upper surface. α = 23◦, Re = 1.0 · 106,
baseline.
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Figure A.3: Swirling strength. PIV Frame 200, α = 23◦, x/cr = 0.6.

(a) λ2, with rms Filter. (b) λ2, with avg Filter.

Figure A.4: Filters based on λ2,rms and λ2,avg.

(a) λ2, after rms-Filter. (b) λ2, after avg-Filter.

Figure A.5: Frame 200, α = 23◦, x/cr = 0.6, baseline. Vortex detection.
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(b) Aerodynamic coefficients and derived variables.

Figure B.1: Effect of phase modulation on stall aerodynamic coefficients; Re = 1.0 · 106,
F+ = 2.6.
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(a) Downstream frequency variation.
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(b) Aerodynamic coefficients and derived variables.

Figure B.2: Effect of frequency variation on stall aerodynamic coefficients; Re = 1.0 · 106.
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(a) Downstream frequency variation.
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(b) Aerodynamic coefficients and derived variables.

Figure B.3: Effect of frequency variation on stall aerodynamic coefficients; Re = 0.5 · 106.
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(b) Aerodynamic coefficients and derived variables.

Figure B.4: Effect of frequency variation on post-stall aerodynamic coefficients; Re = 0.5 · 106.
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C Flow Field Manipulation

C.1 Phase Definition

α=23o

α=35o

α=45o

θ=45o 95o 135o 180o 225o 270o 315o 360o

Figure C.1: Tuft displacement due to blowing around θ = 45◦ for three cases and 8 phases.
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C.2 Pre Stall

C.2 Pre Stall

(a) Baseline, x/cr = 0.4. (b) Actuated, x/cr = 0.4.

(c) Baseline, x/cr = 0.6. (d) Actuated, x/cr = 0.6.

(e) Baseline, x/cr = 0.8. (f) Actuated, x/cr = 0.8.

Figure C.2: Actuation effect on axial velocity distribution in PIV crossflow planes at α = 23◦,
Re = 1.0 · 106.
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C Flow Field Manipulation

(a) Baseline, x/cr = 0.4. (b) Actuated, x/cr = 0.4.

(c) Baseline, x/cr = 0.6. (d) Actuated, x/cr = 0.6.

(e) Baseline, x/cr = 0.8. (f) Actuated, x/cr = 0.8.

Figure C.3: Actuation effect on axial velocity distribution in PIV crossflow planes at α = 23◦,
Re = 1.0 · 106.

194



C.3 Near Stall

C.3 Near Stall

Figure C.4: TKE distribution at α = 35◦.

C.4 Post Stall

Figure C.5: TKE distribution at α = 45◦.
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C Flow Field Manipulation

C.5 Phase-Averaged Flow Field
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Figure C.6: Phase-dependent lateral and vertical location of vortex rotation axis at α = 23◦.
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C.5 Phase-Averaged Flow Field

Figure C.7: Phase-averaged TKE, α = 45◦, Re = 0.5 · 106, F+ = 1.0.
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C Flow Field Manipulation

Figure C.8: Phase-averaged vorticity distribution at x/cr = 0.65 and 0.80 during the recuper-
ation phases θ = 270◦–360◦, α = 45◦, Re = 0.5 · 106, F+ = 1.0 [17].
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