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Abstract

High-voltage direct current (HVDC) systems are increasingly incorporated into
today’s alternating current (AC) power grids, leading to large-scale hybrid AC/DC
power systems. The optimal power flow (OPF) is the cost-optimal scheduling of the
generation resources of a power system under consideration of its transmission
capabilities and is of fundamental importance with a wide range of applications.

This work presents a mathematical and software framework for the study of the
OPF in hybrid AC/DC power systems. A system model is introduced that enables
conclusive system studies as well as substantiated mathematical explorations. There-
with, an OPF formulation is devised that features a unified representation of AC and
DC subgrids. This simplifies the study of hybrid systems considerably and enables
the direct generalization of results on AC grids to DC grids. The latter is utilized to
present two convex relaxations that can improve the tractability of the OPF problem.
Moreover, the relation of locational marginal prices to the OPF problem is elucidated
and it is shown that the convex relaxations can also enable the efficient computation
of optimal nodal prices for electricity markets. The theory is cast into an open-source
software to readily enable the computational study of hybrid power systems.

The framework is then utilized to deduce design implications for hybrid AC/DC
power systems. It is shown that the conversion of certain existing AC lines to DC
operation can enable a major increase in transmission capacity and support the
applicability of convex relaxations. This systematic integration of power electronics
flexibilizes the power flow and induces a novel capacity expansion strategy that relies
on existing transmission corridors. In several case studies, it is shown that this
transition of an AC power system into a structured hybrid AC/DC power system can
increase the transmission capacity and improve the utilization of the grid infrastruc-
ture. The results demonstrate that the strategic application of HVDC technology can
induce a flexibilization on a system level and mitigate the impact of congestion.






Zusammenfassung

Hochspannungs-Gleichstrom-Ubertragung (HGU) wird zunehmend in Drehstrom-
Energieversorgungsnetzen integriert, wodurch grof3skalige hybride Stromnetze entste-
hen. Der optimale Lastfluss beschreibt die kostenoptimale Einsatzplanung von En-
ergieerzeugungsanlagen unter Beriicksichtigung der Energieiibertragungsfiahigkeiten
des Netzes und ist von grundlegender Wichtigkeit mit umfassender Anwendung.

In der vorliegenden Arbeit wird ein mathematisches Rahmenwerk sowie eine Soft-
wareldsung fiir die Untersuchung des optimalen Lastflusses in hybriden Stromnetzen
prasentiert. Es wird ein Systemmodell vorgestellt, welches fundierte Lastflussstudien
sowie rigorose mathematische Analysen erméoglicht. Darauf aufbauend wird eine For-
mulierung des optimalen Lastflusses eingefiihrt, welche Dreh- und Gleichstromnetze
einheitlich abbildet. Dadurch wird die Betrachtung hybrider Stromnetze signifikant
vereinfacht und die Verallgemeinerung von Ergebnissen von Dreh- zu Gleichstrom-
netzen ermoglicht. Anhand dessen werden zwei konvexe Relaxationen des optimalen
Lastflusses prasentiert, welche die global-optimale Losbarkeit verbessern kénnen.
Desweiteren werden die Grenzkosten an Netzknoten mit dem optimalen Lastfluss
in Zusammenhang gebracht und gezeigt, dass die konvexen Relaxationen auch der
effizienten Berechnung der optimalen Knotenpreise in Strommarkten dienen kénnen.
Diese Resultate sind in einem quelloffenen Softwarepaket umgesetzt, welches die
simulationsbasierte Untersuchung von hybriden Stromnetzen erméglicht.

Mittels dieses Rahmenwerks werden anschlieffend Implikationen fiir die Konzip-
ierung von hybriden Stromnetzen abgeleitet. Insbesondere wird gezeigt, dass die Um-
stellung von ausgewihlten Drehstrom-Ubertragungsleitungen zu HGU-Verbindungen
sowohl die Ubertragungskapazitit erhhen als auch die Anwendbarkeit der konvexen
Relaxationen unterstiitzen kann. Diese systematische Einbettung von Leistungselek-
tronik flexibilisiert den Energiefluss und impliziert eine neuartige Netzausbaustrategie,
welche auf bestehenden Stromtrassen beruht. Mehrere Fallstudien zeigen, dass ein
Ubergang von einem Drehstromnetz zu einem strukturierten hybriden Stromnetz
die Gesamtiibertragungskapazitit erhhen und die Nutzung der Netzinfrastruktur
verbessern kann. Die strategische Einbettung von HGU-Technik kann folglich eine
Flexibilisierung auf Systemebene bewirken und Netziiberlastungen verringern.
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Introduction

In modern societies, the need for electricity is ubiquitous with applications in in-
dustry, transportation, communication, healthcare, and all the way down to our
everyday life — probably including the device on which you are just reading this line.
Broadly speaking, the infrastructure that enables and manages the transfer of electric
power from producers to consumers is the electric power system. Historically, in the
so-called war of the currents between Thomas Edison’s and George Westinghouse’s
company at the end of the 19th century, alternating current (AC) power systems
were victorious against direct current (DC) power systems, as transformers were an
efficient means to change the voltage level in AC systems and, therewith, enable an
efficient transmission of electric power over long distances. Originating from this
root in electric lighting systems, for many years most electric power systems relied
almost exclusively on AC transmission. Yet, in 1954, DC returned to the electric
power systems in the form of the first commercial high-voltage direct current (HVDC)
transmission system, then based on mercury-arc valves, due to the advantages of DC
in submarine and cable transmission [10]. With the technological advances in power
electronics, some years later HVDC systems using thyristor-based line-commutated
converters (LCCs) were introduced, with further applications in long-distance trans-
mission and the interconnection of asynchronous grids [10, 11]. Moreover, at the
end of the 20th century, HVDC systems with voltage source converters (VSCs) were
introduced, where the converters are based on insulated-gate bipolar transistors (IG-
BTs) and since then have seen a rapid development to lower the conversion losses
and support higher voltage and power levels [11]. A particular advantage of VSCs is
their ability to rapidly and independently control active and reactive power, which
additionally enables the provision of ancillary services to the system, and their inher-
ent suitability for multi-terminal HVDC (MT-HVDC) systems [12], supporting the
connection of more than two nodes (buses) with a single HVDC system. Nowadays,
already more than 170 point-to-point HVDC (P2P-HVDC) systems and several MT-
HVDC systems are installed and many are planned [10,13,14]. This trend is destined
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to continue [13,15], leading to large-scale hybrid AC/DC power systems.

A fundamentally important problem in power systems, with applications ranging
from operational and grid expansion planning to techno-economic studies, is the
so-called optimal power flow (OPF) problem. The notion of an OPF problem was
coined by Carpentier in 1962 [16,17] and it has since seen an enormous amount of
research leading to a myriad of different formulations and solution approaches, see
e.g. [18-24] and the references therein. This vast amount of literature on OPF is
explained by both its fundamental importance to power systems and the notorious
difficulty of solving this NP-hard problem for large-scale systems. In its standard
form, OPF denotes the optimization problem of identifying the cost-optimal allocation
of generation resources and the corresponding system state to serve a given load,
while satisfying all boundary conditions of the grid. Compared to the economic
dispatch [22,23], which is (only) a cost-optimal balancing of generation and load,
the OPF problem additionally considers the impact of the transmission system by
including its physics via the so-called power flow equations as well as essential system
limits that ensure the viability of the resulting operating point. For a large-scale
system, the OPF problem constitutes an optimization problem with thousands of
optimization variables and constraints and, due to the power flow equations, it is
inherently nonconvex. Furthermore, due to the typically high sensitivity of the power
flow to changes in the bus voltages, the difficulties arising from the nonconvex nature
are often accompanied by numerical challenges in the solution process. Besides the
standard form and its variants, many important extensions of the OPF problem exist.
For example, to postulated contingencies for resilience to outages, to the stochastic
domain to account for the variability of energy sources like wind and photovoltaics,
and to the time domain to consider ramping limits, unit commitment decisions, and

energy storage and load scheduling, see e.g. [4,25,26] and the references therein.

By reason of the comprehensive predominance of AC power systems, the vast
majority of works on OPF problems focuses on AC grids, cf. e.g. [18-24] and the
references therein. While OPF formulations for hybrid AC/DC power systems date
back to the 1980s [27], they received a growing interest in recent years due to the
increasing incorporation of HVDC systems into AC transmission grids, with a partic-
ular consideration of VSC HVDC systems [28-36]. In the essence, these formulations
extend the classical steady-state AC model with DC buses, DC lines and cables, as
well as converters. Analogous to AC grids, which are modeled as impedance net-
works, DC point-to-point connections and grids are modeled as resistance networks,
while the AC/DC conversion is modeled as a lossy transfer of active power between
the AC and DC side with, in case of VSCs, the provision of reactive power on the AC



side, see e.g. [31,37,38]. Furthermore, the respective operating limits are considered,
including an appropriate characterization of admissible operating points of the con-
verters. As a consequence, the mathematical formulation and parameterization of
the OPF problem for hybrid AC/DC power systems is considerably more intricate
and extensive compared to AC systems, which renders the computation of the OPF
for such systems even more challenging.

Due to the difficulties arising from the inclusion of the power flow equations,
many OPF formulations and related problems (like nodal pricing [39]) resort to sim-
plified system models, most notably the so-called “DC power flow” [22,23,40] for AC
systems.! The “DC power flow” constitutes a linearization of the AC power flow equa-
tions that considers only active power and assumes lossless lines, a flat voltage profile
(in the per-unit system), and small bus voltage angle differences [22,23,40]. While
this offers an approximation of the active power flows based on linear equations,
the extensive simplification generally induces a significant model mismatch, even if
an approximation of the losses is included [41]. Recently, an alternative technique
to improve the computational and mathematical tractability of the OPF problem
was considered that avoids the necessity of model simplifications, namely convex
relaxation. Instead of simplifying the system model, convex relaxation simplifies the
structure of the feasible set by augmenting it with additional (non-physical) states
to a convex set. Thus, the OPF problem is reformulated as a convex optimization
problem and, therewith, gains access to the powerful theory of convex analysis as
well as solution algorithms with polynomial-time convergence to a globally optimal
solution [42-48]. In the context of (optimal) power flow, the first second-order cone
and semidefinite relaxation is attributed to Jabr [49] and Bai et al. [50], respectively,
and was followed by a vast number of works, see e.g. [21,51-58] and the references
therein. Again, owing to the predominance of AC power systems, the vast majority
of works on convex relaxation of the OPF problem focuses on AC grids, while only
some works consider hybrid AC/DC power systems [32-35,59]. In convex relaxation,
the extension of the feasible set introduces the advantages in computational and
mathematical tractability, but at the same time limits its applicability: Only if the
solution of the relaxed problem can be mapped to an equivalent point in the original
feasible set, the relaxation can successfully provide a solution to the OPF problem. If
this is indeed possible, the relaxation is called exact.

Mathematical analyses of various OPF formulations that aim to guarantee exact-
ness have been presented for AC grids [51,52,60-64] and DC grids [61, 65, 66], while

To denote the power flow equations, their solution and solution process, as well as their approxi-
mation, “power flow” and “load flow” is often used synonymously.
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hybrid AC/DC grids did not receive much attention. For radial AC grids [52,60-62,64]
and meshed AC grids with cycles limited to three branches [63], exactness has been
proven under certain technical conditions. However, for systems that do not satisfy
these preconditions, most notably (large-scale) power systems with a meshed AC
transmission grid, exactness is not guaranteed.

Motivation and Research Question

In some cases, convex relaxation can shift the optimal power flow — this fundamentally
important and generally NP-hard problem - into the convex domain, in which it
can benefit from a powerful mathematical theory and efficient solution algorithms.
However, in case of the most relevant and challenging setting for OPF problems,
i.e., the typically widely meshed transmission grid of a power system, the successful
utilization of convex relaxation is not ensured — and often not possible.

On the other hand, many transmission grids are currently facing substantial
challenges that necessitate extensive reinforcement and expansion measures. Due
to the climate change, many countries consider a decarbonization of the energy
sector, especially via a transition of electricity generation based on fossil fuels toward
renewable energy sources (RES) [13,67]. This transition introduces an increasingly
distributed and fluctuating energy production, which generally necessitates addi-
tional transmission capacity as well as stronger interconnections of regional and
national grids to balance and smooth the variability of RES-based generation [13,15].

Against this backdrop, we posed the following research question:

Can we identify grid upgrade measures that increase the transmission
capacity and support the exactness of convex relaxations?

By such means, the demand for transmission capacity could be utilized to induce a
transition in the system’s design: The capacity expansion may additionally enable
superior methods for an improved utilization of the grid infrastructure. Clearly, for
reasons of resilience and reliability the network topology must remain meshed, which
disqualifies the immediate utilization of the aforementioned results on exactness to
answer this question. Furthermore, it is favorable that the grid upgrade measures
can be implemented in existing transmission corridors, as new corridors often raise
several issues. On one hand, the implementation of new corridors is often difficult
and time consuming, most notably due to the obtainment of right of way [68, 69].
On the other hand, it can cause substantial public opposition, e.g., due to its impact
on the landscape and the value of adjacent real estate [70,71]. Thus, the considered
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1.2 Scientific Contributions

grid upgrade measures should be topology-preserving, i.e., they are implementable
within the existing transmission corridors of the system.

In fact, this research question led us to the study of the optimal power flow in
hybrid AC/DC power systems. As discussed above, this class of power systems has not
yet experienced a thorough coverage in the literature. For this reason, the research
conducted to answer the above question involved the coverage of several aspects of
hybrid AC/DC power systems along the way, which evolved into this manuscript on
the modeling, methods, and design implications for such systems.

Scientific Contributions
In the course of this dissertation, the following scientific contributions were made.

Modeling of Hybrid AC/DC Power Systems: This work presents a steady-state sys-
tem model for the (optimal) power flow analysis of hybrid AC/DC power sys-
tems. The hybrid system may consist of an arbitrary interconnection of AC
grids, P2P-HVDC links, and MT-HVDC systems. A particular feature of this
model formulation is that it is highly expressive in its modeling capabilities and
very accessible in its mathematical structure. As a result, it qualifies for both
conclusive system studies as well as substantiated and focused mathematical
explorations. The model evolved over time, where its final form as presented
here was published in

M. Hotz and W. Utschick, “hynet: An Optimal Power Flow Frame-
work for Hybrid AC/DC Power Systems,” IEEE Transactions on Power
Systems, vol. 35, no. 2, pp. 1036-1047, Mar. 2020.

Unified OPF Formulation and Convex Relaxations: Based on the aforemention-
ed system model, we present an OPF formulation for hybrid AC/DC power
systems that supports cost minimization, loss minimization, and a combination
of both. A particular feature of this OPF formulation is its unified representa-
tion of AC and DC subgrids in terms of both the model formulation and the
system state. This complete analogy of AC and DC subgrids in the primal and
Lagrangian dual domain of the OPF problem simplifies further efforts substan-
tially: Both types of subgrids can be considered jointly, in implementations as
well as mathematical studies. Moreover, it enables the direct generalization
of results on AC grids to DC grids. This is shown for the semidefinite and
second-order cone relaxation, which can be generalized directly without explic-
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itly considering the hybrid nature of the system. This unified OPF formulation
and convex relaxations, as also covered here, were published in

M. Hotz and W. Utschick, “hynet: An Optimal Power Flow Frame-
work for Hybrid AC/DC Power Systems,” IEEE Transactions on Power
Systems, vol. 35, no. 2, pp. 1036-1047, Mar. 2020.

Locational Marginal Prices and Convex Relaxations: The analogue to the OPF
problem in electricity markets (with perfect competition) is nodal pricing with
the locational marginal prices (LMPs). In this work, we show in what manner
and under which conditions the LMPs of a hybrid AC/DC power system are
related to the OPF problem and its Lagrangian dual. Furthermore, we prove
that the semidefinite and, in particular, the second-order cone relaxation of the
OPF problem facilitate an efficient computation of the LMPs under exactness.
These results were first presented for hybrid systems with P2P-HVDC links in

M. Hotz and W. Utschick, “The Hybrid Transmission Grid Architec-

ture: Benefits in Nodal Pricing,” IEEE Transactions on Power Systems,
vol. 33, no. 2, pp. 1431-1442, Mar. 2018.

and are generalized here to the aforesaid system model and OPF formulation.

Software Framework for OPF Computations: To complement the theory and sup-
port the study of large-scale hybrid AC/DC power systems, we developed hynet,
an open-source OPF framework for hybrid AC/DC grids with P2P-HVDC and
radial MT-HVDC systems. In hynet, the mathematical foundation developed
in this work is embedded in a flexible and object-oriented software design,
which emphasizes ease of use and extensibility to facilitate an effortless adop-
tion in research and education. Moreover, the framework is written in the
popular high-level open-source programming language Python [72] that is
freely available for all major platforms. This software framework, which is
also discussed and utilized in this work, was published (scientifically) in

M. Hotz and W. Utschick, “hynet: An Optimal Power Flow Frame-
work for Hybrid AC/DC Power Systems,” IEEE Transactions on Power
Systems, vol. 35, no. 2, pp- 1036-1047, Mar. 2020.

The Hybrid Architecture: Finally, the research question posed in the previous
section is addressed by the proposal of the so-called hybrid architecture, i.e.,
a novel topology-preserving capacity expansion strategy. In short, the hybrid
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architecture utilizes the conversion of certain existing AC lines to DC operation,
which can enable a major increase in transmission capacity, for a systematic
incorporation of power electronics that induces a strong tendency toward
exactness of the convex relaxations. This concept was originally proposed on
the basis of hybrid AC/DC power systems with P2P-HVDC links in

M. Hotz and W. Utschick, “A Hybrid Transmission Grid Architecture
Enabling Efficient Optimal Power Flow,” IEEE Transactions on Power
Systems, vol. 31, no. 6, pp. 4504-4516, Nov. 2016.

and, subsequently, its mathematical exploration was continued in

M. Hotz and W. Utschick, “The Hybrid Transmission Grid Architec-

ture: Benefits in Nodal Pricing,” IEEE Transactions on Power Systems,
vol. 33, no. 2, pp. 1431-1442, Mar. 2018.

Here, this work is extended in several respects. Firstly, the concept and proof
of the strong tendency toward exactness under the hybrid architecture is gener-
alized to hybrid AC/DC grids with P2P-HVDC and radial MT-HVDC systems.
Secondly, this mathematically inspired concept is complemented by an inter-
pretation from an engineering viewpoint, which illustrates that the design
implications of the hybrid architecture constitute a systematic approach to grid
flexibilization. Thirdly, the thus implied topology-preserving capacity expansion
strategy is investigated in several case studies, which range from an illustration
of its principles in a small-scale example to the demonstration of its potential
in resolving an issue that currently challenges the German transmission grid.

Concluding, the scientific publications related to this doctoral research work are
listed below. As documented above, the publications [1-3] emanated from the main
research work for this dissertation. The work in [5] may be regarded as an early
preliminary result for the case study in Section 7.3, while [7] originated from the
specific network reduction requirements in Section 5.2.1. Finally, the works [4, 6]
arose from a collaboration with the Nanyang Technological University, Singapore,
in which the hybrid architecture was studied in the context of unit commitment.

Journal Publications:

[1] M. Hotz and W. Utschick, “A Hybrid Transmission Grid Architecture Enabling

Efficient Optimal Power Flow,” IEEE Transactions on Power Systems, vol. 31,
no. 6, pp. 4504-4516, Nov. 2016.
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[2] M. Hotz and W. Utschick, “The Hybrid Transmission Grid Architecture: Ben-
efits in Nodal Pricing,” IEEE Transactions on Power Systems, vol. 33, no. 2,
pp. 1431-1442, Mar. 2018.

[3] M. Hotz and W. Utschick, “hynet: An Optimal Power Flow Framework for
Hybrid AC/DC Power Systems,” IEEE Transactions on Power Systems, vol. 35,
no. 2, pp. 1036-1047, Mar. 2020.

[4] L.P.M.L Sampath, M. Hotz, H. B. Gooi, and W. Utschick, “Network-Constrained
Thermal Unit Commitment for Hybrid AC/DC Transmission Grids under Wind
Power Uncertainty,” Applied Energy, vol. 258, Jan. 2020.

Conference Publications:

[5] M. Hotz, L Boiarchuk, D. Hewes, R. Witzmann, and W. Utschick, “Reducing the
Need for New Lines in Germany’s Energy Transition: The Hybrid Transmission
Grid Architecture,” International ETG Congress 2017, Nov. 2017.

[6] L.P. M. L Sampath, M. Hotz, H. B. Gooi, and W. Utschick, “Unit Commitment
with AC Power Flow Constraints for a Hybrid Transmission Grid,” 20th Power
Systems Computation Conference (PSCC), Jun. 2018.

[7] J. Sistermanns, M. Hotz, W. Utschick, D. Hewes, and R. Witzmann, “Feature-
and Structure-Preserving Network Reduction for Large-Scale Transmission
Grids,” 13th IEEE PowerTech, Milan, Italy, Jun. 2019.

1.3 Outline

The organization of the manuscript essentially follows the synopsis of the scientific
contributions in the previous section with a partitioning of the discussion of the
hybrid architecture into a theoretical and practical part. Chapter 2 presents the system
model for hybrid AC/DC power systems as well as a characterization of the physical
and operational limits, which is then complemented by a discussion of important
aspects of the mathematical structure. Chapter 3 discusses the OPF problem, for which
a relaxation of the state space of DC subgrids is introduced and studied to obtain a
unified OPF formulation. On this basis, two convex relaxations of the OPF problem
are presented, i.e., a semidefinite and second-order cone relaxation. Chapter 4 turns
the attention to a market context and discusses the LMPs, which are the optimal
nodal prices under perfect competition. The relation of LMPs to the Lagrangian dual
of the OPF problem is analyzed and the utilization of the convex relaxations for the
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efficient computation of LMPs is explored. Chapter 5 motivates and introduces the
hybrid architecture, for which the strong tendency toward exactness of the convex
relaxations is shown by entangling a sufficient condition for exactness and the nature
of LMPs into an interpretable characterization of exactness. Subsequently, this result
is discussed from an engineering perspective to reveal the design implications of the
hybrid architecture. Chapter 6 introduces the OPF software framework hynet, whose
software documentation is complemented by relating the modeling and theory in
this work to the software design. Furthermore, the maximum loadability problem
is presented as an exemplary extension of this framework. Chapter 7 presents
several case studies to demonstrate the implications of the hybrid architecture for
grid flexibilization and topology-preserving capacity expansion as well as to show
their efficacy for increasing the effective transmission capacity and improving the
utilization of the grid infrastructure. Finally, Chapter 8 concludes this work and
highlights some potential directions for future research.






Modeling of Hybrid AC/DC Grids

This chapter presents the model of hybrid AC/DC power systems for power flow
analysis that was developed in the series of work in [1-3]. It supports the modeling
of an arbitrary interconnection of AC and DC grids, where the latter may be P2P-
HVDC systems or MT-HVDC systems with a radial or meshed topology. In the
development of this model, particular care was taken that it is both highly expressive
in its modeling capabilities and very accessible in its mathematical structure. Many
works on mathematical and computational aspects of OPF problems use rather simple
system models to focus the mathematical exposition (cf. e.g. [21,52, 61, 63, 65, 66,
73,74]), which may leave the reader questioning if or under which conditions the
results generalize to practical models. On the other hand, works that focus on
the expressiveness of the model can result in bulky formulae (cf. e.g. [35]), which
complicates a further exposition and may obfuscate or hamper insights into the
mathematical structure. The model presented in this chapter attempts to overcome
this issue by carefully applying abstraction. To this end, specific aspects of the
mathematical structure of the model are kept explicit, while certain details are made
implicit with the appropriate definition or use of higher-level symbols or concepts.
This includes, for example, the unified representation of AC and DC subgrids, the
concept of injectors that unifies the representation of generators, prosumers, and
loads, as well as the formulation of system constraints in a unified mathematical form.
Therewith, an elaborate model with an accessible mathematical structure is obtained,
which is applicable to both conclusive system studies as well as substantiated and
focused mathematical explorations.

The presented model is developed for power flow analysis and considers the
system in steady state. To this end, AC grids are considered as balanced three-phase
systems, for which the power flow analysis can be based on a single-phase model
comprising equivalent m-models with lumped parameters that is analyzed in the
phasor domain [75,76]. DC grids, as per the steady state condition, are considered as
resistive networks [37,38,77]. The currently prevalent converter technologies are
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line-commutated current source converters (CSCs), also known as line-commutated
converters (LCCs), and self-commutated voltage source converters (VSCs) [10,12]. A
converter station comprises, besides the converters themselves, also transformers
and filters as well as, in case of a VSC, a phase reactor and, in case of an LCC,
a capacitor bank [10, 12]. These parts of the converter station can be considered
via equivalent m-models, while the converter itself is modeled as a lossy transfer
of active power between the AC and DC side of the converter with, in case of
VSCs, the provision of reactive power on the AC side, see also [31,37,38]. For the
modeling of converter losses, most recent works consider a quadratic function in
the converter current [28-30, 33, 35, 37, 78], with the most advanced formulation
in [31] using an individual parameterization for the rectifier and inverter mode. This
loss model can be traced back to the Master’s thesis [79] of Daelemans in 2008 and,
notably, also its parameterization in most case studies.? The parameters therein
are based on the Sédra Lianken HVDC Light® link (600 MW/4300kV) [79, Sec. 5.3].
However, as stated in [79], the losses are specific to each HVDC application and,
furthermore, the losses are steadily decreasing with the continued development of
HVDC technology [11], which may invalidate the adequacy of the parameters in [79]
for case studies with current converter technologies. Thus, although this converter
loss model is suitable, the unavailability of proper parameters can complicate an
appropriate loss modeling on this basis. For this reason, the model presented here
considers a combination of mode-dependent proportional losses as well as static
(no-load) losses to offer an adequate representation of converter losses based on a
straightforward parameterization. In terms of operating limits, the most elaborate
characterizations for VSCs include a converter current limit as well as constraints
that restrict the provision of reactive power based on the coupling of the AC- and
DC-side voltage, cf. [30,31,37]. Several works that elaborately characterize the P/Q-
capability of converters, at the same time, only employ rudimentary box constraints
to approximate the P/Q-capability of generators, cf. e.g. [30,31,33,34]. To address this
issue, the model hereafter describes the range of safe operating points with polyhedral
sets, which enables a consistent and flexible characterization of P/Q-capabilities.
The presentation of the system model is divided into a description of the network
topology and the electrical model. This is complemented by the formulation of
physical and operational limits as system constraints and a concluding discussion of

2 All documented choices of the coefficients for the converter loss model in [28-30,33,35,37,78]
trace back to [79]: The work [28] refers to [80], where the latter refers to [81] that is based on [79].
In [37], the authors state that the loss data is a scaled version of [79]. The works [35, 78] refer to [81]
and [31] refers to [37], which are both traced back to [79] above. The work [30] directly refers to [79].
In [29], which is also referred to by [33], the origin of the loss data is not documented.
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2.1

2.1 Network Topology

the mathematical structure of the model. Below, AC lines, cables, transformers, and
phase shifters are referred to as AC branches, DC lines and cables as DC branches,
inverters, rectifiers, VSCs, and back-to-back (B2B) converters as converters, and points
of interconnection, generation injection, and load connection are called buses.

Network Topology

The network topology of the hybrid AC/DC power system is described by the directed
multigraph G = {V, &,C, €,¢,7, 7}, where

V ={1,...,|V|} is the set of buses,
E=1{1,...,|€|} is the set of branches,
C={1,...,|C|} is the set of converters,

and
€ : £ = V maps a branch to its source bus,
€ : £ — V maps a branch to its destination bus,

: C — V maps a converter to its source bus, and

5

: C — V maps a converter to its destination bus.

X

Without loss of generality, the set elements are considered as consecutive numbers
to facilitate the description of the electrical model in matrix notation. For the same
reason, the branches are numbered instead of the commonly employed representation
as unordered pairs of buses. The directionality of branches and converters is not
related to the direction of power flow and can be chosen arbitrarily. The buses V are
partitioned into a set V of AC buses and a set V' of DC buses, i.e.,

V=VYUY and VNV=0. (2.1)

AC and DC buses must not be connected by a branch, i.e., the branches £ are
partitioned into the set £ of AC branches and the set £ of DC branches. Specifically,

E=EUE and ENE=0 (2.2)
where

E={ke&:ék)ék) eV} 2.3

E={ke&:é&k)ek) eV} (2.4)
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Figure 2.1: Electrical models.

The terminal buses of converters are not restricted, i.e., the model supports AC/DC
and DC/AC as well as AC and DC B2B converters. Concluding, to support the
mathematical exposition, some terms and expressions are defined and a generally
valid property of the network topology is established.

Definition 1. Consider the directed subgraph G’ = {V, £, €, ¢} with all buses and
branches. A connected component [82] in the underlying [82] undirected graph of G’
is called subgrid. A subgrid comprising buses in V is called AC subgrid. A subgrid
comprising buses in V is called DC subgrid.

Definition 2. The set B¢ (n) C £ and Bg(n) C &€ of branches outgoing and incoming
at bus n € V, respectively, is

Be(n) ={ke&:ék) =

Be(n) ={ke&:ék)=n

—

(2.5)
: (2.6)

—

Definition 3. The set Be(n) C C and Be(n) C C of converters outgoing and

incoming at bus n € V, respectively, is
Be(n)={lecC:
Be(n)={leC:

(2.7)
(2.8)
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2.2

2.2.1

2.2 Electrical Model

Definition 4 (Self-Loop Free Network Graph). The multigraph G does not comprise
any self-loops, i.e.,

Pke&: ék)=¢k) and PleC: 4(1) =35(). (2.9)

Electrical Model

In the following, the network topology is combined with models for branches, buses,
and converters as well as generators, prosumers, and loads to arrive at a mathematical
description of the power flow in the hybrid AC/DC power system in terms of its
state variables. Complementary, the total electrical losses are derived as a function
of the state variables.

Branch Model

AC and DC branches are represented via the common branch model in Figure 2.1b.
For branch k € £, which connects the source bus é(k) to the destination bus é(k), it
comprises two shunt admittances g, g € C, a series admittance g, € C \ {0}, and

two complex voltage ratios p, p € C \ {0}. In the latter, | x| and |pg| is the tap

ratio and arg(py) and arg(py) the phase shift of the respective transformer, while

Pk = Pipn (2.10)

denotes the total voltage ratio. With the voltage relation and power conservation at
the transformers, Kirchhoff’s current law (KCL), Kirchhoff’s voltage law (KVL), and
Ohm’s law, the branch currents I,  and I, can be expressed in terms of the adjacent
bus voltages V(x) and V() as

I = P T6 (e Vewy — PeVeawy) + G0k Very (2.11a)
I = 57 [0k (e Vee) — PrVery) + Tk Ver ) - (2.11b)

To describe the branch currents in matrix notation, let the bus voltage vector v, source
current vector 1, and destination current vector 1 be defined as

v=[W,....Vy" ecV (2.12)
i=[I,..., LT e CFl (2.13)
';:[Ivh...,j‘g”TE(C‘g'. (2.14)
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Furthermore, let the source admittance matrix Y € CIEIXIVI be defined as

Y = enarel,) + Brel) (2.15)
ke&

and the destination admittance matrix Y € CI€1*IVI be defined as

Y =) ex(drey + Breqs) (2.16)
ke&
in which
Ak = |pk Tk + ) B = —pin (2.17a)
e = |pkl (Te + ) Br. = — Pk - (2.17b)

Therewith, the source and destination branch currents in (2.11) are collectively
described for all £ € £ by

t=Yv and (=Yw. (2.18)

In this work, the bus voltages are used as state variables. While AC subgrids exhibit
complex-valued effective (rms) voltage phasors, DC subgrids exhibit real-valued
voltages. This is considered by restricting v to U, where

U={veCV:V,eR,, neV}. (2.19)

DC lines and cables are modeled via their series resistance and assumed to be lossy.
(Otherwise, their adjacent buses can be considered as an amalgamated bus.)

Definition 5. DC branches equal a series conductance, i.e.,
Vke&: pr=p=1 Gr=0r=0, Im(g)=0. (2.20)

Definition 6 (Lossy DC Branches). The series conductance of all DC branches is
positive, i.e.,

Vke&: Re(yy) >0. (2.21)

In this context, it should be pointed out that HVDC systems are currently avail-
able in three different configurations, i.e., asymmetrical monopolar, symmetrical
monopolar, and bipolar [10,11,77]. For the purpose of power flow analysis, the asym-
metrical monopolar configuration may be modeled with a single DC branch, while
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2.2 Electrical Model

the symmetrical monopolar and (balanced) bipolar configuration may be modeled
using two parallel DC branches (with the negative pole considered in negated form),
see also [37, Sec. II-C].

Bus Model

Buses are modeled as depicted in Figure 2.1a. For bus n € V), it comprises a shunt
admittance ¢, € C, connections to the outgoing branches k € Be (n) as well as to
the incoming branches k € Bg(n), and an injection port. Using KCL and Ohm’s law,
the injection current I, is quantified as

I, = G,V + ka + ka. (2.22)
keBg(n)  keBg(n)

With (2.11) and (2.17), I,, can be expressed in terms of bus voltages,

MZ%W+§]M%H-ZﬂWm (2.23)
keBg (n) keBg (n)
where
an=Gn + > Gk + > dy. (2.24)

keBg(n)  keBg(n)

For a description in matrix notation, let the injection current vector ¢ be defined as
. T
i=[L,....IyT ecV (2.25)

and the bus admittance matrix Y € CIVIXIV| be defined as

Y = Z e, [aneg + Zﬁkeg(k) + ZBke;r(k)} . (2.26)

ney keBg(n) keBg(n)

Therewith, the injection current in (2.23) is collectively described for all n € V by
i=Yv. (2.27)

Finally, note that the shunt g,, usually models reactive power compensation and is
irrelevant in DC subgrids.
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o

Figure 2.2: P/Q-capability of a VSC (dashed) and a polyhedral approx. (solid) [3].

Definition 7. DC buses exhibit a zero shunt admittance, i.e.,

Ynev: §,=0. (2.28)

2.2.3 Converter Model

Converters are modeled as illustrated in Figure 2.1d. Other parts of a converter
station besides the converter itself, like transformers and filters, can be modeled
as AC branches using their equivalent m-models, see also [31,38]. For converter
[ € C, which connects the source bus §(!) to the destination bus %/(/), the model
considers the source and destination apparent power flow S, €C, respectively,
where active power is converted with a forward and backward conversion loss factor
M, € [0, 1), respectively, while reactive power may be provided. Specifically,

Si=p— (1— i)y — g (2.29a)
Si=p— (1—0)p — iq (2.29b)

where p; € Ry and p; € Ry is the nonnegative active power flow from bus /(1)
to ¥(1) and vice versa, respectively, while g, §; € C is the reactive power support
and 7, 7}; enable a mode-dependent loss parameterization. Static (no-load) losses
are modeled as as fixed loads, cf. Section 2.2.4. The P/Q-capability of the converter
at the source and destination bus is approximated by the nonempty and bounded
polyhedral set Fyand F, respectively. Figure 2.2 shows a qualitative example of the
P/Q-capability of a typical VSC [83, Sec. 2.1], [38, Sec. 2.7.1] and an exemplary inner
polyhedral approximation. This restriction to a safe operating region is captured by

fi = oo a,a)" € Fi ¢ R2 x R? (2.30)
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where the nonempty and bounded polyhedral set F; is a reformulation of Fy and
F; in terms of the converter state vector f; using (2.29). For a description in matrix
notation, the state vectors of all converters are stacked, i.e.,

F= oyt e F=11x (2.31)

leC

where the polyhedral set F is expressed as
F={feRW.Hf <h}. (2.32)

In the latter, H € RF*4Cl and h € R capture the F € N inequality constraints
that describe the capability regions of all converters. Finally, the absence of reactive
power on the DC-side of a converter is established.

Definition 8. The DC-side of all converters exclusively injects active power, i.e.,

Vie | Be(n): FCRY x{0} xR (2.33a)
ney

vie ) Be(n): F CRLxRx{0}. (2.33b)
ney

If the converter is lossless or if its mode is fixed, this model is linear in the con-
verter state vector, rendering it easily tractable. Otherwise, in general the nonlinear
mode complementarity constraint

pipr =0 (2.34)

is required, as a violation of mode complementarity can then induce a nonnegative
and bounded loss error

9y = i (P — Re(S)]4) + (B — [Re(S)]+) (2.35)

in converter [ € C, where [z]1 = max(z,0). However, (2.34) can still be excluded
in certain problem formulations. For example, OPF problems in general do not
incentivize an increase of load and, as the loss error (load increase) is minimal (zero)
at mode complementarity, the mode complementarity is implicitly imposed and the
exclusion of (2.34) typically remains without effect.
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, QP

in
P

Figure 2.3: P/Q-capability of a generator (dashed) and a polyhedral approx. (solid) [3].

Generators, Prosumers, and Loads

For the modeling of power producers, prosumers (and flexible distribution systems),
as well as flexible and fixed loads, it is observed that they are conceptually equivalent
in the context of optimal power flow.> They comprise a set of valid operating points
in the P/Q-plane and quantify their preferences via a real-valued function over the
P/Q-plane. This is utilized for an abstraction of these entities to injectors. An injector
can inject a certain amount of (positive or negative) active and reactive power, which
is associated with a certain cost. The set of injectors is denoted by Z = {1, ..., |Z|}.
Injector j € Z injects the active power P;n and the reactive power Qijn, which are
collected in the injection vector s; = [P}n, Qijn]T € R2. Its valid operating points
are specified by the capability region S; C R?, which is a nonempty and bounded
polyhedral set. The Lipschitz-continuous convex cost function C'; : S; — R specifies
the cost associated with an operating point. The injector’s terminal bus is specified
by # : Z — V. This is illustrated in Figure 2.1c, where injector j € Z is connected
to the injection port of bus 7(j) and injects the apparent power Sji-n = P;n + IQEn
The model is complemented by the following definitions.

Definition 9. The set Bz(n) C T of injectors connected to bus n € V is

A

Br(n)={j€Z:n(j)=n}. (2.36)
Definition 10. Injectors connected to DC buses exclusively inject active power, i.e.,

vie | Bz(n): S cRx{0}. (2.37)
ney

*In power flow studies, loads are generally considered as a constant apparent power demand [75,76].
This neglects any voltage dependency of the load, which, e.g., is approximated by the ZIP model [76].
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2.2 Electrical Model

To elucidate the concept of injectors, consider the following examples. For a
generator, C; reflects the generation cost and S; is a convex approximation of its
P/Q-capability. The latter is illustrated in Figure 2.3, which shows a qualitative
example of the P/Q-capability of a typical generator [76, Ch. 5.4] and an exemplary
inner polyhedral approximation that considers the physical limits and, additionally,
a power factor and minimum output limit. For a fixed load, C'; maps to a constant
value and S; is singleton. For a flexible load, C; reflects the cost for load dispatching
and §; characterizes the implementable load shift.

Power Balance

The flow conservation arising from KCL balances the nodal injections with the flow
into branches and converters. At bus n € V, the balance of the apparent power flow

is given by
dwls; =LV +> Si+> 5 (2.38)
J€Bz(n) 1eBe(n)  1€Be(n)
where w = [1, i]T € C2. Therein, the left-hand side accumulates the nodal

apparent power injection, while the right-hand side describes the flow of apparent
power into the branches and converters. To describe (2.38) in matrix notation, it is
observed that

IV, = (eli)(elv) = (elYv)i(elv) = v! [YHeneﬂ v (2.39)
and, for some matrix A € CIVIXIV| that

Re(v Av) = % [’UHAU + ('vHAv)*} =o't [(A + AH)/Z] v (2.40)

Im(vAv) = 11

(v Av — (v Av)] =0 [(A— AM)/@20)]v.  (241)

Jointly with (2.29), (2.30), and (2.31), the nodal apparent power balance (2.38) can
then be stated for all » € V in terms of its real and imaginary part as

P+ plf=ef Z s, Vn eV (2.42a)
jeBz(n)

Qv+t g f=e; > s, VYn eV (2.42b)
jeBz(n)
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which are called the power balance equations. Therein, (2.42a) describes the active
power balance and (2.42b) the reactive power balance. The matrices P, Q,, € sVl
are given by

P, =[Y"e.e! +e.elY]/2 (2.43a)
Q. = [Ye,el —e,elY]/(2i) (2.43b)

and the vectors p,,, g, € R¥C read

Pn= Y (eus—(1—m)ens) + Y (eno—(1—-M)eys) (244a)

1€8e(n) leBe(n)
Gn=—> eu1 — Y ey. (2.44b)
leBe(n) leBe(n)

Electrical Losses

In some cases, like the OPF formulation in Chapter 3, a description of the electrical
losses as a function of the state variables is desired. The total electrical losses amount
to the difference of total active power generation and load or, in terms of this model,
the sum of the active power injections into the grid. Using the active power balance
in (2.42a), this can be expressed as

Ze?sj = Z elfz.sj = Z('UHPn'v +prf) =o' [ZPn

JjET n€V  jeBr(n) ney ney

’U—f—ngf.

ney

(2.45)
Let L € SVl and I € R4l be defined as

1 1
L=) P,=)_ 5(YHeneE +eelY) = SV + Y (2.46)

ney ney
and
1=> pn=) [ieus+inew s (2.47)
nev leC

where the reformulation utilizes (2.43a) and (2.44a). Furthermore, note that for some
matrix A € CVI*VI the quadratic form can be put as

v Ay = tr(v! Av) = tr(Avol) (2.48)
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by using the cyclic property of the trace. Therewith, the total electrical losses can be
quantified as L(vo", f), where L : SVl x R4Cl - R is

L(V,f)=te(LV)+1Tf. (2.49)

At this point, the definition of L in terms of the outer product of the bus voltage
vector may appear needlessly complicated, but it will turn out to be beneficial for
the exposition in Chapter 3 later on.

System Constraints

In the context of (optimal) power flow, the grid’s typically considered physical and
operational limits concern the bus voltage and the branch flow, cf. e.g. [22, 84].
Due to the physical relation between voltage, current, and power, these system
constraints can be expressed in various ways. In the following formulation, the
constraints are implemented in a quadratic form in the bus voltages to unify their
mathematical representation. A particular aspect therein is the departure from the
constraint on the apparent power flow, which is common to describe the capacity of
AC transmission lines. The limit on the apparent power flow is actually threefold.
For short transmission lines it represents a physical constraint of thermal nature that
is proportional to the current, for medium-length transmission lines it casts a stabil-
ity constraint related to the voltage drop along the line, and for long transmission
lines it represents a stability constraint related to the voltage angle difference of the
adjacent buses [76, Ch. 6.1.12], [75, Ch. 4.9]. Here, these three constraints are imple-
mented directly, which does not only increase the expressiveness and accuracy of
the constraint [68] but also enables their formulation in a unified mathematical form.

Voltage

Due to physical and operational requirements, the voltage at bus n € V must satisfy
|Vo| € [V, V] € Ry, where V;, > V;, > 0. Considering that

|Vn]2 =VV,= (egv)H(egv) = v M, v (2.50)

where M,, € SVl is

M, = e,e

S

(2.51)
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it follows that this constraint can be cast as
VZ<olM,v<V2, Vnev. (2.52)

Ampacity

The thermal flow limit on branch k € £ can be expressed as ampacity constraints,
fk| < I, and |I1.| < I, with I, Iy € R 4. Considering that

ie.,

P2 et TAH(, T2 H

[kl = Ik = (e 2)" (e, %) = v Iiv (2.532)
T
k

Il” = It Dy, = (eFd)(efd) = o' T (2.53b)
in which Iy, I}, € SV are given by
fk = YHekng and I. = YHekng (2.54)
these ampacity constraints can be implemented as
Mhw<2, Whw<?, vkec. (2.55)

Voltage Drop

The stability-related limit on the voltage drop v € R along AC branch k € &, i.e.,

Yy — Vel
V2]

-1 (2.56)

reads vy € [vk, Vx| C [—1,00), with v, < Dg. Considering that, with (2.50),

ve > = (L+ ) Vil — V> = v" My <0 (2.57)
v < U <~ ‘Vé(k)‘Q — (1 + ﬁk)2‘Vg(k)’2 = UHMkU <0 (2.58)

where My, M, € SV are

My, = (1 + vg)* My — My, (2.59a)
My, = My — (1 + 03)* My, (2.59b)

it follows that this constraint can be written as
VI Mv <0, v Mv <0, Vk e &. (2.60)
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Angle Difference

The stability-related limit on the voltage angle difference d;, € R along AC branch
ke g, ie.,
o = arg(Viiey Vige) (2.61)

reads &y, € [0k, 6] C (—7/2,7/2), with §;, < Ji. Equivalently, it can be expressed
as

Re (Vi) Ver)) = 0 (2.62)
tan(dy) < Tm (Vi Vawy) / Re(Viy) Very) < tan(dy) . (2.63)

Considering that

* 1 * * 1 " Y
Re(Ve(y Vew) = 5 [ ek Ver) + Ve(k)Ve(k)} =3 vt [Mk + M;ﬂ v (2.64)

* 1 * * i Y Y
(Ve V) = 57 (Vi Vet — Ve Vi) | = —3 o' (M, - M v (265)
where M, € RVIXIVI g

M, = e€(k)egék) (2.66)

it follows that (2.62) and (2.63) and, thus, the voltage angle difference constraint can
be implemented as

oA <0, o4 <0, vWAw<0, Vkeé (2.67)

with Ay, Ay, Ay, € SV given by

A, = —M; — M} (2.68a)
Ay = (tan(dy) + 1) My + (tan(0g) — i) M]! (2.68b)
Ay, = —(tan(6y,) + 1) My, — (tan(dy) — i) M. (2.68¢)

Mathematical Structure

In the presented model, it can be observed that the bus voltages, which are used
as state variables for subgrids, appear exclusively in quadratic form in the power
balance equations (2.42), the total electrical loss function (2.49), as well as the system
constraints (2.52), (2.55), (2.60) and (2.67). In addition to this unified mathematical
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form, the following exposition further shows that the coefficient matrices in these
quadratic forms exhibit a rich structure. Particularly, they feature a sparsity pattern
that is related to the network topology and their off-diagonal elements share an
interesting relation. While the relation of the off-diagonal elements will be uncovered
in Chapter 5, this section analyzes the sparsity pattern of the coefficient matrices.

Sparsity Pattern of the Coefficient Matrices

By the construction of the bus admittance matrix Y in (2.26), it follows that it may
only contain a nonzero off-diagonal element in row ¢ and column j # i if and only if
there exists a branch between bus i and bus j. Clearly, this transfers to the coefficient
matrix L in (2.46) of the total electrical loss function, as it constitutes a weighted sum
of Y and its Hermitian transpose. The coefficient matrices P,, and Q,, in (2.43) of the
power balance equations may only be nonzero in the nth row and nth column, where
they inherit the sparsity pattern of the nth row of the bus admittance matrix Y:

Re([Y]m) if ¢ :j =N
Y]5./2  ifj=n#i

0 otherwise

1
[Pnlij = eZ-TPnej = 56?(YHeneg + enng)ej =

(2.69)

@Q.)ij = el Quej = —el (Ye,e! —e,elY)e; = Yli/ (1) ifi =n# ]

21" [Y]r,/(21) ifj=n#i
0 otherwise
(2.70)

With the source and destination admittance matrix in (2.15) and (2.16), the elements

of the coefficient matrices I}, and I}, in (2.54) of the ampacity constraint can be put as

A

(1) = el YVerel Ye; = ef (Giecu) + Brecw) (anel ) + Brelpy)e;  (2.71)
[Ii)i; = e YVere[ Yej = e (dheqr + Biecw) (rely + Breinyej . (272)

Therewith, as well as (2.59) and (2.68), the elements of the coefficient matrices of the
constraints on branch k € &, i.e., the ampacity, voltage drop, and angle difference
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? J [Ik}w [Ik]u [Mk]w [Mk]w [Ak}w [Ak]w [Ak]w
k) ek) el BT +wm)? —(+m)® 0 0 0
ék) k) aife  awpi 0 0 —1  tan(dk) +i —tan(dy) — i
ék) ek)  anBr  aLbw 0 0 —1  tan(dx) —i —tan(dx)+i
&k Ek) 1B’ |l -1 1 0 0 0
otherwise 0 0 0 0 0 0 0

Table 2.1: Elements of the coefficient matrices of the constraints on branch k € £.

constraint, can be identified by inspection as documented in Table 2.1. Considering
further that the coefficient matrix M, in (2.51) of the voltage constraint is diagonal,
the sparsity pattern of these matrices can be summarized as in Corollary 1 below. In
words, it states that all these coefficient matrices adhere to a sparsity pattern that is
induced by the network topology of the system’s subgrids.

Definition 11. The set K C SIV! of coefficient matrices is

K= {Pn7 an MTL7 _Mn7 jka jk‘7 Mka Mk) Ak’7 Ak7 Ak} (273)

neV, kel *

Corollary 1. Let the projection & : SVI — SIVI onto the sparsity pattern
T ={0,j)eVxV:ii=j Vv ije{ek)ek)}kek} (2.74)
be given by

P(X)= Y [Xijee; . (2.75)
(i,5)eT

Then, for all matrices X € K U {L},

2X)=X. (2.76)
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Optimal Power Flow

The optimal power flow (OPF) problem identifies the optimal utilization of the grid
infrastructure and generation resources to satisfy the load, where optimality is
typically considered with respect to minimum injection costs or minimum electrical
losses, see also Chapter 1. With the system model for hybrid AC/DC grids presented
in Chapter 2, the OPF problem can be stated as the following optimization problem:

minimize Z Cj(s;) + TL(vo", f) (3.1a)
SjGS]','UEU jET

fer
subject to  (2.42), (2.52), (2.55), (2.60), (2.67) . (3.1b)

The optimization variables in this problem are the state (operating point) sz of the
injectors and the state of the grid, where the latter consists of the bus voltages v
and converter states f. While the injector and converter states are restricted to
the respective P/Q-capability region and the bus voltages to the respective state
domain of AC and DC grids, the problem is further constrained by the power flow
equations (2.42), which describe the physical behavior of the system, as well as the
system’s operating limits on bus voltages, branch currents, voltage drops, and angle
differences in (2.52), (2.55), (2.60), and (2.67), respectively. The problem’s objective
consists of the total injection costs and a penalty term comprising the total electrical
losses weighted by an (artificial) loss price 7 € Ry. This enables injection cost
minimization, electrical loss minimization, and a combination of both. As shown by
the following proposition, this objective can also be expressed with cost functions
only. The penalty term is considered explicitly to study its impact mathematically
and to offer a convenient parameterization in a practical implementation.

Proposition 1. Consider the OPF problem (3.1). Including a loss penalty with T > 0 is
equivalent to increasing the marginal cost of active power by T for all injectors j € 1.

Proof. Considering the definition of the electrical loss function L in (2.49) and its
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derivation in (2.45), it follows that

ZC s;) +7L(vo", f) = ZC ;) —1—7261 ZSJ

JET JET ney jEBI(TZ)
— T
Z [ (sj) +7eq s]} . U
JjET

The cost functions C are typically either quadratic polynomials or piecewise
linear (PWL) functions* and, if the PWL functions are included in epigraph form [42,
Ch. 4.1.3], the OPF problem in (3.1) is a quadratically-constrained quadratic problem
(QCQP). Moreover, as the power flow equations are quadratic in the bus voltages,
the OPF problem is inherently a nonconvex QCQP. The globally optimal solution
of a nonconvex QCQP is in general NP-hard® and, thus, practically intractable for
large-scale problems. Still, this nonconvex OPF problem can be “solved” in practice
rather efficiently using interior-point methods, which in general converge to a local
optimum (see e.g. [87]). The locally optimal solution is typically regarded or, to
emphasize the pragmatism, taken as sufficient. While local optima do exist in OPF
problems [88], recent computational studies for large-scale systems considering
convex relaxations show that the locally optimal solutions obtained with interior-
point methods are often reasonably close to some lower bound on the optimal
objective value, see e.g. [3,58,89]. Later in this chapter, convex relaxations and
their induced lower bounds are discussed, but prior to that a unified OPF problem is
presented, which considerably simplifies the mathematical exposition (and software
implementation) later on.

Unified Optimal Power Flow Formulation for Hybrid AC/DC Grids

By virtue of the particular model formulation in Chapter 2, AC and DC subgrids
are considered in a unified manner in the objective and constraints of the OPF
problem (3.1), while their different physical nature is only explicit in the restriction
of their state domain as captured by v € U. With respect to convex relaxations
and the Lagrangian dual domain, this restriction complicates further mathematical
studies as it necessitates a differentiation of AC and DC subgrids. In the following, it

“These functions are known as piecewise linear even though the pieces are in general affine.

3 An NP-hard problem is a problem to which an NP-complete problem can be transformed [85, Ch. 5].
Zero-one integer programming is known to be NP-complete [85, A6] and, as the zero-one restriction
z € {0, 1} can be reformulated as the quadratic constraint (z — 1) = 0 with z € R (see e.g. [86]),
zero-one integer programming can be transformed to a nonconvex QCQP.
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is shown that the state domain of AC and DC subgrids can be unified in (3.1) under
some mild conditions and, therewith, the necessity to differentiate between AC and
DC subgrids can be avoided.

To this end, it is observed that all currently installed and almost all planned HVDC
systems are P2P-HVDC or radial MT-HVDC systems [14]. This observation is utilized
for the unification and, for that purpose, formalized in Definition 12. Furthermore,
let (2.62) also be imposed on DC subgrids, which is put with Ay in (2.68a) as

vlAv <0, Vk e £. (3.2)

Definition 12 (Radial DC Subgrids). The underlying undirected graph of the directed
subgraph G = {V, £, ¢, €} is acyclic [82], i.e., its connected components are trees [82].

Jointly, Definition 12 and (3.2) enable the following results.

Lemma 1. Consider any f € F ands; € S;, forj € L. Letv € CVI satisfy (2.42)

for the given f and sz. Then, Im(Vé"Ek)Vé(k)) =0,Vk €&.

Proof. For DC bus n € V), it follows from the reactive power balance equation (2.42b)
and the absence of reactive power at converters and injectors by Definition 8 and
Definition 10 that v"'@Q,,v = 0. With Definition 5 and Definition 7, this implies® that

S aIm(ViyVa) + D gk Im(ViyVa) = 0. (3.3)
keBe () kEBe (n)

Thus, if v is not restricted to U, there may emerge a circulation of “artificial reactive
power” in DC subgrids. Now, consider an individual DC subgrid, which is radial
by Definition 12. Without loss of generality, assume that it comprises no parallel
branches (consider their single branch equivalent), consider one of its buses as the
reference bus, and let all its branches point toward this reference bus. At all leaf
nodes n of this directed tree graph, (3.3) reduces to

g Im(Vij Vi) = 0 (3.4)

¢ Alternatively, (3.3) can be derived with the electrical model. For n € V), using (2.11) in (2.22)
considering the conductance-only branches and the absence of shunts by Definition 5 and 7 yields

L= GV = Vewy) + D (Vi = Vegw) -

keBg (n) k€Bg (n)

With Definition 5 (x € R, Vk € E'), (3.3) follows directly from 'vHan =Im(V,,I};) = 0.
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where k is the only DC branch connected to DC bus n = é(k) due to Definition 12,
Definition 4 (no self-loops), and the absence of parallel branches. It follows from
Definition 6 (lossy DC branches) that g # 0, thus (3.4) implies

Im(ViVewy) =0 = Im(Vi,yVey) =0

€ €

i.e., the inflow of artificial reactive power arising from DC branch k at its destination
bus (k) is zero. Therefore, all DC branches that are connected to leaf nodes do not
contribute to the circulation of artificial reactive power and, thus, can be excluded
for this analysis. Considering the resulting reduced directed tree graph, the above
argument can be repeated until the reduced directed tree graph equals the reference
node. This proves by induction that Im(Ve’E k)Vé(k)) = 0 for all DC branches k of the
considered DC subgrid. The repetition of this inductive argument for all DC subgrids
implies that Im(VA*k)‘/g(k)) = 0, Yk € €. Note that the proof can be adapted to an

é(
arbitrary directionality of DC branches. O

Theorem 1. Consider any f € F ands; € S, forj € I. Letv € CIVI satisfy the
constraints in (3.1b) and (3.2) for the given f and sz. Then, v € U given by

oy = { O neEV (35)
|[v]n] fneV

satisfies (3.1b) and (3.2) for the given f and sz with equivalent constraint function
values and L(voY, f) = L(vovl, f).

Proof. 1t follows from Lemma 1 that, for all k € g,
arg(Ve(ry) — arg(Very) = rm, for some r € Z. (3.6)

Furthermore, it follows from (3.2), which implements (2.62), that

T T
-5 = arg(Very) — arg(Very) < 5 (3.7)

Jointly, (3.6) and (3.7) imply
arg(Viqy) = arg(Vigy) . Vk € €. (38)

Therefore, the phase of all elements in v associated with a certain DC subgrid is
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equal. As the constraints in (3.1b) and (3.2) are quadratic’ in v and the individual
constraints only involve elements of v that are associated with the same subgrid,® it
follows that these constraints are invariant with respect to a common phase shift
of all elements in v for a certain subgrid. Thus, if v satisfies (3.1b) and (3.2), then
v in (3.5) satisfies (3.1b) and (3.2) with equivalent constraint function values, as its
construction only involves a common phase shift in the individual DC subgrids.
Furthermore, this implies that L(vv™, f) = L(vv™, f), as L equals the summation
of the left-hand side of (2.42a). O

In words, Theorem 1 states that, under Definition 12 and the complementary
constraints (3.2), the state domain of DC subgrids in the OPF problem (3.1) can be
relaxed from the real numbers to the complex numbers, i.e., v € U C CVI can be
relaxed to v € CVI, Thus, the state domain of AC and DC subgrids can be unified,
while (3.5) provides the reconstruction of the associated (real-valued) DC voltages.
By applying this result to (3.1), the following unified OPF formulation is obtained:

p* = minimize Z Cj(sj) + TL(vol, f) (3.9a)
SJGSJ-,'UG(C‘V‘ JjET
feF
subject to  (2.42), (2.52), (2.55), (2.60), (2.67), (3.2) . (3.9b)

Concluding, for a more focused exposition later on, a set representation of the
constraints in (3.9b) that also includes the restriction of f to F shall be introduced.
To this end, let the polyhedral set X’ be defined as

X = { (V, f,s7) € SV x RUICT » RZ . (3.10a)
(P, V)+p,f=el > s;, VneV (3.10b)
Jj€Bz(n)
r(QuV)+aqrf=e; » sj, VneV (3.10c)
j€Bz(n)
tr(Cr, V) + e f < by, Vm e M } (3.10d)

in which (3.10d) captures the inequality constraints (2.32), (2.52), (2.55), (2.60), (2.67),

"For @ and & = xe'¥ with ¢ € R, it follows that ' Az = e ¥z Axe!? = 2% Ax.

Note that converters “decouple” the voltages of different subgrids. W.Lo.g., the buses can be
numbered such that the coefficient matrices are block-diagonal (cf. Corollary 1), where each block relates
to a subgrid. Footnote 7 applies per block, i.e., a blockwise phase shift does not affect the constraints.
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and (3.2) using the cyclic property of the trace in (2.48). C),, ¢, and b,,, with
meM={1,...,|M

}, are parameterized to reproduce these
M| = F +2[V| + 3|E| + 4|€] (3.11)

inequality constraints. With & in (3.10), the unified OPF formulation in (3.9) can be

expressed equivalently as

p* = minimize Z Cj(s;) + TL(vo", f) (3.12a)
5,€8;,veCVl jET
Ferdlcl
subject to (vo'l, f,s7) € X. (3.12b)

Convex Relaxation

In the past decades, optimization has made a lot of progress and for a special class
of nonlinear problems, i.e., convex optimization problems, efficient polynomial-
time algorithms for finite precision solutions exist, most notably interior-point
methods [42]. A very strong property of convex optimization problems is that a locally
optimal solution is also globally optimal (see e.g. [43, Theorem 3.4.2]), which is key
to their efficient solvability to global optimality. Furthermore, under mild conditions
that are collectively known as constraint qualifications, convex optimization problems
share a strong relation with their Lagrangian dual problem (see also Chapter 5),
which offers rich interpretations as well as powerful opportunities for solution
methods, including problem decompositions that enable parallel and distributed
computation [42, 43, 90,91]. While these are only prominent advantages among
others [42-46], they highlight the strong motivation to transform or approximate a
nonconvex problem as a convex one.

A recent approach to shift the OPF problem into the convex domain without
compromising model accuracy is convex relaxation, see the related discussion in
Chapter 1. In the following, the two most prominent relaxation techniques in the
context of OPF, i.e., the semidefinite and second-order cone relaxation, are applied
to the OPF problem (3.12). In contrast to other works on such relaxations of the OPF
problem for hybrid AC/DC grids [32,33,35], a distinctive feature of the presented
relaxations is that they can be applied without explicitly considering the hybrid
nature of the grid. This is enabled by the unified OPF formulation, which facilitates
the direct generalization of relaxations for AC grids to hybrid AC/DC grids and
promotes a particularly simple and concise derivation and result.
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3.2.1 Semidefinite Relaxation

By definition, the objective in (3.12) and S; are convex, while &’ is a polyhedral set
and, thus, also convex. Hence, the nonconvexity of the OPF problem (3.12) arises
from the quadratic dependence on the bus voltage vector v. The outer product vv'!
may be expressed equivalently by a Hermitian matrix V' € SIVI, which is positive
semidefinite (psd)’ and of rank 1. This observation enables the following equivalent
formulation of the OPF problem (3.12), where an optimizer (V*, f*, s5) always

facilitates the factorization V* = v*(v*)H such that (v*, f*, s%) is optimal in (3.12).

p* = minimize ZCj(sj) +7L(V, f) (3.13a)
sjes;, vesVl 7
ferlcl
subject to (V, f,s7) € X (3.13b)
V=0 (3.13¢)
rank(V) =1. (3.13d)

As the set of psd matrices is a convex cone [42, Ch. 2.2.5], this reformulation lumps
the nonconvexity to the rank constraint (3.13d). In semidefinite relaxation (SDR) [93],
the rank constraint is omitted to obtain a convex optimization problem. Accordingly,
the SDR of the OPF problem (3.12) reads

p* = minimize ZCj(sj) +7L(V, f) (3.14a)
s;€S;, veshV jE€T
Ferdlcl
subject to (V,f,s7) e X (3.14b)
vV =0. (3.14c)

Therewith, the OPF problem gains access to the powerful theory of convex analysis as
well as solution algorithms with polynomial-time convergence to a globally optimal
solution. By construction of the SDR, an optimizer (V*, f*, s}) of (3.14) provides a
solution to the OPF problem (3.12) if V'* has rank 1, in which case the relaxation is
called exact.!® Furthermore, a direct consequence of the relaxation of the feasible set
is the following relation of the optimal objective values.

*By definition, a matrix A € SV is psdif A > 0 < x" Az > 0,V € CV! [92]. Consequently,
vo'l is psd as M vvtle = \:cH'u|2 >0,Ve,v € CV

“More generally, due to voltage-decoupled subgrids an optimizer V'* of the SDR (3.14) still allows
exact recovery if it permits a decomposition V* = vazl v;v8, where N is the number of subgrids
and v; comprises only nonzero elements for bus voltages of subgrid 1.
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Corollary 2. The optimal objective value p* of the OPF problem (3.12) is bounded
below by the optimal objective value p* of its SDR (3.14), i.e, p* > p*. If the SDR is
exact, the bound is tight, i.e., p* = p*.

As first motivated in [51] for AC grids, exactness can be observed in many
cases, but inexactness does occur frequently [3,94-96]. Another issue of SDR is the
quadratic increase in dimensionality by [V|? — 2|V| (real-valued) variables, which
impedes computational tractability for large-scale grids. Fortunately, as shown by
Corollary 1 the coefficient matrices in (3.14) are sparse. This sparsity can be utilized to
effectively solve (3.14) also for large-scale systems, e.g., via a chordal conversion [97],
see also [95,98-101].

Second-Order Cone Relaxation

As a means to mitigate the dimensionality uplift and improve computational ef-
ficiency, an additional second-order cone relaxation (SOCR) may be applied to an
SDR [102] (see also the related works [103,104]). To this end, it is observed that a nec-
essary (but not sufficient) condition for V' > 0 is that all 2x2 principal submatrices
of V are psd [92, Ch. 7.1]. Consequently, (3.14c) may be relaxed to psd constraints
on 2x2 principal submatrices, which can be implemented as second-order cone
constraints. To illustrate the latter, consider the 2x2 principal submatrix of V for
the index tuple (4, j) € V x V. For this Hermitian 2 x 2 matrix, nonnegativity of the
trace (sum of eigenvalues) and determinant (product of eigenvalues) implies nonneg-
ativity of its two eigenvalues, which in turn implies positive semidefiniteness. This

equivalence can be stated as follows, where V},; denotes [V'];,; for better readability:

2
[ J < ViiVjj

AT

2,

~0 & Vi,V >0 and m-’;-mjz" E‘eg@j)
m ij

(3.15)

The formulation on the right characterizes a rotated second-order cone, which can
be reformulated as a (standard) second-order cone constraint, see e.g. [105, Sec. 2.3].
By untying the constraint (3.14c) with this additional relaxation, the sparsity of
the coefficient matrices in Corollary 1 can be directly exploited and only the 2x2
principal submatrices that coincide with the sparsity pattern need to be retained. This
enables a dimensionality reduction by |V!2 —|J| (real-valued) optimization variables,
where the sparsity pattern 7 in (2.74) is specified by the system’s network topology.

In order to formulate the SOCR of (3.14), let the set SIVI of Hermitian partial
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matrices with the sparsity pattern 7 be defined as
SV ={2Vv): v esV} csM (3.16)
where the projection & onto the sparsity pattern is given in (2.75). Furthermore, let
Sk = lec): ecp) € RV (3.17)

such that SEVSk selects the 2x2 principal submatrix of V' associated with branch
k € £. Therewith, the SOCR of the SDR (3.14) and, thus, of the OPF problem (3.12)
can be stated as

p* = minimize ZCJ'(SJ') +7L(V, f) (3.18a)
s;€S;,VeSlVI jeT
f€R4|C\
subject to (V, f,s7) € X (3.18b)
SIVS, =0, kek. (3.18¢)

Compared to the SDR, even with a chordal conversion, the dimensionality reduc-
tion and formulation as a second-order cone program reduces the computational
complexity for (meshed) medium- and large-scale systems significantly as evident
in [3].!! By construction of the SOCR, an optimizer (V*, f*, s¥) of (3.18) provides
a solution to the OPF problem (3.12) if V* permits a rank-1 completion, in which
case the relaxation is called exact. However, being a relaxation of the SDR, exactness
of the SOCR is observed less frequently than with the SDR. Furthermore, a direct
consequence of the additional relaxation of the feasible set is the following relation
of the optimal objective values.

Corollary 3. The optimal objective value p* of the SDR (3.14) is bounded below by the
optimal objective value p* of its SOCR (3.18), i.e., p* > p*, and thus p* > p* > p*. If
the SOCR is exact, the bound is tight, i.e., p* = p* = p*.

""Note that the SDR with a chordal conversion for a system with radial subgrids, which induce
a sparsity pattern associated with an acyclic (and, thus, chordal) graph with maximal cliques that
comprise two vertices, reduces structurally to the SOCR, cf. [97].
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Locational Marginal Pricing

The decision making implied by the OPF problem, which yields the optimal dispatch
of the generation resources, aligns with centralized operation and, thus, with verti-
cally integrated (monopoly) electric utilities. With the deregulation of the electric
utility sector, the centralized decision making experiences a transition into liberal-
ized electricity markets. In these markets, nodal pricing is an instrument to account
for system constraints and losses [39,106-108]. The limitations on the power flow
in a congested grid impose restrictions on trades and electrical losses distort the
balance of supply and demand, which is reflected by bus-dependent (nodal) prices
for electric power. For a market with perfect competition, i.e., when all market par-
ticipants are price takers and do not exert market power, the optimal nodal prices
equal the locational marginal prices (LMPs) [39]. The marginal price of active power
at a bus corresponds to the cost of serving an increment of load by the cheapest
possible means of generation [39], i.e., LMPs capture the sensitivity of the minimum
total generation cost to load variations. Accordingly, LMPs are tightly related to
cost-minimizing OPF problems. In particular, LMPs quantify the sensitivity of the
optimal objective value of the OPF problem with respect to the nodal power balance

constraints.

In general, accurate LMPs are hard to obtain due to the nonconvexity of the
OPF problem [109,110]. As a consequence, LMPs are commonly determined on
the basis of the simplified and linearized system model for AC grids known as the
“DC power flow”, which is discussed in Chapter 1. The OPF formulation based on
the “DC power flow” is known as the “DC OPF” and constitutes a linear program.
Due to strong duality in linear programs, the associated approximation of LMPs is
given by the Lagrangian dual variables of the power balance constraints [39], which
are efficiently computed, e.g., using an interior-point method. However, due to the
model mismatch these approximate LMPs are potentially inaccurate and may induce

constraint-violating power flows, necessitating compensation measures [111].

In the following, it is shown in what manner and under which conditions LMPs
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Chapter 4. Locational Marginal Pricing

are related to the nonconvex OPF problem (3.12) and its Lagrangian dual problem.
Subsequently, the convex relaxations of the OPF problem in the previous chapter are
considered, for which it is shown that they serve as an efficient means to compute the
LMPs under exactness of the relaxation. This illustrates that the advantages arising
from convex relaxation are not limited to computational aspects and, later on, it
enables valuable insights that permit a characterization of exactness. The following
exposition is based on our work in [2], which is generalized to the system model in
Chapter 2 using the unified OPF formulation enabled by Theorem 1. This permits a
discussion of LMPs without explicitly considering the hybrid nature of the grid.

4.1 Relation of the OPF Problem and Locational Marginal Prices

In order to relate the OPF problem to LMPs, the Lagrangian dual problem [42,43]
of the OPF problem (3.12) is considered. To this end, the active and reactive power
balance constraints (3.10b) and (3.10c) are dualized using the dual variables \,, € R?,
with n € V, and the system constraints in (3.10d) are dualized using p € RLM‘. With
the definition of the total electrical loss function in (2.49) and b = [by, .. ., by M|}T,

the associated Lagrangian function 2 : CVI x R4Cl x Sz x R, x RW‘ — R reads

g(vv fu ST, AV) IJ’) - Z C] ('S]) + T(UHL’U —+ le)

JjeET
T S R e ]
ney jeBz(n)
+ Y Dhola[0Qu+ gTF — e Y]
ney jeBz(n)
+ Z[“]m ['UHCm’U + C%f - bm} (4.1)
meM
= (Cj(sj) - AﬁT(j)Sj)
JEL

+ oM (A, o + by, ) Tf — b (42)

in which ¥ : R% x RMI — sV and 4 ]R%, x RMI — R4Cl are given by

PO ) = 3 (Al + Pt Nal2Qu) + D lihnCn (432)

ney meM
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4.1 Relation of the OPF Problem and Locational Marginal Prices

?ﬁ()\v’ “) = Z (([)‘n]l + T)pn + P‘n]2Qn> + Z[/’l’]mcm (4.3b)
ney meM

and utilize the definition of L and [ in (2.46) and (2.47) as the sum of all P,, and p,,
respectively. The associated Lagrangian dual function 0 : R% X RW' — Ris thus

O(Ay,u) = inf ZL(v, f,s7, Ay, 1)
SjESj
veClVI
FeRACI

= mi(Aag) — mTb i Ay, ) = 0 A YAy, p) =0

—0 otherwise
in which 7; : R? — R is given by
Wj(A) = _s]Helg]{CJ(SJ) — )\TS]'}

= max {ATs; — Cj(s; 4.5
ma (ATs; ~ Cy(s,)} 9
where the second equality considers the existence of the solution (cf. Weierstrass’s
theorem [43, Ch. 2.3]) and reformulates the minimization as an equivalent maximiza-
tion. Therewith, the Lagrangian dual problem of the OPF problem (3.12), which is
the supremum of the dual function over the feasible dual variables, can be stated as

d* = — minimize Z i (Aagy) + u'b (4.6a)
An€R?, ueRM 527

subject to  ¥(Ap,u) =0 (4.6b)

(A, ) = 0. (460)

Now, let (v*, f*, 87, A}, u*) be a primal and dual optimal solution of (3.12) and (4.6),
ie., (v*, f*, s7) is an optimizer of the nonconvex OPF problem (3.12) and (A}, p*)
an optimizer of its convex Lagrangian dual problem (4.6). If and only if strong duality
holds, i.e., the optimal objective values satisfy p* = d* or, in other words, the duality
gap p* — d* is zero, then this primal and dual optimal solution is a saddle point of
the Lagrangian function (cf. [43, Theorem 6.2.5]). Consequently, the primal variables
(v*, f*, s7) minimize the Lagrangian function at the dual variables (A},, u*) and,

hence, they satisfy some respective first-order optimality conditions.
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Chapter 4. Locational Marginal Pricing

At this point, it is important to consider the domain of the Lagrangian function,
which is constrained by the domain S; of the injector cost function Cj, for all j € Z.
Furthermore, also on int(S;) the cost function Cj is in general not continuously
differentiable. In a managed spot market, the market operator collects the bids
and offers of producers and consumers, respectively, to set the nodal prices and
clear the market [39]. The bids and offers are in general increasing and decreasing
staircase-shaped price-power curves that, by integration, translate to convex PWL
injector cost functions (cf. e.g. [110]), which are not differentiable at the breakpoints.
Still, for given dual variables the Lagrangian function is convex and subdifferentiable
in s;."> The definition of a subgradient (see e.g. [43, Ch. 3.2]) thus implies the
optimality condition

0 € 05, L (v", f*, 87, A}, w*) = 9C;(s5) — {55} (4.7)

which is equivalent to

Furthermore, if Cj is differentiable at s7, then 9C;(s}) = {VCj(s})} and thus

X;L(j) = VC;(sj). (4.9)

Summarizing, strong duality implies a saddle point of the Lagrangian function
which itself implies (4.8) and, under differentiability, (4.9). The latter two relations
illustrate that, under strong duality, the dual variables A}, capture the marginal
cost of injection at the optimal dispatch s7. Furthermore, with 7 = 0 in the OPF
problem (3.12), the dispatch s7 is cost-minimizing and, therefore, the dual variables
A}, capture the LMPs. With the interpretation of A, as the nodal price at bus n € V,
7;j in (4.5) can be identified as the injector’s profit function (and, thus, the dual problem
aims to minimize the total profit). This explains the suitability of A}, as nodal prices:
If the injectors act profit-maximizing, the nodal prices A}, incentivize a behavior
that minimizes the total injection cost (and, thus, maximizes the system’s economic
welfare [39]), as then s7 is a maximizer in (4.5) by (4.8). In case of a loss penalty

j
7 > 0 in the OPF problem (3.12), these considerations apply analogously, with the

"2 Any convex function is subdifferentiable on the interior of its domain, see [43, Th. 3.2.5]. This
proof is based on the supporting hyperplane theorem, which utilizes the fact that the element p of the
hyperplane’s normal vector that relates to the ordinate of the epigraph is negative. While 11 # 0 follows
from the definition of the epigraph, ;1 # 0 is shown by contradiction using the fact that the point of
interest lies in the interior. In fact, x = 0 if the supporting hyperplane is parallel to the ordinate. By
the Lipschitz continuity of CY;, this is also prevented at the boundary, which extends the result to S;.
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4.2

4.2.1

4.2 Convex Relaxation

nodal prices incentivizing a behavior toward optimality in the hybrid objective. As
visible in (4.3), this is reflected by a translation of the dual variable’s sensitivity to
the active power flow into grid (see also Proposition 1 for the opposite perspective).

On the contrary, if the duality gap is nonzero, the primal-dual optimal solution
does not constitute a saddle point of the Lagrangian and, hence, Aj, may not match the
LMPs, i.e., the coupling between the dual variables and LMPs is in general invalidated.

Convex Relaxation

The preceding discussion shows that the computation of LMPs with the OPF prob-
lem (3.12) requires (a) the globally optimal solution of the Lagrangian dual prob-
lem (4.6) and (b) strong duality, i.e., a zero duality gap. As Lagrangian dual problems
are convex by construction, (a) is in general tractable. For example, with the com-
monly employed quadratic or PWL injector cost functions, (4.6) can be expressed
as a semidefinite program (SDP), for which efficient solution methods are readily
available [42, 112, 113]. However, due to the nonconvexity of the OPF problem,
(b) represents a substantial impediment. While convex optimization problems typ-
ically exhibit strong duality (except in pathological cases whose absence can be
ensured by constraint qualifications), this is in general not the case with nonconvex
problems [42,43]. Thus, as strong duality is not established by the structure of the
problem, it needs to be verified by evaluating the duality gap. This requires the
globally optimal solution of the OPF problem, which is in general not tractable, cf.
the discussion in Chapter 3.

In Section 3.2, two convex relaxations of the OPF problem (3.12) are presented
that, in case of exactness, enable an efficient globally optimal solution of the OPF
problem with polynomial-time algorithms. In what follows, it is shown that these
convex relaxations themselves exhibit strong ties to the LMPs and, by virtue of this,
may be utilized directly for an efficient computation of LMPs.

Semidefinite Relaxation

Similar to before, the Lagrangian dual problem of the SDR (3.14) is considered to relate
it to LMPs. In this context, it is important to recognize that the psd constraint (3.14c)
is a so-called generalized inequality [42, Ch. 2.4]. Analogously to scalar-valued
inequalities, the standard form of optimization problems with generalized inequalities
considers zero-sublevel sets (here, —V =< 0). Such a generalized inequality is then
dualized by taking the inner product of the constraint function with a Lagrangian dual
variable from the dual cone [42, Ch. 2.6] of the proper cone on which the generalized
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Chapter 4. Locational Marginal Pricing

inequality is defined [42, Ch. 5.9]."® The matrix inequality (3.14c) is with respect to
the set of psd matrices, where the latter is a proper and self-dual cone [42, Ch. 2.6],
i.e., the dual variable is a psd matrix. Correspondingly, (3.14c) is dualized with A > O,
while (3.10b), (3.10c), and (3.10d) are dualized with Ay, € R2 and g € R as before.
The Lagrangian function £ SVl x R4CI x S x SD_)' X R% X le_\/” — R thus reads

LV, 87, A Ay, p) =Y Cj(s)) + T(tr(LV) + 1T f) + tr(A(=V))

JET
+Z {trPV )+ prf —elzsj}

ney jeBI(n)
+Z {tr (Q.V)+q. f—es Zs]}
ney j€Bz(n)
+) [l [trc V)+cmf—b}
meM

=2 (Cj(sj) - Ag(j)SJ) —p'b
JET
+ (W Ay, ) — V) + Ay, )T f (4.10)

Similar as before, the definition of L and [l in (2.46) and (2.47) is utilized and ¥ and

1) read as in (4.3). The Lagrangian dual function 0: SD_)I X R% X R'_i\/ll — R is then
é(Av AV? IJ’) = inf "?(Vv f7 Sz, A7 >‘Va “)

S]‘ESJ'
veshi
ferdlcl

N "Gy — BT i Ty, ) — A=0 A Ay, ) =0

= JjET
—00 otherwise
(4.11)

with 7; in (4.5). In (4.11), it can be observed that the dual variable A = 0 serves the
purpose of a slack variable. Therewith, it follows that the Lagrangian dual problem
of the SDR (3.14), which is the supremum of the dual function 0, is equivalent to the
Lagrangian dual problem of the OPF problem in (4.6).

PThe selection of the Lagrangian dual variable from the dual cone is readily motivated by deriving
the dual problem as a lower bound on the optimal objective value that results in weak duality, cf. [112].
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4.2 Convex Relaxation

Relaxation: p* > p*
p* OPF > SDR p*

Exactness: p* = p* X

Strong duality:
ﬁ* = d*

Y

d* OPF Dual

A

Figure 4.1: Relation of the OPF problem (3.12), the SDR (3.14), and their dual (4.6).

This particular property of the SDR (3.14), jointly with Corollary 2, implies a direct
relation to LMPs as illustrated in Figure 4.1: If the SDR is exact and strong duality
obtains, it follows that p* = p* = d* and, hence, the OPF problem (3.12) exhibits
a zero duality gap (see also [51]) and the optimal dual variables Aj, constitute the
LMPs. As strong duality usually obtains in convex problems, this relation essentially
hinges on the exactness of the relaxation. Summarizing, certifying the dual variables
as LMPs by verifying the exactness of the relaxation and determining the LMPs can
be accomplished by jointly solving the SDR (3.14) and its Lagrangian dual (4.6) with
a primal-dual interior-point method. Still, the computational challenges due to the
increase in dimensionality during relaxation as discussed in Section 3.2.1 remain,
which motivates the study whether the computationally more efficient SOCR also
exhibits a relation to the LMPs.

Prior to that, it shall be shown that under some reasonable conditions strong dual-
ity can be formally ensured in the SDR (3.14) a priori.'* The absence of a pathological
case in which strong duality may not hold can be ensured by constraint qualifications,
where Slater’s constraint qualification [42, Ch. 5.2.3 and Ch. 5.9] is often employed due
to its simplicity. Suppose the OPF problem (3.12) is essentially strictly feasible, then
Slater’s constraint qualification holds and strong duality obtains as shown below.

Assumption 1 (Essentially Strictly Feasible OPF Problem). There exists a point
(V, f,sz) € X for which (3.10d) holds strictly if C,,, # O and §,, € int(Sn),Vn eV,

and §,, € relint(Sn), Vn € V, where §,, = Eje[?z(n) s; and S, = Zjel%’z(n) S;.

Proposition 2. Under Assumption 1, strong duality is guaranteed in the SDR (3.14).

Proof. In (3.14), all constraints are affine in the optimization variables and, hence,
Slater’s constraint qualification is satisfied if there exists a feasible point (V', f, s7)

In practice, usually an interior-point method is used that solves the primal and dual simultaneously,
enabling the verification of a (numerically) zero duality gap for the given problem instance a posteriori.
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in (3.14) for which (3.14c) holds strictly, i.e., V' = 0. Consider the feasible point
(V, f,s7) in Assumption 1 and let V. = V + eI, where £ > 0 is an arbitrary
positive scalar and I is the |V| x |V| identity matrix. Consequently,

tr(P V) +pp f =tr(P,V) +pr f +etr(Py) =€l Y sj+etr(P,
]EBI(n)

r(QuV) +an f =tr(QuV) +an f+etr(Qn) = €5 »_ s +etr(Qn)
j€Bz(n)

foralln € V and
< by +etr(Cy) ifC, #0

tr(CV) + ch f = tr(C,, V) + b f +etr(Crn)
< b, otherwise

for all m € M. For ¢ sufficiently small, there exist sz € Sz such that

_ s . tr(Py)
2.5 = D st [ Q@}

j€Bz(n) JE€Bz(n)

for all n € V), considering that tr(Q,,) = 0 for n € V due to (2.70), (2.26), (2.24), and
(2.17) in conjunction with Definition 5 and Definition 7. Hence, there exists some
¢ > 0 such that (V, f, 37) is feasible in (3.14) with V = 0. O

4.2.2 Second-Order Cone Relaxation

Again, the Lagrangian dual problem is considered to study the relation to LMPs, here
for the SOCR (3.18). The matrix inequalities (3.18c) are dualized with A;, € S? , where
k € &, while (3.10b), (3.10c), and (3.10d) are dualized with Ay € R2 and g € R,
The Lagrangian function £ : SVl x RUCl x 87 x Sig x RE x RW' — R is then

j(vv fa ST, Aga )‘Vv I“L) = Z OJ(SJ) + T(tr(LV) + le) - Ztr(AkSgVSk)
JET ke&

—1—2 [trPV )+pLf —81234
ney EBI )
+ Z [tr Qn + qn Z 3]}
ney j€Bz(n)
+ Z[“]m [tr(CmV) + C;an - bm}

meM
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JjET
+ tr ({J/(Av, p) — Z skAkS,ﬂ V) (4.12)
ke&

As before, the definition of L and l in (2.46) and (2.47) is utilized and ¥ and %) read as
in (4.3). The corresponding Lagrangian dual function 6 : Si’g x RE x ]R'_i\/ll — Ris

0(A57 )‘Vv l’l’)
= inf Z(V,f,s1,Ac, Ay, i)

SjESj
vesSvi
FeERACI

= i Aagy) — b T, p) = SpARSE A YAy, p) =0
= jGI ke&

—00 otherwise
(4.13)

with 7; in (4.5). The Lagrangian dual problem of the SOCR (3.18) can thus be stated as

d* = — minimize Zﬂ'j(Aﬁ(j)) +uth (4.14a)
An€R?, peRM 7
AkGSQ
subject to  W(Ay, ) = Z S AL SE (4.14b)
keE
w()‘Va H) =0 (4.14¢)
A, =0, ke€&. (4.14d)

It can be observed that the equivalence to the Lagrangian dual (4.6) of the OPF prob-
lem as observed for the SDR is invalidated for the SOCR. The constraint & (Ay, u) = 0
in (4.6b) is superseded by (4.14b) and (4.14d), where the right-hand side in (4.14b)
describes a class of psd matrices that is parameterized by A¢. Therefore, the OPF
dual (4.6) is a relaxation of the SOCR dual (4.14) as shown by the following result.

Lemma 2. Let (Ag, Ay, ) be feasible in (4.14). Then, (Ay, p) is feasible in (4.6).

Proof. From (4.14d) it follows that Sy AS{ = 0. As a sum of psd matrices is psd,
(4.14b) implies ¥ (Ay, ) > 0. O]
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Relaxation: p* > p*

p* OPF > SOCR p*
Exactness: p* = p* J\
Weak duality: Strong duality:
pr=d P =d
v Relaxation: d* > d* 4
d* OPF Dual > SOCR Dual d*

Figure 4.2: Relation of the OPF problem (3.12), the SOCR (3.18), as well as their
Lagrangian dual problems in (4.6) and (4.14), respectively.

Corollary 4. For the OPF dual (4.6) and the SOCR dual (4.14), it holds that d* > d*.

This result, along with Corollary 3, weak duality in the nonconvex OPF problem (3.12),
and strong duality in the convex SOCR (3.18), is shown in Figure 4.2 and reveals the
following relation of the duality gap of the OPF problem and exactness of the SOCR.

Theorem 2. If the SOCR (3.18) is exact and obtains strong duality, then the OPF
problem (3.12) obtains strong duality, i.e., p* = d*.

Proof. By Corollary 3, exactness of the SOCR implies p* = p* and strong duality
in the SOCR states * = d*. Furthermore, Corollary 4 yields d* > d* and weak
duality [43, Ch. 6.2] in the OPF problem implies p* > d*. Therefore,

pr=p-=d"<d AN p>d — p* = d~. O

Therefore, even though the Lagrangian dual of the SOCR does not match the La-
grangian dual of the OPF problem as in case of the SDR, exactness and strong duality
in the SOCR still implies a zero duality gap in the OPF problem. Consequently, it
certifies the optimal dual variables Aj, in the OPF dual (4.6) as LMPs. Yet, in the SDR
certifying and determining the dual variables as LMPs is accomplished jointly by
solving the SDR (3.14) and its dual (4.6) with a primal-dual interior-point method.
This raises the question whether the dual variables in the SOCR dual (4.14) match
the dual variables in the OPF dual (4.6) under exactness. To this end, consider the
following result.

Theorem 3. Let (V*, f*, 8%, AL, X}, u*) be a primal and dual optimal solution
of the SOCR, i.e., of (3.18) and (4.14), which obtains strong duality and where V*
permits a psd rank-1 completion. Then, (v*, f*, 8%, A}, p*), where v*(v*)! is a psd
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rank-1 completion of V'*, is a primal and dual optimal solution of the OPF problem, i.e.,
of (3.12) and (4.6).

Proof. By construction of the SOCR (3.18), (v*, f*, s7) is optimal in the OPF prob-
lem (3.12) and p* = p*. Jointly with Theorem 2 and strong duality in the SOCR, this
implies that d* = d*. Lemma 2 states that (A}, u*) is feasible in the OPF dual (4.6)
and, by the equivalence of the objective functions, attains d* = d* and is thus optimal

in (4.6). O

Consequently, if the SOCR is exact and strong duality obtains, it follows that the
OPF problem (3.12) exhibits a zero duality gap and the optimal dual variables Aj, of
the SOCR dual (4.14) constitute the LMPs. Thus, analogous to the SDR, certifying
and determining the dual variables as LMPs is accomplished jointly by solving the
SOCR (3.18) and its dual (4.14) with a primal-dual interior-point method, with the
additional computational advantages discussed in Section 3.2.2.

As the SOCR (3.18) is a convex problem, strong duality usually obtains and the
above relation essentially hinges on the exactness of the relaxation. To show that
strong duality is ensured a priori under some reasonable conditions, suppose that
the OPF problem (3.12) is essentially strictly feasible as established in Assumption 1.

Proposition 3. Under Assumption 1, strong duality is guaranteed in the SOCR (3.18).

Proof. In (3.18), all constraints are affine in the optimization variables and, hence,
Slater’s constraint qualification holds if there exists a feasible point (V, f, s7)
in (3.18) for which (3.18c) holds strictly. By the proof of Proposition 2, it follows
that under Assumption 1 there exists a point (V, f,s7) € X with sz € Sz for
which V' > 0. As all principal submatrices of a positive definite matrix are positive
definite [92, Ch. 7.1], it follows with Corollary 1 that (V, f, s7) with V = 2(V) is
feasible in (3.18) and that SEVSk = 0,forall k € £. O
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The Hybrid Architecture

The preceding chapters discuss two fundamentally important problems in power
systems, i.e., the optimal power flow and locational marginal pricing, and make evident
that the inherent difficulty of solving these problems arises from the nonconvexity
of the OPF problem, which is inevitably induced by the system’s physical laws.
By augmenting the OPF problem with non-physical states, it can be relaxed from a
nonconvex to a convex optimization problem, which facilitates the computation of
both the OPF and LMPs with polynomial-time algorithms and enables the utilization
of the powerful theory of convex analysis. However, by the nature of the relaxation,
the solution obtained from a convex relaxation of the OPF problem is only reasonable
if it corresponds to a physically valid state of the system, i.e., if it can be mapped
to a point in the feasible set of the OPF problem, in which case the relaxation
is called exact, see Section 3.2. While regularization or feasibility recovery may
be employed to obtain a (generally suboptimal) physically valid state in case of
inexactness (see e.g. [34,63,114-116]), an actual shift of the OPF problem into the
convex domain is only attained under exactness of a relaxation.”® In that sense,
exactness classifies power systems into those that can be solved in the convex domain
and those that, at the current state of science, remain in the nonconvex domain.
From this perspective, it is interesting to mathematically identify and characterize
power systems that exhibit an inherent tendency toward exactness of a relaxation.
In the literature, several results were reported for AC grids [51,52,60-64] and DC
grids [61, 65, 66]. For radial AC grids [52, 60-62, 64] and meshed AC grids with
cycles limited to three branches [63], exactness has been proven under certain
technical conditions, e.g., the omission of power injection lower bounds (“load over-
satisfaction”). However, in case of the most relevant and challenging application
for OPF and LMP computations, i.e., on the transmission level of a power system,
the network topology is essentially always widely meshed for reasons of reliability

Exactness may be supported by tightening or adding valid inequalities, see e.g. [117] and the
references therein. For the results on exactness presented later in this work, this is not required.
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and capacity. Thus, for those systems that may benefit the most from a shift of the
OPF problem into the convex domain, guarantees of exactness have not yet been
established and, as indicated by computational studies [3,95, 114], it may also not be
possible to do so for general meshed systems.

Historically, most large-scale power systems evolved from the interconnection
of utility systems [118] and in 1962, when Carpentier [16,17] first formulated the
OPF problem to identify the economically optimal operation of a power system,
such historically grown large-scale systems were already in place. From today’s
perspective, knowing that power systems span continents and that economic op-
eration is a fundamental requirement, it may be asked whether the system could
be designed differently in order to support or simplify its economically optimal
operation. This question motivated us to study the exactness of convex relaxations
of the OPF problem on the transmission level: Can we find a power system design
with a meshed network topology that facilitates the shift of the OPF problem into
the convex domain?

One such approach, and to the best of our knowledge the only one besides
our work, was proposed by Farivar and Low in [73]: Motivated by the solution
recovery condition for a relaxation of the OPF problem for AC grids based on the
branch flow model, which requires that the voltage angle differences along every
loop of branches sum up to zero (or a multiple of 27), they propose the installation of
phase shifters in every branch outside some arbitrary spanning tree of the system’s
network topology. These phase shifters may be interpreted as providing the “slack”
to satisfy the recovery condition and, therewith, enable the mapping of the solution
of the relaxation to a physically valid state. However, as the slack phase shifts
are an unregulated consequence of the relaxation, they may be large, stability-
endangering, or even intractable. Therefore, while this is a very stimulating and
mathematically interesting result, such a redesign of a power system is potentially
not attractive from an engineering perspective. With this dilemma in mind that
conditions arising from a direct mathematical study of exactness are potentially not
reasonable from an engineering point of view, we tried to approach this challenge
from another angle: Can we identify grid upgrade measures that are motivated from
an engineering perspective and which have the potential to transform the structure
of the OPF problem?

This research question led us to HVDC systems and, as a consequence, to the
study of hybrid AC/DC power systems. To counteract the climate change, many
countries consider a decarbonization of the energy sector, especially via a transition
of electricity generation based on fossil fuels toward RES [13, 67]. This transition
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introduces an increasingly distributed and fluctuating energy production, which
generally necessitates additional transmission capacity as well as stronger inter-
connections of regional and national grids to balance and smooth the variability of
RES-based generation [13,15]. However, the implementation of new transmission
corridors is, on one hand, often difficult and time consuming, most notably due to
the obtainment of right of way, and, on the other hand, it can cause substantial
public opposition, e.g., concerning the impact on humans, landscape, and real estate
value [68-71]. As a consequence, transmission system operators (TSOs) and regulators
can be willing to accept extensive additional costs to avoid or mitigate issues related
to new corridors. This is exemplified by the preference of DC cables in the network
development plan of Germany (“Erdkabelvorrang” as per § 3 Bundesbedarfsplange-
setz) to foster public acceptance, which causes additional costs of several billion
Euros [119,120]. One approach to improve the utilization of existing transmission
corridors is the conversion of AC lines to DC operation, which can enable a major
increase in corridor transmission capacity [121,122]. Additionally, VSC-based HVDC
systems offer a rapid and independent control of active and reactive power, which
further enables the provision of ancillary services to the system [12]. Thus, even
though HVDC technology is still rather expensive [123], there can be strong driving
forces to consider the conversion of AC lines to DC operation. Motivated by this
observation, we started to study the exactness of convex relaxations of the OPF
problem for hybrid AC/DC power systems considering the impact of such conversions.

Our approach to identify hybrid AC/DC power systems with a strong tendency
toward exactness was inspired by a remarkable observation of Bose, Gayme, Low, and
Chandy [124,125] in the context of the SDR of the OPF problem for AC grids: They
established a connection between the exactness of the relaxation (optimizer with
rank 1) and the network topology of the system via the complementary slackness at
optimality. The complementary slackness specifies that the inner product of two psd
matrices, i.e., an optimizer and a weighted sum of the coefficient matrices, vanishes,
which implies orthogonality of their ranges. On this basis, using the result of van
der Holst [126, Th. 3.4] (see also [127,128]) that a psd matrix with an associated tree
graph has nullity at most one and considering that, under certain conditions, the
weighted sum of the coefficient matrices inherits the graph of the system’s network
topology, they show that exactness is guaranteed for radial power systems under
some technical conditions. For our objective of identifying hybrid AC/DC grids with
a strong tendency toward exactness, an important conclusion from this result is
that the sparsity pattern of the coefficient matrices, which is defined by the system’s
network topology, may be utilized to manipulate the optimizers of the relaxation
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toward exactness. Furthermore, it can observed that the controllability of converters
“decouples” the AC- and DC-side voltage, which is reflected in the structure of the
coefficient matrices. This is illustrated by Corollary 1 in Section 2.4.1, which shows
that the sparsity pattern solely depends on the system’s branches and is independent
of its converters. Based on this key insight, we developed and analyzed a hybrid
AC/DC system structure in the series of work in [1-3] that exhibits both a meshed
network topology and a strong tendency toward exactness. This system structure,
which we refer to as the hybrid architecture, is defined as follows.

Definition 13 (Hybrid Architecture). The underlying undirected graph of the di-
rected subgraph G’ = {V, £, ¢, €} is acyclic, i.e., its connected components are trees.

With the hybrid architecture, any arbitrary meshed network topology can be
formed by an interconnection of radial AC and DC subgrids. In an existing AC
transmission grid such a structural transformation may be attained, for example, by
the conversion of AC branches outside some arbitrary spanning tree, i.e., every loop
within the transmission grid is resolved by a conversion measure. In the following,
Section 5.1 presents the proof of the strong tendency toward exactness under the
hybrid architecture, which extends our work in [2] to the more general system model
and OPF formulation in Chapter 2 and Chapter 3. Subsequently, Section 5.2 is devoted
to an engineering interpretation of this result as well as the deduction of implications
on the design and expansion of power systems.

Exactness of the Relaxations under the Hybrid Architecture

This section develops a series of results to show that the convex relaxations of the OPF
problem presented in this work exhibit a strong tendency toward exactness under
the hybrid architecture. In preparation for this characterization of exactness, the
discussion is first turned toward the identification of physical properties of the power
system in Section 5.1.1 and the introduction of some preliminaries in Section 5.1.2.
The latter are primarily concerned with the derivation of certain properties of the
coefficient matrices, specifically the relation of their off-diagonal elements to cones
and half-spaces in the complex plane due to the physical properties of the system.
On this basis, Section 5.1.3 develops an interpretable characterization of exactness
by relating a sufficient condition for exactness of the OPF problem to properties of
LMPs. The concluding discussion of these results elucidates as to why the relaxations
are typically exact under the hybrid architecture.
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5.1.1 Physical Properties and Assumptions

The study hereafter utilizes the following assumptions. Assumption 2 to 7 generally
holds, while Assumption 8 can typically be established by representing (balanced)
parallel branches by an equivalent single branch. Note that Assumption 8 is only
considered to simplify the exposition and the results can be generalized to parallel
branches. Some systems, e.g., with series-overcompensated or unbalanced parallel
lines, may require (local) approximations to comply with these model assumptions.

Assumption 2 (Passive Branches). All branches are passive, i.e.,
Vke&: Re(r) >0, Re(@) >0, Re(y) >0. (5.1)
Assumption 3 (Lossy Branches). All branches are lossy, i.e.,
VkEe&: Re(yr) >0. (5.2)
Assumption 4 (Inductive Branches). All branches are inductive, i.e.,
Vke&: Im(yr) <O0. (5.3)

Assumption 5 (Properly Insulated Branches). All branches are well insulated, i.e.,

k|
kl

<

Vk e & :

Assumption 6 (Proper Phase Shifts). All branches exhibit a total phase shift of less

than or equal to 90 degrees, i.e.,

Nl

Vke&: |arg(pr) < g (5.5)
Assumption 7 (Proper Angle Limits). The angle difference limits satisfy

Vke&: —g <& < —arg(py) and —arg(p) < 0 < (5.6)

il
5 -
Assumption 8 (Unique Branches). The multigraph G does not comprise any parallel
or antiparallel branches, i.e.,

1) ﬂkl,k‘Q €& k1 #ky: é(kl) = @(kg)
2) ﬂkl,kz €& ki 7& ko : €(k‘1> = E(k‘g)

(k) = e(ks) (5.72)
E(kl) = é(k2) . (5.7b)
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Preliminaries

In the following, the notion of cones and half-spaces in the complex plane is intro-
duced to subsequently establish some properties of the coefficient matrices. Prior

16

to that, for the sake of completeness the known'® result in Lemma 3 is documented

here for later reference.
Lemma 3. Let A, B € SY. Then, tr(AB) = 0 implies rank(A) + rank(B) < N.

Proof. Let A = QX Q" and B = U AU be the eigenvalue decompositions (EVDs)
of the psd matrices A and B, i.e, ¥ = diag(o1,...,0n) and A = diag(A1,..., AN)

comprise the nonnegative eigenvalues and the unitary matrices Q = [q1, . .., gn]
and U = [uq, ..., uy]| comprise the eigenvectors of A and B. It follows that
N N )
tr(AB) =) ai)jlgiu|” > 0. (5.8)
i=1 j=1

This holds with equality if and only if o;\;|gi u; |2 = 0, Vi, j. For 0; = 0 and/or
Aj = 0 the respective summand is trivially zero. For o; > 0 and A; > 0 the summand
is zero if and only if qZHuj = 0. As the range of a Hermitian matrix is the space
spanned by the eigenvectors corresponding to nonzero eigenvalues, it follows that
tr(AB) = 0 if and only if range(A) and range(B) are orthogonal, i.e., ¢ lu = 0,
Vq € range(A) and Vu € range(B). As for Hermitian matrices the nullspace is the
orthogonal complement of the range, it follows that

range(A) C null(B) and range(B) C null(A). (5.9)

For a subspace Z C W of a linear space W, their dimensions satisfy dim(Z) <
dim(W). Further, for a Hermitian matrix X € S", dim(range(X)) = rank(X) and
dim(null(X)) = N —rank(X). Thus, (5.9) implies rank(A) + rank(B) < N. [

Cones and Half-Spaces in the Complex Plane

Definition 14. The conic hull cone(S) C C of a countable set S C C s

J
cone(S) = {ZE eC:x= ZO%SU@', €S, o Ry, 4,5 € {1,...,|S|}}. (5.10)

=1

!For example, Bose et al. [124] derives a variant of Lemma 3 in the proof of [124, Th. 3.1].
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Corollary 5. For a countable set S C C with S # {0},
cone(S) = cone({exp(3 ara(2)) e efs0) - (5.11)
Definition 15. The set S C C is a half-space with normal p € C\ {0} if"’
S ={z € C:Re(p*z) <0}. (5.12)
Proposition 4. The interior int(S) of a half-space S C C with normalp € C\ {0} is
int(S) = {x € C: Re(p*z) < 0}. (5.13)

Proof. Let U-(x) = { € C : |z — x| < €} be the e-neighborhood of z € C.
Consider a point x € S and 7 = = + ep/|p| € U:(x). It follows immediately that if
and only if Re(p*z) < 0 there exists some ¢ > 0 such that U.(z) C S. O

Corollary 6. IfS C C is a half-space, then 0 ¢ int(S).
Corollary 7. IfS C C is a half-space and x € int(S), then ax € int(S) fora > 0.

Proposition 5. Let S C C be a half-space, x1 € S, x2 € int(S), and T = 1 + xo.
Then, T € int(S).

Proof. Let p € C\ {0} be a normal of S. Then, by definition, Re(p*z;) < 0 and
Re(p*z2) < 0. Therefore, Re(p*z) = Re(p*x1) + Re(p*z2) < 0. O

Properties of the Coeflicient Matrices

Lemma 4. Consider the set IC of coefficient matrices in (2.73) and, fork € &, let

Kr = {0,—1 @ @ —@ & dZBk,dkBZ,tan(ék) + i,—tan(gk) — i} c C.

72727 2i’2i’
(5.14)

Under Assumption 8, forallk € &,
[(Xeky,er) € Ky VX K. (5.15)

"Note that an inner product (-, -) : C x C — R of the complex plane over R is employed, which
follows from (a, b) = Re(b*a) = [Re(b), Im(b)] " [Re(a), Im(a)]. For simplicity, it is kept explicit.
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Proof. Consider any k € &£ and let i = é(k) and j = €é(k), where i # j by the
self-loop free network graph in Definition 4. It follows from (2.69) that

[Plij =[Y]i;/2 (5.16)

[Pjli; = [Y]}:/2 (5.17)

[Pn]i; =0, vn e V\ {i,j} (5.18)
and, analogously, from (2.70) that

[Qili; = —[Y1]i,;/(21) (5.19)

[Qjli; = [Y1:/(21) (5.20)

Qn]ij =0, Vn e V\{ij}. (5.21)

Furthermore, the definition of Y in (2.26) and the absence of (anti-) parallel branches
by Assumption 8 implies

[Y]i,j = e;FYej
~ e Y eafonel + Yl + Ynelile,
ney keBe (n) keBg (n)
= [aie? + Zﬁkegk) + ZBkegk)}ej
keBe (i) keBg (4)
— B (5.22)

and, analogously, that [Y);; = 3. Therewith, it follows that

[Pi; = Br/2 [Pyli; = B /2 (5.23)
[Qilij = —Br/(21) (Qjli; = Br/(21). (5.24)

As M), in (2.51) is diagonal, [M,,]; ; = 0, for all n € V. The analysis of the remaining
coefficient matrices in Table 2.1 completes the proof. O

Lemma 5. Consider the total voltage ratio py in (2.10) and, fork € &, let Hy, C C be
a half-space with normal py, i.e.,

Hi = {x € C: Re(pjz) <0}. (5.25)

58



5.1 Exactness of the Relaxations under the Hybrid Architecture

Under Assumption 2 and Assumption 4—7, forallk € &,
cone(Kx) C Hy, . (5.26)

Proof. In the following, to simplify the exposition, for z € C\ {0} and 6 € R we
use 0 = arg(x) to denote that exp(if) = exp(i arg(z)), i.e., equivalence under the
projection onto the principal interval (—, 7]. Corollary 5 states that cone(Ky) is
described by the arguments of all nonzero elements of K. Considering that g5 # 0
and py # 0 by the definition of the model in Chapter 2, and using (2.17) and

o = arg(—px) = 7 + arg(px) (5.27)

the arguments can be expressed as follows.

arg(—1) = 7 = ¢ — arg(px) (5.28a)
arg(Bk/Q) = arg(—pryr/2) = ¢r + arg(yx) (5.28Db)
arg(B;/2) = arg(—pidi/2) = r — arg (i) (5.28¢)
arg(—0y/(21)) = arg(prgn/(21)) = pr + /2 + arg(yr) (5.28d)
arg(B;/(21)) = arg(—py 33/ (21)) = @1, — /2 — arg (i) (5.28¢)
arg (& Ar) = arg(|pxl* (Ui + 97) (—prn))

= arg(—pk\pkl |9 [1 + G790/ 1Tk )

= p + arg(1 + i/ |0k ) (5.28f)
arg(aBy) = arg(|prl* (T + ) (—pxT))

= arg(—px|pr* 19 [1 + G5/ 175 °])

= or + arg(1 + 371/ 15k]%) (5.28)
arg(tan(dg) + 1) = m/2 — (5.28h)
arg(—tan(dg) — i) = 37/2 — & (5.281)

Assumption 2 and Assumption 4 imply that ¥ is in the fourth quadrant of the
complex plane, thus —7/2 < arg(yx) < 0. From Assumption 5 it follows that

A% — ~ bl

G | _ !yzil\yjl 196l (5.29)
|l ol

T

Ui | _ oelloel _ ol (5.30)
|9k | || G|
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Consequently, the values 1 + 4; 71/ |7k|? and 1 + Uk, |71|? are in the right half of
the complex plane, which implies that

—/2 < arg(1 + §ign/|9]?) < 7/2 (5.31)
—7/2 < arg(1 + G/ |0e]?) < 7/2 . (5.32)

Furthermore, Assumption 6 states that —7/2 < arg(px) < m/2 and together with
Assumption 7 it follows that

ok — /2 < /2= 6 < pp, — arg(p) (5.33)
o —arg(pr) < 3m/2 — 6 < @p +7/2. (5.34)

This analysis of the arguments in (5.28) shows that
Ve € K \ {0} : arg(z) =0 forsome 6 € [pr—7/2,0r+7/2]. (5.35)
In order to utilize Corollary 5 for a characterization of cone(Kj) based on (5.35), let
§ = exp(ipy) = exp(i[m + arg(pr)]) = —pr/|pxl (5.36)
and consider the conic combination of £, i&, and —i€ given by
E=af+at (i) +a (—if) =¢a+i(a™ —a7) (5.37)
with o, ™, @~ € R,. Then, for a = 1,
arg(€) = arg(é) + arg(1 + ija™ — a7]) = x + arctan(a’ — a7) (5.38)
and, for « = 0,
arg(§) = ¢ + /2 if at>0Aa =0 (5.39)

arg(§) = g, — /2 if at=0Aa >0. (5.40)
Considering that arctan : R — (—m/2,7/2), these conic combinations show that

VO € [pr — /2,01 + /2] :

(5.41)
Jz € cone({&, i, —i&}) \ {0} suchthat 6 = arg(x)
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and, therefore, (5.35) and Corollary 5 imply that

cone(Ky) C cone({¢, i€, —i&}) . (5.42)
Furthermore, it follows from the definition of { that p;{ = —|py| and thus
Re(pi€) = —|pr|Re(a +ifa™ —a7]) = —alpg| <0 (5.43)

for all a,a™, o~ € R,. Therefore,
cone({¢, &, —i€}) C {z € C: Re(prx) <0} = Hyi (5.44)

which, together with (5.42), completes the proof. O

Lemma 6. Consider any k € € and leti = é(k) and j = é(k). It holds that
Vn ey \ {Z,]} : [Pn]i,j =0 (5.45)
and, under Assumption 3 and Assumption 8, that

[Py]; ; € int(Hy) and  [Pjl;; € int(Hy) . (5.46)

Proof. The statement (5.45) follows from the intermediate result (5.18) in the proof
of Lemma 4. Furthermore, under Assumption 8, the same proof arrives at (5.23) and,
with the definition of Bk and By, in (2.17), this results in

[Pi]ij = Br/2 = —prii/2 (5.47)
[Pyl = Bi/2 = —pii/2- (5.48)

Considering that Re(yy) > 0 by Assumption 3, this implies that

2
Re(pi[P]:;) = - L Re(g) <0 (5.49)
P __|IOI€|2 _x
Re(pr[Pyli;) = 9 Re(y) <0 (5.50)
and Proposition 4 completes the proof. O
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A Characterization of Exactness

In the following, a mathematical study and characterization of exactness of the SDR
and SOCR of the OPF problem in Chapter 3 under the hybrid architecture is presented.
To focus the exposition, it is observed that exactness of the SOCR (3.18) implies
exactness of the SDR (3.14): If an optimizer (V*, f*, s7) of (3.18) permits a rank-1
completion v*(v*)! of V*, ie., Z(v*(v*)!) = V*, then (v*(v*)H, f*, %) is an
optimizer of the SDR (3.14) and (v*, f*, s%) is an optimizer of the OPF problem (3.12).
Correspondingly, the discussion hereafter targets a characterization of exactness
of the SOCR (3.18). In order to simplify the presentation of the following results,
it is assumed throughout that the power system exhibits the hybrid architecture
in Definition 13, that Assumption 2 - 8 holds, and that the SOCR (3.18) obtains
strong duality. Regarding the latter, see the respective discussion in Section 4.2.2
and Proposition 3. It should be pointed out that some intermediate results do not
depend on all of the aforementioned assumptions, where the specific dependencies
are evident from the respective proofs. To begin with, consider the following results.

Lemma 7. Let (V, f, sz) be feasible in (3.18). Then, foralln € V, [V, > 0.

Proof. Due to (3.18b), the voltage constraints (2.52) in X in (3.10), and V,, > 0,
feasibility in (3.18) implies that tr(M,,V) = [V],, > V,2 > 0,foralln € V. O

Theorem 4. Let (V*, f*, s%) be an optimizer of the SOCR (3.18). If
Vke&: rank(SfV*S,) =1 (5.51)
then V* permits a rank-1 completion and the relaxation is exact.

Proof. By construction of the SOCR, exactness is obtained if V* permits a rank-1
completion. The following constructive proof of rank-1 completability under (5.51)
is an adaptation of the method proposed by Gan in [129, Sec. III-B-3] from connected
graphs to forests, i.e., to acyclic graphs whose connected components are trees.
Due to the hybrid architecture in Definition 13, there exists a unique path between
every two distinct buses 7,7 € V of a connected component in the underlying
undirected graph of G’ = {V, £, ¢, ¢} and let this path be denoted by the set P(3, j),
which comprises the ordered tuples of adjacent buses along the path from ¢ to j.
Define a unique reference bus in every subgrid and let r : VV — ) map a bus n to the
reference bus r(n) of its subgrid. To improve readability, let V;; denote [V*]; ;. By
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Lemma 7, V%, > 0 for all n € V.'® Define the (bus voltage) vector v* € CMl as

[0*]n = Vi, exp(—ign) with @, = > arg(V}) (5.52)
(1,3)€EP(r(n),n)

where n € V. Then, 2 (v*(v*)") = V* as shown below.

For the diagonal, the equivalence follows trivially. To show the equivalence
for the off-diagonal elements, consider any k € £ and let i = é(k) and j = é(k).
From (5.51) it follows that det(SV*Sy,) = ViV — H/;’;\2 = 0 and, by the nonneg-
ativity of the diagonal of V'*, that |V;| = \/V7,/ V7. Consequently,

ot (o)1) = [0 }i0*]} = V/VE Vi exp(ilo; — 1)) = Vil expli ang(V)

where the last equality further considers that ¢; — ¢; is independent of the ordering
of 7 and j on the path to the reference r(i) = r(j) as the conjugate symmetry of V'*
implies arg(V};) = — arg(V}}). Thus, v*(v*)! is a rank-1 completion of V*. [

Theorem 4 states that, given an optimizer (V'*, f*, s¥) of the SOCR (3.18) which
satisfies (5.51), the relaxation is exact under the hybrid architecture. Hence, it provides
a sufficient condition to detect exactness a posteriori, but, by its very nature, it does
not facilitate a priori insights into a system’s tendency toward exactness. In what
follows, Theorem 4 is translated into an interpretable characterization of exactness.
To this end, the sufficient condition for exactness in (5.51), which is enabled by the
hybrid architecture, is combined with a necessary condition for optimality (under
strong duality), namely the complementary slackness, in order to further utilize the
physical properties of the system for a characterization of exactness.

Lemma 8. Let (Ag, Ay, ) be feasible in (4.14). Then, forallk € &,

[Ax]12 = [Ar]51 = [T (A, )] er) - (5.53)

Proof. Considering (4.14b), the definition of S, in (3.17), and the absence of (anti-)
parallel branches by Assumption 8, feasibility of (Ag, Ay, @) in (4.14) implies that

v, )erych) = Y €y SIS ey = ef Ares = [Ag]i 2 (5.54)
lee

while the conjugate symmetry of A € S? completes the proof. O

'¥The second-order cone constraints (3.18c) do not ensure nonnegativity of the diagonal if the system
contains subgrids that consist of a single bus, which necessitates the recourse to the voltage constraints.
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Theorem 5. Let (V*, f*, 85, A%, X},, u*) be a primal and dual optimal solution of
the SOCR, i.e., of (3.18) and (4.14), and let the sets Ay, with k € &, be defined as

Ak = {(Aw, 1) € Ry x RM: [0y, )]y ery = 0} - (5.55)

Foranyk € &, if (A}, u*) ¢ Ay, thenrank(SFV*S) = 1.

Proof. Due to strong duality, complementary slackness [42] holds at optimality. For
the matrix inequalities (3.18c), this states that, for all k € &,

tr(ALSEV*Sy) =0 (5.56)
and, by Lemma 3, this implies that
rank(A}) + rank(S{V*Sy) < 2. (5.57)

By Lemma 8, if (A}, u*) ¢ Ay, then [AF]1 2 # 0 and, thus, rank(Aj) > 1, for
which (5.57) implies rank(SV*S;) < 1. By Lemma 7, the diagonal of V* is
strictly positive and, thus, rank (S} V*Sj) > 1. Therefore, if (A}, pu*) ¢ Ay, then
rank(SEV*Sy) = 1. O

Corollary 8. Let (V*, f*, s7, Az, X}, u*) be a primal and dual optimal solution of
the SOCR, i.e., of (3.18) and (4.14). Then,

A, w*) ¢ | Ax (5.58)

keg
implies that, for all k € £, rank(S V*Si) = 1 and, thus, the relaxation is exact.

These results translate the sufficient condition for exactness in Theorem 4 for a
primal optimal solution to the avoidance of the sets Ay, in dual optimality, i.e., the
property (5.58) of a dual optimal solution implies exactness of the relaxation. In order
to render the condition (5.58) interpretable, the structure of the sets Ay, is analyzed.

Theorem 6. Forallk € £, Ay, is a proper affine subspace and
2V + M| —2 < dim(Ag) <2|V|+ M| —1. (5.59)
Proof. Consider a tuple (Ay, ) € R x RMl and let

€= AT, AL uT]" e RAVIFIMI (5.60)
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and
x=[15®[r 0], 00, ]" e RAVIFMI (5.61)

in which 1y € RV is the all-ones vector, UIVIRS RIMI the zero vector, and “®”
denotes the Kronecker product. Consider some k € &, leti = é(k) and j = é(k), let

Zy, = [[Palij, [Qnlij] €CY?, WneV (5.62)
Zy = [[Cl]i,ja sy [C\Mﬂz‘,j] e CxMl (5.63)

and let Z;, € R2*2IVIHIM] be defined as

Z - Re(Z},) .- Re(Z]/{),D)‘) Re(Z})) (5.64)
m(Z;,,) ... Im(Z,,) Im(Z]) ' '

Therewith, Ay, can be expressed as
A ={€ e RMHME: Z, (6 4+ x) =0} = null(Z;) — {x} (5.65)

which is an affine subspace. Furthermore, it follows from Lemma 6 and Corollary 6
that [P;]; ; # 0 and [P;];; # O, thus Z;, # 0 and 1 < rank(Z;) < 2. The
rank-nullity theorem [92] completes the proof. O

Therefore, the sets Ay, are proper affine subspaces in the (2|V|+|M|)-dimensional
Euclidean space and, thus, have zero volume (Lebesgue measure zero). Furthermore,
as shown below, these affine subspaces adopt a particular location and orientation in
the ambient space — roughly speaking, to support a first reading, they essentially do

not intersect the nonnegative orthant with respect to the first 2|)| dimensions.

Theorem 7. Let (A%, A},, u*) be an optimizer of the SOCR dual (4.14). Consider any
k € & andleti = é(k) and j = é(k). If

Af>—-ter A Aj>-Tter A [ N1+ [N > 27 (5.66)
then (X}, u*) ¢ Ap.

Proof. By definition, A} + 7e; > 0,Vn € {i,j}, and p* > 0. Therewith, Lemma 4,
(the first statement of ) Lemma 6, and Definition 14 implies [¥ (A3, u*)]; ; € cone(KCy)
and Lemma 5 states that [ (A3,, u*)]; ; € Hy, . Furthermore, Lemma 6, Corollary 7,
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and Proposition 5 implies
(N + 1) [Pilij 4 (N1 + 7)[Pylij € int(Hg) - (5.67)
As the left-hand side in (5.67) is a summand in [¥ (A}, u*)]; ;, Proposition 5 yields
DN, )]s € int(Hy) (5.69)
for which Corollary 6 implies [¥(A};, u*)]i,; # 0. Thus, (A}, u*) ¢ Ay. O

Corollary 9. Let (V*, f*, s7, A%, A},, w*) be a primal and dual optimal solution of
the SOCR, i.e., of (3.18) and (4.14). If, foralln € V,

Ahi>-1 A [A>0 (5.69)
then, forallk € £, rank(SEV*Sk) = 1 and, thus, the relaxation is exact.

With these results, the sufficient condition for exactness in Theorem 4 in the primal
domain is translated into a characterization of exactness in the dual domain. In order
to render this characterization interpretable, Theorem 3 and its interpretation in
Chapter 4 shall be recalled: If the SOCR is exact (and obtains strong duality), then the
optimal dual variables Aj; are the LMPs. Thus, for injection cost minimization (7 = 0),
Corollary 9 states that if the LMP of active power is positive and the LMP of reactive
power is nonnegative at all buses, then exactness of the relaxation is guaranteed.
Furthermore, if a loss penalty is included (7 > 0), then the requirement on the
LMP of active power is relaxed to exceeding the negative threshold —7. Under
typical operating conditions, a predominantly nonnegative price profile is generally
observed (see also the related study and discussion in [2, Sec. VIII and App. F]). By
the nature of LMPs (see Section 4.1), this is evident for active power due to the
generally increasing injection cost functions, but it may not be obvious for reactive
power in AC subgrids that is usually associated with zero cost. In this case, if the
constraints on reactive power injections are not binding, then the LMP is zero, and,
if they are binding, it is often due to a demand for capacitive reactive power which
induces a positive price. However, buses with negative LMPs do arise, e.g., in case of
a demand for more inductive reactive power. Still, exactness obtains as long as the
optimal dual variables are not forced into the union of the affine subspaces Ay, see
Corollary 8. In case that the optimal dual variables do lie in the union of the affine
subspaces Ay, exactness may be compromised. Then, as shown by Theorem 8 below,
the optimal dual variable of at least one psd constraint in (3.18c) on the 2x2 principal
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[Aj]2

Avoidance of
Ay ensured by
Theorem 7

Figure 5.1: Qualitative illustration of pathological price profiles [2].

submatrices of V'* is zero. This indicates potential inactivity of the corresponding
constraint, while inactivity implies that the respective 2x2 principal submatrix of
V™ is rank-2 and the sufficient condition for exactness in Theorem 4 is violated. As a
means to refer to such an unfortunate LMP constellation, the notion of a pathological
price profile is introduced in Definition 16.

Theorem 8. Let (V*, f*, 87, A:, A}, w*) be a primal and dual optimal solution of
the SOCR, i.e., of (3.18) and (4.14). For any k € &, if (A},, u*) € Ay, then A}, = 0.

Proof. 1t follows from (A}), u*) € Ay and Lemma 8 that [Af]12 = [A;]5, = O,
while (4.14d) implies [A}];; > 0 and [A}]22 > 0. Furthermore, it follows from
Lemma 7 that [STV*Sk]11 > 0and [SEV*Ska2 > 0. Thus, the complementary
slackness in (5.56) forces the sum of the positively weighted diagonal elements of A7
to zero, which implies that [A}]; 1 = [A}]22 = 0. Hence, A} = 0. O

Definition 16. If an optimizer (A%, A}, u*) of the SOCR dual (4.14) satisfies

A, w*) € [ Ax (5.70)
ke&

then the |V|-tuple A3, is a pathological price profile.

To illustrate pathological price profiles, consider an optimizer (A%, A}, u*) of
the SOCR dual (4.14) and suppose that all affine subspaces are avoided except the
subspace Ay, associated with AC branch £, i.e., (A}, u*) & Uleg\{k} A;. In this case,
exactness is guaranteed by Corollary 8 if Ay, is avoided, i.e., (A}, u*) & Ay. Let
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i = é(k) and j = €(k) denote the adjacent buses of branch k and suppose that the
LMP for active power at bus ¢ and j exceeds the threshold —7. From Theorem 7,
it follows that exactness is then determined by the LMP for reactive power at bus
i and j, ie, [Af]2 and [A}]o. For this setting, the pathological price profiles can
be visualized qualitatively as depicted in Figure 5.1:!° Exactness of the SOCR may
only be lost if the optimal dual variables [A}]> and [A}]2 combine to a point on the
Ap-line, while in all other cases exactness is guaranteed. Considering the nature of
LMPs as well as their sensitivity to operating conditions, this appears unlikely — or
pathological. The argument of this example extends similarly to further subspaces
and LMPs. In this context, it is worth noting that, for some branch k, the avoidance
of Ay, depends exclusively on the LMPs at the adjacent buses é(k) and é(k). This
follows from the definition of Ay and ¥(Ay, p) in (5.55) and (4.3a) in conjunction
with the properties (5.18) and (5.21) of the coefficient matrices P,, and Q.

This characterization of exactness explains the strong tendency toward exactness
under the hybrid architecture, which is confirmed by the case studies in Chapter 7
later on. Finally, before moving on to an engineering interpretation of the hybrid
architecture, two further conclusions from this result on exactness are presented.

Remark 1 (“Load Over-Satisfaction”). In the literature, many results on exactness
including [52,60,124,125] require the (mathematically motivated) technical condition
of “load over-satisfaction”, i.e., the omission of power injection lower bounds. This
corresponds to replacing the power flow equations in (3.10b) and (3.10c) by inequali-
ties, i.e., the power flow into the grid (left-hand side) is only upper-bounded by the
power injections (right-hand side). In this case, the optimal dual variables A3, are
nonnegative by definition. Correspondingly, with a loss penalty 7 > 0, Corollary 9
actually guarantees exactness. In this sense, the results presented here may be con-
sidered as a generalization of the aforementioned works, as it a applies to a more
general system model, network topology, and OPF formulation, while it also extends
the characterization of exactness beyond this technical condition.

Remark 2 (Regularization). In Corollary 9, it can be observed that the loss penalty,
which is parameterized by 7, acts as a regularization toward exactness: If the loss
penalty is increased, the condition on the LMPs for active power is relaxed. This
regularization may be extended by introducing an analogous penalty term %l:(V, f)
with 7 € Ry for reactive power to the OPF objective. Then, the condition on the

YFigure 5.1 is the projection of a cut through the ambient space of .A. This cut is parallel to the
[Ai]2-[Aj]2-plane and includes the point (A}, *). The shape of A, follows from Theorem 6. In this
respect, the cut illustrates the worst case (Z, in (5.65) is rank-1), i.e., a line. The location of .4}, follows
from Theorem 7, which states that it does not intersect the nonnegative quadrant.
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LMPs that ensures exactness can be relaxed for both active and reactive power. In
particular, the net reactive power injection function L : SVl x R4l — R is

LV, f)=te(LV)+1"f (5.71)

where L € SVl and I € R4l are defined as

F_ _ L oH_ T Ty _ Lo vH
L= Qu=) (el —ener¥) = -(Y"-Y) (72
ney ney
and
l= Z qn = — Z leq—1 + ey . (5.73)
ney leC

Then, the condition (5.66) of Theorem 7 develops into

Af >~ AN — A N+ N> -2 (5.74)

7

,7A_
and, correspondingly, the condition (5.69) of Corollary 9 renders

Ay >—7 A [An]2 > —7. (5.75)
In order to interpret this penalization, consider the affine subspaces Ay, as formulated
in (5.65), where the offset x now comprises 1, ®@[ 7, 7 ]T in the first 2|V| dimensions.
Thus, the penalization corresponds to a translation of the affine subspaces and the
pathological price profiles are shifted in the direction of negative prices. Furthermore,
this translation can be performed individually for every bus by replacing the common
penalty factors 7 and 7 by nodal penalty factors 7,, and 7, for (P,,, p,,) and (Q, q»)
in (2.46), (2.47), (5.72), and (5.73), respectively. Then, the first 2|V| dimensions of
X in (5.65) render [7’1, Ty e TV TV ]T and the pathological price profiles can
be shifted on a nodal basis (while the condition (5.69) of Corollary 9 refines to
[A¥]1 > —7, and [A}]2 > —7,). Thus, in the event of inexactness, a highly targeted
regularization toward exactness is possible, where the dual solution AJ, with the
insights from pathological price profiles guides the selection of appropriate penalties.

Engineering Interpretation and Design Implications

By developing a characterization of exactness based on LMPs, the previous section
illustrates that the SDR and SOCR of the OPF problem exhibits a strong tendency
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Figure 5.2: Annulment of KVL around a loop of branches by the hybrid architecture.

toward exactness under the hybrid architecture. Considering that a convex relaxation
augments the feasible set of the OPF problem with non-physical states, the SDR and
SOCR may be viewed as an OPF formulation in which the physical laws are loosened.
From this perspective, inexactness of a relaxation indicates structural limitations of
the system such that the additional states, which disobey the physical laws, enable
a superior performance in terms of the OPF’s objective. In this light, the hybrid
architecture, which induces a strong tendency toward exactness, may thus be viewed
as a structural transformation of a system that introduces flexibility, as the loosening
of physical laws is typically not required to achieve optimality under the relaxation.

A closer look at the structural requirements of the hybrid architecture reveals
that it indeed mitigates restrictions by physical laws via a systematic incorporation
of power electronics. The voltages and currents in (the model of) the system are
governed by Kirchhoff’s laws, i.e., KCL and KVL. KVL states that the sum of the
voltages around any closed loop is equal to zero. Thus, for a loop of branches, the
sum of the voltages along the branches must vanish. Consequently, if a branch is
congested and, hence, the voltage along this branch is constrained, this restriction
can “propagate” via KVL to other branches that share a loop with the congested
branch. In the hybrid architecture, all loops of branches (in the model of the system)
are resolved using the controllability of power electronics, which suppresses this
“propagation” of restrictions via KVL. This is illustrated in Figure 5.2, which shows
a loop of AC branches (solid) and the annulment of KVL around that loop by the
conversion of one branch to DC operation (dashed).

The hybrid architecture may thus be regarded as a systematic approach to grid
flexibilization via a structural transformation to a hybrid AC/DC system. It is further
supported by the use of VSCs for AC/DC conversion, which provide a rapid and
flexible power flow control as well as reactive power compensation [12,13]. In a
system that faces congestion, this flexibilization may increase the effective trans-
mission capacity. Additionally, the conversion of AC lines to DC operation enables
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Figure 5.3: Topology-preserving capacity expansion with the hybrid architecture.

a major increase in corridor transmission capacity [121, 122], which renders the
hybrid architecture a topology-preserving capacity expansion strategy as illustrated
in Figure 5.3.

The structural transformation of an AC power system to the hybrid architecture,
i.e., the conversion of one AC branch in every loop to DC operation, is often extensive
and potentially introduces more flexibility than required. The hybrid architecture
depends exclusively on the network topology and, therefore, does not inherently
focus on the bottlenecks of a given system that arise due to its particular electrical
design, injector distribution, and load profiles. Correspondingly, a “focusing” of
the hybrid architecture to critical parts of the system is in general necessary for the
technical and economic viability of this capacity expansion strategy. In the following,
two different approaches are presented. The first approach is based on associating
a “focused network topology” with the system to which the hybrid architecture is
applied. In the second approach, the hybrid architecture is considered directly on the
network topology but only some selected conversion measures are implemented.

Focusing the Hybrid Architecture with Network Reduction

By revisiting Definition 13, it can be observed that the hybrid architecture is a struc-
tural property of the system model and, thus, not an immediate requirement on the
physical infrastructure. The purpose of the system model is to adequately describe
the system behavior for proper operational planning. Therefore, the detailed model
of a large-scale power system may be subjected to network reduction in order to
reduce the model complexity while retaining an adequate modeling of the system
behavior. If the hybrid architecture is then applied to the reduced system model, its
structural requirements are focused to those parts of the system that are crucial to
its behavior, cf. Figure 5.4.

For this purpose, not all network reduction methods are suitable. For example, the
popular Ward equivalent [130] (see also [131-135]) as well as the REI equivalent [136]
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Figure 5.4: Focusing the hybrid architecture with network reduction.

(see also [137-141]) introduce artificial branches to the reduced model. Then, if
the hybrid architecture identifies such an artificial branch for conversion to DC
operation, there does not exist a physical counterpart that can actually be converted
to implement the flexibilization measure. Consequently, a network reduction method
is required that maintains a relation of the retained entities to physical counterparts.
To this end, we collaborated with Julia Sistermanns and the Professorship for Power
Transmission Systems at Technische Universitdt Miinchen (TUM) to devise a data-
driven feature- and structure-preserving network reduction method for large-scale
power systems [7]. This method targets the identification of a multitude of small
subgrids within the power grid whose internal structure exhibits a negligible impact
on the overall system behavior. These subgrids are selected based on topological,
electrical, and market-related characteristics. Subsequently, after an optional feature-
based filtering, these subgrids are reduced to designated representative buses in a
fashion that avoids the introduction of artificial entities. Therewith, the relation of
buses and branches in the reduced model to physical counterparts is maintained,
rendering this method applicable to the focusing of the hybrid architecture.

A particular characteristic and advantage of the network reduction based focus-
ing of the hybrid architecture is that the results on exactness of the relaxations in
Section 5.1 hold for the reduced model. Thus, the efficient solution methods for the
OPF and LMPs discussed in Chapter 3 and Chapter 4 can be utilized.
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Figure 5.5: Focusing the hybrid architecture with measure selection.

5.2.2 Focusing the Hybrid Architecture with Measure Selection

The network reduction based focusing of the hybrid architecture concentrates the
structural requirements to parts of the system that are crucial to the overall behavior.
However, potentially not all parts that are decisive to the overall behavior are actually
limiting the system’s performance, leading to more grid flexibilization than required.

For a more specific and fine-grained focusing, the impact of the conversion
measures proposed by the hybrid architecture may be evaluated in a data-driven
manner and selected with respect to the objective of the flexibilization as well as other
decision criteria, e.g., the suitability for conversion and compatibility with other
operational aspects like resilience and switching maneuvers. Therewith, a partial
implementation of the hybrid architecture with a particular focus of the flexibilization
can be obtained, cf. Figure 5.5. In contrast to the network reduction based focusing,
the results on exactness of the relaxations in Section 5.1 are then in general not
applicable.
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The previous chapters discuss the modeling of hybrid AC/DC power systems, the
two central problems of the optimal power flow and locational marginal pricing, and
the hybrid architecture as well as the implications of the latter on the design and
expansion of power systems. In order to study the operation, expansion, and techno-
economic aspects of specific (large-scale) hybrid AC/DC power systems, a software
framework for the nontrivial task of the specification, formulation, solution, and
evaluation of the OPF problem and the associated LMPs is desired. Furthermore,
for transparency, reproducibility, and flexible adoption in research, this framework
should be available as open-source software. Several open-source software packages
for OPF computation have already been published, including the established tool-
boxes MATPOWER [84, 142] (and its Python-port PYPOowER [143]) and PSAT [144, 145]
as well as the recently released PowerModels [89, 146] and pandapower [147,148].
While PSAT is targeted at small to medium-sized systems, MATPOWER, PowerModels,
and pandapower also support large-scale systems, but they are limited to a simple
model of P2P-HVDC systems and do not support MT-HVDC systems. On the con-
trary, the open-source software MATACDC [149] features an elaborate model for
hybrid AC/DC grids, but it is limited to (sequential) power flow computations.

In order to support the study of large-scale hybrid AC/DC power systems, we
developed hynet [3,8], an open-source OPF framework for hybrid AC/DC grids with
P2P-HVDC and radial MT-HVDC systems.?’ hynet is based on the system model
and the theory presented in the previous chapters and, in its design, we emphasized
ease of use and extensibility to facilitate its effortless adoption in research and
education. To this end, the mathematical foundation was embedded in a clearly
structured and flexible object-oriented software design, while the framework was
written in the popular high-level open-source programming language Python [72]
that is freely available for all major platforms. On the hynet project website [8], a

®In parallel and independent of our work, another open-source OPF software for hybrid AC/DC
grids was proposed in [35]. See the introductory section of Chapter 2 for remarks on modeling aspects.
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comprehensive documentation is provided, including an installation guide, a series of
tutorials, and a detailed documentation of the source code. Here, this documentation
is complemented by relating the modeling and theory in the previous chapters to
hynet’s software design and presenting an exemplary extension of this framework.

Fundamental Software Design

The fundamental software design of hynet is based on a systematic partitioning
of the data flow into object relations as depicted in Figure 6.1 on page 77. This
design is complemented by a carefully devised relational database schema to offer
an adequate data format for hybrid AC/DC power systems for use in research and
education. It is based on the established structured query language (SQL) and enables
the platform-independent storage of infrastructure and scenario data.

An OPF study is initiated by loading infrastructure and scenario data from a grid
database into a scenario object, where the latter organizes the data using pandas [150]
data frames. Optionally, this scenario may be further adjusted programmatically, e.g.,
to analyze postulated contingencies or variations of the load profile or RES feed-in
from the forecast. The scenario then is used to create an OPF model object, which
represents the unified OPF formulation in (3.12) for the given scenario and whose base
class implements the system model in Chapter 2. This object serves as a builder [151]
for the OPF problem, which is represented by an object of a quadratically-constrained
quadratic problem (QCQP). This QCQP is solved via a solver interface, where the
underlying implementation may solve the nonconvex QCQP (3.12), its SDR (3.14),
or its SOCR (3.18). A solver further includes an interface to a rank-1 approximator
that, in case of a relaxation, facilitates a customized bus voltage recovery. After
the solution process, the solver returns an object containing the result and solution
process information, which is routed through a factory function [151] of the OPF
model object to obtain an appropriate representation of the result data.

This object-oriented design offers a transparent structure and data flow, while its
ease of use is further supported by a set of convenience functions for standard use
cases. Additionally, this design renders hynet amenable to extensions via inheritance
and standard design patterns. For example, extensions to additional solvers and other
relaxations can be implemented via corresponding solver classes. Furthermore, the
problem formulation can be customized by subclassing the OPF model or its base
class and, by overriding the respective factory function, the result representation
can be adjusted. Such a problem customization is exemplified by the maximum
loadability problem, which is discussed in Section 6.3.1 later on.

76



LL

Grid Database

Base Class SystemModel

Infrastructure

» AC and DC buses
» Lines, cables, and shunts

> Transformers and converters

> Generators and prosumers
> Dispatchable loads

Scenario
> Loads
> Injector capability
» Entity inactivity

-

Scenario
Description

Class Scenario

Unified OPF
Formulation
Class OPFModel

|

QCQp
Specification
Class QCQP

QCQP Solver

QCQPSolver Classes

Solver
Interface

Class SolverInterface

SDR Solver

SDRSolver Classes

OPF
Result Data
Class OPFResult

QCQP
Result Data
Class QCQPResult

Llese Class SystemReSultj

Figure 6.1: llustration of hynet’s fundamental design and data flow.

SOCR Solver

SOCRSolver Classes




6.2

6.2.1

6.2.2

Chapter 6. The Software Framework “hynet”

Complementary Mathematical Details

In the preceding chapters, some mathematical entities are specified in an abstract
form only, as it suffices for the respective discussion and results while any further
characterization would impede generality. For the software implementation, however,
these entities need to be characterized and parameterized in an explicit form. In the
following, this explicit formulation and implementation in hynet is documented.

Injector Model

In hynet, the polyhedral P/Q-capability S; C R? of injector j € Z is described by the
intersection of up to 8 half-spaces, which can approximate the physical capabilities
and restrict the power factor, see also Figure 2.3. For ease of use, a fixed nodal load
or feed-in can be specified separately and need not be modeled as an injector.

The injector’s convex cost function C; : §; — R is considered to be linearly
separable in the active and reactive power costs, i.e.,

Cj(s) = C¥(efs) + Ci(egs). (6.1)

The active and reactive power cost functions C]P :R — R and qu :R — R are
convex PWL functions, which can approximate any convex function with arbitrary
accuracy. In order to cast the OPF problem as a QCQP, the active and reactive power
cost functions are included in epigraph form (see e.g. [42, Ch. 4.1.3]).

Converter Model

Similarly to injectors, the P/Q-capabilities F; € RZand F; C R? of converter [ € C
at its source and destination bus are as well specified by an intersection of up to
8 half-spaces, which offers adequate accuracy at a moderate number of constraints
and parametrization effort, see also Figure 2.2.

In addition to the dynamic losses that are parameterized by the forward and
backward conversion loss factor 7j; € [0,1) and 77; € [0, 1), static (no-load) converter
losses can be specified explicitly for transparency and ease of use (while the mathe-
matical model, in contrast, includes them as fixed loads). Furthermore, any possibly
occuring loss error ¥; in (2.35) is monitored and, if it exceeds a predefined tolerance,
the converter mode is fixed according to the net active power flow to ensure a zero
loss error and the computation is reissued (see also the discussion in Section 2.2.3).
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6.2.3 Bus Voltage Recovery

As discussed in Section 3.2, under exactness the SDR and SOCR necessitate a rank-1
factorization or completion of the obtained optimizer V'*. In fact, as a consequence
of the sparsity of the coefficient matrices as per Corollary 1, the rank-1 factorization
only needs to agree on the sparsity pattern, i.e., under the projection & defined
in (2.75). More generally, considering also the potential inexactness of a relaxation
and the finite precision of solvers, the bus voltages ©* associated with an optimizer
V* of the SDR or SOCR must thus be recovered via a rank-1 approximation under
the projection .

This rank-1 approximation may be implemented using different methods and
accuracy measures, which, in turn, can lead to a different impact on the accuracy
of the resulting system state.?! For this reason, hynet supports the integration and
utilization of different rank-1 approximation methods. At this point, it includes the
method for rank-1 completion in the proof of Theorem 4 (see also [129, Sec. I1I-B-3]
and [21, Sec. IV-D]), which is a computationally highly efficient graph traversal based
approximation, as well as an approximation in the least-squares sense, i.e.,

0* = argmin || 2 (vo — V*)Hf7 : (6.2)
veClVI

The (generally nonconvex) optimization problem (6.2) is solved with a Wirtinger
calculus based gradient descent method (see e.g. [152]) and Armijo’s rule for step size
control (see e.g. [43, Ch. 8.3]). The initial point is computed with the aforementioned
graph traversal based approximation and, as a consequence of the employed step size
control and termination criteria, the obtained approximation of a (local) optimizer
of (6.2) is at least as accurate as the initial point in the least-squares sense.

For a solution (V*, f*, s%) of the SDR or SOCR with the corresponding rank-1
approximation ©*, hynet reports two different error measures, i.e., a reconstruction
error to quantify the (numerical or inherent) inexactness of the relaxation as well as
the nodal power balance error to quantify the impact of the rank-1 approximation on
the system state accuracy. The reconstruction error is the mean squared error

(V) = |20 (@) = V) /1T (6.3)

while the (complex-valued) power balance error €,, at bus n € V is the imbalance in

*'Note that AC subgrids typically exhibit a strong relation btw. the bus voltage angles and the active
power flow as well as the bus voltage magnitudes and the reactive power flow (see e.g. [75, Ch. 10.7]).
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the nodal power balance equations (2.42) for the state approximation (v*, f*, s%), i.e.,

€n = (@*)H(PR + iQﬂ)'i’* + (pn + iqn)Tf* - Z ([3;]1 + i[S;]Q) . (6.4)
J€Bz(n)

Additional Problem Formulations

The object-oriented design of hynet supports extensions to OPF-related problem
formulations. It is visible in Figure 6.1 that the OPF formulation acts as a mapping
from the scenario description to the QCQP specification, for which the base class
that implements the system model in Chapter 2 offers the basic building blocks. Cor-
respondingly, hynet can be extended to other problem formulations by customizing
this mapping, while using and sharing its software ecosystem. Moreover, as the
result representation is associated with the problem formulation, it can be adapted
as well to support the result evaluation. Actually, hynet already includes such an
extension and, as it is utilized later on, this problem formulation is briefly discussed.

Maximum Loadability

The maximum loadability is an important characteristic of a power system and, e.g.,
relevant in expansion planning and voltage stability assessment (cf. [76, Ch. 14]).
In [153], it is shown that the maximum loadability can be identified via an optimiza-
tion problem which maximizes the load increase in the system. Using the power flow
equations and the collective system constraints in (3.10), the maximum loadability
problem for hybrid AC/DC power systems can be cast as

maximize 6 subjectto (vo'l, f,s7,0) € Xy (6.5)
s]ESj,vE(CW'
FeRrCl oer

in which the polyhedral set Xy is given by

Xy = { (V. f,s1,0) € SV x R¥C « RZ X R : (6.62)
tr(P,V) +plf = el Z s; —ORe(erd), VYneV (6.6b)
JjEBZ(n)
tr(Q.V)+q. f=e5 Z 55— fIm(eld), VneV (6.6¢)
JjEBz(n)
tr(CV) + L f < by, Vm e M } . (6.6d)
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Therein, d € CV!is the direction of the load increment. In particular, at bus n € V the
quantities Re(e} d) and Im(el d) specify the nodal active and reactive power load
increment, respectively. In the adapted power balance equations (6.6b) and (6.6¢), it
can be observed that the nodal load increment is scaled by # € R and imposed as
an additional load. The objective of the maximum loadability problem (6.5) is the
maximization of this load increase while satisfying the system constraints.

Depending on the parameterization, the optimization problem (6.5) may thus
identify the maximum loadability with respect to the entire system, a specific area,
or a set of buses. Furthermore, note that if the nodal load increment is set to the
fixed load at the respective bus, a constant power factor is maintained.

81






Case Studies on Grid Flexibilization

This chapter presents some case studies that analyze and illustrate the utilization of
the hybrid architecture in Chapter 5 as a guide for grid flexibilization and topology-
preserving capacity expansion. The following results were computed with hynet
v1.2.1 in Python 3.7.3. For the OPF problem, hynet’s solver interfaces for IPOPT [154]
(v3.12.12 with MUMPS [155,156]), MOSEK [113] (v9.0.101), and CPLEX [157] (v12.9.0)
were utilized for the QCQP, (chordal) SDR, and SOCR, respectively. For the maximum
loadability problem, the QCQP formulation was considered and solved using hynet’s
IPOPT solver interface.

The grid flexibilization and topology-preserving capacity expansion strategy
suggested by the hybrid architecture is based on the conversion of existing AC lines
to DC operation. Such a conversion of a line is a nontrivial process that involves
comprehensive and case-specific considerations, see e.g. [121] for more details. The
following case studies involve an extensive number of conversions and a detailed
consideration of the individual conversion processes is not possible, not least because
of the unavailability of sufficient information on the systems. For this reason, a
simplified representation of the conversion process is adopted here. Specifically,
the conversion of an AC line to DC operation is modeled by introducing AC/DC
converter models at the line’s terminals and updating the line’s model parameters.
In case that already some HVDC system is connected to either or both terminals of
the AC line, the converted line is connected to this DC subgrid and the respective
existing converters are uprated accordingly. The converters are considered as VSCs
with a forward and backward loss of 1% and a Q/P capability ratio of 25%, which is
rather conservative, see e.g. the brochure [11] of ABB. For simplicity, the transformer,
filter, and phase reactor of a VSC station is not modeled explicitly. The update of the
line model parameters considers the change from AC to DC as well as a base voltage
increase by the factor v/2 (cf. e.g. [69, Sec. 4.3.2]). The conversion of a transformer to
DC operation constitutes its replacement by an AC/AC B2B converter model, which

is considered with an analogous parameterization as above but with a forward and
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backward loss of 2%.

To support the exposition hereafter, “% BCL” is defined as a percentage of the
base case load of the considered system. For example, 125% BCL is a scaling of
the individual loads of the base case by a factor of 1.25. Some results report the
optimality gap, which is defined as 100 - (1 — psprjsocr/Pocgr), Where pocop, Pspr.
and psocr is the objective value of the obtained solution of the QCQP, SDR, and
SOCR formulation of the OPF problem, respectively. As the relaxations provide a
lower bound on the optimal objective value of the OPF problem (see Corollary 2
and Corollary 3), a small optimality gap serves as a “certificate” for the proximity of
the obtained QCQP solution to the global optimum in terms of the objective. If the
QCQP is solved with an interior-point method, as is the case here, this is a valuable
predicate for the quality the obtained solution, which is potentially only locally
optimal due to the nonconvex nature of the problem. In case that the optimality gap
is not negligible, this can be due to the inexactness of the relaxation, a “poor” locally
optimal solution of the QCQP, or a combination of both.

The PJM Test System

As an illustrative introductory example, the PJM 5-bus system in [158] with the
adaptations in [1] is considered, which is depicted in Figure 7.1 and provided via
pjm_adapted.db in [9]. Under cost-optimal operation, this system faces the con-
gestion of line 4-5, due to which the generator at bus 5 with the lowest marginal
cost cannot be fully utilized. Even though the generator is connected with sufficient
line capacity, this underutilization occurs as only approximately half of the thermal
capacity of line 1-5 can be exploited due to the congestion of line 4-5. This example
illustrates the propagation of restrictions due to congested lines as discussed in
Section 5.2 and, in the following, it is investigated if this congestion can be mitigated
or resolved by the hybrid architecture.

Transition to the Hybrid Architecture

For the transition of an AC grid to the hybrid architecture, all branches outside an
arbitrary spanning tree of the AC grid are converted to DC operation. It follows
from Kirchhoff’s matrix tree theorem (see e.g. [159]) that the adapted PJM system
in Figure 7.1 comprises 11 spanning trees and, thus, offers eleven different options
for the transition. For example, consider the conversion of AC line 3-4 and 4-5,
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Figure 7.1: Single line diagram of the adapted PJM system [1].

which results in the hybrid PJM system depicted in Figure 7.2.%2 This hybrid system
maintains the same meshed network topology as the original system, but it is now
established by the interconnection of a radial AC grid and a radial MT-HVDC system.
In order to focus the results on the impact of grid flexibilization, an uprating of the
lines during the conversion is intentionally omitted such that both systems exhibit
the same total line capacity. Below, an analogous transition based on the other
10 spanning trees is also considered.?®

Results and Discussion

In Table 7.1, the OPF results and the maximum loadability are documented for
the adapted PJM system (Ne 0) as well as the eleven different implementations
of the hybrid architecture (Ne 1 to 11). All eleven hybrid PJM systems enable a
significant reduction of the total injection cost, which is due to their ability to
resolve the impact of the congested line and completely utilize the generator at bus 5.
While all implementations of the hybrid architecture successfully provide a sufficient
flexibilization of the grid, their performance differs slightly, primarily due to different
incurred transmission losses. The SDR of the OPF problem is exact in all cases and
the vanishing optimality gap certifies the global optimality of the obtained QCQP
solution. The SOCR of the OPF problem is inexact for the adapted PJM system, while
it is exact for all hybrid PJM systems as anticipated by the results in Chapter 5.

*This is a MT-HVDC variant of the hybrid system in [1] and provided via pjm_hybrid.db in [9].
»For the generation of all spanning trees, the algorithm in [160, p. 464, Algorithm S] was employed.
Its implementation, as developed in the course of this dissertation, is provided open source in [161].
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Figure 7.2: Single line diagram of an exemplary hybrid PJM system.

With respect to the maximum loadability, it can be observed that the hybrid PJM
systems enable a significant increase in loadability compared to the adapted PJM
system. In fact, even at their maximum loadability the hybrid PJM systems are not
limited by congestion but by the available generation capacity. This is illustrated by
a proportional increase of the generation capacity by 25%, where the corresponding
results are documented in Table 7.2. In contrast to the limited loadability gain in the
adapted PJM system, all hybrid PJM systems are capable of efficiently utilizing the
additional generation capacity by virtue of their flexible power flow.

This case study illustrates that a grid flexibilization via the conversion of AC lines
to DC operation as suggested by the hybrid architecture may significantly increase
the effective transmission capacity and offer operational benefits. Moreover, it can
be observed that all different implementations of the hybrid architecture offer similar
performance advantages. This shows that there are potentially many degrees of
freedom in this topology-preserving capacity expansion strategy, which can be uti-
lized, e.g., to consider engineering-related decision factors. In the following sections,
it is shown that the conclusions for this illustrative example indeed generalize to
large-scale power systems.
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Converted  Inj. Cost  Reduction Opt. Gap (%) Rec. Error #(V™) Loadability  Increase

Ne Lines ($/h) (%) SDR  SOCR SDR SOCR (% BCL) (%)

0 16 130.18 0.00 0.00 8.03 4.499e—16  2.232e—5 121.96 0.00
1 3-4,4-5 14929.99 7.44 0.00 0.00 3.908e—18  4.932e—19 131.99 8.22
2 2-3,4-5 14941.11 7.37 0.00 0.00 1.122e—19  2.163e—17 131.98 8.21
3 1-2,4-5 15087.57 6.46 0.00 0.00 1.627e—19  6.492e—17 131.53 7.85
4 1-4, 4-5 15052.63 6.68 0.00 0.00 6.129e—19  4.387e—18 131.58 7.89
5 1-2,1-4 15092.90 6.43 0.00 0.00 1.187e—18  1.106e—17 131.49 7.81
6 1-4, 2-3 14 947.56 7.33 0.00 0.00 8.839e—21  2.643e—18 132.03 8.26
7 1-4, 3-4 14921.24 7.49 0.00 0.00 3.040e—21  1.097e—17 131.94 8.18
8 1-4,1-5 14994.72 7.04 0.00 0.00 2.271e—19  8.438e—19 131.84 8.10
9 1-5, 3-4 15033.55 6.80 0.00 0.00 3.096e—19  5.936e—18 131.74 8.02
10 1-5,2-3 15023.04 6.86 0.00 0.00 7.127e—19  1.598e—18 131.63 7.92
11 1-2,1-5 14984.16 7.10 0.00 0.00 4.264e—19  9.740e—19 131.83 8.09

Table 7.1: Comparison of the original and the hybrid PJM systems for 100% generation capacity.
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Converted  Inj. Cost  Reduction  Opt. Gap (%) Rec. Error #(V™) Loadability  Increase

Ne Lines ($/h) (%) SDR  SOCR SDR SOCR (% BCL) (%)

0 15955.83 0.00 0.00 29.99 1.308e—17  2.147e—4 134.66 0.00
1 3-4,4-5 11239.67 29.56 0.00  0.00  2.30le—19  2.588e—17 164.77 22.36
2 2-3,4-5 11 305.74 29.14 0.00 0.00 1.548e—18  1.344e—18 164.63 22.25
3 1-2,4-5 11439.50 28.31 0.00  0.00 7.963e—18  6.830e—17 164.21 21.95
4 1-4, 4-5 11406.13 28.51 0.00 0.00 2.071le—17  6.979e—20 164.26 21.98
5 1-2,1-4 11464.52 28.15 0.00 0.00 5.613e—18  1.142e—17 164.10 21.86
6 1-4, 2-3 11 341.06 28.92 0.00  0.00 1.775e—19  6.746e—18 164.57 22.21
7 1-4, 3-4 11261.30 29.42 0.00  0.00  3.408e—19  2.515e—18 164.63 22.25
8 1-4, 1-5 11 350.28 28.86 0.00 0.00 4.264e—19  2.402e—18 164.52 22.17
9 1-5, 3-4 11476.08 28.08 0.00  0.00 1.991e—19  1.563e—17 164.28 21.99
10 1-5, 2-3 11446.17 28.26 0.00 0.00 4.843e—16  4.190e—18 164.13 21.88
11 1-2, 1-5 11347.83 28.88 0.00 0.00 3.360e—18  3.443e—18 164.46 22.13

Table 7.2: Comparison of the original and the hybrid PJM systems for 125% generation capacity.



7.2 The Polish Transmission Grid

7.2 The Polish Transmission Grid

7.2.1

This case study considers a model of the Polish transmission grid (400, 220, and 110 kV)
during peak conditions in winter 1999/2000, which is provided by Roman Korab via
case2383wp.m of MATPOWER [162]. It consists of 2383 buses that are interconnected
by 2725 AC lines and 171 transformers. In the preparation of the model, tie lines to
foreign grids were replaced by an artificial load or generator, multiple generators
at a bus were aggregated, and generators that are not centrally dispatchable in the
Polish energy market were given a cost of zero, see [162, case2383wp.m]. It was
observed in [2] that two AC lines, i.e., branch 2239 and 2862, significantly limit the
loadability of the system. These two lines are part of all spanning trees of the system
and, thus, their congestion cannot be alleviated by grid flexibilization as there are no
alternative power flow paths. On that account, this study considers an increase of the
rating of branch 2239 and 2862 by 35%, i.e., from 9 MVA to 12.15 MVA and 68 MVA
to 91.8 MVA, respectively. Furthermore, it was observed in [2] that the two parallel
transformers modeled by branch 18 and 19 exhibit the same electrical parameters
but a different tap ratio. For this study, the tap ratio of branch 19 is set to the tap
ratio of branch 18. Additionally, the 195 lossless branches of the model are imposed
with negligible losses by setting their series resistance to 10~ p.u., cf. Assumption 3.
This adapted model of the Polish transmission grid is provided as case2383wp_a.db
in [9] and, in the following, it is referred to as the “reference AC grid”.

The reference AC grid exhibits a maximum loadability of 106.82% BCL. The
primary objective of this study is to demonstrate the potential of topology-preserving
capacity expansion as suggested by the hybrid architecture based on grid flexibilization
only. To this end, as in Section 7.1, an uprating of the lines and transformers during
the conversion to DC operation is omitted. In addition to illustrating the impact of
grid flexibilization, the obtained models are also employed to showcase and discuss
the SDR and SOCR of the OPF problem for large-scale systems.

Capacity Expansion via Grid Flexibilization

Section 5.2 shows that the hybrid architecture can be interpreted as a topology-
preserving capacity expansion strategy that relies on grid flexibilization. The flexi-
bility is introduced by converting one branch in each cycle of the AC grid topology
to DC operation. In other words, a spanning tree of AC branches is retained and
all branches outside this spanning tree are converted. Typically, large-scale trans-
mission grids exhibit an immense number of spanning trees due to their extensive
and meshed network topology. For example, the computation of the number of
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spanning trees for the reference AC grid via Kirchhoff’s matrix tree theorem using
NumPy [163] in Python and MATLAB [164] both results in an overflow, which implies
that there are more than 103%® spanning trees. Hence, the first challenge in applying
the hybrid architecture to a large-scale system is the selection of an appropriate span-
ning tree, as their exhaustive evaluation as in Section 7.1 is not tractable. Then, as
transmission grids are in general reasonably meshed, the conversion of all branches
outside the spanning tree to DC operation is typically extensive and often introduces
more flexibility than required. Consequently, the second challenge constitutes the
reduction of the number of conversion measures while maintaining the effective grid
flexibilization to render the capacity expansion economically viable. In the following,
several different transitions of the reference AC grid to a hybrid AC/DC grid are
investigated based on the concepts discussed in Section 5.2.

The Hybrid Architecture

The example in Section 7.1 motivates the utilization of the degrees of freedom offered
by the spanning tree selection to consider further decision factors. For example, in
our work in [2] the length of an AC line is considered as a measure for its suitability
for conversion, as long-distance transmission is a common application of HVDC
systems [12]. More precisely, the series resistance of a branch is utilized a proxy for
the line length, as the latter is not provided with the model. This suitability measure
is then utilized to define a weighted graph on the system’s network topology, for
which the minimum spanning tree (MST) (see e.g. [165-167]) is identified and all
branches outside the MST are considered for the conversion to DC operation.
Here, the same procedure is applied to the reference AC grid to obtain a hybrid
AC/DC grid with the hybrid architecture, which is provided via case2383wp_ha.db
in [9]. This hybrid grid exhibits a maximum loadability of 117.28% BCL and, thus,
the grid flexibilization enables an increase in loadability by 9.8% compared to the
reference AC grid. It should be highlighted that this significant increase in the
effective capacity arises exclusively from the introduced flexibility in power flow, as
the branch capacity is not uprated during conversion. While this capacity gain is
remarkable, so is the number of conversions: For this hybrid grid, 488 AC lines and
16 transformers are converted to DC operation. Therefore, an actual transition of
the considered system to the hybrid architecture is probably not appropriate, but it
serves as a valuable indicator for the potential of grid flexibilization and as a point
of departure for identifying effective flexibilization measures. In the following, the
approaches to the latter as proposed in Section 5.2.1 and Section 5.2.2 are explored.
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Figure 7.3: Feature- and structure-preserving network reduction of the Polish system.

Focusing with Network Reduction

Section 5.2.1 motivates the use of network reduction as a means to focus the hybrid
architecture and its induced grid flexibilization to the critical parts of a system. In
the context of (optimal) power flow, the objective of network reduction is to reduce
the system model to those parts that are essential to an adequate modeling of the
power flow in the system. Accordingly, the application of the hybrid architecture to
the reduced model focuses its structural requirements to these parts.

This study utilizes the feature- and structure-preserving network reduction
method in [7] (see also Section 5.2.1), for which an open-source implementation
is provided with hynet [3]. Typically, the network reduction targets a decrease in
the number of buses and branches to reduce the computational effort associated
with studies based on the reduced model. However, for a focusing of the hybrid
architecture, the reduction of the number of cycles in the network topology of the
reduced model is the primary objective as it translates to a reduction of the conversion
measures. To this end, a reduction based on the electrical coupling and market based
subgrid selection of [7] with 7 = 0.05 and 6 = 3 is applied under consideration

91



7.2.1.3

Chapter 7. Case Studies on Grid Flexibilization

of the standard features [7, Sec. IIT] (with “highly loaded” referring to a utilization
of 90% or more of the branch rating). The topology-based subgrid selection and
heuristic feature refinement in [7] are ineffective for the reduction of cycles in this
model and, for this reason, are not utilized. The result of the reduction is depicted
in Figure 7.3, which shows that the number of cycles is reduced considerably at a
moderate dispatch and branch flow deviation.

For the reduced system model, a spanning tree is selected using the same proce-
dure as in Section 7.2.1.1 above and all AC branches outside the spanning tree are
considered for the conversion to DC operation. These conversion measures, which
target 370 AC lines and 9 transformers, are then applied to the reference AC grid to
obtain the hybrid AC/DC grid with a network reduction focused hybrid architecture
(NR-focused HA) that is provided via case2383wp_hr.db in [9].%* This hybrid grid
exhibits a maximum loadability of 117.22% BCL and, thus, achieves essentially the
same loadability gain as the hybrid AC/DC grid with the full hybrid architecture. It
confirms the intuition that a grid flexibilization is only effective in the parts of the
system that prominently shape or restrict the power flow, as they are retained during
network reduction due to their impact on the dispatch and branch flow.

Although the number of converted AC lines and transformers is significantly
reduced by this focusing technique, it is still extensive. A direct conclusion may
be that a more rigorous network reduction should be applied to further reduce the
number of cycles in the reduced model and, therewith, the number of conversion
measures. However, in our experience with this network reduction method, we
observed that beyond a certain amount of reduction the ability of the reduced model
to adequately describe the power flow deteriorates very rapidly. As this quality
deteriorates, the selection of conversion measures via this approach potentially
becomes increasingly arbitrary and, thus, inappropriate. Therefore, to further distill
the structural implications of the hybrid architecture for grid flexibilization, a more
direct and granular approach is required, which is the subject of the following section.

Focusing with Measure Selection

As motivated and discussed in Section 5.2.2, a direct evaluation of the benefit attained
by the individual conversion measures suggested by the hybrid architecture may
enable a more targeted selection of effective flexibilization measures. Here, the
joint impact of an increasing number of conversion measures selected from the

#* Additionally, the corresponding reduced model is provided via case2383wp_hr_nr.db in [9]. By
virtue of this particular focusing, the reduced model exhibits the hybrid architecture, cf. Section 5.2.1.
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Figure 7.4: Max. loadability (black) and converter capacity (gray) w.r.t. conversions.

hybrid architecture is evaluated. As the number of all possible subsets of conversion
measures is vast, the conversion measures are ranked to simplify the evaluation to
the analysis of an increasing number of top-ranked conversion measures. To this
end, consider the hybrid AC/DC grid with the hybrid architecture in Section 7.2.1.1
again and, for simplicity, assume that the utilization of an HVDC system indicates
its benefit for flexibilization. Then, the ranking is induced by the utilization of a DC
line, which is determined via an OPF computation. The association of this ranking
with the respective AC lines in the reference AC grid results in a ranking of the
conversion measures, which, for the sake of simplicity, excludes transformers. In case
of parallel lines, this work considers their joint conversion to DC operation. For this
reason, the conversion of an increasing number of transmission corridors based on
the top-ranked conversion measures is considered, which is illustrated in Figure 7.4.

In Figure 7.4, it can be observed that even a small number of conversion measures
selected from the hybrid architecture can offer a significant capacity gain with respect
to the reference AC grid. Furthermore, approximately the same loadability as the full
hybrid architecture is achieved with the conversion of only 55 AC lines (in 55 corri-
dors), which yields a maximum loadability of 117.13% BCL. This exemplary hybrid
AC/DC grid is provided via case2383wp_ha55.db in [9] and considered later on.
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The plateaus in Figure 7.4 reveal that this straightforward approach has room
for improvement, as several conversion measures do not directly induce a capacity
gain. In fact, once this perspective on capacity expansion with the hybrid architecture
is adopted, many different methods may be devised. The purpose of this simple
ranking-based measure selection scheme is, on one hand, to show that the hybrid
architecture can serve as a valuable guide for grid flexibilization. On the other hand,
it enables the direct comparison to an analogous scheme that neglects the impact on
the AC grid topology, which is discussed below.

Congestion-Based Grid Flexibilization

The previous examples illustrate that the hybrid architecture can guide to effective
grid flexibilization measures for capacity expansion. It proposes the systematic
conversion of AC branches to DC operation to introduce flexibility, where each
conversion resolves a cycle in the AC grid topology. The expedience of the latter,
i.e., the flexibilization of cycles, is motivated in Section 5.2. To demonstrate that
this systematic flexibilization of cycles can indeed be advantageous, the previous
measure selection is contrasted by an analogous scheme that neglects the impact on
the AC grid topology. To this end, the same ranking-based measure selection scheme
as above is adopted and the ranking is again defined by the branch utilization, but
in this case considering the AC line utilization in an OPF of the reference AC grid.
It follows the rationale that highly loaded branches potentially congest under an
increasing load and, therefore, may benefit from the controllability attained by a
conversion to DC operation.

The efficacy of the thereby identified conversion measures is depicted in Figure 7.4.
It can be observed that the induced grid flexibilization is less effective compared to the
measure selection with the hybrid architecture. For example, the hybrid architecture
based measure selection attains approximately the same flexibilization as the full
hybrid architecture with the conversion of 55 AC lines. At the same total converter
capacity, the congestion based measure selection proposes the conversion of 78 AC
lines (in 77 corridors), but only achieves a maximum loadability of 116.02% BCL. For
a further comparison, this exemplary hybrid AC/DC grid is also considered below
and provided via case2383wp_hc77.db in [9].

Evaluation of the Optimal Power Flow

In the grid flexibilization discussed above, the focus is put on the maximum load-
ability as a means to quantify the gain in effective transmission capacity. This is
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complemented in this section with a discussion of the impact of the flexibilization
on a cost-optimal operation based on the OPF. Additionally, the solutions to the
SDR and SOCR of the OPF problem are presented to showcase the impact of the
conversions on the exactness of the relaxations. In order to study the systems un-
der different load levels, the typical range reported in [168, Tab. 4] is considered,
which starts at 56% BCL and is extended here up to the maximum loadability of the
respective system. Within this range, the QCQP, SDR, and SOCR OPF is computed
for all load levels in steps of 0.5% BCL. The respective results are documented in
Figure 7.5a to Figure 7.9a.

In Figure 7.5a, it can be observed that effective congestion is reflected by a relative
increase of the injection costs. This is most pronounced for the reference AC grid,
which exhibits a rapid increase and, shortly afterwards, reaches the loadability limit
as the congestion prevents the system from further utilizing the available generation
capacity. The more flexibility is introduced, this effect is mitigated and eventually
vanishes for the hybrid architecture. In this regard, two notable observations can be
made. First, the network reduction focused hybrid architecture exhibits an equally
thorough flexibilization as the full hybrid architecture, confirming the adequacy to
condense the structural transformation to critical parts of the system. Second, the
77 congestion-based conversions that neglect the impact on the AC grid topology
introduce flexibility at more locations in the system compared to the 55 hybrid archi-
tecture based conversions, but still the latter are more effective in the flexibilization
of the power flow. In those cases where none of systems faces congestion, all perform
essentially equally well, with the reference AC grid being slightly more efficient than
the hybrid AC/DC grids due to lower transmission losses.

In Figure 7.6a, it can be observed that the SDR of the OPF problem is consistently
exact for the hybrid architecture as anticipated by the results in Chapter 5.2° For the
other systems, the reconstruction error increases the further they depart structurally
from the hybrid architecture and the less grid flexibilization they provide. A qual-
itatively similar observation can be made for the corresponding optimality gap in
Figure 7.7a, which is consistently zero for the hybrid architecture and increases for
the other systems. The fluctuations with respect to the different load levels, which
could indicate a scenario dependency, are presumably artefacts of the solver. This is
suggested by the respective results for the SOCR of the OPF problem in Figure 7.8a
and Figure 7.9a, where the optimality gap for the network reduction focused hybrid

®The consistent exactness under the hybrid architecture in Figure 7.6 and Figure 7.8 indicates that
pathological price profiles are indeed unlikely. To not depart too much from this chapter’s main topic,
the discussion of LMPs is omitted here and the interested reader is kindly referred to our work in [2].
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architecture is consistently zero. Besides, the results show a similar but more pro-
nounced tendency as for the SDR, as the SOCR is a further relaxation of the SDR.
Notably, for the hybrid architecture the SOCR is consistently exact and the optimality
gap is zero throughout.

Turning back the attention to the capacity gain, it shall be noted that the hybrid
architecture provides such a thorough flexibilization that the maximum loadability is
not determined by congestion but by the available generation capacity. In order to
illustrate its further potential, the generation capacity is increased proportionally by
25%. Then, the reference AC grid exhibits a maximum loadability of 117.05% BCL,
while the hybrid architecture achieves the remarkable maximum loadability of 143.78%
BCL. This substantial capacity gain is also offered by the network reduction focused
hybrid architecture, which attains a maximum loadability of 143.58% BCL. The hybrid
AC/DC grid with 55 hybrid architecture based conversions achieves a maximum
loadability of 126.26% BCL and the one with 77 congestion-based conversions 119.22%
BCL. Thus, also in this setting the conversions guided by the hybrid architecture offer
a more effective flexibilization. The respective OPF results are shown in Figure 7.5b
to Figure 7.9b, which demonstrate that the qualitative characteristics identified above
still apply after such a generation capacity expansion.

In conclusion, this case study shows that the insights from the small-scale exam-
ple in Section 7.1 indeed generalize to large-scale systems. The grid flexibilization
with the hybrid architecture induces a substantial gain in the effective transmission
capacity and the flexible power flow avoids restrictive congestion. Besides, the study
makes evident that the focusing of the hybrid architecture is inevitable for large-scale
systems to arrive at an adequate number of conversions. Here, the network reduc-
tion based focusing of the hybrid architecture successfully reduces the number of
conversions without any significant concessions to the grid flexibilization, but it still
necessitates an extensive number of conversion measures. By selecting conversion
measures based on the hybrid architecture, it is possible to arrive at an adequate
trade-off between the number of conversions and the attained grid flexibilization.
The results show that a small fraction of the measures can already suffice and, in com-
parison to an analogous selection scheme that neglects the impact on the network
topology, they emphasize the benefit of resolving cycles in the AC grid topology.
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Figure 7.5: Relative total injection cost with respect to the hybrid architecture.
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The German Transmission Grid

The previous case studies demonstrate the potential of grid flexibilization with the
hybrid architecture by analyzing its impact on the effective transmission capacity
based on the maximum loadability. This case study turns the attention to a specific
setting that actually necessitates additional transmission capacity and investigates the
potential of the hybrid architecture to propose effective topology-preserving capacity
expansion measures. To this end, the German transmission grid is considered, which
currently faces extensive challenges due to a process of change known as the energy
transition.

The energy transition is a reorientation of the energy policy toward RES and the
reduction of greenhouse gas emissions. In the electricity sector, this reorientation
introduces an increasingly distributed and fluctuating energy production due to the
growing use of wind, sun, and biomass as energy sources. These changes in the energy
mix also entail a geographic shift of power generation, inducing a growing energy
surplus in the north and an energy demand in the south of the country [119,169].
This transformation of the generation structure renders the expansion of the German
transmission grid a key issue of the energy transition [70, 119, 169]. Adequate
expansion measures are determined via a multi-stage process, which is repeated
iteratively since the year 2012 [70]. In this process, the TSOs propose projected
future scenarios and corresponding network development plans, which are screened,
verified, and confirmed by the Bundesnetzagentur (BNetzA) before specific measures
are planned in subsequent stages. Throughout, the proposed measures are repeatedly
subject to consultation and public debate to ensure validity and acceptance [70,71].

The network development plan, i.e., the Netzentwicklungsplan Strom (NEP) [170],
is based on projections for the year 2030 and identifies several new HVDC transmis-
sion lines as a necessary countermeasure for the north-south generation imbalance.
While these HVDC lines provide a transmission backbone for the energy transition,
they also constitute a primary subject of objection. For example, during consultation
of the NEP in 2015 more than 34 000 statements were received [70]. Their statistical
evaluation shows that the major concerns relate to the impact on humans, the capital
loss of real estate, and the impact on the landscape [70]. These objections can be
attributed primarily to the implementation of new transmission corridors, where
the majority is due to the north-south HVDC lines. Even though the expansion
planning follows the so-called NOVA principle [119,169], i.e., grid optimization and
reinforcement is preferred to additional transmission lines, these HVDC lines are
identified as necessary measures.
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The following case study investigates if the conversion of AC lines and trans-
formers to DC operation based on the hybrid architecture can outline a possible
alternative to these new HVDC lines and, therewith, may identify an opportunity to
avoid the necessity of new transmission corridors. To this end, an appropriate model
of the German transmission grid is required. Unfortunately, the models employed
in [169,170] are published in a limited form only. On that account, the model pre-
sented in [171] is adopted here, which was kindly provided by the Professorship for
Power Transmission Systems at TUM. Based on publicly available data, it models the
German transmission grid (380 and 220 kV) in 2015 as well as the expansion measures
of the NEP in [169] as accurately as possible. In the preparation of this model, tie
lines to foreign grids were replaced by an artificial load or generator. Furthermore,
the model includes exemplary scenarios for two weeks in the projected year 2030
with hourly resolution. Analogous to [169], the RES generation based on wind and
photovoltaics (PV) is considered with zero marginal cost. This projected model of the
German transmission grid in 2030, which is referred to as the “NEP” in the remainder,
is provided via germany203@nep.db in [9]. Figure 7.11a on page 107 visualizes the
NEP, which shows its AC lines (gray) and the new HVDC transmission lines (black).
This figure was kindly rendered by Dominic Hewes of the Professorship for Power

Transmission Systems at TUM.

Topology-Preserving Capacity Expansion

To explore alternatives to the new HVDC lines in the NEP, these are removed from
the model. This reduced model is then considered at the peak load of the pro-
jected year 2030, where it experiences pronounced congestion, in order to analyze
topology-preserving capacity expansion measures based on the hybrid architecture.
Considering the conclusions of the previous case study in Section 7.2.1, a ranking-
based measure selection is pursued to identify an adequate trade-off between the
number of conversions and the attained capacity gain. To account for the pronounced
congestion, the suitability for conversion is defined by the branch utilization, which
is determined with an OPF. The structural guideline of the hybrid architecture for
grid flexibilization is then incorporated by defining a weighted graph on the net-
work topology using this suitability measure. For this weighted graph, the MST is
identified and all branches outside the MST are considered as candidates for the
conversion to DC operation. Therewith, the most prominently congested or utilized
branches are identified that, if converted, additionally resolve a cycle in the AC grid
topology. These candidates are ranked by their branch utilization and, on this basis,
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Figure 7.10: Injection cost (black) and converter capacity (gray) w.r.t. conversions.

the conversion of an increasing number of top-ranked candidates is evaluated. Unlike
the previous studies, which focus on grid flexibilization only, this study utilizes the
conversion to DC operation for an uprating by a factor of two (cf. e.g. [122]) if the
utilization of a branch exceeds 95% to relieve congested connections. In case of
parallel lines or transformers, their joint conversion to DC operation is considered.
The evaluation is illustrated in Figure 7.10, where, for simplicity, the term “corridor”
refers to the connection of two different buses of the system that may consist of lines
or transformers.

At the peak load, the OPF of the NEP exhibits a total injection cost of 265.8 k€/h.
If the new HVDC lines are removed from the NEP, the total injection cost increases
to 408.4 k€/h, as the congestion necessitates the increased utilization of conventional
generation resources. Figure 7.10 shows that the conversion of 20 “corridors” or, more
precisely, 12 AC lines and 8 transformers to DC operation can effectively resolve the
congestion in this scenario and reduce the total injection cost down to 245.9 k€/h.
In the conversion process, which involves the installation of a total of 67.2 GW of
converter capacity, 7 of the 12 AC lines and 5 of the 8 transformers are uprated. This
hybrid AC/DC grid with topology-preserving capacity expansion measures based on
the hybrid architecture is further analyzed below, where it is referred to as the “hybrid
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grid”. It is is provided via germany2030ha2@.db in [9] and depicted in Figure 7.11b
on page 107, which shows the AC lines (gray), the AC lines that were converted
to DC operation (black), as well as the transformers that were replaced by a B2B
converter (black dot). This figure was kindly rendered by Dominic Hewes of the
Professorship for Power Transmission Systems at TUM.

Evaluation and Discussion

The topology-preserving capacity expansion measures to obtain the hybrid grid are
selected on the basis of the hybrid architecture, the branch utilization under the peak
load, and their impact on the performance under the peak load. Besides the structural
guideline provided by the hybrid architecture, the decision making thus relies on the
peak load scenario, which raises the question whether the implemented conversion
measures can offer an adequate capacity gain under other scenarios. To investigate
this, two exemplary weeks of the projected year 2030 are considered, which include
the extreme cases of the year’s maximum and minimum load. The total load and
RES capacity in these two weeks is shown in Figure 7.12a and Figure 7.14a (page 108
and 110) with an hourly resolution. For these scenarios, the OPFs are computed for
the NEP, the hybrid grid, and the NEP without the new HVDC lines. The latter is
included to demonstrate the impact of insufficient transmission capacity between
the north and the south of the country.

Figure 7.12b and Figure 7.14b depict the hourly total injection cost for both
weeks.?® It can be observed that the hybrid grid can indeed consistently provide
adequate transmission capacity to attain the same performance as the NEP. This
is particularly visible in the hours of high RES availability, where Figure 7.12c and
Figure 7.14c show that the hybrid grid can efficiently utilize the RES. In contrast,
the NEP without the new HVDC lines fails to offer sufficient transmission capacity,
which is reflected by a considerable curtailment of the RES-based generation and,
consequently, an increase of the total injection cost.

Figure 7.13b and Figure 7.15b depict the average branch utilization for both weeks.
It can be observed that in the hours of high RES availability the average branch
utilization in the hybrid grid increases compared to the NEP. This illustrates that
the grid flexibilization induced by the selective conversion of AC branches to DC
operation enables an improved utilization of the existing infrastructure, facilitating
the increase in effective transmission capacity. As a consequence to the superior

%The models do not consider the European power exchange market and, thus, the RES are curtailed
in case that the RES capacity exceeds the total load. As the generation based on RES is considered with
zero marginal costs (cf. [169, Sec. 2.2]), the total injection cost is zero if the load is served by RES only.
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utilization due to the grid’s improved power routing capability, the power may flow
along electrically longer transmission paths and, thereby, incur higher transmission
losses. The transmission losses are shown in Figure 7.13c and Figure 7.15¢c, where
it can be observed that the branch losses as well as the total losses that include the
converter losses are slightly higher for the hybrid grid.

Concluding, this case study shows that a topology-preserving capacity expansion
with the selective conversion of AC branches to DC operation based on the hybrid
architecture may offer a viable alternative to the construction of new transmission
corridors. In the considered setting, the uprating during the conversion in con-
junction with the induced grid flexibilization can successfully provide an adequate
increase in the effective transmission capacity. As a trade-off for the improved uti-
lization of the infrastructure, the transmission losses increase slightly due to both the
converter losses and electrically longer transmission paths. However, in the light of
the significant advantages arising from the avoidance of extensive new transmission
corridors, this drawback may be considered as minor.

Finally, it should be emphasized that the presented results should not be inter-
preted as a direct proposal of specific capacity expansion measures for the German
transmission system, but rather as a tangible example for the potential of a topology-
preserving capacity expansion based on the hybrid architecture. For the proposal of
specific expansion measures, a significantly more elaborate analysis, validation, and
verification is necessary, including a technical feasibility study for the conversions, a
comprehensive validation in different projected scenarios, and a thorough resilience
(e.g., N-1 security) analysis. This is not only far beyond the scope of this work, but
also beyond its purpose — that is, to illustrate the potential of a systematic conversion
of existing AC branches to DC operation for capacity expansion and, therewith, to

motivate its consideration by system planners.
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Figure 7.12: Injection cost and RES utilization in the week with year’s maximum load.
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Figure 7.13: Branch utilization and losses in the week with year’s maximum load.
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Figure 7.14: Injection cost and RES utilization in the week with year’s minimum load.
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Figure 7.15: Branch utilization and losses in the week with year’s minimum load.
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Conclusion

This work presented a mathematical and software framework for the study of the op-
timal power flow (OPF) in hybrid AC/DC power systems. Based on a rigorous modeling
of the system, the OPF problem was introduced, its challenges were discussed, and a
unified formulation was developed to simplify its implementation and mathematical
study. On this basis, two convex relaxations were presented as an approach to im-
prove the computational tractability of the OPF problem. Moreover, the locational
marginal prices (LMPs) were related to the OPF problem and it was shown that the
convex relaxations can also enable the efficient computation of optimal nodal prices
for electricity markets. In order to render these results easily accessible for research
and education, a corresponding software framework was developed that is offered
open-source and free of charge. Therewith, a foundation for the exploration and
study of hybrid AC/DC power systems was established, with applications ranging
from operational and grid expansion planning to techno-economic studies.

Furthermore, the presented framework was utilized to deduce design implications
for hybrid AC/DC power systems. In particular, it was shown that grid upgrade
measures are readily available which increase the transmission capacity and, simulta-
neously, support the exactness of convex relaxations. The resulting system structure,
the so-called hybrid architecture, utilizes the conversion of certain existing AC lines
to DC operation for a systematic grid flexibilization and, alongside, induces a novel
topology-preserving capacity expansion strategy. In several case studies, ranging from
an illustrative small-scale example to an application in the German transmission
grid, the potential of this strategy to effectively increase the transmission capacity
and improve the utilization of the grid infrastructure was demonstrated.

The results show that the transition of an existing AC power system into a
structured hybrid AC/DC power system can introduce significant and wide-ranging
advantages. Furthermore, it demonstrates that the utilization of (VSC) HVDC tech-
nology beyond its traditional applications, i.e., long-distance, underground, and
submarine transmission as well as the connection of asynchronous grids, can be
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immensely valuable for grid flexibilization. In contrast to the traditional applications,
the utilization of HVDC technology is then not motivated by a specific transmission
task but by its impact on a system level to circumvent or mitigate power flow limita-
tions due to grid congestion. Returning to the introductory historical account, this
conclusion may bring some late peace to the war of the currents: It’s the synergy of
AC and DC technology induces a whole that is greater than the sum of its parts.

Directions for Future Research

An immediate direction for future research arising from this work is a further ex-
ploration of the key feature of the hybrid architecture, i.e., the resolution of cycles
in the AC grid topology by the conversion of AC branches to DC operation. Such
an exploration may consider different aspects, e.g., the application for grid flexibi-
lization to resolve specific issues in existing systems, the study of further focusing
techniques for the hybrid architecture, or the methodological exploitation of the
gradually increasing tightness of the relaxations with the number of conversions.

The case studies show that the presented grid flexibilization strategy can increase
the effective transmission capacity of the system even though the individual branch
capacities remain unchanged. Consequently, the system can be operated closer
to its branch capacity limits and, hence, a resilient (e.g., N-1 secure) operational
planning gains even more importance. However, due to the increased flexibility in
the power flow, the traditional preventive security-constrained operational planning
is potentially overly and uneconomically conservative. Instead, the grid flexibilization
may be utilized in corrective resilient operational planning, e.g., via the exploration of
security-constrained OPF problems that consider HVDC systems for corrective actions.

Throughout this work, the hybrid AC/DC power systems were considered in
steady state. However, especially in the light of a thorough flexibilization of the grid
with HVDC systems, the proper dynamic control of the latter is crucial — and raises
several questions. For example, how does it affect and shape the system stability? Do
they necessitate a coordinated control? Can they be utilized for ancillary services,
e.g., dynamic voltage support and oscillation damping? Et cetera ...

Certainly, many questions and issues arising in the design and operation of hybrid
AC/DC power systems are challenging. Yet, they are accompanied by opportunities:
The more (VSC) HVDC systems are integrated, the more the system behavior is
defined by control methods. These opportunities we can shape and design.
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