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Abstract

Controllers are central objects in many model checking and synthesis processes. They can not only be used for implementation, but also have the potential to reveal insights about the system and validate the correctness of or highlight errors in the underlying model. To leverage this potential, succinct and easily explainable data structures for controller representation are required. Recent work has shown that decision trees are particularly well-suited to this task, providing much more concise and understandable representations than lookup tables or binary decision diagrams. This thesis presents an overview of decision tree learning for controller representation and proposes a variety of algorithmic improvements that make the resulting trees more efficient and explainable. These techniques have been implemented in the latest version of the tool dtControl, which enables the easy conversion of controllers from many verification tools to decision trees. We furthermore introduce a thoroughly redesigned software architecture for dtControl, allowing for much more flexibility and extensibility. We demonstrate the effectiveness of our methods on a variety of case studies, where we can in almost all cases reduce controller sizes by at least 96% compared to a lookup table representation.
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1 Introduction

In the modern world, computer systems are becoming ever more present in nearly every aspect of everyday life, as for instance in the form of driving assistants, smart home technology, or medical equipment. Designing and programming these devices is a profoundly difficult task, especially when they need to operate in safety-critical, but unreliable environments. It is therefore hardly surprising that such systems occasionally fail—often with dire consequences: for example, programming errors in the Therac-25 radiation therapy machine caused the device to sometimes give its patients massive overdoses in radiation, resulting in deaths and serious injuries [LT93].

A common and obvious technique to try to prevent such failures is testing systems before their deployment, whether that is automatically testing individual software components or performing end-user acceptance tests that treat the system as a black-box and only validate its external behavior. While tests should of course always be conducted, they are problematic in that they do not provide any guarantees for the system: if every test is successful, the system may indeed be correct—or the tests may simply be insufficient. To put it in the words of Dijkstra [Dij72]: “Program testing can be a very effective way to show the presence of bugs, but it is hopelessly inadequate for showing their absence.”

An alternative approach is provided by the field of formal verification, which is concerned with rigorously proving the correctness of systems using a variety of formal mathematical methods. In contrast to tests, these proofs guarantee that the system behaves as specified, which is of great benefit, especially in many safety-critical domains.

A particularly prominent formal verification technique is model checking [CGP01], in which an abstract mathematical model of a system, usually in the form of some finite state automaton, is first constructed and subsequently analyzed with regard to a set of formally specified properties. These properties could for example state that an airbag must deploy within 20 milliseconds upon detection of a crash in a car safety system or that the probability of successful message transmission must be greater than 99% in a communication protocol [NP14]. Model checking has been successfully employed in a wide variety of applications ranging from automotive systems to cloud computing [Alj+09; KM11; NP14].

Besides only determining whether the system satisfies the desired properties, the model checking process often also produces a controller that specifies exactly how the properties are satisfied; or in the case that they are not, a controller representing a counterexample to the properties. These controllers are useful in various ways: not only can they be used for implementation, e.g. of communication protocols, but they are also essential to understand the inner workings of the system and verify that the
Controller synthesis is a special form of model checking that emphasizes the construction of controllers even more: instead of merely verifying properties of a given system, this technique aims to directly construct a controller such that the resulting system provably satisfies a given specification over its behavior. A schematic overview of the process is given in Fig. 1.1. We initially have a system and a set of requirements that it needs to satisfy. In the first step, a high-level mathematical model of the system is constructed and the requirements are mapped to a formal specification, for instance in temporal logic. We then invoke the actual model checking process, which produces both the verification results — an answer to the question whether it is possible to fulfill the requirements — and a controller that either satisfies the formal specification or represents a counterexample.

To illustrate, consider the example given in [RZ16]: we provide a mathematical description of the bicycle dynamics of a robot and the environment in which it must operate, as well as a specification of the robot’s behavior, i.e. that it must avoid the obstacles in the environment. Given this information, controller synthesis tools such as SCOTS [RZ16] are able to produce a provably-correct controller that moves the robot through the environment while avoiding the obstacles. Successful industrial applications of controller synthesis include for example temperature control [Jes+07] and operating hydraulic pumps [Cas+09].

The format in which most formal verification tools output controllers is usually just a simple list of state-action pairs (i.e. a lookup table), which specifies which actions the controller can take depending on the current state of the system. For instance, in the robot motion planning example given above, the states of the system correspond to the current position and orientation of the robot, and the actions correspond to setting
the velocity and steering angle. SCOTS simply produces a list of velocities and steering angles that the controller can set for every possible position and orientation of the robot.

As systems can often have thousands or even millions of states, such a lookup table representation of controllers is impractical and has several disadvantages: first, its sheer size makes it inherently incomprehensible, with the result that we cannot understand how the controller actually operates. Such a representation will not yield any insights about the semantics and inner workings of the system, nor is it suitable to verify the mathematical model itself. In the case of counterexamples, we will hardly be able to use it to find and fix bugs. Second, the embedded devices on which controllers are usually implemented often only have very limited amounts of memory and it is therefore practically not feasible to work with a lookup table of up to several hundred megabytes. It is thus evident that we need some other data structure for controller representation that is ideally both succinct and explainable [Brá'18].

While binary decision diagrams [Bry86] have been traditionally used for controller representation, a lot of progress in recent years has been made with decision trees, e.g. [Mit97], a data structure originally from the field of machine learning. They satisfy exactly the two key properties identified above: decision trees are commonly several orders of magnitude smaller than lookup tables [Ash'19b], making them much better suited for implementation, and represent the controller on a semantic level, which makes them easily explainable and understandable [Brá'15]. Recent work has investigated primarily how traditional machine learning algorithms for the construction of decision trees can be adapted to and extended for the problem of controller representation [Brá'15; Brá'18; Ash'19a; Ash'19b; Ash'20b].

**Contribution.** In this thesis, we aim to provide an overview of these approaches and refine them in defining ways to yield even smaller, more explainable decision trees. To this end, we

- explore different ways to handle controllers with states described by categorical variables, thereby generalizing from binary trees to arbitrary \( m \)-ary trees,
- investigate the impact of different impurity measures on decision tree sizes,
- develop a theoretical framework for determinization methods and introduce the concept of multi-label impurity measures.

We demonstrate the effectiveness of our methods on a variety of case studies, which show that particularly our specialized algorithms for categorical variables and novel determinization techniques indeed greatly reduce tree sizes. Generally, our best algorithms reduce the size of the lookup table by at least 96% on almost all of our case studies and usually perform significantly better than binary decision diagrams. Furthermore, we manage to produce easily understandable trees with only a single-digit number of nodes in many cases, and illustrate with an example that they indeed capture the intuitive semantics of the underlying system.
Our work has been implemented in the latest version of the tool dtControl [Ash+20b], which provides many algorithms and parameters to construct decision trees for controller representation. Parts of the software architecture of the tool have been thoroughly redesigned to allow for much more flexibility and extensibility. We have also added support for the probabilistic model checker PRISM [KNP11] to dtControl.

Structure. The rest of this thesis is structured as follows: we begin with a brief discussion of related work (Chapter 2), after which we introduce some fundamental preliminary concepts from machine learning and give precise definitions of controllers and decision trees for the purpose of this thesis (Chapter 3). The primary software artifact we develop and extend is the tool dtControl, which we describe in Chapter 4 from a user’s point of view, thereby giving a high-level overview of the functionality we are able to provide. We proceed with Chapter 5, in which we examine at great length the theoretical details of how decision tree learning can be used for controller representation. It is in this chapter that we develop our primary algorithmic contributions, i.e. the handling of categorical variables and novel determinization techniques. With the theoretical background covered, we can then examine the concrete implementation of dtControl in Chapter 6, where we introduce its new software architecture. Chapter 7 demonstrates the performance of our methods in practice on a variety of case studies. Finally, we briefly consider possible directions of future research in Chapter 8, before concluding the thesis in Chapter 9.
2 Related Work

We give a brief overview of previous work related to this thesis. We begin with a general review of decision trees and their use in formal methods, subsequently consider alternative data structures for controller representation, and finally give an overview of related tools.

**Decision trees.** Decision trees, e.g. [Mit97, Ch. 3 ], are well-known and widely-used data structures for classification and regression tasks in the field of machine learning. They have several advantages compared to other methods from the field, such as their non-parametric nature and explainability [Mur98]. Our work builds upon some of the most fundamental decision tree learning algorithms, such as CART [Bre+84], ID3 [Qui86], and C4.5 [Qui93]. A survey on the use of decision trees in multiple disciplines is given in [Mur98].

Several extensions of the basic algorithms have been investigated, mainly to allow for more complex, oblique predicates in the decision nodes, either by the use of some heuristic [Mur+93], or by combining decision trees with linear classifiers [Utg88; LHF03; CE07]. We investigate the effect of these ideas on tree sizes in the verification setting.

Decision trees have also been adapted to the problem of multi-label classification, which is similar to the setting of nondeterministic controller representation, e.g. [CK01; CHC03; Zha+10]. The fundamental difference between those techniques and our approach is that we need to ensure that a subset of the possible labels is always exactly represented by the decision tree, while multi-label classification in machine learning can allow small errors in the form of predicting wrong labels. Interestingly, the impurity measure developed by Clare and King [CK01] is fairly similar to our multi-label entropy formulation (Section 5.4.4), although they give less theoretical justification. An overview of multi-label classification techniques can be found in [TK07; Mad+12].

**Decision trees in formal methods.** In the verification setting, decision trees have previously been used for the representation of controllers or strategies, for example in Markov decision processes (MDP) [Brá+15] or graph games [Brá+18; NM19]. They have also been combined with linear classifiers [Ash+19a] and been investigated with regards to optimality [Ash+19b]. The primary difference between those approaches and ours is that we mostly use a different, more intuitive, data representation and provide specialized techniques for categorical variables that lead to much more explainable decision trees. Furthermore, we allow linear classifiers also in inner nodes and thoroughly investigate determinization and impurity measures as key components of the learning algorithm. Some of the techniques we use are based on our previous work in [Ash+20b].
Related Work

Neider et al. [NSM16] use decision trees in the domain of program synthesis for the representation of piecewise functions and formulate a multi-label learning problem very similar to our own. Their developed impurity measure based on minimal hitting sets is quite different from our approaches, but could in principle also be used in the setting of controller representation.

Decision diagrams. Binary decision diagrams (BDD) [Bry86] are an alternative, widely used data structure for controller representation. However, they have several drawbacks in comparison with decision trees [Brá15; Brá18]: first, they operate on a bit-level representation of state-action pairs, which makes them barely comprehensible at all. Second, they are usually only small if a good variable ordering is chosen, which is a notoriously difficult problem. In contrast, decision trees are easily understandable as they directly work on the semantic level of the variables and there exist a plethora of sophisticated algorithms for their construction.

Algebraic decision diagrams (ADD) [Bah97] are an extension of BDDs that allow for leaf nodes from an arbitrary, not necessarily Boolean, domain. Furthermore, they are often used not with a bit-level representation, but operate on Boolean vectors that describe the outcome of several tests. Any such ADD can straightforwardly be converted to a decision tree by inserting the tests themselves into the inner nodes and splitting leaves to create an acyclic graph. They have been used in controller representation for example by Girard [Gir12], although he does not provide any concrete algorithm.

Tools. We build upon and extend the tool dtControl [Ash20b], which was developed specifically for the construction of decision trees for controller representation. All alternative decision tree building tools we are aware of, such as CART [Bre84], C4.5 [Qui93], OC1 [Mur93] or WEKA [Fra10], are geared towards the machine learning usecase, which often makes it harder to obtain decision trees precisely representing controllers. They also do not implement our specialized algorithms, nor do they offer close integration with verification tools. MEKA [Rea16] is an extension of WEKA allowing for multi-label classification, although it is also primarily a machine learning tool. A variety of programs exist for the construction and manipulation of BDDs and ADDs, e.g. [Som01; Gos19].
3 Preliminaries

In this chapter, we introduce the basic terms and definitions, as well as the fundamental algorithms our work builds upon. We start by providing a precise definition of controllers for the purpose of this thesis and examine different properties they may have. We proceed by giving a brief introduction to some concepts from the field of machine learning that are especially important in our context. Finally, we introduce decision trees and the abstract decision tree learning algorithm, which forms the basis of most of our work.

3.1 Controllers

Recall that the starting point for the model checking and synthesis problems is some kind of abstract mathematical model of a system and a set of properties that it should satisfy. The verification of this model produces a controller that specifies the behavior of the system in such a way that the properties are guaranteed to be satisfied. Controllers can be used both to deepen one’s understanding of a system and directly for implementation.

There exist a great deal of mathematical models that can be used to describe a system. For instance, Markov decision processes [Put94], timed automata [AD90], and symbolic models of hybrid systems [Tab09] have all been used successfully in various verification contexts. While these are different models used in different scenarios, they still share some key concepts:

• They define a notion of states of the system, which depend on a number of state variables.
• They define actions that the system can perform in each state.
• Executing a particular action in a particular state changes the state of the system; it transitions into a new state.

To specify the behavior of a system, a controller then needs to exactly describe which action can be taken in which state in order to satisfy the given properties. These actions are often referred to as safe.

Inspired by [Brá’15; Ash’19b], we formally define a controller as follows:

**Definition 1.** Given a model $\mathcal{M}$ with states $S$ and actions $A$, a controller $C \subseteq S \times A$ for that model is a (left-total) relation specifying safe actions for a state. We assume that $\mathcal{M}$’s states are determined by $n$ state variables $v_i$ with domain $\text{Dom}(v_i)$, i.e. $S \subseteq \prod_{i=1}^{n} \text{Dom}(v_i)$.
Remark 1. In general, the actions that a controller deems safe in a particular state could depend on the previous actions taken by the controller. However, these controllers with memory are often not required for optimal behavior [Brá+15; EJ91]. In this thesis, we only consider the memoryless controllers defined above.

In some models, the actions of the controller correspond to the setting of one or more output variables. For instance, a room temperature control system might be able to simultaneously manage heaters in multiple rooms. This would still be considered a single action in the definition above; we do not distinguish between these models and models with single-output actions.

Remark 2. The terminology of input and output can become quite confusing in the discussion of controllers, since the output of the controller often acts as the input of the system to be controlled (e.g. in the temperature control system given above). In the context of this thesis, we use the term output, since we are mainly interested in the controllers themselves, and efficient representations thereof.

An important characteristic of controllers is whether they are deterministic or nondeterministic. We say that a controller $C$ is deterministic if and only if it only assigns one action to each state, i.e. for all $s \in S$ we have that $|\{(s,a) : a \in A, (s,a) \in C\}| = 1$. On the other hand, controllers that allow more than one action per state are called nondeterministic (sometimes also liberal or permissive).

Remark 3. In literature, controllers are also called strategies, policies, or schedulers. In the context of this thesis, these terms are equivalent.

3.2 Machine learning

Decision trees have originally been developed in the field of machine learning. Therefore, we need a basic understanding of some of the main concepts from that field to grasp their underlying ideas in detail. Moreover, such an understanding will allow us to realize the fundamental differences between the verification and the machine learning setting and the resulting challenges that we will need to overcome.

3.2.1 Learning algorithms and the classification task

Machine learning is concerned with the development of learning algorithms — algorithms whose performance at some class of tasks improves with some form of experience [Mit97, Ch. 1]. In this thesis, we will focus on the particular task of classification, where a computer program needs to assign labels to some input. For example, in image recognition, the input is an image of an object and the program tries to label it with the corresponding name of the object.

The following discussion is mainly based on [GBC16, Ch. 5]. In classification, the experience an algorithm can utilize is usually present in the form of a training dataset of examples (also known as data points) and their labels. For instance, we might have a dataset of hand-labeled images that we provide to our learning algorithm.
3.2 Machine learning

We also need to specify how we represent the input to the algorithm. Usually, this is done by extracting a set of features or attributes from an example that measure important properties. In the case of image recognition, these features would mostly be the color values of the individual pixels of the image, but could for example also include metadata such as whether the image was taken inside or outside. We differentiate between numeric, i.e. real-valued features such as the color values of the pixels, and categorical features, which can only take on one of a specific set of possible values, e.g. inside or outside.

Formally, the task of classification is defined as follows:

**Definition 2.** Given a training dataset \( D: X \rightarrow Y \), explicitly represented as \( D \subseteq X \times Y \), where \( X \subseteq \mathcal{F} \) is a set of examples represented as feature vectors from some feature space \( \mathcal{F} \), and \( Y \) is the set of possible labels, the task of classification requires learning a function \( f: \mathcal{F} \rightarrow Y \) that should match the training dataset \( D \) as closely as possible. The learned function \( f \) is called a classifier.

One special case of classification important in our setting is multi-label classification, e.g. [TK07]. Here, we are given a set \( L = \{l_1, \ldots, l_n\} \) of single-labels \( l_i \) and have that \( Y \subseteq 2^L \setminus \{\emptyset\} \). Thus, there exist potentially multiple single-labels that can be assigned to a single data point. This is not to be confused with multi-class classification, which simply requires that \( |Y| > 2 \).

The process of learning the function \( f \) is often referred to as training a classifier. Once a classifier is trained, the label of a data point \( x \in \mathcal{F} \) can be retrieved by evaluating \( f(x) \), a process known as inference or prediction.

In Section 5.1 we will see how we can frame the problem of controller representation as a classification task, which will allow us to utilize learning algorithms such as decision tree learning.

### 3.2.2 Generalization and overfitting

As is evident from Def. 2, a classifier \( f \) is an approximation of the real, unknown function \( f^*: \mathcal{F} \rightarrow Y \), learned with only the limited information from the training dataset \( D \). It is crucial that \( f \) also performs well on the data points in \( \mathcal{F} \setminus X \), and not just on those on which it has been trained. This ability is called generalization [GBC16, Ch. 5].

A key challenge in machine learning is preventing overfitting, which means that a classifier performs very well on the training data, but poorly generalizes to previously unseen examples [Mit97, Ch. 3]. This phenomenon can occur if the classifier only learns concepts (or noise) that are specific to the training dataset, but do not extend to the general feature space. In the worst case, a classifier simply memorizes the training dataset, leading to perfect performance on the training data, but very poor predictions for new examples. The concepts of generalization and overfitting are illustrated in Fig. 3.1.
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Figure 3.1: The concepts of overfitting and generalization. The data are points in the feature space \( \mathcal{F} = \mathbb{R}^2 \) with different labels represented as squares and circles. The shaded area indicates previously unseen examples not present in the unshaded training data. The blue line shows a classifier that makes small errors on the training data, but generalizes well. In contrast, the red line represents an overfitting classifier that perfectly recalls the training data, but poorly generalizes.

3.3 Decision trees

We now turn our attention to a particular classifier – decision trees – and a related learning algorithm that have received much attention in a variety of fields [Mur98].

3.3.1 Data structure

The underlying idea of classification with decision trees (DT), e.g. [Mit97, Ch. 3], is simple. In order to classify a data point, we simply ask a number of questions about the features of that data point. Depending on the answers to our questions, we return a different label. A typical question we could ask is “Is the value of the \( i \)th feature of the data point \( \leq 5 \)” or “What is the value of the \( j \)th feature of the data point?”.

It seems natural that the questions we want to ask depend on the answers to the questions we have already asked. This process of asking questions can be conveniently represented in a tree structure: starting from the first question in the root node, we select a subtree depending on the answer to that question, and then proceed recursively until we have enough information to confidently assign a label to the data point.

To illustrate, consider the task of classifying a day as suitable or not for playing tennis based on several attributes, such as weather and wind strength, as introduced in [Qui86; Mit97, Ch. 3]. We might not be willing to play if it rains; if it is overcast, our decision might depend on the temperature; and if it is sunny, we might only want to play if
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Figure 3.2: A sample decision tree that determines if a day is suitable for playing tennis. In this case, the classes are either play or don’t play. Adapted from [Qui86].

the wind is not too strong. A sample decision tree corresponding to this classification process is depicted in Fig. 3.2. For example, this DT would classify the day

\[
\langle \text{Weather} = \text{Overcast}, \text{Temperature} = \text{Cool}, \text{Wind} = \text{Strong}, \text{Humidity} = \text{Normal} \rangle
\]

as play, since the instance would take the second branch of the root node and subsequently the first branch of the child node. Note that the DT does not have to consider all attributes—e.g. in this example, it would ignore Humidity.

Formally, we give the following definition of DTs:

**Definition 3.** A decision tree (DT) \( T \) over a domain \( \mathcal{F} \) with a set of labels \( Y \) is defined recursively as follows:

1. A DT of height 0 is a label \( y \in Y \).
2. A DT of height \( h + 1 \) is a tuple \((T, \rho)\), where
   - \( T = (T_1, \ldots, T_n) \) is an ordered list of sub-decision trees with height \( \leq h \), with at least one \( T_i \in T \) of exactly height \( h \),
   - \( \rho : \mathcal{F} \rightarrow [n] \) is a predicate assigning an index corresponding to a subtree \( T_i \in T \) to every data point \( x \in \mathcal{F} \).

Given a DT \( T \) and a data point \( x \in \mathcal{F} \), predicting the label \( T_i(x) \) is simple: if \( T \) is a leaf, its label \( y \) is returned. If \( T \) is not a leaf, we evaluate \( \rho(x) \) to obtain an index corresponding to a subtree \( T_i \in T \). We then return the result \( T_i(x) \) of classifying \( x \) with the DT \( T_i \).

An interesting perspective on DTs is that they recursively partition the feature space according to their predicates [Bre+84, Ch. 2]. In the example above, the feature space is first partitioned into the three subspaces containing the points where \( \text{Weather} \) equals \( \text{Rain}, \text{Overcast}, \) or \( \text{Sunny} \), respectively. Then those subspaces are again partitioned by the respective subtrees. Finally, when reaching a leaf, we stop partitioning and assign a label to the corresponding subspace.
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3.3.2 Decision tree learning

We have seen that DTs are useful structures for representing a classification process. But how do we construct a DT for a given dataset \( D \subseteq X \times Y \)? This amounts to the problem of training a classifier as defined in Def. 2.

There exist numerous learning algorithms to solve this task, such as \textsc{cart} [Bre84], \textsc{id3} [Qui86], and its successor, \textsc{c4.5} [Qui93]. The general principle behind these algorithms is similar: they greedily search through the space of possible DTs in a top-down manner [Mit97, Ch. 3]. In particular, they start with a single root node containing the whole training dataset \( D \), and proceed with the following steps [Qui93, Ch. 2]:

1. If \( D \) is pure, i.e. there exists a \( y \in Y \) such that for all \( x \in X \), we have \( D(x) = y \), then return the leaf node \( y \).
2. Otherwise, pick the best possible predicate \( \rho^* \in \Pi \) out of the set of possible predicates \( \Pi \). Partition \( D \) into subsets \( D_1, \ldots, D_n \) using \( \rho^* \), recursively train DTs \( T_i \) on those subsets, and return the tuple \( (T, \rho^*) \) with \( T = (T_1, \ldots, T_n) \).

The set of possible predicates \( \Pi \) is a central parameter of the learning algorithm that we will discuss in Section 5.2.

We see that the algorithm is greedy as it immediately picks the best predicate \( \rho^* \) at a node. But how do we determine the quality of a predicate? For this, we introduce the concept of impurity measures.

**Definition 4.** An **impurity measure** \( \phi \) is a function that assigns a non-negative impurity value to a predicate \( \rho \) with respect to a (sub-)dataset \( D \).

Intuitively, an impurity measure estimates how “impure” the dataset is after having been split with \( \rho \). For instance, if \( \rho \) perfectly separates the data, i.e. the resulting partitions of \( D \) are all pure, the impurity \( \phi(\rho, D) \) is 0. On the other hand, if there is still a lot of variety in the labels in the partitions after the split, the impurity is large. We discuss several concrete impurity measures in Section 5.3.

The DT learning algorithm is specified formally in Algorithm 1.

**Avoiding overfitting.** DTs are classifiers that are especially prone to overfit [Mit97, Ch. 3]. To see why, notice that Algorithm 1 is guaranteed to grow a tree that perfectly classifies the training dataset (assuming the considered predicates are expressive enough to completely separate the data). If there is any noise in the training data, or concepts that do not generalize, the DT will memorize this information, and thus perform poorly on unseen examples.

A variety of techniques have been developed to overcome this problem, which can be grouped into two main classes [Mit97, Ch. 3]:

- *early stopping* approaches that stop growing the tree before it perfectly separates the training data,
- *pruning* methods that post-process the tree in some manner.
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Algorithm 1 Decision tree learning

Require:
A dataset $D \subseteq X \times Y$, a set of possible predicates $\Pi$, and an impurity measure $\phi$.

1: procedure LEARN-DT($D$, $\Pi$, $\phi$)
2: if $D$ is pure then
3: return some $y \in Y$
4: end if
5: $\rho^* \leftarrow \arg\min_{\rho \in \Pi} \phi(\rho, D)$
6: for all $i$ in $[n]$ do
7: $D_i \leftarrow \{(x, y) \in D : \rho^*(x) = i\}$
8: $T_i \leftarrow \text{LEARN-DT}(D_i, \Pi, \phi)$
9: end for
10: $T \leftarrow \{T_1, \ldots, T_n\}$
11: return $(T, \rho^*)$
12: end procedure

Furthermore, an extension of DTs called random forests [Bre01] has been developed. These classifiers consist of multiple decision trees and deal with the problem of overfitting by introducing randomness to the tree growing process.

With these adaptations of the tree building algorithm, DTs and random forests have been used successfully in machine learning for decades. Especially random forests have been shown to produce very good results on a variety of datasets [Del+14]. However, we will not investigate these techniques further since overfitting is not a problem in our setting— in fact, it is an essential requirement as we will see in Section 5.1.5.
4 Tool

All techniques for controller representation with decision trees presented in this thesis have been implemented in the latest version of the tool *dtControl* [Ash+20b]. In this chapter, we give a short overview of the tool from a user’s perspective. The interested reader is referred to the more extensive documentation in the user manual, which is available at the official website\(^1\).

4.1 Overview

*dtControl* is an open-source tool that can convert memoryless controllers from a variety of verification tools to a decision tree representation. It is written in Python, supporting versions 3.6.7+. The only dependencies of *dtControl* are standard Python packages such as *NumPy* [Oli06] and *scikit-learn* [Ped+11], which are automatically installed alongside *dtControl* if the tool is installed as a *pip*\(^2\) package. Detailed installation instructions can be found on the official website of the tool.

There are two main ways to interact with *dtControl*. The command-line interface (CLI) provides convenient access to all of the core functionality and should satisfy the needs of most users who simply want to run *dtControl* to convert controllers to DTs. We also provide a Python interface for users who want to integrate *dtControl* into their own Python programs and Jupyter notebooks.

4.2 Workflow

To convert a controller represented as a list of state–action pairs to a DT, the user has to (i) provide the controller as input to *dtControl* in one of the supported formats, (ii) choose one of the predefined algorithms or specify a custom combination of algorithm parameters, and (iii) select one of the various output formats. A schematic overview of this process is given in Fig. 4.1.

4.2.1 Input formats

*dtControl* currently supports the following verification tools:

\(^1\)https://dtcontrol.model.in.tum.de/

\(^2\)pip is a standard package-management system for Python.
• **SCOTS** [RZ16], an open-source symbolic controller synthesis tool for nonlinear control systems. It can output the synthesized controllers in a sparse matrix format that can directly be used as input for *dtControl*.

• **UPPAAL Stratego** [Dav+15], a model checking and synthesis tool for timed games. *dtControl* can read the controller produced by **UPPAAL Stratego** in its raw format.

• **PRISM** [KNP11], a probabilistic model checker supporting a variety of models such as discrete- and continuous-time Markov chains, MDPs, and probabilistic timed automata. In our context, not every model is relevant, since some are entirely probabilistic and do not have a concept of actions. *dtControl* currently only supports controllers for MDPs given in PRISM’s textual format.

Furthermore, *dtControl* supports a custom comma-separated values (CSV) format that simply lists values of state variables and the corresponding values of output variables. This format can be useful when dealing with output from unsupported verification tools. Another option in that case would be to directly add support for the new tool to *dtControl*, a straightforward process detailed in the developer manual\(^3\).

### 4.2.2 Parameters

As shown in Fig. 4.1, the DT learning algorithm implemented in *dtControl* has three main parameters. We briefly describe their effect on the learned decision trees. For the theoretical background of the learning algorithm, see Chapter 5.

\(^3\)Also available at https://dtcontrol.model.in.tum.de/
• **Predicates.** For a vector of numeric features $x^{(n)}$, dtControl supports axis-aligned predicates of the form $x_i^{(n)} \leq t$, where $t \in \mathbb{R}$ is an arbitrary threshold, as well as oblique splits of the form $w^\top x^{(n)} \leq t$, where $w \in \mathbb{R}^{|x^{(n)}|}$, $t \in \mathbb{R}$. Oblique splits have the advantage that they can incorporate information from more than one state variable, although they can be harder to interpret.

For a vector of categorical features $x^{(c)}$, dtControl supports both binary predicates $x_i^{(c)} = a$, where $a$ is one of the possible values of the feature $x_i^{(c)}$, as well as multi-valued splits with one branch for every possible value the feature $x_i^{(c)}$ can take. If the functionality is enabled, some of the branches of multi-valued splits can also be merged automatically to improve the DT representation.

• **Determinization.** The user has the option to let dtControl (partly) determinize nondeterministic controllers, i.e. remove some of the nondeterministic actions, which can significantly reduce tree sizes [Ash+20b]. If determinization is not wanted, dtControl retains all information present in the original controller.

• **Impurity measures.** dtControl offers a range of different impurity measures, which affect the inner workings of the DT learning algorithm (and thus, potentially, the size of the learned DTs). The default impurity measure, entropy, should be kept in most cases. Advanced users can also try other options, such as the gini index. dtControl furthermore offers extensions of the impurity measures meant to be used in conjunction with determinization.

In order to facilitate the usage of dtControl as much as possible, the CLI ships with a number of reasonable default parameter configurations that allow for quick experimentation. Many users will find these default configurations sufficient for their needs.

### 4.2.3 Output formats

dtControl outputs learned decision trees in two formats: in the DOT graph description language [GN00], for visual inspection of the trees, and as C code, which can directly be used for implementation. The C code is simply a chain of if-then-else statements corresponding to the DT. Examples for these output formats are given in Fig. 4.2 and Listing 4.1, respectively.

There is a great number of parameters that can be tweaked in the DT learning algorithm, and it can be fruitful to try many different combinations thereof. To this end, dtControl offers benchmarking functionality that allows for the easy training and comparison of differently configured decision trees. The results of a benchmark are displayed in an HTML file, as shown in Fig. 4.3.
**Figure 4.2:** A sample DOT output of dtControl, as displayed by the dot program [GN00].

**Listing 4.1:** The C code produced by dtControl corresponding to the decision tree in Fig. 4.2.

```c
void classify(const float x[], float result[]) {
    if (x[1] <= 20.625) {
        if (x[4] <= 20.625) {
            result[0] = 1.0f; result[1] = 1.0f;
        }
        else {
            result[0] = 1.0f; result[1] = 0.0f;
        }
    }
    else {
        if (x[4] <= 20.625) {
            result[0] = 0.0f; result[1] = 1.0f;
        }
        else {
            result[0] = 0.0f; result[1] = 0.0f;
        }
    }
}
```
### 4.2 Workflow

**Figure 4.3:** Part of an HTML file created by dt\texttt{control} containing a table with benchmark results.

<table>
<thead>
<tr>
<th></th>
<th><strong>Axis</strong></th>
<th><strong>LogReg</strong></th>
<th><strong>Multi-label</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>10rooms</strong></td>
<td>nodes: 17297</td>
<td>nodes: 147</td>
<td>nodes: 7</td>
</tr>
<tr>
<td></td>
<td>inner nodes: 8649</td>
<td>inner nodes: 73</td>
<td>inner nodes: 3</td>
</tr>
<tr>
<td></td>
<td>paths: 8649</td>
<td>paths: 74</td>
<td>paths: 4</td>
</tr>
<tr>
<td></td>
<td>bandwidth: 14</td>
<td>bandwidth: 7</td>
<td>bandwidth: 2</td>
</tr>
<tr>
<td></td>
<td>time: 00:00:07.667</td>
<td>time: 00:00:11.920</td>
<td>time: 00:00:00.269</td>
</tr>
<tr>
<td></td>
<td>DOT / C</td>
<td>DOT / C</td>
<td>DOT / C</td>
</tr>
<tr>
<td><strong>cartpole</strong></td>
<td>nodes: 253</td>
<td>nodes: 199</td>
<td>nodes: 7</td>
</tr>
<tr>
<td></td>
<td>inner nodes: 126</td>
<td>inner nodes: 99</td>
<td>inner nodes: 3</td>
</tr>
<tr>
<td></td>
<td>paths: 127</td>
<td>paths: 100</td>
<td>paths: 4</td>
</tr>
<tr>
<td></td>
<td>bandwidth: 7</td>
<td>bandwidth: 7</td>
<td>bandwidth: 2</td>
</tr>
<tr>
<td></td>
<td>time: 00:00:00.240</td>
<td>time: 00:00:03.294</td>
<td>time: 00:00:00.018</td>
</tr>
<tr>
<td></td>
<td>DOT / C</td>
<td>DOT / C</td>
<td>DOT / C</td>
</tr>
<tr>
<td><strong>helicopter</strong></td>
<td>nodes: 6347</td>
<td>nodes: 3753</td>
<td>nodes: 123</td>
</tr>
<tr>
<td></td>
<td>inner nodes: 3173</td>
<td>inner nodes: 1876</td>
<td>inner nodes: 61</td>
</tr>
<tr>
<td></td>
<td>paths: 3174</td>
<td>paths: 1877</td>
<td>paths: 62</td>
</tr>
<tr>
<td></td>
<td>bandwidth: 12</td>
<td>bandwidth: 11</td>
<td>bandwidth: 6</td>
</tr>
<tr>
<td></td>
<td>time: 00:00:47.359</td>
<td>time: 00:07:53.336</td>
<td>time: 00:00:36.030</td>
</tr>
<tr>
<td></td>
<td>DOT / C</td>
<td>DOT / C</td>
<td>DOT / C</td>
</tr>
</tbody>
</table>
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With the preliminaries as well as the functionality of the tool dtControl covered, we now show how the basic DT learning algorithm described in Section 3.3.2 can be utilized for the problem of controller representation. We begin by examining how this problem can be framed as a classification task and what some of the key challenges are when doing so. Subsequently, we discuss the resulting algorithm and all its parameters in comprehensive detail.

5.1 Controller representation as a classification problem

In order to use DT learning algorithms to build decision trees for controller representation, we first need an instance of a classification problem. The main idea we employ is to treat a controller as a training dataset, which can then be used as input for the learning algorithm. Our approach has previously been described in [Ash+20b] and is similar to the one of [Ash+19b].

Recall that a training dataset is a function $D : X \rightarrow Y$ that maps feature vectors to labels. A controller $C \subseteq S \times A$ is a relation specifying safe actions for each state. We want to construct a DT that, given a state, returns the corresponding safe actions.

5.1.1 The feature space

With the above definitions, it is immediately obvious how we should define the feature space $F \supseteq X$ of the classification problem. Since we want to map states to actions, the feature vectors must be able to represent states. Therefore, for the classification task, we define

$$X = S$$

and

$$F = \prod_{i=1}^{n} \text{Dom}(v_i),$$

where $v_1, \ldots, v_n$ are again the state variables of the model.

5.1.2 The labels

The set of labels $Y$ is determined by the set of actions $A$. We distinguish two cases:
Deterministic controllers

If $C$ is deterministic, we can directly set $Y = A$. Then the learned DT will represent a function $f: S \rightarrow A$ that assigns the (only) safe action $a \in A$ to a state $s \in S$.

Nondeterministic controllers

In the case of a nondeterministic controller $C$, the classification problem becomes an instance of a multi-label classification task (see Def. 2). We set

$$L = A$$

and

$$Y = \{y \in 2^L : \exists s \in S, \forall l \in y, (s, l) \in C\}.$$  

In this case, the learned DT will map from a state $s$ to the set of possible actions $y \in 2^A$ for that state.

Note that the standard DT learning algorithm will simply treat every label in $Y$ as a unique label, disregarding the information that we are actually dealing with a multi-label classification problem. This approach is often called the label powerset method [Mad+12]. It has the advantage that the learned DT will retain all of the nondeterminism present in the original controller. Other approaches for dealing with nondeterminism will be discussed in Section 5.4.

5.1.3 The classification problem

We can use the defined sets $X$ and $Y$ to construct a training dataset: In the case of a deterministic controller $C$, we have

$$D = \{(x \in X, y \in Y) : (x, y) \in C\}.$$  

If $C$ is nondeterministic,

$$D = \{(x \in X, y \in Y) : \forall a \in A, (x, a) \in C \iff a \in y\}  = \{(x \in X, \{a \in A : (x, a) \in C\})\}.$$  

This training dataset $D$ is the only ingredient we need to now actually run the DT learning algorithm described in Section 3.3.2 to construct a decision tree representing the controller $C$. With $D$ as input, the algorithm will produce a tree that correctly maps from states to (sets of) possible actions.

5.1.4 Other approaches

Another approach to frame the problem of controller representation as a classification task is to construct a training dataset with only the two classes Good and Bad, where Good contains all state–action pairs that are allowed by the controller, and Bad contains
those pairs that are not allowed. A feature vector then consists of both the state variables as well as the suggested action, and the DT can determine whether this combination is safe. This approach has been used in [Brá+15; Brá+18; Ash+19a].

While this idea has been shown to also work rather well, it has a few disadvantages in comparison to our strategy. The first disadvantage is conceptual: we want an understandable representation of a controller, which assigns actions to states. It is thus more natural to learn DTs that also assign actions to states, instead of DTs that assign a label $\in \{\text{Good, Bad}\}$ to a combination of state and action. We think that a DT with actions only in its leaf nodes is more interpretable than a DT with actions in inner nodes.

Furthermore, the alternative approach poses two practical problems: first, it tremendously increases the size of the training dataset, since it must also include state–action pairs that are not safe, and thus slows the learning process. Second, if we want to actually compute safe actions for a state as part of the implementation of the controller, we now have to potentially query the DT with many state–action combinations, until we finally try one that is indeed safe.

### 5.1.5 Comparison of the verification and the machine learning setting

Because we have transformed the problem of controller representation into the machine learning problem of classification, it is important to be aware of the fundamental differences between the verification and the machine learning setting, and why we can still use DT learning algorithms.

As outlined in Section 3.2.2, in machine learning, one of the most important characteristics we want a classifier to have is the ability to generalize. In order to achieve this, various techniques to prevent overfitting are often employed.

In contrast, in the setting of verification, we want our controllers to be safe. Thus, we cannot allow any errors in the classification of the training dataset. Even if a single instance of the training data is misclassified, the controller representation is not guaranteed to be safe anymore. This means that we do not wish to prevent the overfitting of the classifier on the training dataset; in fact, it is now an essential requirement [Brá+18].

Generalization, on the other hand, does not apply in the verification setting. The controller we are given already exhaustively lists all relevant states the modeled system can reach, and provides the corresponding actions. Because we then map this controller to the training dataset, there simply is no state in $F \setminus X$ that would ever be reached by the system. Therefore, the ability of the resulting DT to generalize is entirely irrelevant.

With all these differences, how can it be that DT learning algorithms can still be used in our setting? The answer to this question lies in the fact that the standard DT learning algorithm already trains DTs that completely overfit the training data by continuing with the tree building process until all leaves are pure. We simply do not apply any of the measures generally taken to prevent overfitting, outlined in Section 3.3.2, but appreciatively accept the overfitting DT. Consequently, we must be very careful to never instantiate the learning algorithm in such a way that it is unable to overfit, e.g. when using predicates not expressive enough to completely separate the training dataset.
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5.2 Predicates

We now discuss the central parameter of the DT learning algorithm: the set of possible predicates \( \Pi \). Our discussion is split into two parts: we first examine predicates for numeric features and secondly consider categorical attributes.

5.2.1 Numeric features

For this section, if \( x \in X \) is a vector of features, let \( x^{(n)} \) denote the features of \( x \) which are numeric.

Axis-aligned predicates

The simplest predicate on numeric features is to simply compare one feature against a fixed threshold. This results in so-called axis-aligned predicates of the form \( x^{(n)}_i \leq t \), where \( t \in \mathbb{R} \) is the arbitrary threshold. Formally, the predicate assigns 1 to the data points where \( x^{(n)}_i \leq t \), and 2 to the data points where \( x^{(n)}_i > t \).

Let us now fix a specific numeric feature \( \lambda \). How do we choose appropriate thresholds from the infinitely many possible values \( t \)? Breiman et al. [Bre84, Ch. 2] note that, in fact, there are only finitely many thresholds one has to consider and suggest the following procedure:

Let \( V_{\lambda} \) be the set of possible values for the feature \( \lambda \) in \( D \). We can sort this set to obtain a sequence \( v_{\lambda,1}, \ldots, v_{\lambda,m} \) of values. Now, note that all thresholds \( t \in [v_{\lambda,j}, v_{\lambda,j+1}) \) produce the same partition of \( D \): all data points with \( \lambda \leq v_{\lambda,j} \) are separated from the data points with \( \lambda \geq v_{\lambda,j+1} \). Thus, there are only \( m - 1 \) thresholds we have to consider, where the \( j^{th} \) threshold is simply the midpoint, i.e.

\[
t_j = \frac{v_{\lambda,j} + v_{\lambda,j+1}}{2}.
\]

In order to find the best predicate, we exhaustively consider all such axis-aligned predicates for every numeric feature \( x^{(n)}_i \) and pick the one with lowest impurity.

Why are these predicates called axis-aligned? Consider the numeric part \( F^{(n)} \) of the feature space with dimension \( d := |x^{(n)}| \). A predicate of the form \( x^{(n)}_i \leq t \) partitions this feature space along a \( d - 1 \) dimensional, axis-aligned hyperplane. For instance, if \( F^{(n)} = \mathbb{R}^2 \), axis-aligned predicates correspond to lines parallel to either the \( x \)- or the \( y \)-axis. A DT with axis-aligned predicates and the corresponding partitioning of the feature space is shown in Fig. 5.1.

Oblique predicates

An inherent disadvantage of axis-aligned predicates is that they are only able to utilize information from a single feature at once. However, in many cases we might be interested in a combination of different features. For example, suppose that \( x_1 \) and \( x_2 \) measure the
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Figure 5.1: A DT with axis-aligned predicates (left) and its representation as a partition of the feature space (right). Concept from [Bre’84, Ch. 2].

distances that two cars have traveled. A controller for some kind of collision avoidance system could probably be represented much more concisely if we could ask questions about the distance between the cars, which would correspond to predicates of the form $x_1 - x_2 \leq t$.

In addition to axis-aligned predicates, we thus also consider oblique predicates, which are linear combinations of the numeric features. They have the following form:

$$d \sum_{i=0}^{d} w_i x_i^{(n)} \leq t,$$

which can be represented more compactly in vector notation:

$$w^\top x \leq t.$$

The vector $w \in \mathbb{R}^d$ specifies the weights used in the linear combination, and $t \in \mathbb{R}$ is again an arbitrary threshold.

From the geometric point of view, these oblique predicates correspond to arbitrary $d - 1$ dimensional hyperplanes in the numeric part of the feature space. As illustrated in Fig. 5.2, the removal of the restriction that the hyperplanes be axis-aligned often allows to partition a dataset with fewer predicates.

The problem of finding the optimal hyperplane $H$ to separate the dataset is much harder than the problem of finding the best axis-aligned predicate. Simply enumerating all possible hyperplanes, as we did for axis-aligned predicates, is not feasible, since there are exponentially many ways the examples could be partitioned with an oblique
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Figure 5.2: Oblique predicates. The blue line illustrates how a dataset in the feature space $\mathcal{F} = \mathbb{R}^2$ can be separated with just one oblique predicate. In contrast, five axis-aligned predicates would be required to partition the same dataset, as indicated by the red line. Concept from [Ash+19a].

A predicate [Mur’93]. As such, some kind of heuristic to restrict the set of considered hyperplanes is required.

In this thesis, we investigate the two methods for finding oblique predicates that are currently implemented in dtControl:

**OC1.** The oblique classifier system OC1 [Mur’93] uses a combination of a local search and randomization to find a hyperplane with low impurity. The algorithm roughly works as follows:

1. Choose a random hyperplane $\mathcal{H}$.
2. For every coefficient $c_i$ of $\mathcal{H}$, find a locally optimal value that minimizes the impurity.
3. Perturb $\mathcal{H}$ in a random direction. If this improves the impurity, go to step 2. Otherwise, try a different random direction until a stopping criterion is met.

This random search is carried out multiple times, and finally the hyperplane with the lowest impurity is returned.

It is obvious that this approach is entirely heuristic and does not guarantee in any way that the returned predicate is optimal. However, even if there might be another hyperplane with even lower impurity, tree sizes can already be significantly reduced with any hyperplane that performs better than the standard axis-aligned predicates.

**Linear classifiers.** An alternative to the random search approach of OC1 is using binary linear classifiers from machine learning to obtain oblique predicates.

**Definition 5.** A binary linear classifier $f$ with labels Pos and Neg, e.g. [Bis07, Ch. 4], consists of a weight vector $w \in \mathbb{R}^d$ and a threshold $t \in \mathbb{R}$. A feature vector $x \in \mathcal{F}$ is classified as follows:

$$f(x) = \begin{cases} 
\text{Pos}, & \text{if } w^\top x \geq t \\
\text{Neg}, & \text{otherwise}.
\end{cases}$$
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In the machine learning literature, there exist a wide variety of binary linear classifiers and related learning algorithms. Some of the most prominent ones include Logistic Regression [Bis07, Ch. 2], linear Support Vector Machines (SVM) [Bis07, Ch. 7], Perceptrons [Bis07, Ch. 2], and Naive Bayes [For19, Ch. 2].

Now, assume for the moment that there are only two actions in our training dataset. In order to obtain an oblique predicate, we could train a linear classifier on the subset of training data at a particular node. The obtained classifier would yield a hyperplane, given by the classifier’s weights $w$, that tries to best separate the dataset into the two classes. This approach has been used successfully with different linear classifiers in some machine learning problems, e.g. [Utg88; LHF03; CE07]. In the verification setting, Ashok et al. [Ash+19a] first explored using linear classifiers in DTs. By using the Good/Bad data representation outlined in Section 5.1.4, they ensure that they always have a binary classification problem.

In contrast, with our data representation, we cannot simply train a binary classifier, since we have a multi-class (and not binary) classification problem. As a remedy, [Ash+20b] introduces the following technique based on the classical one-versus-the-rest classification known from machine learning [Bis07, Ch. 4]: for every possible label $y$ that appears in the subset of a particular node, train a classifier $f_y$ that tries to separate the points with label $y$ from all other points. Finally, pick the one classifier $f_y^*$ with the lowest impurity.

It is again clear that there is no guarantee that the oblique predicates obtained this way are optimal — especially since with the one-versus-the-rest approach, the training of the linear classifiers only takes one particular label into account. Linear classifiers are thus simply another heuristic that can be used to obtain oblique predicates. In the end, the impurity of those predicates determines how useful they actually are.

With the concept of linear classifiers in the nodes of the DT introduced, the idea of using more powerful, non-linear classifiers might also occur. However, recall that one of our main goals is to create explainable controller representations. If we were to use e.g. a neural network inside the DT to partition the dataset, we would lose all of the interpretability of decision trees. The oblique predicates covered in this section strike the balance: they are more powerful than standard axis-aligned predicates, but are in principle still easy to understand.

5.2.2 Categorical features

We now turn our attention to categorical features, support for which has been added to dtControl as part of this thesis.

Treating categorical data as numeric

A very simple initial idea to deal with categorical features is to just treat them as numeric by mapping each value to an arbitrary integer and using axis-aligned or oblique
predicates as discussed above. This method has been used previously in verification with some success, e.g. [Ash+19a].

However, this approach has several obvious disadvantages: first, the resulting DTs are harder to interpret since relations such as “less than” hardly make sense on categorical features. Second, the arbitrary mapping from categorical values to integers can have an effect on the size of the learned DT. Clearly, we need more sophisticated techniques to deal with categorical features.

**Single-comparison predicates**

Let $\lambda$ be a categorical feature with possible (discrete) values $V_\lambda = \{v_{\lambda,1}, \ldots, v_{\lambda,m}\}$. A very simple type of predicate we can construct are single-comparison predicates of the form $\lambda = v_{\lambda,i}$, which are for instance used in [HMS66]. Formally, these predicates assign 1 to the data points where $\lambda = v_{\lambda,i}$ and 2 to the data points where $\lambda \neq v_{\lambda,i}$.

Note the similarity of single-comparison predicates to axis-aligned predicates: they both have a finite set of values or thresholds to consider and compare a feature to a value or threshold with an (in-)equality. Using single-comparison or axis-aligned predicates always yields a binary tree.

**Multi-comparison predicates**

Another common way to partition the data at a node with a categorical feature is to create one branch for each possible value the feature can take [Qui86; Qui93]. Such a multi-comparison predicate assigns the integer $i$ to a data point if and only if $\lambda = v_{\lambda,i}$ for that data point. These predicates were used in the first example of a DT in Fig. 3.2, Section 3.3.

In practice, multi-comparison predicates often produce trees that are larger than necessary. For example, consider the DT depicted in Fig. 5.3. Merging the branches with values red and green, as well as the branches with values blue and yellow would yield a much smaller tree. In general, we thus want to find multi-comparison predicates that do not assign a single feature value to a branch, but instead allow a group of attribute values at every branch.

It is not feasible to simply try all different possible attribute value groupings for every categorical feature $\lambda$, since the number of such groupings is exponential in the number of possible values $|V_\lambda|$ [Qui93, Ch. 7]. We instead use a greedy algorithm based on iterative merging of value groups suggested by [Qui93, Ch. 7], which proceeds as follows:

1. Set the initial value groups $G_i$ to $\{v_{\lambda,i}\}$. This value grouping corresponds to the standard multi-comparison predicates as introduced above.
2. If only two value groups remain, return those as the optimal grouping.
3. For every pair of value groups $(G_i, G_j)$, compute the impurity of the new value grouping in which $G_i$ and $G_j$ are merged.
4. If the impurity has not decreased in any of the new groupings, return the original grouping. Otherwise, proceed to Step 2 with the best new grouping.

In our experiments we found that the grouping algorithm sometimes did not merge branches where it would actually have made the tree more explainable, because the resulting impurity was marginally higher. We thus introduce a bias parameter in favor of larger value groups: instead of only proceeding to Step 2 if the impurity of the new groups has strictly decreased, we set a tolerance \( \tau \) of an acceptable increase in impurity with which we still choose the new grouping. Note that, if we set \( \tau = \infty \), the algorithm will continue merging branches until only two remain and thus produce binary predicates. The procedure is formalized in Algorithm 2.

**Algorithm 2** Attribute value grouping

**Require:**
- The currently considered categorical feature \( \lambda \), the tolerance \( \tau \), a dataset \( D \), and an impurity measure \( \phi \).

```plaintext
1: procedure AVG(\( \lambda \), \( \tau \), \( D \), \( \phi \))
2: \( G' \leftarrow G \leftarrow \{G_1, \ldots, G_m\} = \{v \in V_\lambda\} \)
3: \( \text{while } \phi(\rho_{G'}, D) \leq \phi(\rho_G, D) + \tau \text{ do} \) \( \triangleright \rho_G \text{ is the predicate induced by } G \)
4: \( G \leftarrow G' \)
5: \( \text{if } |G| = 2 \text{ then} \)
6: \( \quad \text{return } G \)
7: \( \text{end if} \)
8: \( \quad \text{for all } (G_i, G_j) \in G^2 \text{ do} \)
9: \( \quad \quad G_{ij} \leftarrow \{G_i \cup G_j\} \cup (G \setminus \{G_i, G_j\}) \)
10: \( \quad \text{end for} \)
11: \( G' \leftarrow \arg\min_{G_{ij}} \phi(\rho_{G_{ij}}, D) \)
12: \( \text{end while} \)
13: \( \text{return } G \)
14: end procedure
```

**Figure 5.3:** Merging branches of nodes with multi-comparison predicates can reduce tree sizes. In this case, the branches with values red and green, as well as the branches with values blue and yellow could be merged.
5.3 Impurity measures

The second parameter of the DT learning algorithm we discuss is the impurity measure $\phi$, which measures the quality of a predicate with respect to a dataset.

5.3.1 Entropy

A particularly well-known impurity measure is based on the concept of entropy from information theory, as introduced in the seminal work of Shannon [Sha48]. Information theory is concerned with quantifying the amount of information the occurrence of a random event yields. If an event $x$ occurs with probability $p_x$, its information content is defined to be

$$I(x) = - \log_2(p_x) \text{ bits.}$$

This definition has several desirable properties [GBC16, Ch. 3]: first, we see that the information content of an event is inversely proportional to its probability. For instance, an event with probability 1 always occurs, and thus does not convey any information. Second, if two events are independent, the information content of both events occurring is the sum of the individual information contents, since

$$I(x, y) = - \log_2(p_{x,y}) = - \log_2(p_x p_y) = - \log_2(p_x) - \log_2(p_y).$$

In the context of impurity measures, the events that we are interested in are that a randomly picked data point from a sub-dataset $D \subseteq X \times Y$ has the label $y \in Y$. Let $n_y$ be the frequency of the label $y$ in $D$, i.e. $n_y = |\{x \in X : D(x) = y\}|$. Then, such an event occurs with probability

$$\frac{n_y}{|D|}$$

and has an information content of

$$- \log_2 \left( \frac{n_y}{|D|} \right) \text{ bits.}$$

The crucial insight that allows for the development of an impurity measure is the following: if the expected amount of information content of these events is low, we already have a lot of knowledge about the labels in the sub-dataset. Thus, classifying this dataset probably requires less effort than classifying a dataset where the expected amount of information content from these events is high. The expected amount of information content is also known as the entropy of the dataset $D$ and is defined as

$$H(D) = - \sum_{y \in Y} \frac{n_y}{|D|} \log_2 \left( \frac{n_y}{|D|} \right).$$

To illustrate two extreme cases, consider a dataset where every data point has a different label. This is extremely hard to classify since every data point has to be
5.3 Impurity measures

separated from all other points, and, correspondingly, the entropy of such a dataset is maximal. In contrast, the entropy of a pure dataset is always 0.

We now have a way to measure the difficulty of classifying a sub-dataset. The entropy impurity measure then simply averages the difficulty of classifying the partitions \( D_1, \ldots, D_m \) created by a predicate \( \rho \). It is thus defined as follows:

\[
\text{ent}(\rho, D) = \sum_{i \in [m]} \frac{|D_i|}{|D|} H(D_i).
\]

Instead of entropy, a similar measure called information gain is sometimes used. The only real difference between the two is that information gain is a measure of goodness, i.e. we want to maximize the information gain in DT learning. This is however equivalent to minimizing entropy [Qui86]. Entropy and information gain are some of the most common ways to determine the quality of predicates and have received a great deal of attention in the DT literature [Bre+84; Qui86; Qui93].

5.3.2 Entropy ratio

An issue with entropy that is sometimes encountered with categorical features is that it favors multi-comparison predicates with a large number of branches [Qui86]. Quinlan [Qui86] thus introduces a normalization of the information gain criterion called the gain ratio. Since this is again a goodness measure, we modified it into an impurity measure named the entropy ratio.

We first introduce the quantity of the intrinsic information content of a split

\[
\text{split info}(\rho, D) = -\sum_{i \in [m]} \frac{|D_i|}{|D|} \log_2 \left( \frac{|D_i|}{|D|} \right).
\]

This measures the expected information content of the event that a randomly selected data point in \( D \) will be assigned the \( i \)th branch, which corresponds to the information generated by the partitioning itself. Naturally, the more branches the predicate \( \rho \) creates, the higher this information content will be. In contrast, the entropy measures the amount of information relevant to classification from the same partitioning [Qui93, Ch. 2].

The entropy ratio then simply normalizes the entropy with the intrinsic information content of a split, i.e.

\[
\text{ent ratio}(\rho, D) = \frac{\text{ent}(\rho, D)}{\text{split info}(\rho, D)}.
\]

It has to be noted that one of the primary reasons for using the entropy ratio instead of just the entropy is to prevent overfitting [Qui93, Ch. 2]. In our setting, overfitting is desirable and there is hence less justification for the entropy ratio.

5.3.3 Gini index

Another common impurity measure used in e.g. the CART system is the gini index [Bre+84, Ch. 4]. It measures the probability of a data point being misclassified if we were to assign
labels randomly based on the label distribution in the sub-dataset. This probability is given by
\[ G(D) = \sum_{y,z \in Y, y \neq z} \frac{n_y n_z}{|D||D|} \]
and can equally be written as
\[ G(D) = \left( \sum_{y \in Y} \left( \frac{n_y}{|D|} \right)^2 \right) - \sum_{y \in Y} \left( \frac{n_y}{|D|} \right)^2 = 1 - \sum_{y \in Y} \left( \frac{n_y}{|D|} \right)^2. \]

Similarly to entropy, the gini index is then a weighted average of these values:
\[ \text{gini}(\rho, D) = \sum_{i \in [m]} \frac{|D_i|}{|D|} G(D_i). \]

5.3.4 Twoing rule
The CART system also defines another measure known as the twoing rule, which is a goodness measure only defined for binary predicates. It is based on transforming the problem of computing the impurity of a multi-class dataset into the task of computing the impurity of a two-class dataset. This transformed problem is then solved with the gini index defined above.

Let \( l \) (\( r \)) be the number of examples on the left (right) side of the split and \( n_{l,y} \) (\( n_{r,y} \)) be the number of examples with label \( y \) on the left (right) side of the split. Then, the twoing rule is defined as follows [Bre+84, Ch. 4]:
\[ \text{twoing}(\rho, D) = \frac{l}{|D| |D|} \left( \sum_{y \in Y} \left( \frac{n_{l,y}}{l} - \frac{n_{r,y}}{r} \right) \right)^2. \]

Following [Mur+93], the impurity measure we minimize is then simply the reciprocal of the twoing rule.

5.3.5 Sum minority
Probably the simplest way to calculate impurity is to count the number of misclassified instances if we were to assign the most frequent label in a partition to all of its data points. This impurity measure is called sum minority and due to Heath et al. [HKS93; Hea93].

Formally, for every partition \( D_i \), let \(|D_i|\) be the number of examples in that partition and \( \gamma(D_i) \) be the label occurring most frequently in \( D_i \). Then, define the minority \( \mu_i \) as
\[ \mu_i = |\{(x, y) \in D_i : y \neq \gamma(D_i)\}|. \]

The sum minority impurity measure is then simply the sum of these minorities:
\[ \text{sum minority}(\rho, D) = \sum_{i \in [m]} \mu_i. \]
5.3.6 Max minority

A very similar impurity measure is max minority [HKS93; Hea93], defined as

\[ \text{max minority}(\rho, D) = \max_{i \in [n]} \mu_i. \]

It counts the number of misclassified instances in the “worst” partition with the maximum number of misclassifications.

Max minority has the theoretical advantage that it produces trees of depth at most \( \log_2(|D|) \) [Mur’93]. However, note that it is the depth that is logarithmic in this expression — the number of nodes is linear in \( |D| \). Thus, this theoretical insight is not very useful in practice.

5.3.7 Area under the receiver-operator curve

The final impurity measure we discuss has been developed specifically for DTs with linear classifiers in the context of controller representation [Ash+19a]. The underlying idea is simple: we want to exploit the knowledge that the dataset will be split with a hyperplane, obtained from a linear classifier or a different heuristic. The impurity measure tries to estimate how well separable the dataset is by a hyperplane after having been split with the predicate \( \rho \).

For now, let us consider the case of only two actions in a dataset. In order to estimate how well separable a sub-dataset is by a hyperplane, we can again train a linear classifier on this sub-dataset and report a metric that measures some quality of this classifier. The simplest such quality would probably be the accuracy, i.e. the fraction of data points classified correctly. However, this has the disadvantage that even trivial classifiers that assign the same label to every data point can achieve high accuracy in the case of an imbalanced label distribution. Ashok et al. [Ash+19a] instead suggest the usage of the area under the receiver-operator curve (AUC), a well-known metric in statistics and machine learning that does not suffer from this drawback.

We thus proceed as follows to estimate the quality of a predicate \( \rho \):

1. Train a linear classifier for every sub-dataset \( D_i \).
2. Return the sum of the obtained AUC scores of the classifiers.

Note that this is again a goodness measure, which we can transform into an impurity measure by considering the reciprocal.

Ashok et al. [Ash+19a] use the Good/ Bad data representation outlined in Section 5.1.4 and hence always deal with a binary classification problem. In order to utilize their idea with our different data representation, we again make use of the technique based on one-versus-the-rest classification introduced in Section 5.2.1: we train one linear classifier for every possible label, which tries to separate this label from the rest, and report a weighted average of the obtained AUC scores.

Note that this impurity measure has the practical disadvantage that we need to train several linear classifiers for every considered predicate, which can be very inefficient.
5.4 Determinization

Determinization is a technique that can tremendously decrease the size of DTs for nondeterministic controllers. In this section, we first describe three simple ideas that already yield surprisingly good results. We then develop a theoretical framework for the improvement of impurity estimates in the context of determinization and introduce two techniques based on this framework that enable us to obtain even smaller decision trees.

Up to now, we have treated nondeterministic controllers \( C \subseteq S \times A \) very similarly to deterministic controllers. The label powerset method employed so far simply treats every combination of safe actions as a unique label and preserves all possible safe actions for every state. The key idea of determinization is the following: since we know that all actions \( C(s) : = \{ a : (s, a) \in C \} \) for a particular state \( s \) are safe, it suffices if the DT represents only a subset thereof. This reduces the amount of information the DT has to encode and consequently also its size.

5.4.1 Determinizing before decision tree learning

The simplest idea for determinization is to directly alter the set of labels \( Y \) used in the representation of the controller as a training dataset. For instance, we could randomly pick a single label \( a \in C(s) \) for every state \( s \in S \) and proceed with the usual DT learning algorithm as in the deterministic case.

A slightly more advanced technique is to determinize in a way that guarantees desirable properties of the controller. For example, to obtain the most energy-efficient controller, one can always pick the action \( a \in C(s) \) with minimum norm (assuming the actions are numeric) [Mey17]. Similarly, the tool UPPAAL STRATEGO allows for the (partial) determinization of controllers to minimize a given cost function [Dav14; Dav15]. This determinized controller can then be used as input to the DT learning algorithm.

The disadvantage of this approach is that since we determinize before decision tree learning, we cannot use the information that there are multiple possible actions for a single state in the learning algorithm itself.

5.4.2 Safe pruning

An alternative is to determinize the controller represented by the DT after the learning process. To illustrate, consider the DT depicted in Fig. 5.4. The left child of the root node has two children with a common subset of labels. We can thus replace this subtree with a new leaf node that only contains the common subset. If we recursively apply this idea of merging leaf nodes, we obtain the safe pruning algorithm [Ash19b] formalized in Algorithm 3.

Safe pruning clearly preserves the safety properties of the controller due to the fact that nodes are only merged if they share a common subset of safe labels. If all leaf nodes
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Figure 5.4: The safe pruning algorithm. If multiple children of a node share a common subset of possible labels, the node can be replaced with a leaf node containing only that subset. Concept from [Ash+19b].

Algorithm 3 Safe pruning

Require:
   A decision tree $T$.
1: procedure SAFE-PRUNING($T$)
2:     if $T$ is a leaf node then
3:         return $T$
4:     end if
5:     $(T', \rho) \leftarrow T$
6:     for all $T_i \in T$ do
7:         $T'_i \leftarrow$ SAFE-PRUNING($T_i$)
8:     end for
9:     if all $T'_i$ are leaf nodes then
10:        $y \leftarrow \cap_i T'_i$
11:        if $y \neq \emptyset$ then
12:            return $y$
13:        end if
14:     end if
15:     $T' \leftarrow (T'_1, \ldots, T'_m)$
16:     return $(T', \rho)$
17: end procedure
reachable from a node \( n \) can be assigned the set of labels \( y \), it is safe to replace that node directly with a leaf node containing \( y \).

Ashok et al. [Ash+19b] furthermore introduce a parameter to control the amount of nondeterminism preserved in the pruned tree. In particular, if the parameter \( p \) is supplied, only \( p \) rounds of safe pruning are performed. This means that leaf nodes are only merged at the deepest \( p \) levels of the tree.

We briefly want to contrast this safe pruning algorithm to the usual pruning performed in machine learning. In that setting, the DT is also pruned by merging and removing branches. However, the decision which branches to prune is made on the basis of some statistical measure with the aim to reduce overfitting [Min89]. In contrast, safe pruning only merges branches if the resulting tree is still guaranteed to overfit, as this is the primary requirement in the context of controller representation.

### 5.4.3 Early stopping

Instead of first constructing the whole DT and subsequently pruning it, techniques based on early stopping aim to directly learn a determinized tree. The general procedure is as follows: during standard DT learning, always check if there is a (maximal) subset \( y \subseteq L \) of labels that are safe for all data points before training a node. If there exists such a \( y \), directly return the leaf node \( y \) instead of training the node.

We can again introduce a variety of parameters to control the amount of nondeterminism preserved. For example, we can only perform this check for a common subset if there are fewer than \( k \) data points at a node or if the depth of the node is greater than \( d \). Early stopping with the former parameter has been introduced in [Ash+19b] under the name of minimum split size.

We now show that, if no parameters are specified, early stopping and safe pruning produce equivalent trees:

**Theorem 1.** Given a (multi-label) dataset \( D \subseteq X \times Y \), a set of predicates \( \Pi \), and an impurity measure \( \phi \), standard DT learning with early stopping returns the same decision tree as the safe pruning algorithm applied to the output of standard DT learning, assuming both techniques are used without parameters.

**Proof.** First, note that neither early stopping nor safe pruning affect the predicate selection of the DT learning algorithm. Therefore, the inner nodes produced will always be the same. It remains to show that both algorithms return trees with the same leaf nodes.

Recall from Def. 2 that in multi-label classification we have a set \( L \) of single-labels and \( Y \subseteq 2^L \setminus \{\emptyset\} \). Let us formally define the maximal subset \( \sigma(D) \) of safe labels for a dataset \( D \): we have that \( \sigma(D) \subseteq L \) such that for every \( x \in X \), we have \( \sigma(D) \subseteq D(x) \). Furthermore, for all different \( \sigma'(D) \subseteq L \) with the same property, \( |\sigma(D)| > |\sigma'(D)| \).

An interesting property of \( \sigma(D) \) arising directly from its definition is that for any partition \( D_1, \ldots, D_m \) of \( D \), we have that \( \bigcap_i \sigma(D_i) = \sigma(D) \). This is due to the fact that a label that is safe in \( D \) must also be safe in any subset of \( D \).
Early stopping then simply trains a DT as in the standard algorithm, but stops at a node \( n \) with sub-dataset \( D_n \subseteq X_n \times Y \) if and only if \( \sigma(D_n) \neq \emptyset \) and returns \( \sigma(D_n) \).

We now prove the following two claims about safe pruning: (1) if \( \sigma(D_n) \neq \emptyset \) then \( \text{SAFE-PRUNING}(n) = \sigma(D_n) \) and (2) if \( \text{SAFE-PRUNING}(n) \) is a leaf, then \( \sigma(D_n) \neq \emptyset \). We use structural induction on the DT \( n \):

- **Base case:** \( n \) is a leaf. Then, by definition, \( n = y \) for some \( y \in Y \) (and \( y \subseteq L \setminus \{\emptyset\} \)) and for all \( x \in X_n \), we have that \( D(x) = y \). Thus, \( \sigma(D_n) \) must be equal to \( y \). Furthermore, we have that \( \text{SAFE-PRUNING}(n) = n = y = \sigma(D_n) \). With this, both claims from above hold.

- **Inductive hypothesis:** Suppose \( n \) is a DT of the form \( n = (T, \rho) \). Then, for every DT \( T_i \in T \) that is assigned the sub-dataset \( D_i \subseteq D_n \) by the predicate \( \rho \), the following claims hold: (1) if \( \sigma(D_i) \neq \emptyset \) then \( \text{SAFE-PRUNING}(T_i) = \sigma(D_i) \) and (2) if \( \text{SAFE-PRUNING}(T_i) \) is a leaf, then \( \sigma(D_i) \neq \emptyset \).

- **Inductive step:** \( n = (T, \rho) \).

  1. Assume \( \sigma(D_n) \neq \emptyset \). Then, for every sub-dataset \( D_i \) created by \( \rho \), we also have \( \sigma(D_i) \neq \emptyset \). Thus, in the recursive calls of safe pruning (lines 6–8), by the inductive hypothesis, all children of \( n \) are replaced with the leaf nodes \( \sigma(D_i) \). Then, the condition in line 9 will be true. Furthermore, we have that \( \bigcap_i \sigma(D_i) = \sigma(D_n) \) since the \( D_i \) partition \( D_n \). Line 10 of the algorithm computes exactly this intersection, which is nonempty by assumption, and replaces \( n \) by it. Thus, \( \text{SAFE-PRUNING}(n) = \sigma(D_n) \).

  2. Assume \( \text{SAFE-PRUNING}(n) \) is a leaf node. This means that all children of \( n \) are replaced by leaf nodes in the recursive calls (see line 9). By the inductive hypothesis, we thus have that \( \sigma(D_i) \neq \emptyset \) for all \( D_i \) created by \( \rho \). Now, again applying the inductive hypothesis, this time with Claim 1, we get that all children were replaced with \( \sigma(D_i) \). Thus, the intersection in line 10, which by assumption cannot be empty, is equal to \( \bigcap_i \sigma(D_i) \). We again have \( \bigcap_i \sigma(D_i) = \sigma(D_n) \) because the \( D_i \) form a partition of \( D_n \). Therefore, \( \sigma(D_n) \neq \emptyset \).

Taking claims 1 and 2 together, we get Claim 3: if \( \text{SAFE-PRUNING}(n) \) is a leaf, \( \text{SAFE-PRUNING}(n) = \sigma(D_n) \). Thus, if safe pruning replaces a node \( n \), it always replaces it with \( \sigma(D_n) \).

Now, let \( T_{sp} \) be the tree obtained by safe pruning and \( T_{es} \) be the tree obtained by the early stopping algorithm.

Let \( n \) be a leaf node in \( T_{es} \). By definition, \( n = \sigma(D_n) \neq \emptyset \). Therefore, by Claim 1, the safe pruning algorithm will replace \( n \) with \( \sigma(D_n) \) when it recursively reaches \( n \). The same leaf node thus also occurs in the same place in \( T_{sp} \).

On the other hand, let \( n \) be a leaf node in \( T_{sp} \). If \( n \) has been replaced by safe pruning, by claims 2 and 3, we have \( n = \sigma(D_n) \neq \emptyset \). If \( n \) was already a leaf node in the tree before pruning, the same property trivially holds. Therefore, when the early stopping algorithm reaches the corresponding node, it is immediately replaced with \( \sigma(D_n) \).
The obvious advantage of early stopping over safe pruning is that only the determined part of the tree has to be built. Safe pruning, on the other hand, first has to construct the whole nondeterministic DT, which is less efficient both runtime- and memory-wise. However, the safe pruning parameter $p$ allows for the exact specification of how many levels of the tree should be pruned, while the parameters of early stopping, such as the number of examples at a node, depend strongly on the specific dataset and are thus harder to choose.

5.4.4 Improving impurity estimates in the context of determinization

The determinization techniques covered so far have not used the information that there are multiple safe actions in a single state to improve the selection of predicates, i.e. the impurity measures. To see why this may be suboptimal, consider a predicate splitting a dataset into the two sub-datasets $D_1$ and $D_2$, where every data point in those sub-datasets has a different combination of safe labels. Furthermore, assume that there exist single-labels $l_1$ ($l_2$) that can be assigned to every data point in $D_1$ ($D_2$). Since after splitting, every data point has a different combination of safe labels, the impurity measures we have used so far will estimate the impurity of this predicate as very high. However, we know that we can determinize the labels in $D_1$ and $D_2$ such that both datasets are pure (with the determinization that always determinizes to $l_1$ respectively $l_2$). Therefore, the impurity of such a split should actually be 0.

We now develop improvements of some of the impurity measures introduced in Section 5.3 to take determinization into account. The setting in which these impurity measures are meant to be used is the following: we want to reduce tree sizes as much as possible and are willing to accept that the resulting DT might be heavily determinized, as long as it is still safe. To this end, the early stopping algorithm is employed.

Let us first formally define the notion of a determinization of a multi-label dataset:

**Definition 6.** A determinization of a multi-label dataset $D \subseteq X \times Y$, where $Y \subseteq 2^L \setminus \{\emptyset\}$, is a function $\delta : X \rightarrow 2^L \setminus \{\emptyset\}$, such that for all $x \in X$ we have that $\delta(x) \subseteq D(x)$. $\delta$ is called complete if and only if $|\delta(x)| = 1$ for all $x \in X$, otherwise it is called incomplete.

Now, note that in the case of nondeterminism, an impurity measure is actually not only a function of a predicate and a dataset, but also of a determinization. The determinization specifies which labels are used for every data point to compute the impurity. Up to now, we have always implicitly used the trivial determinization $x \mapsto D(x)$. However, the minimization problem we have in general is the following:

$$\rho^* = \arg\min_{\rho \in \Pi} \phi(\rho, \delta^*_\rho, D),$$

where $\delta^*_\rho$ denotes the best possible determinization of $D$ for the predicate $\rho$. We thus want to pick the predicate with the lowest impurity regardless of the determinization required to achieve that impurity.
It is clearly not feasible to simply iterate over all possible determinizations for every predicate, since the number of possible determinizations is in $O(2^{|L| \times |X|})$. We thus need a heuristic to approximate $\delta^*_\rho$.

First, we show that we can reduce the search space by only considering complete determinizations. In particular, we prove that there always exists a complete determinization with minimal impurity in Proposition 1 and Theorem 2. We limit our discussion to the entropy and the gini index, since these impurity measures are the most widely used and performed the best in our experiments.

**Proposition 1.** Given an impurity measure $\phi \in \{\text{ent}, \text{gini}\}$, a predicate $\rho$, and a dataset $D$, for every incomplete determinization $\delta$ of $D$ there exists a complete determinization $\bar{\delta}$ of $D$ with $\phi(\rho, \bar{\delta}, D) \leq \phi(\rho, \delta, D)$.

**Proof.** We outline a procedure that turns an incomplete determinization into a complete determinization with at most the same impurity. Let $\delta$ be an incomplete determinization of $D$ with image $\text{Im}(\delta)$. Furthermore, let $n_{i,y}$ denote the number of data points that are assigned the (possibly non-deterministic) label $y \in \text{Im}(\delta)$ under $\delta$ in the $i^{th}$ sub-dataset $D_i$ created by $\rho$.

Let us start with $\phi = \text{ent}$. We have that

$$\text{ent}(\rho, \delta, D) = \sum_{i \in [m]} \frac{|D_i|}{|D|} H(\delta, D_i),$$

where

$$H(\delta, D_i) = -\sum_{y \in \text{Im}(\delta)} \frac{n_{i,y}}{|D_i|} \log_2 \left( \frac{n_{i,y}}{|D_i|} \right).$$

Since $\delta$ is incomplete, there is a label $q \in \text{Im}(\delta)$ with $|q| > 1$. Consider the determinization $\tilde{\delta}$ that is equivalent to $\delta$, except that it assigns the single-label $r \in q$ to all data points $x \in X$ where $\delta(x) = q$. We define $\tilde{n}_{i,y}$ for $\tilde{\delta}$ equivalently to $n_{i,y}$ for $\delta$. We fix a specific sub-dataset $D_i$ and drop the corresponding index to simplify notation. Then,

$$H(\tilde{\delta}) = -\sum_{y \in \text{Im}(\delta)} \frac{\tilde{n}_y}{|D|} \log_2 \left( \frac{\tilde{n}_y}{|D|} \right)$$

$$= -\sum_{y \in \text{Im}(\delta) \setminus \{q, r\}} \frac{n_y}{|D|} \log_2 \left( \frac{n_y}{|D|} \right) - \frac{n_r}{|D|} \log_2 \left( \frac{n_r}{|D|} \right).$$

It follows that

$$H(\delta) - H(\tilde{\delta}) = -\frac{n_q}{|D|} \log_2 \left( \frac{n_q}{|D|} \right) - \frac{n_r}{|D|} \log_2 \left( \frac{n_r}{|D|} \right) + \frac{n_r}{|D|} \log_2 \left( \frac{n_r}{|D|} \right).$$

With

$$\tilde{n}_r = n_r + n_{q_r},$$
we obtain:

\[
H(\delta) - H(\bar{\delta}) = -\frac{n_q}{|D|} \log_2 \left( \frac{n_q}{|D|} \right) - \frac{n_r}{|D|} \log_2 \left( \frac{n_r}{|D|} \right) + \frac{n_r + n_q}{|D|} \log_2 \left( \frac{n_r + n_q}{|D|} \right).
\]

First, consider the special case of \( n_r = 0 \). As is usual in information theory, we evaluate 
0 \( \log_2(0) \) as \( \lim_{x \to 0} x \log_2(x) = 0 \), and thus arrive at

\[
H(\delta) - H(\bar{\delta}) = 0.
\]

If \( n_r > 0 \), we have

\[
H(\delta) - H(\bar{\delta}) = \frac{n_q}{|D|} \left( \log_2 \left( \frac{n_r + n_q}{|D|} \right) - \log_2 \left( \frac{n_q}{|D|} \right) \right) + \frac{n_r}{|D|} \left( \log_2 \left( \frac{n_r + n_q}{|D|} \right) - \log_2 \left( \frac{n_r}{|D|} \right) \right)
\]

where the last step follows from the fact that \( \log_2 \) is strictly increasing.

Thus, for every sub-dataset \( D_i \), we have \( H(\bar{\delta}, D_i) \leq H(\delta, D_i) \), and consequently

\[
\text{ent}(\rho, \bar{\delta}, D) \leq \text{ent}(\rho, \delta, D).
\]

Note the following key point: \( \bar{\delta} \) is “more deterministic” than \( \delta \) as there are fewer states to which it assigns a label \( y \) with \( |y| > 1 \). If we thus continue this process of producing “more deterministic” determinizations (now starting with \( \bar{\delta} \)), we will eventually reach a complete determinization with an entropy less than or equal to the entropy of \( \delta \).

A similar analysis can be conducted for the case of \( \phi = \text{gini} \). With the same definitions as above, we obtain

\[
G(\delta) = 1 - \sum_{y \in \text{Im}(\delta) \setminus \{q, r\}} \left( \frac{n_y}{|D|} \right)^2 - \left( \frac{n_r}{|D|} \right)^2.
\]

Then,

\[
G(\delta) - G(\bar{\delta}) = -\left( \frac{n_q}{|D|} \right)^2 - \left( \frac{n_r}{|D|} \right)^2 + \left( \frac{n_r + n_q}{|D|} \right)^2
\]

\[
= -\frac{n_q^2}{|D|^2} - \frac{n_r^2}{|D|^2} + \frac{n_r^2 + 2n_r n_q + n_q^2}{|D|^2}
\]

\[
= \frac{2n_r n_q}{|D|^2} \geq 0.
\]
Therefore, similar as above, we have
\[ gini(\rho, \bar{\delta}, D) \leq gini(\rho, \delta, D) \]
and can continue this process to eventually reach a complete determinization with gini index less than or equal to the gini index of \( \delta \).

**Theorem 2.** Let \( \Delta^* \) be the set of determinizations that achieve the minimal impurity with respect to an impurity measure \( \phi \in \{ \text{ent}, \text{gini} \} \), a predicate \( \rho \), and a dataset \( D \). Then, there exists a \( \delta^* \in \Delta^* \) that is complete.

**Proof.** We give an indirect proof. Assume every determinization \( \delta^*_1 \in \Delta^* \) is incomplete. Then, by Proposition 1, we know that there exists a \( \bar{\delta}^* \) that is complete and \( \phi(\rho, \bar{\delta}^*, D) \leq \phi(\rho, \delta^*_1, D) \) for every \( \delta^*_1 \in \Delta^* \). However, this means that \( \bar{\delta}^* \) achieves the minimal impurity and would have to be an element of \( \Delta^* \). Therefore, \( \Delta^* \) cannot be the set of determinizations that achieve minimal impurity.

Theorem 2 shows that it would suffice to consider all complete determinizations to determine the best predicate. However, the number of complete determinizations is still far too large to simply enumerate them all. We thus present two heuristics allowing us to efficiently approximate \( \phi(\rho, \delta^*_1, D) \) by making use of the fact that the best determinization is complete.

**Maximum frequencies**

The maximum frequency approach, introduced in [Ash*20b] (albeit without the theoretical justification given above), explicitly approximates the complete determinization \( \delta^*_1 \) with lowest impurity. The idea works as follows: consider a dataset \( D \) at a particular node and a predicate \( \rho \) that partitions \( D \) into \( D_1, \ldots, D_m \). In order to make the partitions \( D_i \) as pure as possible, we greedily assign the label occurring most frequently in \( D_i \) to every data point where it is safe. We then recursively continue this process with the remaining data points, until every point is assigned a determinized label.

Formally, let \( f_i : L \to \mathbb{N} \) be the function that assigns to every single-label the number of states in \( D_i \) for which it is safe, i.e. \( f_i(l) = |\{ x \in X_i : l \in D_i(x) \}| \). Then, assign the safe single-label with maximum frequency in the corresponding sub-dataset to every data point \( x \in X \): if \( x \) belongs to the \( i^{th} \) partition \( D_i \), we have
\[ \delta^*_i(x) = \left\{ \arg \max_{l \in D(x)} f_i(l) \right\}. \]

Note that \( \delta^*_i(x) \) is a set (with only a single element) to be consistent with Def. 6.

In practice, computing a new determinization \( \delta^*_i \) for every predicate \( \rho \) often is computationally infeasible. Instead, one can compute the function \( f \), assigning to every action the number of states in \( D \) for which it is safe, and use the resulting determinization \( \delta^*_1 \) as an approximation for the \( \delta^*_i \). This approach tries to make \( D \) itself as pure as possible, instead of the sub-datasets \( D_i \). It is this approximation that was originally introduced in [Ash*20b].
Multi-label impurity measures

We now introduce a different approach — multi-label impurity measures — that allows us to approximate $\phi(\rho, \delta^*_\rho, D)$ without computing the explicit determinization $\delta^*_\rho$. In principle, any standard impurity measure can be converted into a multi-label impurity measure, but we again focus on the entropy and the gini index.

Let us first examine the multi-label formulation of the entropy impurity measure. Recall that $\text{ent}(\rho, \delta^*_\rho, D)$ averages the entropies of the sub-datasets $D_i$, defined as

$$H(\delta^*_\rho, D_i) = -\sum_{y \in \text{Im}(\delta^*_\rho)} \frac{n_{i,y}}{|D_i|} \log_2 \left( \frac{n_{i,y}}{|D_i|} \right). \tag{5.1}$$

From Theorem 2 we know that it suffices to consider complete determinizations to minimize the entropy, and can thus rewrite Eq. 5.1 to

$$H(\delta^*_\rho, D_i) = -\sum_{l \in L} \frac{n_{i,l}}{|D_i|} \log_2 \left( \frac{n_{i,l}}{|D_i|} \right). \tag{5.2}$$

The only values we do not know in Eq. 5.2 are the $n_{i,l}$ — the number of data points in $D_i$ that are assigned single-label $l$ under $\delta^*_\rho$. We can, however, provide the following rough (over-)approximation:

$$n_{i,l} = |\{x \in X_i : \delta^*_\rho(x) = l\}| \leq |\{x \in X_i : l \in D_i(x)\}| = f_i(l). \tag{5.3}$$

While we previously used the values $f_i(l)$ to approximate the best determinization $\delta^*_\rho$, we now use them as an approximation of the $n_{i,l}$ to directly compute the impurity.

To complete the formulation of the multi-label entropy, we use one further insight: if there exists a label $l \in L$ such that $f_i(l) = |D_i|$, we explicitly know the actual best determinization $\delta^*_\rho$: it is simply the determinization that assigns $l$ to every data point $x \in X_i$, producing an entropy of 0.

We thus obtain the following approximations for the entropies:

$$\hat{H}(D_i) = \begin{cases} 0, & \text{if } \exists l \in L : f_i(l) = |D_i| \\ -\sum_{l \in L} \frac{f_i(l)}{|D_i|} \log_2 \left( \frac{f_i(l)}{|D_i|} \right), & \text{otherwise.} \end{cases}$$

The multi-label entropy is then simply the weighted average of the estimated dataset entropies $\hat{H}(D_i)$.

We proceed with the multi-label formulation of the gini index, which can be derived similarly. Applying Theorem 2, we obtain that

$$G(\delta^*_\rho, D_i) = 1 - \sum_{l \in L} \left( \frac{n_{i,l}}{|D_i|} \right)^2. \tag{5.4}$$
5.4 Determinization

We can again estimate the $n_{i,l}$ with the approximation given in Eq. 5.3. However, we need to be careful since we over-approximate and the value of the sum in Eq. 5.4 can therefore be greater than 1. In order to keep the impurity non-negative, we thus need to subtract the sum not from 1, but from its maximal value $|L|$. Finally, applying the same insight we had for the entropy yields

$$\hat{G}(D_i) = \begin{cases} 0, & \text{if } \exists l \in L : f_i(l) = |D_i| \\ |L| - \sum_{l \in L} \left( \frac{f_i(l)}{|D_i|} \right)^2, & \text{otherwise.} \end{cases}$$

The complete multi-label gini index is then again the weighted average of the estimated values $\hat{G}(D_i)$.

The approximation in Eq. 5.3 is of course very rough and there is no guarantee that it will be close to the actual values of $n_{i,l}$. For instance, imagine a sub-dataset where eight data points can be assigned either label 1 or 2, one data point can only be assigned label 1, and one data point can only be assigned label 2. Obviously, the best determinization assigns either label 1 or label 2 to all eight nondeterministic data points. Thus, the real values $(n_1, n_2)$ would be either $(0.9, 0.1)$ or $(0.1, 0.9)$. In contrast, the approximation given above produces the values $(0.9, 0.9)$—we inevitably make a relative error of 800% in one of the values.

Despite being based on rough approximations, multi-label impurity measures prove to be very useful in practice. Partly, this can be attributed to the fact that the DT learning process is entirely heuristic anyway, and the approximation errors therefore do not matter as much. Furthermore, because we do not have to construct the actual determinizations $\delta^*_\rho$, multi-label impurity measures are often much more efficient than the maximum frequency approach—especially in comparison to the more precise version that approximates a determinization for every predicate.

An alternative point of view. Having derived multi-label impurity measures formally, we now want to point out an alternative, more intuitive point of view that may shed some light on their internal workings. Let us fix a specific sub-dataset $D_i$ with frequency function $f_i$. Plotting $f_i/|D_i|$, i.e. the fraction of data points that can be assigned a specific single-label, yields a bar chart that may look like the one depicted in Fig. 5.5 (left).

If we now had to construct an impurity measure solely from this bar chart, we might make the following observations:

1. The impurity should be 0 if all bars have a value of 1, since then every label can be assigned to every data point.
2. The impurity should be high if there are many bars with low values.
3. Generally, if there are fewer bars the impurity should be lower, because if there are fewer labels we will probably need fewer splits of the dataset.

This already rules out two simple ideas that come to mind: we cannot use the reciprocal of the sum of the bars, because this would violate point 2 if there is a great
number of different labels. We also cannot use the reciprocal of the mean of the bars, since this would not take observation 3 into account. Instead, we could come up with the following impurity measure that satisfies all three desired properties: we measure how much is missing from each bar to get a value of 1 and return the sum of these values. This idea is depicted in Fig. 5.5 (right).

Formalizing this concept yields the following function to measure the impurity of a sub-dataset:

$$J(D_i) = \sum_{l \in L} 1 - \frac{f_i(l)}{|D_i|}$$ (5.5)

$$= |L| - \sum_{l \in L} \frac{f_i(l)}{|D_i|}. \quad (5.6)$$

We could then compute the impurity of a predicate as the weighted average of the values $J(D_i)$ for every sub-dataset $D_i$.

Eq. 5.6 already looks surprisingly similar to the function $\hat{G}(D_i)$ of the multi-label gini index. Indeed, we see that $\hat{G}(D_i)$ is merely a scaled version of $J(D_i)$; before computing the error bars, the bar chart is scaled with the function $s(x) = x^2$, which penalizes smaller bars more strongly.

With the same idea we can also work towards the multi-label entropy. Consider the scaling function $s(x) = 1 + x \log_2(x)$. We have

$$J(D_i, s) = \sum_{l \in L} 1 - s\left(\frac{f_i(l)}{|D_i|}\right)$$

$$= \sum_{l \in L} 1 - \frac{f_i(l)}{|D_i|} \log_2 \left(\frac{f_i(l)}{|D_i|}\right)$$

$$= - \sum_{l \in L} \frac{f_i(l)}{|D_i|} \log_2 \left(\frac{f_i(l)}{|D_i|}\right),$$
which matches the function $\hat{H}(D_i)$ of the multi-label entropy.

The scaling functions of the multi-label entropy and gini index are plotted in Fig. 5.6. As previously mentioned, the gini index scaling function especially increases the impurity assigned to small bars. In contrast, the entropy scaling function penalizes bars with a value of approximately 0.37 the most heavily and assigns small impurity to bars with very low value. While not quite as intuitive at first glance, this also seems like a valid approach: small bars mean that only few data points can be assigned a particular label and we thus only have to separate those few data points. On the other hand, a label that can be assigned to around 40 percent of the examples means that we might have to split off a large fraction of the dataset.

5.4.5 Tradeoff between decision tree size and optimality

To conclude the determinization section, we briefly want to mention the tradeoff between DT size and optimality that is often encountered in practice. By construction, the determinization algorithms introduced preserve the safety guarantees of the controller — this is the essential property that we must never violate in any controller representation. However, there are often additional desirable properties besides safety that we want the controller to satisfy, such as resource-efficiency or the quality of service, as measured by some metric [Ash+19b]. We thus want the controller to not only be safe, but furthermore also optimal with respect to some optimality criteria.

The determinization algorithms we have covered only guarantee the safety of the determinized controller and throw away much of the nondeterminism that could be used to also increase the optimality. For example, consider the problem of constructing an automatic cruise control system, as introduced in [LMT15]. We want to produce a controller that follows the car in front of it as closely as possible (optimality criterion) while keeping a minimum safe distance (safety property).
Standard verification tools such as UPPAAL TIGA [Beh*07] can synthesize a non-deterministic controller satisfying the safety property [Lar*18]. To make it also behave optimally, we have to intelligently choose one of the safe actions for each state, i.e. determinize the controller, so that it drives as close as possible to the car ahead. However, when applying for instance the maximum frequency determinization strategy, we obtain a very small decision tree with only three nodes that simply always decelerates [Ash*20b]. Clearly, this strategy is safe and we have succeeded in training a very small DT, but it performs very badly regarding the optimality criterion.

Ashok et al. [Ash*19b] have investigated various ideas to learn small, yet still almost optimal DTs. For instance, they have introduced the various discussed parameters for the safe pruning and early stopping algorithms that allow keeping some amount of nondeterminism in the DT. We can of course also determinize the controller optimally before DT learning, as discussed in Section 5.4.1, with the caveat that the resulting DT will likely be much larger than if a more sophisticated determinization technique is applied. Other approaches to retain optimality and make it an integral part of the tree building process, while keeping tree sizes as small as possible, remain an active area of further research.
6 Implementation

As described in Chapter 4, the algorithms and techniques presented in this thesis have been implemented in the latest version of the tool \texttt{dtControl} [Ash*20b]. While we previously reviewed the tool from a user’s perspective, we now have enough theoretical background to examine it from a developer’s point of view. We start with a brief discussion of the primary design goals that guided the entire development process. Afterwards, we give a high-level overview of the software architecture from the system design perspective, and then describe the details of the individual subsystems and the object model. Readers who are interested in the concrete implementation are encouraged to read the extensive developer manual\textsuperscript{1} or directly explore the source code\textsuperscript{2}.

The general high-level structure of \texttt{dtControl} as a number of distinct interacting subsystems had already been implemented in the initial version of the tool. As part of this thesis, the DT learning component has been thoroughly redesigned to allow for much more flexibility and the integration of a variety of new algorithms. Furthermore, we added support for the probabilistic model checker PRISM [KNP11] to \texttt{dtControl}.

6.1 Design goals

The ability to deal with frequent changes in the requirements is one of the cornerstones of modern software engineering. While the requirements of academic tools are usually less prone to change than those of commercial software, it is equally important to keep the software architecture flexible: often, during the lifetime of an academic product a variety of new discoveries are made which will need to be integrated with the existing code. Furthermore, we want to be able to quickly try out new ideas and see whether they are worthwhile to pursue further from a theoretical perspective.

To make the tool useful to the research community as a whole, it is also essential that it is easily extensible. Other people might want to tightly integrate it into their existing workflows, for example by supporting new input and output formats.

Finally, any tool dealing with a large amount of data — in our case controllers with a size of several hundreds of megabytes — should be efficient. The smallest and most explainable DT is worth nothing if it cannot be found in a reasonable amount of time.

\textsuperscript{1}Available at the official website of \texttt{dtControl}: https://dtcontrol.model.in.tum.de/

\textsuperscript{2}Available at https://gitlab.lrz.de/i7/dtcontrol
6.2 Overview of the software architecture

The functionality of \texttt{dtControl} is distributed among four distinct subsystems, whose high-level functionality and interaction we briefly describe. The subsystem decomposition is illustrated in the the Unified Modeling Language (UML) [RJB04] component diagram in Fig. 6.1.

The heart of the tool is formed by the \texttt{DT Learning} subsystem, which is responsible for the actual decision tree learning algorithms and representation. It provides a great deal of different options for training DTs (as covered in Chapter 5) and can export the learned trees in the DOT and C format.

The decision tree learning itself should undoubtedly be independent of any verification tool that produces the synthesized controllers. Therefore, all of the \texttt{Dataset Management} has been extracted into a separate subsystem, which mainly provides functionality for loading and converting controllers from many different sources such as \texttt{SCOTS} [RZ16], \texttt{UPPAAL STRATEGO} [Dav+15], and \texttt{PRISM} [KNP11].

The \texttt{Benchmarking} component is responsible for running a set of different given DT learning configurations on a number of specified controllers. It thus uses both the functionality provided by the Dataset Management and the DT Learning subsystems.

Finally, the \texttt{User Interface} serves as the main entry point for user interaction with the tool, in the form of a CLI. Furthermore, once decision trees have been constructed, \texttt{dtControl} reports several statistics and gives the DOT and C output in a HTML file that can be inspected by the user.

As shown in Fig. 6.1, the subsystems communicate solely over a few, well-defined interfaces. This ensures that coupling between subsystems is reduced as much as
Figure 6.2: Class diagram of the dataset management subsystem.

possible, which means that changes to one subsystem generally do not affect the other components [SMC74]. For example, we could easily add support for new verification tools to the dataset management subsystem without making any modifications to the other components. Similarly, we could easily add a different user interface such as a desktop GUI without touching any of the core entities and algorithms.

6.3 Object model

With the high-level overview in mind, we now examine the individual subsystems of dtControl in detail.

6.3.1 Dataset management

The core of the dataset management subsystem is the abstract DatasetLoader class, which provides the abstract load_dataset(filename) method that loads a controller from a file and returns its states, actions, and relevant metadata. For efficiency reasons, we chose NumPy [Oli06] arrays as the primary data structure for this information. Furthermore, the DatasetLoader keeps track of which datasets have already been loaded in the dictionary loaded_datasets, and stores converted controllers in dtControl’s internal representation in the file system, which decreases future loading times.

The concrete instantiations of this class are then the dataset loaders responsible for a specific verification tool, such as the ScotsDatasetLoader. Their implementations vary
widely depending on the file format they need to parse. In order to add support for a new verification tool, one thus simply has to provide an instantiation of a `DatasetLoader` that satisfies the required interface.

The abstract `Dataset` class is a wrapper for the data returned by a dataset loader. It also provides some methods convenient for DT learning, such as a procedure to convert nondeterministic labels to a unique label representation with the label powerset method. Caching of the result ensures that such a representation is only computed once for every dataset and thus decreases runtime.

A simple implementation of the abstract methods in the `Dataset` class is given in the `SingleOutputDataset`, which represents controllers with a single output variable. To keep `dtControl` flexible and allow for potential future algorithms operating on multi-output controllers, these are represented separately with the `MultiOutputDataset` class. Its most important method is `get_tuple_ids()`, which converts the multi-output actions to single tuples that can be used equivalently to `SingleOutputDataset`
s.

An overview of the different classes that make up the dataset management component is given in the UML class diagram in Fig. 6.2.

### 6.3.2 Decision tree learning

The central choice that has to be made for the DT learning subsystem is how all of the different possible configurations of the learning algorithm can be represented in a clean way. For instance, the first version of `dtControl` used an inheritance-based approach: there was one central decision tree class that implemented the main algorithm. To alter the parameters, one had to extend this class and override the required functionality; e.g. there was a separate class for DT learning with linear classifiers and a separate class that implemented the maximum frequency determinization technique. The problem with this approach is its inflexibility: what if we want a DT that both uses linear classifiers as well as the maximum frequency technique? We would again have to create a new class that extends both corresponding DT classes and carefully ensure that it uses the correct functionality from the respective superclass. This leads not only to an explosion in the number of classes, but also to possible code duplication to circumvent the problems of multiple inheritance.

For the newest version of `dtControl`, we instead chose to follow the well-known principle of composition over inheritance [Gam+95] and implemented a composition-based approach that allows for much more flexibility and extensibility. The resulting design is shown in the UML class diagram in Fig. 6.3, which omits many concrete implementations of interfaces to avoid unnecessary complexity.

The heart of the DT learning subsystem is the `DecisionTree` class, which implements the interface required to be used with the benchmarking component. It provides functions such as `fit(dataset)`, which trains the DT on a dataset, `predict(dataset)`, which returns the labels the DT predicts for a dataset, `get_stats()`, providing several statistics such as the number of nodes in the tree, as well as `print_dot()` and `print_c()`, which return the DT in a DOT or C representation, respectively. Most of these methods
Figure 6.3: Class diagram of the decision tree learning subsystem.
simply delegate the call to the tree’s root node, an instance of the Node class that represents the actual DT data structure. It has mostly the same attributes as the DecisionTree class, as well as certain statistics and either a list of child nodes (if it is an inner node) or a label (if it is a leaf node).

The considered predicates in the DT learning algorithm are provided by several splitting strategies of type SplittingStrategy, implementations of which include the AxisAlignedSplittingStrategy and the LinearClassifierSplittingStrategy. The predicates they return are of type Split and provide methods to determine the child node an example belongs to and to partition a dataset into the sub-datasets that can be used to continue the learning process.

A DecisionTree furthermore has an instance of an ImpurityMeasure, which can compute the impurity for a given dataset and predicate. There exist both multi-label impurity measures, such as the multi-label entropy, as well as determinizing impurity measures, such as standard entropy. Determinizing impurity measures furthermore have a Determinizer that determines with which labels the impurity is computed. This can for example be the LabelPowersetDeterminizer, if all nondeterminism should be preserved, or the MaxFreqDeterminizer, which can be used in conjunction with early stopping.

If determinization before DT learning is wanted, an optional LabelPreProcessor can be supplied to the decision tree. This interface, which is for example implemented by the NormPreProcessor, allows for the determinization of a dataset by returning a new dataset with modified labels.

Finally, a PostProcessingMethod both has a BenchmarkSuiteClassifier and satisfies this interface itself. Its most important method is run(), which runs the post-processing technique on the classifier. This interface is currently only implemented by the SafePruning class, which transforms a trained DecisionTree using the safe pruning algorithm.

This composition-based software architecture is clearly much more flexible than an approach based on inheritance. For instance, we can now combine splitting strategies and determinization approaches arbitrarily, simply by setting the corresponding attributes in the DecisionTree class. It also easily extensible: if we want to add a new impurity measure or splitting strategy, we just have to provide a class that implements the respective interface.

6.3.3 Benchmarking

The benchmarking subsystem is relatively simple. Its core class is the BenchmarkSuite, which has a variety of configuration attributes such as the file the benchmark is saved to, the folder the resulting DTs are saved to, and an optional timeout parameter. Furthermore, the class provides methods to add datasets to a benchmark and then execute a benchmark with given classifiers on these datasets. The classifiers need not necessarily be DecisionTrees, they just have to satisfy the BenchmarkSuiteClassifier interface.
The results of a benchmark are saved in an internal JSON format, which is processed by the `TableController` to update the HTML file that is part of the user interface.

6.3.4 User Interface

Finally, the user interface subsystem consists mainly of the CLI, which is a script that parses user input and runs the corresponding benchmarks using the benchmarking component. Furthermore, the HTML, CSS, and JavaScript files for the benchmark output belong to the user interface.
7 Evaluation

In this chapter, we examine how well the DT learning techniques we have covered perform in practice. We first give a general overview of our findings on a variety of case studies on controllers obtained from either the probabilistic model checker PRISM [KNP11] or the controller synthesis tools SCOTS [RZ16] or UPPAAL STRATEGO [Dav’15]. We split our discussion into two sections due to significant differences between these case studies: the former controllers arise out of standard model checking of MDPs, are deterministic, and include many categorical variables, while the latter arise out of controller synthesis for cyber-physical systems (CPS), are often nondeterministic, and only consist of numeric variables. Afterwards, we present a more detailed comparison of our results with different choices for the parameters of the decision tree learning algorithm. Some of our results for CPS have previously been reported in [Ash’20b]. All experiments were conducted on a machine with an Intel Xeon W-2123 processor with a clock speed of 3.60GHz and 64 GB of RAM.

7.1 Overall results

7.1.1 Model checking of Markov decision processes

We give a brief description of the case studies on which we ran our methods and subsequently present our results in comparison to other controller representation techniques.

Case studies

We evaluated our algorithms on the following case studies, most of which are available in the PRISM benchmark suite [KNP12]:

- **CSMA/CD communication protocol.** The CSMA/CD (Carrier Sense, Multiple Access with Collision Detection) protocol can be employed in Ethernet technology for media access control. We investigate the probabilistic model introduced by [Kwi’04].

- **FireWire root contention protocol.** The FireWire root contention protocol selects a leader as part of the Tree Identify Protocol of the IEEE 1394 High Performance Serial Bus, which is used for the transportation of video and audio signals in multimedia networks. A PRISM model of the protocol is given in [KNS03].

- **Leader.** The problem of choosing a leader in a ring of processors, as introduced in [IR90].
• **Mars exploration rovers (mer).** A probabilistic model of resource sharing among threads in mars rovers [Fen14].

• **WLAN.** The WLAN (Wireless Local Area Network) protocol uses a variant of the CSMA/CA (Carrier Sense, Multiple Access with Collision Avoidance) scheme for media access control. We examine the probabilistic model of [KNS02].

• **Zeroconf.** A randomized protocol for the dynamic configuration of IPv4 addresses, a PRISM model of which is given in [Kwi*06].

We used PRISM to construct an almost-sure winning strategy for the MDPs given by the case studies introduced above. This winning strategy is a deterministic controller where the state variables corresponds to the variables in the implicit PRISM model description and the actions consist of both a module and an action performed by that module [Ash*19a]. The controllers we obtain are all deterministic and mostly dominated by categorical variables, such as protocol states, but usually also have a few numeric variables, as for example clocks.

### Results

Table 7.1 lists the number of nodes in the DTs constructed with our most performant and explainable method — attribute value grouping with varying tolerance settings and entropy as impurity measure — on the case studies introduced above. A comparison of our other methods is provided in Section 7.2.1. We compare our approach to the results obtained with other controller representation techniques, namely BDDs and the DTs with linear classifiers from [Ash*19a], which use the Good/Bad data representation from Section 5.1.4 and treat categorical data as numeric.

The BDDs were constructed with the Python library dd\(^1\) and minimized by calling reordering heuristics until convergence. The numbers we report from [Ash*19a] are the overall best results they have achieved on the case studies. In order to provide a fair comparison, we converted the number of inner nodes in the DTs that [Ash*19a] report to the number of total nodes\(^2\). The results of our own method can be found in the AVG column of the table.

First, we notice that our decision tree learning algorithm is a very effective technique to concisely represent controllers arising out of PRISM model checking. Compared to a naive lookup table representation, our algorithm results in a size reduction of more than 96% on all of our case studies. On the csma and firewire examples, we obtain trees with only a double-digit number of nodes.

Comparing to the previous decision tree learning approach of Ashok et al. [Ash*19a], we find that attribute value grouping produces smaller trees by a factor of about \(\frac{1}{2}\) on all but one dataset. Therefore, it is apparent that our different data representation in combination with techniques specific to categorical features has a positive impact on the size of the learned decision trees.

\(^1\)https://pypi.org/project/dd/

\(^2\)Since their trees are binary, the number of total nodes is two times the number of inner nodes plus one.
7.1 Overall results

Table 7.1: Results on PRISM case studies. We report the number of states (i.e. entries in the lookup table), the number of nodes with a BDD representation, the number of nodes obtained with attribute value grouping with varying tolerance values and entropy, and the best results from [Ash+19a].

<table>
<thead>
<tr>
<th>Case study</th>
<th>States</th>
<th>BDD</th>
<th>AVG [Ash+19a]</th>
</tr>
</thead>
<tbody>
<tr>
<td>csma2_4</td>
<td>7,958</td>
<td>1,236</td>
<td>41</td>
</tr>
<tr>
<td>firewire_abst</td>
<td>845</td>
<td>52</td>
<td>9</td>
</tr>
<tr>
<td>firewire_impl</td>
<td>6,953</td>
<td>1,721</td>
<td>71</td>
</tr>
<tr>
<td>leader4</td>
<td>3,168</td>
<td>1,240</td>
<td>119</td>
</tr>
<tr>
<td>mer30</td>
<td>67,092</td>
<td>874</td>
<td>115</td>
</tr>
<tr>
<td>wlan2</td>
<td>24,514</td>
<td>1,220</td>
<td>201</td>
</tr>
<tr>
<td>zeroconf</td>
<td>29,814</td>
<td>1,893</td>
<td>367</td>
</tr>
</tbody>
</table>

BDDs are also a more efficient controller representation than naive lookup tables. However, the DT-based representations always perform much better than BDDs and additionally have the potential to be explainable, since they do not operate on a binary level.

To illustrate this last point, consider the firewire_abst example. Applying our algorithm to the rather incomprehensible list of 845 state-action pairs produced by PRISM yields the small and easily understandable decision tree depicted in Fig. 7.1. In this representation, the semantics of the controller are immediately obvious: for many protocol states it simply always picks the move action, for others, it picks either move or time depending on the clock variable, and round is only chosen if the protocol state is start_start.
**7 Evaluation**

### 7.1.2 Controller synthesis for cyber-physical systems

#### Case studies

We evaluated our methods on ten different case studies arising out of controller synthesis for CPS with the tools **SCOTS** or **Uppaal Stratego**:

- **Cartpole.** This is a standard example in CPS, in which a cart must balance an inverted pendulum. We consider the model given in [Jag’18].

- **Temperature control.** The problem of regulating the temperature in connected rooms using the available heaters. We investigate a model with two rooms and one heater [Gir12] and a model with ten rooms and two heaters [JZ17].

- **Flight dynamics.** We consider models describing the flight dynamics of a 3-DOF tandem rotor helicopter [Jag’18] and an aircraft landing maneuver [RWR15].

- **Cruise control.** The problem of following a car in front as closely as possible. We examine the model introduced in Section 5.4.5 [LMT15] and an example involving a truck and a trailer [KZ19].

- **DC-DC boost converter.** The controller for a DC-DC boost converter from [RZ16].

- **Vehicle.** The path planning problem for the bicycle dynamics of a vehicle introduced in [RZ16] and discussed in Chapter 1.

- **Traffic planning.** A model of a road traffic planning system [SZ19].

The synthesized controllers for all ten case studies consist only of numeric variables. For all but the aircraft and vehicle datasets, the verification tools yield nondeterministic controllers. Half of the examples have multiple output variables, while the other half only has a single output variable, as indicated in the table below.

#### Results

Table 7.2 shows the overall best results we have achieved on the CPS case studies. We distinguish between the nondeterminism-preserving case, in which the smallest trees were obtained with different techniques for choosing oblique predicates and entropy as impurity measure, and the deterministic case, where multi-label entropy with early stopping *always* performed the best; sometimes with and sometimes without oblique predicates.

We compare our algorithm against BDDs, which were either again constructed with the *dd* Python library and minimized using reordering heuristics until convergence, or directly obtained from **SCOTS**. The deterministic BDDs were generated from a controller pre-determinized with minimum norm. Due to the different tools and reordering heuristics that were available, for cruise and truck_trailer the deterministic BDDs were actually worse than the nondeterministic BDDs; to provide a fair comparison, we report the lower number.
7.1 Overall results

Table 7.2: Results on SCOTS and UPPAAL STRATEGO case studies. We report the overall best results for our nondeterminism-preserving and determinizing methods in comparison to BDDs. “∞” indicates failure to produce a result within three hours; “n/a” denotes that the approach is not applicable, since the controller is already deterministic.

<table>
<thead>
<tr>
<th>Case study</th>
<th>States</th>
<th>Nondeterministic</th>
<th>Deterministic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BDD</td>
<td>DT</td>
</tr>
<tr>
<td><strong>Single-output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cartpole</td>
<td>271</td>
<td>363</td>
<td>183</td>
</tr>
<tr>
<td>tworooms</td>
<td>40,311</td>
<td>269</td>
<td>15</td>
</tr>
<tr>
<td>helicopter</td>
<td>280,539</td>
<td>1,753</td>
<td>3,753</td>
</tr>
<tr>
<td>cruise</td>
<td>295,615</td>
<td>1,815</td>
<td>747</td>
</tr>
<tr>
<td>dcdc</td>
<td>593,089</td>
<td>∞</td>
<td>139</td>
</tr>
<tr>
<td><strong>Multi-output</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tenrooms</td>
<td>26,244</td>
<td>328</td>
<td>133</td>
</tr>
<tr>
<td>truck_trailer</td>
<td>1,386,211</td>
<td>10,574</td>
<td>338,389</td>
</tr>
<tr>
<td>traffic</td>
<td>16,639,662</td>
<td>∞</td>
<td>8,953</td>
</tr>
<tr>
<td>vehicle</td>
<td>48,018</td>
<td>4,087</td>
<td>9,771</td>
</tr>
<tr>
<td>aircraft</td>
<td>2,135,056</td>
<td>177,332</td>
<td>815,045</td>
</tr>
</tbody>
</table>

It is again apparent that DTs are an effective data structure to represent controllers concisely. In the nondeterminism-preserving case, the number of nodes in the DT is usually comparable to the number of nodes in the BDD; sometimes higher, sometimes lower. However, we were always able to compute a DT for every dataset, while BDDs timed out on dcdc and traffic. Note again that a small BDD is desirable from an efficiency perspective, but — in contrast to a small DT — does not aid with understanding the controller.

The effectiveness of DT learning is greatly amplified when we allow determinization: in this case, our algorithms manage to learn DTs with fewer than ten nodes on more than half of our case studies, in which we initially started with a lookup table of up to almost 600,000 entries. These trees are so small that they can easily be drawn on a single sheet of paper! For helicopter and traffic the DT is slightly larger with about 100 nodes — which is still a size reduction of more than 99.9% from the original controller. The only example where DTs perform not quite as well is truck_trailer, where we can nevertheless reduce the size of the naive lookup table by more than 90%. On all but this last dataset, determinized DTs are also far more concise representations than determinized BDDs.

We want to exemplify the explainability of the DT representation and the resulting benefits with the tenrooms example, which has previously been discussed in [Ash+20b].
The original controller for \texttt{tenrooms} output by \texttt{SCOTS} is a lookup table with 26,244 states and multiple potential actions per state. This is a large, inefficient, and obscure representation that makes it impossible to understand what the controller is actually doing.

In contrast, applying DT learning with multi-label entropy and axis-aligned splits, we obtain the extremely small decision tree with just seven nodes depicted in Fig. 7.2. Clearly, this representation is much more succinct and efficient: instead of having to store thousands of lookup table entries in memory, we now only have to store a small chain of if-then-else statements corresponding to the tree structure.

Furthermore, the concise DT representation allows us to actually understand the internal workings of (a determinized version of) the controller. We see that it simply compares the temperature in rooms two and five — the rooms with the heaters — against a threshold; if the temperature is below that threshold, it turns the respective heater on, if it is above the threshold, it turns the heater off. This immediately makes intuitive sense, and we have thus gained confidence in the correctness of the model and the controller, which goes beyond merely relying only on the output of some hard-to-understand verification process.

Additionally, the DT also reveals that temperature measurements are only needed in rooms two and five — we can therefore improve upon the implementation of the controller and only install temperature sensors in those two rooms.

We thus have come from a large, inefficient, and obscure controller representation as a lookup table to a small, memory-efficient, and explainable decision tree representation that helps us understand the controller and reduce its deployment cost by improving upon its implementation.
7.2 Detailed comparison of decision tree learning algorithms

7.2.1 Model checking of Markov decision processes

Since the PRISM controllers we work with are all deterministic, there are only two main parameters of the decision tree learning algorithm: the considered predicates and the impurity measure.

**Predicates.** We first set entropy as the impurity measure for our initial experiments and compare the following algorithms: single-comparison predicates in combination with axis-aligned predicates (**Single**), multi-comparison predicates with axis-aligned predicates (**Multi**), multi-comparison predicates with either logistic regression (**LogReg**) or OC1 (**OC1**), and attribute value grouping with tolerance 0 in combination with axis-aligned predicates (**AVG**). The effect of other tolerance values on attribute value grouping will be discussed shortly. The number of nodes in the resulting DTs is listed in Table 7.3.

We see that the different DT algorithms all perform roughly equally well. In many cases, the simple single-comparison predicates produce the trees with the smallest number of nodes. However, we find that this number is slightly misleading since multi-comparison predicates inherently produce more new nodes with a single split than single-comparison predicates; inspecting the trees shows that the multi-comparison approach often leads to more explainable trees.

Oblique predicates can sometimes further reduce tree sizes. However, on the PRISM controllers the effects are rather weak, which can partly be attributed to the fact that categorical variables dominate in the datasets. Recall that we ignore categorical variables in oblique splits for explainability reasons.

As expected, attribute value grouping always performs strictly better than standard multi-comparison predicates. The resulting decision trees are often the easiest to interpret. To illustrate, compare the trees for **firewire_abst** with single-comparison predicates and standard multi-comparison predicates in Fig. 7.3 to the tree obtained...

---

**Table 7.3:** Number of nodes obtained with different predicates on PRISM controllers.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Single</th>
<th>Multi</th>
<th>LogReg</th>
<th>OC1</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>csma2_4</td>
<td>41</td>
<td>51</td>
<td>45</td>
<td>63</td>
<td>48</td>
</tr>
<tr>
<td>firewire_abst</td>
<td>15</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>firewire_impl</td>
<td>79</td>
<td>94</td>
<td>95</td>
<td>93</td>
<td>77</td>
</tr>
<tr>
<td>leader4</td>
<td>121</td>
<td>174</td>
<td>174</td>
<td>174</td>
<td>154</td>
</tr>
<tr>
<td>mer30</td>
<td>115</td>
<td>202</td>
<td>202</td>
<td>202</td>
<td>158</td>
</tr>
<tr>
<td>wlan2</td>
<td>265</td>
<td>272</td>
<td>275</td>
<td>265</td>
<td>222</td>
</tr>
<tr>
<td>zeroconf</td>
<td>379</td>
<td>370</td>
<td>341</td>
<td>285</td>
<td>367</td>
</tr>
</tbody>
</table>

---
Evaluation

Figure 7.3: Decision trees with multi-comparison (top) and single-comparison (bottom) predicates for firewire_abst.

with attribute value grouping depicted in Fig. 7.1. Clearly, the latter is much more concise and easier to grasp.

The effects of different tolerance values $\tau$ on the attribute value grouping algorithm are shown in Table 7.4. We see that a value of $\tau = 10^{-5}$, which is merely used to handle floating point inaccuracies in the impurity calculation, only produces a different tree for the mer30 example. A higher tolerance value can help to build smaller trees, but sometimes also increases tree size. Interestingly, the case where $\tau = \infty$, which guarantees that branches are merged until the resulting predicate is binary, often leads to the fewest number of nodes.

Impurity measures. The second parameter we need to consider is the impurity measure used to determine the quality of predicates. Table 7.5 gives the results of attribute value grouping in combination with different impurity measures on the case studies. We chose to provide the numbers for attribute value grouping since, as outlined above, it appears to us as the most sensible default predicate mechanism; the outcome of the same benchmark with other predicates is comparable.

Table 7.5 clearly shows that probabilistic impurity measures such as entropy and gini index perform far better than non-probabilistic impurity measures like sum- and max-minority. Furthermore, we see that the entropy ratio is strictly worse than the
### Table 7.4: Effects of different tolerance values on the performance of attribute value grouping on PRISM case studies.

<table>
<thead>
<tr>
<th>Case study</th>
<th>$\tau = 0$</th>
<th>$\tau = 10^{-5}$</th>
<th>$\tau = 0.2$</th>
<th>$\tau = \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>csma2_4</td>
<td>48</td>
<td>48</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>firewire_abst</td>
<td>9</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>firewire_impl</td>
<td>77</td>
<td>77</td>
<td>71</td>
<td>71</td>
</tr>
<tr>
<td>leader4</td>
<td>154</td>
<td>154</td>
<td>120</td>
<td>119</td>
</tr>
<tr>
<td>mer30</td>
<td>158</td>
<td>149</td>
<td>120</td>
<td>115</td>
</tr>
<tr>
<td>wlan2</td>
<td>222</td>
<td>222</td>
<td>232</td>
<td>201</td>
</tr>
<tr>
<td>zeroconf</td>
<td><strong>367</strong></td>
<td><strong>367</strong></td>
<td>379</td>
<td>379</td>
</tr>
</tbody>
</table>

### Table 7.5: Number of nodes obtained with different impurity measures and attribute value grouping on PRISM models.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Entropy</th>
<th>Entropy ratio</th>
<th>Gini index</th>
<th>Sum minority</th>
<th>Max minority</th>
</tr>
</thead>
<tbody>
<tr>
<td>csma2_4</td>
<td>48</td>
<td>89</td>
<td><strong>43</strong></td>
<td>579</td>
<td>1,412</td>
</tr>
<tr>
<td>firewire_abst</td>
<td>9</td>
<td>18</td>
<td>12</td>
<td>110</td>
<td>36</td>
</tr>
<tr>
<td>firewire_impl</td>
<td>77</td>
<td>124</td>
<td>77</td>
<td>442</td>
<td>126</td>
</tr>
<tr>
<td>leader4</td>
<td>154</td>
<td>207</td>
<td><strong>150</strong></td>
<td>547</td>
<td>1,767</td>
</tr>
<tr>
<td>mer30</td>
<td>158</td>
<td>213</td>
<td>165</td>
<td>7,557</td>
<td>6,797</td>
</tr>
<tr>
<td>wlan2</td>
<td>222</td>
<td>416</td>
<td><strong>220</strong></td>
<td>495</td>
<td>3,723</td>
</tr>
<tr>
<td>zeroconf</td>
<td><strong>367</strong></td>
<td>456</td>
<td>374</td>
<td>7,243</td>
<td>14,624</td>
</tr>
</tbody>
</table>

standard entropy. As discussed in Section 5.3.2, this is expected, since the main reason for choosing the entropy ratio over just the entropy is normally to prevent overfitting. On the other hand, gini index and entropy perform similarly well and are both viable choices. Note that the twoing rule is not applicable in this scenario, as it is limited to binary predicates.

We also experimented with our modified version of the AUC impurity measure, introduced in Section 5.3.7. As previously noted, one of its drawbacks is that it is very expensive to compute. Indeed, it took more than 13 minutes to build a tree with AUC for the small firewire_abst controller — in comparison to roughly 0.2 seconds with the standard impurity measures. On the one hand, this is due to the fact that AUC requires the training of several linear classifiers for every considered predicate, which simply is computationally demanding. On the other hand, we notice that it also produces unnecessarily large trees, which in turn again increases the computational cost: we obtain 716 nodes in the tree for firewire_abst.
Table 7.6: Effects of different impurity measures with axis-aligned predicates on decision tree sizes for synthesis of CPS. “∞” indicates failure to produce a result within three hours.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Entropy</th>
<th>Entropy ratio</th>
<th>Gini index</th>
<th>Sum minority</th>
<th>Max minority</th>
<th>Twoing rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-output</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cartpole</td>
<td>253</td>
<td>257</td>
<td>255</td>
<td>259</td>
<td>277</td>
<td>253</td>
</tr>
<tr>
<td>tworooms</td>
<td>27</td>
<td>37</td>
<td>27</td>
<td>39</td>
<td>2,627</td>
<td>27</td>
</tr>
<tr>
<td>helicopter</td>
<td>6,347</td>
<td>7,363</td>
<td>7,177</td>
<td>31,835</td>
<td>125,727</td>
<td>6,429</td>
</tr>
<tr>
<td>cruise</td>
<td>987</td>
<td>1,161</td>
<td>1,065</td>
<td>11,131</td>
<td>89,503</td>
<td>1,043</td>
</tr>
<tr>
<td>dcdc</td>
<td>271</td>
<td>391</td>
<td>275</td>
<td>∞</td>
<td>2,429</td>
<td>277</td>
</tr>
<tr>
<td>Multi-output</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tenrooms</td>
<td>17,297</td>
<td>15,951</td>
<td>17,297</td>
<td>18,565</td>
<td>26,751</td>
<td>17,415</td>
</tr>
<tr>
<td>truck_trailer</td>
<td>338,389</td>
<td>348,959</td>
<td>312,741</td>
<td>442,013</td>
<td>561,083</td>
<td>316,457</td>
</tr>
<tr>
<td>traffic</td>
<td>12,573</td>
<td>∞</td>
<td>16,627</td>
<td>276,067</td>
<td>∞</td>
<td>15,319</td>
</tr>
<tr>
<td>vehicle</td>
<td>13,237</td>
<td>15,677</td>
<td>13,135</td>
<td>32,271</td>
<td>39,129</td>
<td>13,109</td>
</tr>
<tr>
<td>aircraft</td>
<td>913,857</td>
<td>932,625</td>
<td>923,709</td>
<td>∞</td>
<td>2,242,773</td>
<td>922,727</td>
</tr>
</tbody>
</table>

Why does AUC not work in our scenario? There are two factors that come into play: first, the impurity measure tries to estimate the linear separability of the sub-datasets resulting from a predicate. However, since many features in the examples are categorical and we only use oblique splits with numeric features because of explainability reasons, the measure itself is not that meaningful in our context. Second, we conjecture that our approach based on one-versus-the-rest classification, which we adopted due to our data representation, just is not well-suited as an impurity measure in general.

7.2.2 Controller synthesis for cyber-physical systems

Impurity measures. Similar to before, our experiments suggest that entropy is one of the strongest impurity measures overall in the case of controllers obtained from CPS synthesis. To illustrate, we list the number of nodes when learning DTs with axis-aligned predicates, no determinization, and varying impurity measures in Table 7.6.

The table clearly shows that sum- and max-minority perform far worse than the probabilistic impurity measures on many datasets and are overall not competitive. Entropy, gini index, and twoing rule usually perform similarly well, although entropy is slightly better in a number of cases. As expected, the entropy ratio is overall somewhat worse. We again encountered the same performance issues with AUC as before, and the numbers we could compute were not promising, which is why we did not include this impurity measure in the table.
Table 7.7: Number of nodes in the DTs produced by different predicates with entropy on controller synthesis case studies when retaining nondeterminism. “∞” indicates failure to produce a result within three hours.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Axis</th>
<th>LinSVM</th>
<th>LogReg</th>
<th>OC1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cartpole</td>
<td>253</td>
<td>251</td>
<td>199</td>
<td>183</td>
</tr>
<tr>
<td>tworooms</td>
<td>27</td>
<td>27</td>
<td>15</td>
<td>23</td>
</tr>
<tr>
<td>helicopter</td>
<td>6,347</td>
<td>5,789</td>
<td>3,753</td>
<td>∞</td>
</tr>
<tr>
<td>cruise</td>
<td>987</td>
<td>1,085</td>
<td>783</td>
<td>747</td>
</tr>
<tr>
<td>dcdc</td>
<td>271</td>
<td>279</td>
<td>139</td>
<td>179</td>
</tr>
<tr>
<td><strong>Multi-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tenrooms</td>
<td>17,297</td>
<td>133</td>
<td>147</td>
<td>4,525</td>
</tr>
<tr>
<td>truck_trailer</td>
<td>338,389</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
</tr>
<tr>
<td>traffic</td>
<td>12,573</td>
<td>∞</td>
<td>8,953</td>
<td>∞</td>
</tr>
<tr>
<td>vehicle</td>
<td>13,237</td>
<td>13,183</td>
<td>10,389</td>
<td>9,771</td>
</tr>
<tr>
<td>aircraft</td>
<td>913,857</td>
<td>∞</td>
<td>∞</td>
<td>815,045</td>
</tr>
</tbody>
</table>

Now that we have established which impurity measure to use, we can examine the effect of oblique predicates and determinization strategies.

**Preserving nondeterminism.** In the case of not determinizing the controllers, we need to compare the performance of our different approaches to generate oblique predicates. We thus list the number of nodes obtained with the following algorithms in Table 7.7: standard axis-aligned predicates (Axis), linear SVMs (LinSVM), logistic regression (LogReg), and OC1 (OC1).

Clearly, oblique predicates are an effective way to reduce tree sizes on controllers dominated by numeric variables: DTs with oblique splits perform strictly better than those with only axis-aligned splits. However, the resulting reduction in the number of nodes varies from dataset to dataset. For instance, on tenrooms, oblique predicates can achieve a reduction of about 99%, on tworooms and dcdc, tree sizes are roughly halved, and the effect on cruise is much less pronounced.

There is no single strategy for generating oblique predicates that is superior on every example, although logistic regression and OC1 often perform comparatively well. We also notice that computing oblique predicates can be rather demanding, especially in the case of OC1 and linear SVMs.

**Determinizing.** We first compare the different determinization techniques with only axis-aligned predicates. Table 7.8 reports the number of nodes when determinizing with minimum norm before DT learning (MinNorm) and when using safe pruning / early
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stopping (ES). We also include the effects of combining early stopping with maximum frequencies, either with the approximation introduced in Section 5.4.4 (MaxFreq) or without (MaxFreq-exact), and with multi-label entropy (Multi-label).

While all determinization techniques greatly reduce tree sizes, simply determinizing before DT learning is clearly not as effective as the other approaches. Once we integrate determinization into the actual DT learning algorithm with early stopping, we can produce a DT with fewer than 20 nodes on more than half of the datasets. Taking determinization into account when computing impurities further decreases tree sizes, as shown in the last three columns. As expected, the exact computation of maximum frequencies performs better than the approximation, but is more computationally expensive and cannot always produce a result within three hours. Multi-label entropy is clearly the overall best determinization approach as it is always better than or equally good as the other techniques.

The results of combining determinization with oblique predicates generated by logistic regression are listed in Table 7.9. The effects are overall less pronounced than in the nondeterminism-preserving case; probably because many of the DTs were already very small without oblique predicates. On the larger truck_trailer and traffic datasets, allowing linear splits did improve our results quite a bit—at least for maximum frequencies and multi-label entropy—although oblique predicates can also have a negative effect in some cases.
7.2 Detailed comparison of decision tree learning algorithms

Table 7.8: Effects of different determinization methods with axis-aligned predicates and entropy on tree sizes in controller synthesis case studies. “∞” indicates failure to produce a result within three hours.

<table>
<thead>
<tr>
<th>Case study</th>
<th>MinNorm</th>
<th>ES</th>
<th>MaxFreq</th>
<th>MaxFreq-exact</th>
<th>Multi-label</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cartpole</td>
<td>111</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>tworooms</td>
<td>15</td>
<td>7</td>
<td>9</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>helicopter</td>
<td>1,353</td>
<td>447</td>
<td>229</td>
<td>185</td>
<td>123</td>
</tr>
<tr>
<td>cruise</td>
<td>563</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>dcdc</td>
<td>21</td>
<td>19</td>
<td>9</td>
<td>∞</td>
<td>5</td>
</tr>
<tr>
<td><strong>Multi-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tenrooms</td>
<td>5,407</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>truck_trailer</td>
<td>190,833</td>
<td>49,431</td>
<td>43,195</td>
<td>∞</td>
<td>31,499</td>
</tr>
<tr>
<td>traffic</td>
<td>1,379</td>
<td>327</td>
<td>195</td>
<td>∞</td>
<td>151</td>
</tr>
</tbody>
</table>

Table 7.9: Effects of different determinization methods with logistic regression and entropy on tree sizes in controller synthesis case studies. “∞” indicates failure to produce a result within three hours.

<table>
<thead>
<tr>
<th>Case study</th>
<th>MinNorm + LogReg</th>
<th>ES + LogReg</th>
<th>MaxFreq + LogReg</th>
<th>MaxFreq-exact + LogReg</th>
<th>Multi-label + LogReg</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Single-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cartpole</td>
<td>77</td>
<td>7</td>
<td>13</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>tworooms</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>helicopter</td>
<td>1,051</td>
<td>437</td>
<td>267</td>
<td>207</td>
<td>127</td>
</tr>
<tr>
<td>cruise</td>
<td>393</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>dcdc</td>
<td>21</td>
<td>19</td>
<td>9</td>
<td>∞</td>
<td>7</td>
</tr>
<tr>
<td><strong>Multi-output</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tenrooms</td>
<td>55</td>
<td>7</td>
<td>19</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>truck_trailer</td>
<td>61,775</td>
<td>∞</td>
<td>25,221</td>
<td>∞</td>
<td>20,781</td>
</tr>
<tr>
<td>traffic</td>
<td>∞</td>
<td>1,391</td>
<td>159</td>
<td>∞</td>
<td>97</td>
</tr>
</tbody>
</table>
8 Future Work

We now briefly examine possible directions for future research. We first consider how the decision tree learning algorithm itself might be improved, and then suggest potential additions to the tool dtControl that could make working with decision trees in practice much easier.

8.1 Improving decision tree learning

Globally optimal trees. All DT learning algorithms considered in this thesis are variants of the standard top-down, recursive algorithm used in e.g. CART [Bre84], ID3 [Qui86], and C4.5 [Qui93]. A major drawback of this approach is its greedy search strategy, which immediately picks the predicate with lowest impurity at every node. It is easy to see that this procedure will often get stuck in local minima of the search space and thus result in globally sub-optimal trees.

One approach to possibly circumvent this issue is the introduction of a lookahead: instead of immediately picking the predicate with lowest impurity at every node, the algorithm could conduct a more extensive search by first exploring how well the best predicates for its children would perform. This idea has for example been investigated in [EM03; Brá18].

A different approach is based on evolutionary algorithms, e.g. [LL02, Ch. 1], which have been used in different ways in DT learning [Bar12]. Their randomized nature guarantees a robust global search, but could also pose a challenge in controller representation, since we need to guarantee overfitting of the training data.

Predicates. The predicates for numeric features we have considered have been limited to standard axis-aligned splits and oblique predicates. It might be fruitful to allow more expressive predicates involving nonlinear combinations of features to obtain even smaller decision trees. For instance, Ashok et al. [Ash19b] show that crafting predicates from domain knowledge — in their case kinematic equations — can significantly reduce tree sizes. A potential starting point could be the work of Akmese [Akm19], who uses a grammar-based approach for the automatic generation of rich predicates.

Optimality. As discussed in Section 5.4.5, the determinization techniques we have introduced often suffer from the drawback that they produce non-optimal controllers. The question how optimality can be preserved, while still keeping the decision trees small and explainable, is an ongoing research issue. For instance, we could imagine that
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some sort of refinement procedure that allows to interactively expand nodes to increase the amount of nondeterminism in combination with our determinization techniques could be a worthwhile pursuit. Additionally, one could try to adapt techniques from standard multi-label machine learning, such as PPT [Rea08] or HOMER [TKV08], which try to keep as many labels as possible by design, to the controller representation problem.

8.2 Extending dtControl

Visualization. The DOT format dtControl currently outputs is well-suited for the visual inspection of small decision trees. However, once DT sizes reach several hundred nodes, a more interactive way to visualize the trees would be desirable. For example, the ability to expand or collapse certain nodes of the tree would make it much easier to get an overview of how the DT operates. Similarly, the tool could highlight important nodes, i.e. nodes with large corresponding sub-datasets, and deemphasize nodes only applicable to a few states of the controller. Other ideas for the visualization of large decision trees have for example been presented in [NHS00].

Input and output formats. To facilitate the usage of dtControl and make it suitable for a wider range of applications, support for many other verification tools, such as pFaces [KZ19], QUEST [JZ17], CoSyMa [MGG13], or SToRM [Deh+17] could be added to the tool. It would also be interesting to investigate the performance of our algorithms in the domain of program synthesis, where DTs have previously been used for the representation of piecewise functions [NSM16]. To this end, dtControl would for example need to provide support for the program synthesis framework developed in [NSM16]. Furthermore, additional output formats such as VHDL could simplify the implementation of the controllers produced by the tool.

Performance improvements. Although dtControl already is relatively performant, it still often needs several hours to learn decision trees for large controllers. To improve its efficiency, one could for example parallelize the tree building process and investigate whether there is room for optimization in the current implementation.
9 Conclusion

We have investigated a variety of techniques for controller representation with decision trees. We first demonstrated how the controller representation problem can be framed as a classification task, which allows for the usage of standard DT learning algorithms from the field of machine learning. However, fundamental differences between the verification and the machine learning setting made it necessary to adapt those algorithms to ensure that the resulting decision trees retain the safety guarantees of the controller.

We then examined the three main building blocks of the DT learning algorithm in detail: predicates partition the controller into several sub-controllers and make up the nodes of the decision tree. Impurity measures are used to evaluate the quality of predicates and select the best one at every node. Finally, various determinization techniques aim to reduce tree sizes by representing only a determinized version of the controller that allows a subset of the safe actions for every state.

Our results on numerous case studies demonstrate the effectiveness of decision trees for controller representation in general and our approach to DT learning in particular. Novel techniques for dealing with categorical state variables and new determinization approaches allow us to obtain DTs that are tremendously smaller than naive lookup tables and also perform significantly better than BDDs. Additionally, we have seen that the resulting decision trees are easily explainable as they often capture the semantics of the underlying system, which allows for understanding, validating, and potentially correcting the mathematical model.

All algorithms and techniques presented in this thesis are available in latest version of the open-source tool dtControl, which supports the easy conversion of controllers from a variety of formal verification tools to a decision tree representation in either the DOT format or as C code. As shown in Chapter 6, the new software architecture we developed for the tool is highly flexible and easily extensible, in that it allows for the straightforward integration of new algorithms and verification tools.

We anticipate that the decision tree learning algorithms we have covered and their implementation in the easy-to-use tool dtControl will allow a wider audience of researchers and practitioners of formal verification to represent their controllers concisely. Not only will this simplify the implementation of these controllers, but the understanding that can be gained from the decision tree representation also has the potential to help in validating and improving upon the underlying model. We expect that these advances will considerably facilitate the development of safe and reliable computer systems in the future.
Acronyms

**ADD** Algebraic Decision Diagram

**AUC** Area Under Receiver-Operator Curve

**BDD** Binary Decision Diagram

**CLI** Command-Line Interface

**CPS** Cyber-Physical System

**DT** Decision Tree

**MDP** Markov Decision Process

**SVM** Support Vector Machine

**UML** Unified Modeling Language
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