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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Within last decades, manufacturing industry has been 
driven by globalization and mass customization. On the one 
hand, this results in a high model-mix production with a large 
variety of parts. On the other hand, companies are faced by 
massive pricing pressure which requires a continuous 
improvement of processes. To enable a high model-mix 
assembly line production, internal logistics has to provide the 
right quantities of goods most efficiently at the right place in 
the right order within the right time [1]. Internal logistics 
refers to the receipt of parts, warehousing (e.g. storing, 
sequencing), line feeding up to line side presentation [2, 3, 4]. 
Consequently, the complexity within internal logistics has 
increased dramatically and today’s logistics operations require 
various information systems (e.g. ERP, WMS and individual 
software).  

Recent developments in information technology aim to re-
use existing event data to improve processes using process 
mining. The idea of process mining is to discover, monitor and 
improve real processes (i.e., not assumed processes) by 
extracting knowledge from event logs readily available in 
today's (information) systems [5]. Process mining has already 

been successfully applied to manufacturing [6, 7, 8] and 
logistics [9, 10, 11].  

However, in practice the data is often not correlated as 
events and significant effort is required to create event logs 
[5]. First, there exists a large variety of complex, connected 
information systems within production and logistics which 
hold relevant data. The data extraction cannot be driven by 
experts of the domain who do not have any technical 
knowledge about the underlying information systems and 
concrete storage mechanisms [12]. Second, to correlate the 
data, numerous data tables have to be merged, and the data 
attributes that are interesting for process mining have to be 
explicitly located in each data table [13]. Calvanese et al. 
(2016) reported this as the “process-orientation” problem, that 
the underlying data must be understood from conceptual 
lenses before process mining can be applied [12]. Third, the 
extraction process spans across several levels of abstraction 
and there is no such notion for a single event log [12]. In 
particular, for applying process mining within SAP a main 
challenge is that there is no defined consistency for how all 
documents, change events and resource dependencies are 
stored [13]. Fourth, vocabulary used in the IT implementation 
differs radically from domain knowledge [12]. Fifth, the 
volume and veracity of data in internal logistics is 
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mining. The idea of process mining is to discover, monitor and 
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extracting knowledge from event logs readily available in 
today's (information) systems [5]. Process mining has already 

been successfully applied to manufacturing [6, 7, 8] and 
logistics [9, 10, 11].  

However, in practice the data is often not correlated as 
events and significant effort is required to create event logs 
[5]. First, there exists a large variety of complex, connected 
information systems within production and logistics which 
hold relevant data. The data extraction cannot be driven by 
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knowledge about the underlying information systems and 
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explicitly located in each data table [13]. Calvanese et al. 
(2016) reported this as the “process-orientation” problem, that 
the underlying data must be understood from conceptual 
lenses before process mining can be applied [12]. Third, the 
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and there is no such notion for a single event log [12]. In 
particular, for applying process mining within SAP a main 
challenge is that there is no defined consistency for how all 
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stored [13]. Fourth, vocabulary used in the IT implementation 
differs radically from domain knowledge [12]. Fifth, the 
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significantly high. For example, in one production plant of a 
high model-mix assembly line in automotive industry, up to 
5,000,000 transfer orders are processed every month [14]. 
Consequently, in order to apply process mining, the right data 
has to be identified, extracted, merged and interpreted. Within 
the area of process mining, domain ontologies are frequently 
used to support these steps. However, there is no domain 
ontology for internal logistics to support process mining yet.  

The remainder of this paper is organized as follows. 
Section 2 presents ontology-based data preprocessing for 
process mining. Section 3 reviews the state of the art of 
logistics domain ontologies. Section 4 outlines the 
methodology to develop the domain ontology which has been 
applied in Section 5. Section 6 concludes this research and 
potential next steps.  

2. Ontology-based preprocessing for process mining 

In the following section, a short review of current practice 
to utilize ontologies for the preprocessing phase of process 
mining is outlined. 

Process mining requires a set of data correlated to an event 
log. An event log refers to an activity, a particular case and a 
timestamp [5] and can be extended by additional information 
(e.g. size of an order) [12]. Consequently, the goal of the pre-
processing phase is to extract normalized event logs, a job 
which involves activities such as data cleansing, feature 
selection, and merging of distinct data sources [13]. This 
requires the reduction of complex data models to an event log 
containing all relevant information. To do so, the use of 
ontologies to facilitate data preparation is found in the process 
mining and data mining area [15]. An ontology is an explicit 
specification of a conceptualization [16]. This set of objects, 
and the describable relationships among them, are reflected in 
the representational vocabulary with which a knowledge-
based program represents knowledge [16].  

For process mining, ontologies provide three benefits. 
First, a set of relevant objects and their properties enable an 
efficient identification of necessary information systems, 
underlying data tables and corresponding columns. Further 
on, the ontology helps to identify additional relevant 
information (e.g. master data) which is not directly recorded 
in the event data. Second, as ontologies also include existing 
relations between these relevant objects, the reduction of 
complex models to the event log can be supported. For 
example, Calvanese et al. (2016) provide a framework to link 
a domain ontology with raw data to create event logs [12].  
Third, most researches have claimed that the process data 
elements in logs are label-based and lower in abstraction. To 
enhance the interpretation of results, the data elements in the 
event log are enriched with their concepts from domain 
ontologies [15]. For example, Jareevongpiboon & Janecek 
(2013) linked to product codes of leatherwear with its human-
readable names [15]. 

Summarizing, the extendibility and reusability of 
ontologies helps to reduce time and interpret results [15]. In 
particular, for systems which do not produce event logs 
explicitly, the preprocessing is the most time-consuming and 
work intensive phase [13]. However, these fundamental 

approaches and methodologies to utilize ontologies for 
process mining require a domain ontology with the concepts, 
object properties and data properties [12, 13, 15]. Especially 
the quality of ontological data in the process mining projects 
is critical for interpreting events at the system level and 
constructing meaningful process models [13]. 

3. State of the art 

To apply ontology-based preprocessing for process mining, 
a domain ontology of internal logistics is required. Thus, in 
the following section a review of existing ontologies within 
internal logistics and corresponding areas will be given. 

3.1. Internal logistics ontologies 

In the area of internal logistics, Negri et al. (2017) recently 
carried out a detailed review of existing ontologies [4]. In 
total, 26 logistics ontologies have been identified. We 
extended this research by the keywords of internal logistics 
ontology and production logistics ontology and identified 16, 
respectively 57 ontologies. In total, six duplicates have been 
removed and 67 ontologies remain. Additionally, we added 
two ontologies available in German. In contrast to Negri et al. 
(2017) who developed an ontology with the focus to include a 
classification of internal logistics resources [4], we aim on the 
process perspective for process mining. Subsequently, first we 
present the overall findings and afterwards we outline the 
most important ontologies in detail.  

According to Negri et al. (2017), much of the work has 
been published in the area of manufacturing and production 
while not enough work has been carried out to internal 
logistics [4]. Out of the 26 logistics ontologies, only two keep 
the main focus on internal logistics and warehousing. In 
contrast, the other 24 ontologies focus on supply chain [4]. As 
the majority focusses on the inter-organizational perspective 
of logistics, they only often provide abstract concepts and a 
very small number of concepts and relationships [4]. 
Noteworthy, Negri et al. (2017) pointed out that the majority 
of supply chain ontologies have been developed for 
information and data integration between supply chain 
partners [4]. This emphasizes the usability of ontologies for 
the purpose outlined in Section 2.  

Our research confirmed this perspective and we can add 
four more findings of existing ontologies for the use of 
process mining.  

First, most existing ontologies do not integrate both the 
process and resource perspective. In particular, on the 
resource perspective, existing ontologies focus on selected 
aspects. As an example, Negri et al. (2017) set the main focus 
on transport and storage resources while Kowalski & Quink 
(2013) focus on packaging [17]. Thus, existing relations are 
often neglected. Also, other data properties (e.g. value of the 
part) are not integrated while there exists ontologies 
addressing these issues.  

Second, as the ontologies have a different purpose, they are 
modelled with a different level of detail and abstraction. On 
the one hand there exist ontologies with a high level of detail 
and an explicit formalization [4, 17]. For example, Kowalski 
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& Quink (2013) describe packaging, packaging goods (parts), 
unit loads, underlying standards including instances (e.g. DIN 
ISO, DIN EN). On the other hand there are ontologies which 
only include a minimal set of objects, object properties and 
data properties. While Libert et al. (2010) integrate material 
flow, information flow and resources [18], the level of detail 
is low. For example, the modelled material flow objects only 
contain buffer, store and transfer. Other relevant material flow 
activities such as picking, sorting and distributing are not 
included. 

Third, the there is no standardized taxonomy for equivalent 
objects, object properties and data properties. For example, 
Merdan et al. (2008) use the term “pallet” [19] while other 
ontologies refer to the term “unit load” (or “load unit”). Even 
further, two useful ontologies are only available in German. 

Fourth, existing concepts of upper ontologies are often 
neglected. Expect from Negri et al. (2017), which is based on 
the Manufacturing Systems Ontology, upper ontologies (such 
as Process Specification Language [20] or Know-Ont [21] are 
not included. In consequence, every ontology describes the 
process and its activities in a different way. In particular, this 
is challenging if the names and concepts are not compatible 
with the process mining perspective. 

3.2. Shortcomings 

Ontologies provide support for the ontology-based 
preprocessing for process mining. While there exist various 
methods to support the preprocessing, the quality and purpose 
of the domain ontology is critical [13]. Existing ontologies in 
the domain of internal logistics are still not complete due to: 
(1) the partial focus of the ontologies without an integrated 
view of process and resource, (2) the different level of detail 
and abstraction, (3) the missing standardization of taxonomy 
and (4) the missing integration of existing upper ontologies.  

Against the background of process mining and its aim to 
optimize processes, not all relevant information are integrated. 
Especially on the evaluation of the relevance of individual 
parts (e.g. value) and its relation within the supply chain (e.g. 
supplier name, demand) there is still need for improvement. 

3.3. Objectives 

Therefore, an applicable ontology of the domain internal 
logistics to support process mining has to be developed. For 
this reason, existing internal logistics ontologies have to be 
merged into an integrated ontology. The objective of the 
ontology is to create a representation of internal logistics with 
its main activities (material and information flow), the 
required resources and its relevant properties (both object and 
data properties) to enable process mining. Having a shared set 
of objects, object properties and data properties, process 
mining methods of preprocessing can be efficiently applied. 
The key contribution of this paper is (1) to compare objects, 
object properties and data properties of existing ontologies, 
(2) to merge the ontologies and to (3) extend missing 
information regarding the purpose of process mining. 

4. Methodology 

Creating and merging ontologies has been widely 
addressed in research. As the interest of ontologies has been 
increased within last years, there is a large variety of existing 
methodologies with different characteristics available. 

As described in Section 2, there exist numerous ontologies 
in the domain of internal logistics. Subsequently, the 
integration of existing ontologies is a major requirement. We 
applied the well-established methodology of Noy & 
McGuinness (2001) due to three advantages: (1) reuse of 
existing ontologies, (2) a detailed documentation and (3) its 
simplicity. The methodology consists of seven steps [23]. 
First, the domain and scope of the ontology is determined (c.f. 
Section 2). Second, the existing ontologies are reviewed in 
order to re-use them (c.f. Section 3). Third, important terms of 
the ontology are enumerated. In the fourth step, the objects 
(classes) and its hierarchy are defined. Next, in the fifth step 
the object properties (relations) and in the sixth steps the data 
properties (slots) are extended. These steps are described 
using examples and results within Section 5. The last step to 
create instances is dropped in the context of process mining, 
as the instances are stored in the databases of information 
systems [15]. 

To overcome the challenges while merging ontologies, 
there exist different approaches. However, these approaches 
are far from being standards [24]. We decided to use the 
PROMPT methodology [25]. In contrast to FCA-Merge 
which is application-based using instances [26], PROMPT has 
been designed to integrate formalized ontologies. Beneficial is 
that objects, object properties and data properties are 
maintained and the effort is comparatively low. 

5. Internal logistics ontology for process mining 

Using the proposed methodology (c.f. Section 4), the 
internal logistics ontology for process mining is developed. 
This section is organized as follows: First, we summarize the 
steps of creating and merging the ontology using the 
methodology. Second, the ontology is outlined on a top level 
and selected objects are explained in detail. 

The first step of the methodology is the determination of 
the domain and the scope of the ontology. Based on the 
objectives of this paper, the following four competency 
questions have been formulated:  

 Which logistics activities are related to the material 
flow and information flow?  

 Which resources are required to fulfill these 
activities?  

 How can the transition of objects be described 
regarding the time and location? 

 Which information are required to characterize parts 
and processes on the level of process mining? 

 
For this purpose, 42 relevant ontologies out of the 67 

within the domain of internal logistics have been evaluated. 
To reuse the existing ontologies, we (1) derived the main 
focus of the ontologies (e.g. process, resource) and afterwards 
we evaluated the quality and quantity of (2) objects, (3) object  
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significantly high. For example, in one production plant of a 
high model-mix assembly line in automotive industry, up to 
5,000,000 transfer orders are processed every month [14]. 
Consequently, in order to apply process mining, the right data 
has to be identified, extracted, merged and interpreted. Within 
the area of process mining, domain ontologies are frequently 
used to support these steps. However, there is no domain 
ontology for internal logistics to support process mining yet.  

The remainder of this paper is organized as follows. 
Section 2 presents ontology-based data preprocessing for 
process mining. Section 3 reviews the state of the art of 
logistics domain ontologies. Section 4 outlines the 
methodology to develop the domain ontology which has been 
applied in Section 5. Section 6 concludes this research and 
potential next steps.  

2. Ontology-based preprocessing for process mining 

In the following section, a short review of current practice 
to utilize ontologies for the preprocessing phase of process 
mining is outlined. 

Process mining requires a set of data correlated to an event 
log. An event log refers to an activity, a particular case and a 
timestamp [5] and can be extended by additional information 
(e.g. size of an order) [12]. Consequently, the goal of the pre-
processing phase is to extract normalized event logs, a job 
which involves activities such as data cleansing, feature 
selection, and merging of distinct data sources [13]. This 
requires the reduction of complex data models to an event log 
containing all relevant information. To do so, the use of 
ontologies to facilitate data preparation is found in the process 
mining and data mining area [15]. An ontology is an explicit 
specification of a conceptualization [16]. This set of objects, 
and the describable relationships among them, are reflected in 
the representational vocabulary with which a knowledge-
based program represents knowledge [16].  

For process mining, ontologies provide three benefits. 
First, a set of relevant objects and their properties enable an 
efficient identification of necessary information systems, 
underlying data tables and corresponding columns. Further 
on, the ontology helps to identify additional relevant 
information (e.g. master data) which is not directly recorded 
in the event data. Second, as ontologies also include existing 
relations between these relevant objects, the reduction of 
complex models to the event log can be supported. For 
example, Calvanese et al. (2016) provide a framework to link 
a domain ontology with raw data to create event logs [12].  
Third, most researches have claimed that the process data 
elements in logs are label-based and lower in abstraction. To 
enhance the interpretation of results, the data elements in the 
event log are enriched with their concepts from domain 
ontologies [15]. For example, Jareevongpiboon & Janecek 
(2013) linked to product codes of leatherwear with its human-
readable names [15]. 

Summarizing, the extendibility and reusability of 
ontologies helps to reduce time and interpret results [15]. In 
particular, for systems which do not produce event logs 
explicitly, the preprocessing is the most time-consuming and 
work intensive phase [13]. However, these fundamental 

approaches and methodologies to utilize ontologies for 
process mining require a domain ontology with the concepts, 
object properties and data properties [12, 13, 15]. Especially 
the quality of ontological data in the process mining projects 
is critical for interpreting events at the system level and 
constructing meaningful process models [13]. 

3. State of the art 

To apply ontology-based preprocessing for process mining, 
a domain ontology of internal logistics is required. Thus, in 
the following section a review of existing ontologies within 
internal logistics and corresponding areas will be given. 

3.1. Internal logistics ontologies 

In the area of internal logistics, Negri et al. (2017) recently 
carried out a detailed review of existing ontologies [4]. In 
total, 26 logistics ontologies have been identified. We 
extended this research by the keywords of internal logistics 
ontology and production logistics ontology and identified 16, 
respectively 57 ontologies. In total, six duplicates have been 
removed and 67 ontologies remain. Additionally, we added 
two ontologies available in German. In contrast to Negri et al. 
(2017) who developed an ontology with the focus to include a 
classification of internal logistics resources [4], we aim on the 
process perspective for process mining. Subsequently, first we 
present the overall findings and afterwards we outline the 
most important ontologies in detail.  

According to Negri et al. (2017), much of the work has 
been published in the area of manufacturing and production 
while not enough work has been carried out to internal 
logistics [4]. Out of the 26 logistics ontologies, only two keep 
the main focus on internal logistics and warehousing. In 
contrast, the other 24 ontologies focus on supply chain [4]. As 
the majority focusses on the inter-organizational perspective 
of logistics, they only often provide abstract concepts and a 
very small number of concepts and relationships [4]. 
Noteworthy, Negri et al. (2017) pointed out that the majority 
of supply chain ontologies have been developed for 
information and data integration between supply chain 
partners [4]. This emphasizes the usability of ontologies for 
the purpose outlined in Section 2.  

Our research confirmed this perspective and we can add 
four more findings of existing ontologies for the use of 
process mining.  

First, most existing ontologies do not integrate both the 
process and resource perspective. In particular, on the 
resource perspective, existing ontologies focus on selected 
aspects. As an example, Negri et al. (2017) set the main focus 
on transport and storage resources while Kowalski & Quink 
(2013) focus on packaging [17]. Thus, existing relations are 
often neglected. Also, other data properties (e.g. value of the 
part) are not integrated while there exists ontologies 
addressing these issues.  

Second, as the ontologies have a different purpose, they are 
modelled with a different level of detail and abstraction. On 
the one hand there exist ontologies with a high level of detail 
and an explicit formalization [4, 17]. For example, Kowalski 
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& Quink (2013) describe packaging, packaging goods (parts), 
unit loads, underlying standards including instances (e.g. DIN 
ISO, DIN EN). On the other hand there are ontologies which 
only include a minimal set of objects, object properties and 
data properties. While Libert et al. (2010) integrate material 
flow, information flow and resources [18], the level of detail 
is low. For example, the modelled material flow objects only 
contain buffer, store and transfer. Other relevant material flow 
activities such as picking, sorting and distributing are not 
included. 

Third, the there is no standardized taxonomy for equivalent 
objects, object properties and data properties. For example, 
Merdan et al. (2008) use the term “pallet” [19] while other 
ontologies refer to the term “unit load” (or “load unit”). Even 
further, two useful ontologies are only available in German. 

Fourth, existing concepts of upper ontologies are often 
neglected. Expect from Negri et al. (2017), which is based on 
the Manufacturing Systems Ontology, upper ontologies (such 
as Process Specification Language [20] or Know-Ont [21] are 
not included. In consequence, every ontology describes the 
process and its activities in a different way. In particular, this 
is challenging if the names and concepts are not compatible 
with the process mining perspective. 

3.2. Shortcomings 

Ontologies provide support for the ontology-based 
preprocessing for process mining. While there exist various 
methods to support the preprocessing, the quality and purpose 
of the domain ontology is critical [13]. Existing ontologies in 
the domain of internal logistics are still not complete due to: 
(1) the partial focus of the ontologies without an integrated 
view of process and resource, (2) the different level of detail 
and abstraction, (3) the missing standardization of taxonomy 
and (4) the missing integration of existing upper ontologies.  

Against the background of process mining and its aim to 
optimize processes, not all relevant information are integrated. 
Especially on the evaluation of the relevance of individual 
parts (e.g. value) and its relation within the supply chain (e.g. 
supplier name, demand) there is still need for improvement. 

3.3. Objectives 

Therefore, an applicable ontology of the domain internal 
logistics to support process mining has to be developed. For 
this reason, existing internal logistics ontologies have to be 
merged into an integrated ontology. The objective of the 
ontology is to create a representation of internal logistics with 
its main activities (material and information flow), the 
required resources and its relevant properties (both object and 
data properties) to enable process mining. Having a shared set 
of objects, object properties and data properties, process 
mining methods of preprocessing can be efficiently applied. 
The key contribution of this paper is (1) to compare objects, 
object properties and data properties of existing ontologies, 
(2) to merge the ontologies and to (3) extend missing 
information regarding the purpose of process mining. 

4. Methodology 

Creating and merging ontologies has been widely 
addressed in research. As the interest of ontologies has been 
increased within last years, there is a large variety of existing 
methodologies with different characteristics available. 

As described in Section 2, there exist numerous ontologies 
in the domain of internal logistics. Subsequently, the 
integration of existing ontologies is a major requirement. We 
applied the well-established methodology of Noy & 
McGuinness (2001) due to three advantages: (1) reuse of 
existing ontologies, (2) a detailed documentation and (3) its 
simplicity. The methodology consists of seven steps [23]. 
First, the domain and scope of the ontology is determined (c.f. 
Section 2). Second, the existing ontologies are reviewed in 
order to re-use them (c.f. Section 3). Third, important terms of 
the ontology are enumerated. In the fourth step, the objects 
(classes) and its hierarchy are defined. Next, in the fifth step 
the object properties (relations) and in the sixth steps the data 
properties (slots) are extended. These steps are described 
using examples and results within Section 5. The last step to 
create instances is dropped in the context of process mining, 
as the instances are stored in the databases of information 
systems [15]. 

To overcome the challenges while merging ontologies, 
there exist different approaches. However, these approaches 
are far from being standards [24]. We decided to use the 
PROMPT methodology [25]. In contrast to FCA-Merge 
which is application-based using instances [26], PROMPT has 
been designed to integrate formalized ontologies. Beneficial is 
that objects, object properties and data properties are 
maintained and the effort is comparatively low. 

5. Internal logistics ontology for process mining 

Using the proposed methodology (c.f. Section 4), the 
internal logistics ontology for process mining is developed. 
This section is organized as follows: First, we summarize the 
steps of creating and merging the ontology using the 
methodology. Second, the ontology is outlined on a top level 
and selected objects are explained in detail. 

The first step of the methodology is the determination of 
the domain and the scope of the ontology. Based on the 
objectives of this paper, the following four competency 
questions have been formulated:  

 Which logistics activities are related to the material 
flow and information flow?  

 Which resources are required to fulfill these 
activities?  

 How can the transition of objects be described 
regarding the time and location? 

 Which information are required to characterize parts 
and processes on the level of process mining? 

 
For this purpose, 42 relevant ontologies out of the 67 

within the domain of internal logistics have been evaluated. 
To reuse the existing ontologies, we (1) derived the main 
focus of the ontologies (e.g. process, resource) and afterwards 
we evaluated the quality and quantity of (2) objects, (3) object  
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properties and (4) data properties. In sum, the main focus 
of existing ontologies is (1) resource (e.g. storage, transfer), 
(2) process (e.g. activities) and (3) actors (e.g. customer). 
Also load unit, product, part, logistics operations and 
activities, location and time are named frequently. However, 
as the terms used in most ontologies are not very well aligned 
with the existing upper ontologies (except for [4]) we adapted 
(1) Process Specification Language [20], (2) Know-Ont [21] 
and (3) Unified Foundational Ontology [22]. 

Based on these findings, the important terms and objects 
are defined. The developed internal logistics ontology is 
mainly based on 14 ontologies. Libert et al. (2010) provide a 
set of relevant objects with the process, the logistics activities 
(e.g. transfer, store) and the execution of orders using transfer 
orders [18]. Negri et al. (2017) show a valuable formalization 
of resources (transporters, storages, unit loads) within internal 
logistics. In particular, the object properties and data 
properties are described in detail [4]. Using these results, we 
iteratively merged the (1) packaging objects [17], (2) supply 
chain actors Onto-SCM [27] and (3) parts and products using 
ONTO-PDM [28] and [29]. During the steps of merging, both 
the different level of detail and abstraction and the missing 
standardization of taxonomy have been a challenge. The result 
of the entire ontology on a top level is shown in Figure 1. On 
the top level (subclass of Thing), we formulated the objects 
Process, Resource, UnitLoad, Actor and CustomerOrder.  

The Process is triggered by a CustomerOrder, which is 
decomposed to a ProductionOrder with a daily demand of 
parts and the WorkOrder. Latter is the execution on shop-
floor level, e.g. to trigger a single Part transfer using a 
transfer order from one Location to another according a Path. 
Both the Supplier, the Manufacturer and the Customer are 
defined as Actor. The object Process represents a set of 
correlated activities (c.f. Figure 2). As subclasses we defined 
the Activity and ActivityOccurrence according the Process 
Specification Language [20]. The Activity has a sequence and 
happens at an occurrence. The subclass of the Activity is 
divided into the MaterialFlowActivity and the 
InformationFlowActivity. To model the subclasses we used 
the fundamental definitions of logistics [30, 31]. A 
MaterialFlowActivity transforms the physical state of a 
UnitLoad. 

Fig. 2. Extract of the Process object. 

Any InformationFlowActivity transforms the 
InformationObject which is stored in the information system. 
Subsequently, this is the key information for process mining. 
The ActivityOccurrence contains the Time and Location. The 
Location is related to a Path with the subclasses SimplePath 
and CombinedPath [4] and linked to a Storage. Using this set 
of information, the flow of a UnitLoad across the storages and 
time can be mined. 

The Resource object describes the relevant resources to 
support the execution of logistics activities (c.f. Figure 3). 
Similar to the definition of the activities, we defined a 
MaterialFlowResource, InformationFlowResource, Human, 
Infrastructure and Energy. For example, the Storage can be a 
continuous or discrete storage (e.g. high rack).  

The object UnitLoad (c.f. Figure 4) is defined according 
VDI 3968 and contains one or many packages (Package) and 
is transformed by material flow activities 
(MaterialFlowActivity). The Package combines both the 
Packaging (e.g. bin) and any good (e.g. variant or sub-
assembly). Thus, we defined a ProductComponent, a 
ProductFamily and a Part inspired by [28, 29]. For internal 
logistics, the ProductComponent is described using a unique 
part number and its name. For enabling process mining, we 
integrated additional relevant data properties (e.g. price).  

 

Fig. 3. Extract of the Resource object. 
 

Fig. 4. Extract of the UnitLoad object. 
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properties and (4) data properties. In sum, the main focus 
of existing ontologies is (1) resource (e.g. storage, transfer), 
(2) process (e.g. activities) and (3) actors (e.g. customer). 
Also load unit, product, part, logistics operations and 
activities, location and time are named frequently. However, 
as the terms used in most ontologies are not very well aligned 
with the existing upper ontologies (except for [4]) we adapted 
(1) Process Specification Language [20], (2) Know-Ont [21] 
and (3) Unified Foundational Ontology [22]. 

Based on these findings, the important terms and objects 
are defined. The developed internal logistics ontology is 
mainly based on 14 ontologies. Libert et al. (2010) provide a 
set of relevant objects with the process, the logistics activities 
(e.g. transfer, store) and the execution of orders using transfer 
orders [18]. Negri et al. (2017) show a valuable formalization 
of resources (transporters, storages, unit loads) within internal 
logistics. In particular, the object properties and data 
properties are described in detail [4]. Using these results, we 
iteratively merged the (1) packaging objects [17], (2) supply 
chain actors Onto-SCM [27] and (3) parts and products using 
ONTO-PDM [28] and [29]. During the steps of merging, both 
the different level of detail and abstraction and the missing 
standardization of taxonomy have been a challenge. The result 
of the entire ontology on a top level is shown in Figure 1. On 
the top level (subclass of Thing), we formulated the objects 
Process, Resource, UnitLoad, Actor and CustomerOrder.  

The Process is triggered by a CustomerOrder, which is 
decomposed to a ProductionOrder with a daily demand of 
parts and the WorkOrder. Latter is the execution on shop-
floor level, e.g. to trigger a single Part transfer using a 
transfer order from one Location to another according a Path. 
Both the Supplier, the Manufacturer and the Customer are 
defined as Actor. The object Process represents a set of 
correlated activities (c.f. Figure 2). As subclasses we defined 
the Activity and ActivityOccurrence according the Process 
Specification Language [20]. The Activity has a sequence and 
happens at an occurrence. The subclass of the Activity is 
divided into the MaterialFlowActivity and the 
InformationFlowActivity. To model the subclasses we used 
the fundamental definitions of logistics [30, 31]. A 
MaterialFlowActivity transforms the physical state of a 
UnitLoad. 

Fig. 2. Extract of the Process object. 

Any InformationFlowActivity transforms the 
InformationObject which is stored in the information system. 
Subsequently, this is the key information for process mining. 
The ActivityOccurrence contains the Time and Location. The 
Location is related to a Path with the subclasses SimplePath 
and CombinedPath [4] and linked to a Storage. Using this set 
of information, the flow of a UnitLoad across the storages and 
time can be mined. 

The Resource object describes the relevant resources to 
support the execution of logistics activities (c.f. Figure 3). 
Similar to the definition of the activities, we defined a 
MaterialFlowResource, InformationFlowResource, Human, 
Infrastructure and Energy. For example, the Storage can be a 
continuous or discrete storage (e.g. high rack).  

The object UnitLoad (c.f. Figure 4) is defined according 
VDI 3968 and contains one or many packages (Package) and 
is transformed by material flow activities 
(MaterialFlowActivity). The Package combines both the 
Packaging (e.g. bin) and any good (e.g. variant or sub-
assembly). Thus, we defined a ProductComponent, a 
ProductFamily and a Part inspired by [28, 29]. For internal 
logistics, the ProductComponent is described using a unique 
part number and its name. For enabling process mining, we 
integrated additional relevant data properties (e.g. price).  

 

Fig. 3. Extract of the Resource object. 
 

Fig. 4. Extract of the UnitLoad object. 
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6. Conclusion and Outlook 

The step of preprocessing data for process mining is 
challenging in practice. The data is often not correlated as 
events and significant effort is required to create event logs. 
Main reasons are (1) large variety of complex information 
systems, (2) numerous tables and relations (3) different levels 
of abstraction, (4) vocabulary used in the IT implementation 
differs from domain knowledge and (5) volume and veracity 
of data in internal logistics is significantly high.  

While there exist various methods to support the 
preprocessing, the quality and purpose of the domain ontology 
is critical. Existing ontologies in the domain of internal 
logistics are still not complete due to: (1) the partial focus of 
the ontologies without an integrated view of process and 
resource, (2) the different level of detail and abstraction, (3) 
the missing standardization of taxonomy and (4) the missing 
integration of existing upper ontologies. 

This paper presents an internal logistics ontology based on 
existing ontologies with a focus on the preprocessing of data 
for process mining. The main contribution of this paper is a 
systematic approach to re-use existing ontologies and to 
develop an internal logistics ontology for preprocessing 
within process mining. We analyzed 42 relevant ontologies in 
the area of internal logistics to derive the main objects of 
process, resource, actors, load unit, product and part.  

However, there is still need for research. As we only 
developed the ontology for high model-mix assembly line 
production application scenario, further case studies are 
required. Further on, semantics of values in information 
systems differ from company to company and the integration 
of application ontologies can be beneficial. This could also 
provide support for further automation of the preprocessing 
steps. 
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