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Abstract

The main function of the ear is to convert sounds into electrochemical signals
in the nervous system. Any disruption in this process causes hearing impairment
or deafness. In particular, when the delicate sensory cells in the ear, the inner hair
cells, are damaged by loud sound, infection, or drugs, then the auditory nerve is
not stimulated and the flow of auditory information stops. However, if the auditory
nerve is still functional, the hearing can be partially restored by a cochlear implant
(CI), which stimulates the nerve electrically. The electrical stimulation of the
nerves is not completely understood due to complex morphology and physiology of
the neural tissue. Bilaterally implanted patients could benefit from better sound
localization and improved “electrical” hearing in noisy conditions. Additionally, a
better understanding of both synaptic and electrical stimulation could improve the
future design of electro-acoustic CIs.

Chapter 2 of the thesis shows a multicompartment Hodgkin–Huxley-type audi-
tory nerve fiber (ANF) model that can be stimulated synaptically and electrically.
For the synaptic stimulation, the ANF model was combined with a biophysical
model of an inner ear, where it replaced an artificial spike generator. The new
hybrid model produced correct firing rates in response to acoustical stimuli. Unlike
in the spike generators, the refractoriness emerged from the intrinsic membrane
properties of the ANF model. The ANF model was also stimulated electrically
with pulses of different shapes and rates, and successfully reproduced in vivo
experiments. Finally, the model was used to simulate psychoacoustical experiments
with CI patients and triphasic pulses. It explained how a local increase of the
membrane capacitance (e.g. due to demyelination of the nerve or the unmyelinated
soma), inverses the efficiency of the pulses with opposite polarities. Remarkably,
all simulations were performed with the same model without any modification of
its parameters.

Chapter 3 examines a part of the sound localization pathway by modeling
globular bushy cells (GBCs) in the cochlear nucleus. GBCs are known for their
temporally precise spiking, which is necessary for sound localization. They receive
direct inputs from the ANFs through large synapses, endbulbs of Held, which
show strong depression in in vitro experiments. However, when simulated with
in vitro-like stimuli, the strongly depressing endbulbs could not drive the bushy
cells to realistic firing rates. The study predicts that the majority of endbulbs have
depression of less than 20 %, which is consistent with recent in vivo studies.

In summary, the thesis shows detailed models of the initial auditory pathway:
inner hair cell synapse, auditory nerve fiber, endbulb of Held synapse, and globular
bushy cell. It helps to better understand how auditory information is processed and
transmitted to higher auditory centers. It also shows simulations of the electrical
stimulation of the auditory nerve in in vivo and in psychoacoustic experiments. It
explains effects observed in CI patients, which improves our understanding of the
implants and might help to enhance them.
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FSP fine structure processing.
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HRTF head-related transfer function.

HSR high-spontaneous rate.
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IPSP inhibitory post-synaptic potential.

ISIH inter-spike interval histogram.
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YXF09m is an endbulb of Held synapse model tuned to the mean data from Yang
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Chapter 1

General Introduction

In our daily life, we often forget that the major part of the perception of the world
around us is derived from the sensory inputs. Sensory organs are particularly
interesting, because they create the direct interface to the environment. When a
sensory organ fails (causing blindness or deafness), the brain is isolated from the
sensory input and a large portion of information about the environment is not
available. Sensory organs are our only interface to the world and without them we
are isolated from it.

In case of hearing, sensory transduction takes place in the inner ear and sensory
information is further transmitted through the auditory nerve (AN) to the cochlear
nucleus (CN) in the brainstem. Next, it travels further through the midbrain and
thalamus up to the cerebral cortex. The auditory pathway is complicated with ipsi-
and contralateral projections as well as feedback loops (Smith and Spirou 2002).

The auditory system is well described on different levels of organization (systemic,
organ, tissues, and cellular) (Webster, Popper, and Fay 1992; Popper and Fay 1992).
However, the interaction between the different levels is much less understood. For
example, how does a given synaptic property influence an activity of a population
of neurons in one of the auditory nuclei? Such questions might be difficult to
answer, either because of difficulties in the measuring techniques (especially in
vivo), or difficulties in changing of particular parameters in the biological system
(e.g., pharmacologically or genetically). Computational modeling gives us the
opportunity to bypass those difficulties and modify any parameter at will and to
have access to all variables of the system. One of the main drawbacks of the virtual
approach is a huge parameter space in biological models. However, knowing the
constraints of systems helps to reduce the parameter space of even very complex
systems to a manageable size (Markram 2006).

Why is it important to have detailed understanding of the auditory system?
There are at least two strong reasons. First, the human auditory system has a
remarkable performance as shown in Table 1.1. Understanding the secrets of hearing
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CHAPTER 1. GENERAL INTRODUCTION

Property Value
Frequency range 20 Hz to 20 000 Hz
Dynamic range >120 dB

Hearing threshold (at 1000 Hz) 4 dB re 20 µPa
Min. interaural time difference 10 µs

Table 1.1: Specifications of the human auditory system (Gelfand 2010).

might enable us to learn from them and engineer better communication systems.
Second, if hearing fails because of aging or disease, the quality of life is severely
reduced. “Blindness separates people from things; deafness separates people from
people.”1 When vision fails, then we are separated from our environment. If hearing
fails, then communication with other people breaks. Repairing the sensory pathway
is not an easy task and requires very detailed mechanistic understanding of the
hearing process. The knowledge of the problem enables directed work towards a
solution.

Can computational modeling help with those issues? As Richard Feynman
said “What I cannot create, I do not understand,” I learned that this rule also
applies to biological systems and modeling. The starting point of Chapter 3 were
synapses carefully fitted to in vitro experiments. They were driven by realistic in
vivo-like inputs and stimulated a bushy cell model. But when combined, the models
did not produce realistic results. This unexpected outcome triggered a detailed
investigation and challenged the “known” assumptions. As a result, a detailed
analysis of the interaction between different synaptic parameters and the activity
of the bushy cell was born. The analysis showed that synaptic parameters from
in vitro studies might not always be used directly in in vivo-like conditions. The
results are also consistent with more recent in vivo measurements.

In addition to the modeling study of bushy cells, Chapter 2 shows how a relatively
simple models of an ANF and an electrode can explain phenomena observed in
psychoacoustic experiments with patients provided with cochlear implants. It is
quite remarkable, because the model links the morphology of the ANFs and a
position of an electrode to effects that were found in a psychophysical experiments
with cochlear implant users. Chapter 2 also shows that the same model can be
used to describe synaptic and electric stimulation of the AN.

1Immanuel Kant
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CHAPTER 1. GENERAL INTRODUCTION

1.1 Structure of the Thesis
The main content of the thesis is located in mostly self-contained Chapters 2
(Modeling of Synaptic and Electrical Stimulation of Auditory Nerve Fibers) and 3
(Comparison of Globular Bushy Cell Models with Different Levels of Synaptic De-
pression in in vivo-like Simulations). Each chapter has its own specific introduction,
methods, results, and discussion. Those main chapters are preceded by a general
introduction (Chapter 1). The introduction provides the necessary foundations
about the mammalian auditory system and computational neuroscience. If a reader
has a basic knowledge in those fields, it is possible to skip the general introduction
and start reading the two main chapters. Finally, Chapter 4 summarizes the main
results and conclusion of the thesis.

1.2 The Cochlea
One of the main functions of the ear is to convert sounds to biochemical signals
in the auditory nervous system. This process is necessary to enable hearing. In
mammals, the ear can be divided into three parts: outer, middle, and inner ear.
The structure of a human ear is shown in Figure 1.1.

The outer ear consists of the pinna and the ear canal. The function of the outer
ear is to funnel sound from the environment and to conduct it into the middle
ear. The pinna is the external and visible part. Its main function is to enhance
the directional sensitivity. Due to the shape of the pinna, head and torso, sounds
are amplified or attenuated depending on direction and frequency. This effect can
be described by a head-related transfer function (HRTF), which is a set of linear
filters for different directions of the sound source. Generally, there is a relatively
large variability between individual HRTFs due to variation in size and shape of the
pinna and the head. The ear canal is a tube of approximately 25 mm in length that
conducts sounds from the pinna to the middle ear. Due to the quarter wavelength
resonance in the ear canal (combined with the middle ear impedance), 2 kHz to
4 kHz is the most sensitive frequency range of the ear (Wiener and Ross 1946;
Dillon 2001).

Next, there is the middle ear that consists of the tympanic membrane (also
known as the eardrum), the ossicles, and two small muscles located in the tympanic
cavity. The ossicles are three little bones named after three objects that they
resemble: malleus (hammer), incus (anvil), and stapes (stirrup). The main function
of the middle ear is to efficiently transfer the sound energy from the outer ear to
the entrance of the inner ear, the oval window. This transfer requires impedance
matching, because at the outer ear, sound propagates in air and in the cochlea it
propagates in fluid. Without proper impedance matching, most of the sound energy
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CHAPTER 1. GENERAL INTRODUCTION

Figure 1.1: Cross section of the right human ear. G is the ear canal, T is the
tympanic membrane, P is the tympanic cavity, o is the oval window, r is the round
window, B marks the semicircular canals (part of the vestibular system), S is the
cochlea, Vt is the scala vestibuli, Pt is the scala tympani, and E is the Eustachian
tube. The drawing was adapted from Howell (1911).
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CHAPTER 1. GENERAL INTRODUCTION

would be reflected. The mechanical impedance matching is accomplished by a lever
built from the ossicles, the difference in size between the tympanic membrane and
the oval window, and the curvature of the eardrum. As a result, a small force and
large movement at the tympanic membrane is converted to a smaller movement but
larger force at the oval window. In addition to the acoustic impedance matching,
the middle ear can attenuate excessively loud sounds with the two small muscles
attached to the ossicles and protect the inner ear from damage. It is called the
acoustic reflex. However, this attenuation is effective only up to 1 kHz. The delay
of the reflex is also quite long (10 ms to 100 ms). Therefore, sounds with loud
onsets can still get through and damage the delicate sensory organ in the inner ear.

The inner ear is the most sophisticated part of the ear. In mammals, it has
two functional parts: auditory and vestibular. They are both innervated by the
vestibulocochlear nerve (the eighth cranial nerve). The inner ear itself is enclosed
by the bony labyrinth within the temporal bone, see Figure 1.1 and Figure 1.2 for
more detail. The bony labyrinth is filled with fluid (perilymph) and a membranous
structure called the membranous labyrinth. Let us focus on the cochlea, which
is the auditory portion of the inner ear. The name “cochlea” comes from an
ancient Greek word meaning snail shell and is describes its peculiar shape. Human
cochlea is curved and makes approximately 2.75 turns around the modiolus. It
is approximately 32 mm long and has a diameter of 2 mm. The cochlea contains
three chambers (scalae) that run along it:

1. scala vestibuli, which begins at the oval window,

2. scala tympani, which begins at the round window, and

3. scala media, (ductus cochlearis, cochlear duct) that runs between the scala
vestibuli and the scala tympani.

Figure 1.3 shows a cross section of a human cochlea. It captures five cross sections
of the scalae due to 2.75 turns around the modulus. Furthermore, scala tympani
and scala vestibuli merge at the apex of the cochlea. Scala media is completely
separated from both scala vestibuli by Reissner’s membrane (vestibular membrane)
and from scala tympani by the basilar membrane (BM). Scala media is filled
with endolymph, which differs chemically and electrically from perilymph. Most
significantly, the endolymph has a high concentration of K+. Scala media also
contains the organ of Corti, which is the actual sensory organ of hearing. The
organ of Corti sits on top of the BM.

The vibrations are coupled into the cochlea through the oval window into
the fluid of scala vestibuli (perilymph). The movement of the perilymph causes
vibrations of the membranes including the BM. The BM is not uniform along
its length. At the base it is stiffer and narrower than at the apex. As a result,

5
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Figure 1.2: Bony and membranous labyrinth in the temporal bone. The cochlear
and the vestibular parts are visible. The drawing was adapted from Gray (1918).

Figure 1.3: Cross section of the cochlea. The Rosenthal’s canal was cut in five
different places because of its spiral shape. The drawing was adapted from Gray
(1918).

6



CHAPTER 1. GENERAL INTRODUCTION

different portions of the membrane resonate with different sound frequencies. High
frequencies cause strong vibrations at the base, while low frequency sounds cause
vibrations at the apex. The vibration pattern of the BM is called the traveling wave
and results in a spectral decomposition of sounds by the cochlea. The BM can be
viewed as a filter bank, where each location along the membrane is associated with
a different filter. The center frequency of that filter at low stimulus intensities is
called characteristic frequency (CF). The mapping between stimulation frequencies
and the position is called the “place code,” and is the root cause of the tonotopic
organization of the auditory system up to the auditory cortex.

The actual transduction of the mechanical vibrations to electrochemical signals
happens at the organ of Corti. It is placed on the BM and contains hair cells that
extend their stereocilia into the fluid filled scala media as shown in Figure 1.4.
There are four rows of hair cells: one row of the inner hair cells (IHCs) and
three rows of the outer hair cells (OHCs). The IHCs are the actual sensory cells.
Generally, the motion of the BM and the associated organ of Corti causes stereocilia
of the IHCs to move synchronously with the vibrations. A bundle of stereocilia is
shown in Figure 1.5. Each hair cell has from 10 to 300 stereocilia and there are
approximately 3500 IHCs in a human cochlea. The stereocilia are rigid because
of actin filaments and bend only at the base. Additionally, they are connected
to one another by extracellular tip link filaments (Figure 1.5). As a result, they
do not move independently from each other but rather as a unit. The motion
of the stereocilia and the stress of the tip links causes spring-gated ion channels
located at the link site to open. K+ ions from the endolymph can enter IHCs and
depolarize their membrane. In short, the movement of the stereocilia depolarizes
and hyperpolarizes membrane of the IHCs. On the basolateral side, the IHCs are
contacted by the ANFs through the IHC ribbon synapses (Rutherford and Moser
2015). This is where the graded receptor potential of the IHCs is converted to
discrete action potentials (APs) in the ANFs. The changes in the receptor potential
influence the probability of the neurotransmitter release into the synaptic cleft.
When released, the neurotransmitter in the synaptic cleft binds with receptors
at the post-synaptic site and causes opening of the associated channels in the
post-synaptic membrane of the the ANFs. The depolarization of the membrane
in the spiral ganglion (SG) neurons initiates an AP, which propagates along the
AN to the central nervous system. In summary, there are two key stages of the
transduction of mechanical vibrations to the APs:

1. Conversion of the mechanical vibrations to graded receptor potential by the
stereocilia.

2. Conversion of the graded receptor potential to APs at the IHC synapse.
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Figure 1.4: Cross section of the organ of Corti and the surrounding cochlear
structures. Figure modified from Cross section of the cochlea by Oarih Ropshkow
and Fred the Oyster, Wikimedia Commons, CC BY-SA 3.0.

BA

Figure 1.5: High resolution scanning electron microscope images of (A) stereocilia
bundles and (B) a tip link on a hair cell. Scale bars correspond to 2 µm in panel
(A) and to 200 nm in panel (B). Figure adapted from Hertzano et al. (2008).
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The OHCs play a different role than IHCs. They are an essential part of the
cochlear amplifier, which is a local feedback mechanisms that amplifies the vibration
of the BM. The cochlear amplifier is responsible for an amplification of 35 dB to
58 dB and sharpening of the tuning of the BM filters (Robles and Ruggero 2001).
The mechanical amplification by the OHC is possible because their membrane
contains special motor proteins (prestin), which can change its length depending on
the transmembrane voltage. As a result, the shape of the OHCs can actively change
depending on the membrane potential, which is in turn modulated by movement
of the stereocilia. The changes of the length due to prestin are very rapid and
can follow the vibrations up to the highest audible frequencies (Frank, Hemmert,
and Gummer 1999). It is crucial for the amplification that the OHCs are located
between two membranes: basilar and tectorial. They sit on the BM and their
stereocilia touch the tectorial membrane in scala media. Finally, because OHCs
are not the actual sensory cells, they are only sparsely contacted by efferent nerve
fibers.

1.3 Cochlear Implants
In a healthy cochlea sounds are converted to electrochemical signals by sensory cells
known as the inner hair cells (IHCs). During the process of sensory transduction,
the IHCs stimulate synaptically the AN. However, if the delicate IHCs are damaged,
then the transduction stops and the AN remains mostly silent. As a result, an
individual looses the ability to hear. The source of IHC damage can vary from
genetic defects, infections, ototoxic drugs, to autoimmune disease, or trauma.

When all or almost all IHCs are damaged, but the AN remains mostly functional,
the damage can by bypassed by a cochlear implant (CI) (Zeng, Popper, and Fay
2004; Wilson and Dorman 2008). It uses electrical impulses to stimulate the AN
and elicit APs, which travel to the central nervous system. The stimulation can be
perceived by patients and enables partial restoration of hearing. Figure 1.6 shows
a drawing of an implanted CI device. It consists of an external part that is visible
around the pinna and an internal that is implanted in the body. The stimulating
electrodes belongs to the internal part and are inserted into the cochlea.

The function of the CI is to convert sounds into electrical signals and stimulate
the AN. The sound conversion and stimulation should be done in a way that enables
patients to comprehend the sensations and identify sounds. The performance of
CIs varies a lot and is highly individual. Some patients can hardly discriminate
any sounds and some excel in the performance. Overall, the majority of patients
score above 80 % in contextual speech recognition and can, e.g., use a telephone
(NIH Consens Statement 1995; Gifford, Shallop, and A. M. Peterson 2008).

Figure 1.7 shows a block diagram of a CI (Wilson 2004). The external part is

9
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Electrode array

BTE housing:
• microphone
• speech processor
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Transmitting coil

Receiving coil

Receiver/stimulator
package

Figure 1.6: A realistic drawing of a human ear with a CI. Figure modified from
Cochleaimplantat.jpg, Wikimedia Commons, CC BY-SA 3.0.
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made of a microphone, a speech processor, external encoder, and a transmitting coil.
The internal part is made of a receiving coil, a receiver, a decoder, a stimulator, a
ground electrode, and an electrode array. A microphone is usually located close to
the ear within the behind the ear (BTE) housing. Its function is to convert sound
to an electrical signal. The BTE unit also contains a speech processor and batteries.
The main function of the speech processor is to convert audio signal to patterns of
electrical stimulation. Those patterns should retain relevant bits of information
of the original signal and be compatible with the neural coding in the AN. The
algorithm that does this conversion is often called a coding strategy. Next, the
stimulation patterns are sent to the internal part of the CI by a radio transcutaneous
link. It is made of transmitting and receiving coils. The transmitting (external)
coil is mounted and aligned by a pair of magnets to the receiving (internal) coil. In
modern CIs the transmission can be bidirectional, i.e., the speech processor can
not only send but also receive signals from the implanted part of the device. The
received signals can contain information about status of the receiver, impedance
of the electrodes, and neural evoked potentials. The neural evoked potentials can
help to asses the degradation of the AN. Finally, the stimulating electrodes are
most frequently implanted in the scala tympani. The flexibility and the diameter of
the electrode array should facilitate its insertion into the cochlea. The number of
electrodes in the array is typically between 12 and 22 and depends on the CI model.
The electrodes can be stimulated either in the monopolar or bipolar configurations.
In the monopolar configuration, the reference electrode is a ground electrode that
is remote to the cochlea. In the bipolar configuration, each electrode is stimulated
with respect to one of its neighboring electrodes. The key consideration in the
design and placement of the electrodes is to stimulate non-overlapping populations
of the SG neurons with each electrode.

There can be different coding strategies implemented in the CIs. Some of
them include: continuous interleaved sampling (CIS) (Wilson, Finley, et al. 1991),
spectral peak (SPEAK) (Skinner et al. 1994), advanced combination encoder (ACE)
(Kiefer et al. 2001), and n-of-m (Finley et al. 1988). As already mentioned, the
tasks of a coding strategy is to convert an analog signal to a stimulation pattern
that can be used to stimulate an AN and comprehended by a patient. For example,
the CIS algorithm consist of the following steps:

1. The output of the microphone with an optional automatic gain control is
connected to a preemphasis filter, which emphasizes consonants by attenuating
frequencies below 1.2 kHz.

2. The pre-filtered signal is split into band-pass channels and each channels
undergoes:

(a) band-pass filtering,
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Figure 1.7: Block diagram of a CI. The external part of an implant consists of a
microphone, speech processor, encoder, and a transmitting coil. The internal part
of a CI consists of a receiving coil, receiver, decoder, stimulator, and an electrode
array. (Wilson 2004)

(b) envelope detection (low-pass filter or Hilbert transform),
(c) compression.

3. The channel outputs modulate trains of biphasic pulses, which stimulate the
electrodes. Low frequency channels are associated with apical electrodes,
whereas the high frequency channels are associated with the basal electrodes.
Such arrangement tries to preserve the tonotopic organization of the auditory
system.

A key property of the CIS strategy is that the bipolar stimulating pulses are
interleaved. As a result, no two electrodes are stimulated at the same time. It
simplifies complex interaction of multiple stimulating electrodes with a neural
tissue and prevents overstimulation. A typical pulse rates in the CIS strategy are
1000 pulses/s per electrode or higher.

Another property of the CIS strategy is that it encodes only the envelope of
the sound and discards the fine temporal structure, which is important for pitch
perception and sound localization. This fact is particularly important for bilaterally
implanted patients that could localize sound better given a coding strategy that
encodes the fine temporal structure. This problem is addressed by newer coding
strategies such as fine structure processing (FSP) (Magnusson 2010).

1.4 Hodgkin–Huxley Neuron Model
Signals in the nervous system are propagated mainly by means of APs. They travel
along the neurons’ elongated projections—axons—as rapid changes in the mem-
brane’s electric potential. Hodgkin and Huxley (1952) described the mechanisms
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underlying initialization and propagation of APs in the squid giant axon. Modified
Hodgkin–Huxley models are commonly used to describe the behavior of neurons in
different species. However, the main principles of operation remains the same in
the original and modified Hodgkin–Huxley models (M. Nelson and Rinzel 2003).

Neurons, like other cells, are enclosed by a cell membrane which separates the
inside of the cell from its environment. The cell membrane is a lipid bilayer with
embedded proteins. By itself it makes a nearly perfect electrical insulator. However,
ions can pass through some of the embedded proteins, which can be subdivided
into ion pumps and ion channels. Ion pumps actively transport ions across the
membrane utilizing energy. They maintain ion gradients across the membrane.
Channels allow ions to diffuse back and diminish the gradients (Bear, Connors,
and Paradiso 2007).

Due to the ion pumps, the concentration of potassium ions (K+) is approximately
20 times higher inside the cell than in the extracellular liquid. The difference in
concentration gives rise to a diffusion potential, which is called the Nernst potential
or the reversal potential of K+. The same happens for other ions, e.g., Na+.
Generally, the Nernst potential for an ion equals

Eion =
kT

q
ln [iono]

[ioni]
, (1.1)

where k is the Boltzmann constant, T is the temperature, q is the charge of an
ion, and iono/ioni is the ratio of ion concentrations outside and inside the cell. For
K+ the Nernst potential is approximately −80 mV at body temperature. For Na+

it equals to 62 mV, because the Na+ concentration inside the cell is smaller than
outside. Similarly, the Nernst potentials can be calulated for other ions (Ca2+,
Cl– ) based on their inside and outside concentrations. Taking into accout all
ions, permeabilities, and concentrations, the resulting resting potential can vary in
different neurons and it is typically in the range from −70 mV to −60 mV (Gerstner
and Kistler 2002).

The Hodgkin–Huxley biophysical model quantitatively describes ion currents
through a small patch of a squid giant axon. The membrane patch can be modeled
by an equivalent circuit shown in Figure 1.8. The capacitor describes the electrical
properties of the lipid bilayer. The resistors correspond to the various ion channels
and the voltage sources to the reversal potentials due to gradients in ion concen-
trations. Some of the channels are gated, i.e., whether they are open or closed
depends on the state of one or more internal “gates.” Generally, the currents in the
Hodgkin–Huxley circuit in Figure 1.8 can be written as

I(t) = IC(t) + IL(t) + IK(t) + INa(t), (1.2)

where I is the overall membrane current, IC is the capacitive portion of the current,
IL is a leak current composed mostly of Cl– ions, IK is the potassium current, and
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Figure 1.8: The equivalent electrical circuit of the Hodgkin–Huxley model.

INa is the sodium current. In the case of Na+ and K+ channels, the gates’ states
depend on the membrane voltage. Equation 1.2 can be further expanded to

I(t) = C
du

dt
+ gL(u− EL) + ḡKn

4(u− EK) + ¯gNam
3h(u− ENa), (1.3)

where u is the voltage across the membrane, C is the capacity of the patch. EL, EK,
and ENa are reversal potentials. gL, gNa, and gK are peak conductances for leak,
Na+, and K+ currents respectively. Finally, n, m, and h describe the gating state
of the voltage-gated channels and determine whether a channels is open or closed.
They are probabilities that certain gates allow ions to get through. In Equation 1.3,
the Na+ and K+ channels have four gates each. K+ channels are described by four
n gating variables and Na+ channels by three m and one h gating variables.

The gating variables follow Boltzmann functions and change according to the
following differential equations:

dn

dt
= αn(u)(1− n)− βn(u)n, (1.4)

dm

dt
= αm(u)(1−m)− βm(u)m, (1.5)

dh

dt
= αh(u)(1− h)− βh(u)h, (1.6)

where the α and β functions depend on the membrane voltage u and can be measured
empirically. The Hodgkin–Huxley’s α(u) and β(u) functions, after adjusting the
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resting potential to −65 mV, are given by

αn(u) =
0.01(−55− u)

exp(−55−u
10

)− 1
(1.7)

αm(u) =
0.1(−40− u)

exp(−40−u
10

)− 1
(1.8)

αh(u) = 0.07 exp(−65− u

20
) (1.9)

βn(u) = 0.125 exp(−65− u

80
) (1.10)

βm(u) = 4 exp(−65− u

18
) (1.11)

βh(u) =
1

exp(−35−u
10

) + 1
. (1.12)

Note that in the original paper of Hodgkin and Huxley (1952) the value of the resting
potential was set to 0 mV. Nowadays, it is more common to set the extracellular
potential to 0 mV. As a result, the α(u) and β(u) functions need to be shifted by
the value of the resting potential (−65 mV).

Equations 1.4, 1.5, and 1.6 are often rewritten in the following form for better
understanding:

dn

dt
= − 1

τn(u)
(n− n0(u)) , (1.13)

dm

dt
= − 1

τm(u)
(m−m0(u)) , (1.14)

dh

dt
= − 1

τh(u)
(h− h0(u)) , (1.15)

where n0(u), m0(u), and h0(u) indicate steady state values of n, m, and h at a
given membrane voltage u. τn(u), τm(u), and τh(u) are time constants at which
the gating variables approach steady state. The relationship between the gating
variables and α and β functions is given by

n0(u) = αn(u)/ (αn(u) + βn(u)) (1.16)
m0(u) = αm(u)/ (αm(u) + βm(u)) (1.17)
h0(u) = αh(u)/ (αh(u) + βh(u)) (1.18)
τn(u) = 1/ (αn(u) + βn(u)) (1.19)
τm(u) = 1/ (αm(u) + βm(u)) (1.20)
τh(u) = 1/ (αh(u) + βh(u)) . (1.21)

The steady state and the time constant functions are plotted in Figures 1.9 and
1.10 respectively.
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Figure 1.9: Asymptotic values for n, m, and h in the Hodgkin–Huxley model. The
resting potential was adjusted to −65 mV and is marked by an arrow.
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16



CHAPTER 1. GENERAL INTRODUCTION

1.4.1 Action Potentials

APs are brief but large changes in the membrane potential. Because of their shape
they are often called spikes. As the APs travel robustly along the axon of neurons,
they encode and carry information in the nervous system. The Hodgkin–Huxley
equations describe quantitatively the process of eliciting and fading of an APs.
A typical waveform of an AP is shown in Figure 1.11. Let us first consider the
asymptotic values of gating variables in Figure 1.9. The increase in membrane
voltage due to a stimulus causes m0 to increase, causing m to increase (Figure 1.11,
Equation 1.14). Increase of m increases the conductance of the Na+ channel
(Equation 1.3). The Na+ current causes u to increase further. As a result of
this positive feedback, there is a rapid increase of the membrane voltage u, which
reaches its peak amplitude. Next, the positive feedback is interrupted by the
inactivation of the Na+ channels. The inactivation is modeled by a decrease in h
with increasing u (Figure 1.9). At the same time, there is an increase of n and
associated increase of conductance of K+ channel conductance. The increased
K+ current is in the opposite direction to the Na+ current and contributes to the
decrease of the membrane voltage u. At the end of an AP, the K+ current causes a
brief negative overshoot. It is essential that both inactivation of the Na+ channels
(h) and the activation of the K+ channels (n) are slower than the initial activation
of the Na+ channels (m). This timing leads to a delayed “shut down” of the Na+

current, return of the membrane to the resting potential, and is directly responsible
for the characteristic shape of an AP (Figure 1.11).

Generally, all APs are similar looking brief depolarizations of the membrane.
However, different stimuli will cause different numbers of spikes and firing patterns.
First, to elicit an AP, the stimulus has to reach a certain threshold. If it is too
small, the membrane voltage will quickly return to its equilibrium without large
depolarization. Second, once an AP occurs, a prolonged stimulus, e.g., a current
step, can cause further APs. Higher stimulation amplitudes can cause an increased
firing frequency of the neuron. However, the firing frequency does not increase
infinitely and is limited by the refractoriness of the membrane. It is caused by the
temporary inactivation of Na+ channels (h) and the hyperpolarization from the
K+ current (n). The membrane needs a certain time to recover to fire another AP.

The above considerations refer to the giant axon of a squid and are not directly
applicable to other neurons. Empirical observations showed that various neurons
have different sets of ion channels with different properties. Therefore, for the
Hodgkin–Huxley model to be useful, it is necessary to extend it with additional ion
channels. Such generalizations show the robustness of the approach by Hodgkin
and Huxley (1952) and are directly used in Chapters 2 and 3.
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Figure 1.11: Membrane potential during an AP (top) and corresponding values
of gating variables m, h, and n (bottom). The model of the membrane had the
original parameters from Hodgkin and Huxley (1952) and was stimulated by a
current pulse of 10 µA cm−2, duration of 1 ms, and is marked by a black bar in the
figure.
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1.5 Synapses
In addition to the voltage-gated ion channels, there also exist transmitter-gated ion
channels. They are essential in synapses, which enable neurons to communicate
with each other. The synaptic transmission is a complex process and will be only
described briefly (Bear, Connors, and Paradiso 2007).

Synapses are asymmetric with respect to information flow. Information flows
from the pre-synaptic neuron to the post-synaptic one. A typical synapse consists
of a pre-synaptic membrane of an axon, a synaptic cleft, and the post-synaptic
membrane. A schematic of a chemical synapse is shown in Figure 1.12. Synap-
tic transmission is initiated by an AP at the pre-synaptic membrane. Due to
membrane depolarization, voltage-gated calcium channels open and let calcium
enter the pre-synaptic cell. The increased calcium concentration activates calcium-
sensitive proteins in the cell and causes the fusion of synaptic vesicles with the
cell membrane. The fusion of the synaptic vesicles releases neurotransmitter into
the synaptic cleft, where it can freely diffuse. The neurotransmitter in synaptic
cleft binds to the receptors in the post-synaptic membrane. The receptors control
the opening of ion channels. Depending which ions are permitted through the
channels in the post-synaptic membrane, they can either briefly depolarize or
hyperpolarize the membrane. If the post-synaptic membrane depolarized, then the
synapse is excitatory and the brief depolarization is called excitatory post-synaptic
potential (EPSP). If the post-synaptic membrane hyperpolarizes, then the synapse
is inhibitory and the brief depolarization is called inhibitory post-synaptic potential
(IPSP).

Finally, the neurotransmitter from the cleft is partially recycled by the pre-
synaptic membrane and partially lost (and eventually metabolized). On the whole,
synapses enable APs in one neuron to change the membrane potential of another
neuron. In the simplest case the EPSP can be integrated by the membrane and
cause a new AP. However, the situation in the human brain is far from simple and
neurons can have thousands of excitatory and inhibitory synapses, interacting in a
complex manner (Drachman 2005).

All synapses in this thesis were modeled phenomenologically, i.e., the mod-
els describe the overall effect in the post-synaptic membrane without detailed
mechanisms behind them. Pre-synaptic events, APs, caused a direct change in
the post-synaptic conductance. It lead to a post-synaptic current and changes in
post-synaptic membrane potential (EPSP or IPSP). Depending on the model, the
activation of the conductance was either instantaneous with an exponential decay
(endbulbs of Held) or had an exponential rise and decay (IHC synapse). In both
cases, the synaptic current isyn was described by

isyn(t) = gsyn(t) · (u− e), (1.22)
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Figure 1.12: Structure of a chemical synapse. Drawing was adapted from Synapse
schematic by Thomas Splettstoesser, Wikimedia Commons, CC BY-SA 4.0.

where gsyn is the synaptic conductance, e is the reversal potential, u is the membrane
voltage, and t denotes time. For excitatory synapses, the reversal potential e was
set to 0 mV. The peak value of gsyn(t) is called the synaptic weight or the synaptic
strength and was usually denoted with w. An example of an excitatory post-synaptic
current is shown in Figure 2.4.

1.6 Q10 Temperature Coefficient
The rate of reactions in chemical and biological systems depends on temperature.
However, most in vitro experiments with neurons are performed at a lower tempera-
ture. Therefore, data obtained from in vitro experiments cannot be used directly to
describe in vivo phenomena. This discrepancy is particularly true for the membrane
currents.

Empirical observations show that most chemical reactions “roughly double or
triple” their rate for every 10 ◦C rise in temperature (van ’t Hoff 1898). Therefore,
the rate of a reaction can be calculated with the equation

R2 = R1Q
(T2−T1)/10
10 , (1.23)

where R1 and R2 are the reaction rates at temperatures T1 and T2 respectively,
and Q10 is the temperature coefficient. As mentioned, the typical values of Q10 for
biological systems are in the range of 2 to 3.

This temperature dependence can be applied directly to the Hodgkin–Huxley
model by scaling the time constants of the gating variables (τn, τm, τh). As a result,
a model that was fitted at a lower temperature T1 can be scaled and simulate
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Figure 1.13: Membrane potential of a Hodgkin–Huxley neuron model simulated at
two different temperatures (6.3 ◦C and 20 ◦C). The time constants of the gating
variables were scaled with Equation 1.23 where Q10 was 3. The reversal potentials
were not updated with the temperature. The stimulus was a current step of
10 µA cm−2 that started at 10 ms.

membrane currents at a higher temperature T2. Figure 1.13 shows a simulation of
a neuron at two different temperatures. In both cases the stimulus was a current
step with an amplitude of 10 µA cm−2. The higher temperature caused the time
constants to decrease, the width of individual APs to decrease, and the firing rate
to increase. The reversal potentials were not updated with the temperature.

1.7 Properties of Spike Trains
Sensory stimuli are encoded in the nervous system with sequences of APs, which
are called spike trains (e.g., Figure 1.13). Because all APs in a spike train look
mostly alike, they are often represented only by their occurrence time, which is the
most important property in sensory and neural encoding (Dayan and Abbott 2005;
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Figure 1.14: The top panel shows an amplitude modulated tone (carrier frequency
of 5 kHz, modulation depth of 1, modulation frequency of 100 Hz) that was used
as an input to the inner ear model (M. S. A. Zilany, Bruce, and Carney 2014).
The lower panel shows a raster plot of the neural activity generated by the model.
Each dot represents an AP and each row an activity of a single ANF. The carrier
frequency of the simulus was matched with the CF of the neurons (5 kHz).

Rieke et al. 1999). A common way to visually represent multiple responses of a
neuron or responses of multiple neurons to a stimulus is by drawing a raster plot.
In a raster plot each row corresponds to a single spike train and APs are marked
by dots as shown in Figure 1.14.

One of the basic properties of the spike trains is the firing rate. The firing rate
R is defined as

R =
n

T
, (1.24)

where n is the spike count in the interval T . Firing rate is often plotted as a function
of the stimulus level as shown in Figure 1.15. It is a useful overall measure how
neurons respond to a given stimulus. However, the drawback is that the temporal
information of the responses is discarded. Neurons also exhibit a spontaneous rate
which is the firing rate in the absence of any stimulus. The driven rate is the firing
rate in response to a stimulus.

Another way to represent spike trains, which is related to both the raster plot
and the firing rate, is the peri-stimulus time histogram (PSTH). PSTH is calculated
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Figure 1.15: Rate-level functions of low-spontaneous rate (LSR), medium-
spontaneous rate (MSR), and high-spontaneous rate (HSR) ANFs generated by
a model by M. S. A. Zilany, Bruce, and Carney (2014). The stimulus was a pure
tone of 5 kHz and was equal to the CF for all fibers.

by binning the time axis and counting the number of spikes from the raster plot
that fall into each bin. Next, the spike count in each bin can be normalized by the
number of the original spike trains and the bin size to get an average firing rate in
each bin. Figure 1.16 shows an example PSTH in response to a pure tone.

The inter-spike interval histograms (ISIHs) are used to visualize the distribution
of distances between adjacent spikes in the spike trains. It is constructed by
calculating the time differences between all adjacent spikes in all spike trains. Next,
the range of possible time differences is binned and the number of time differences
in each bin is calculated. In this study all ISIHs are normalized so that they
approximate the probability density function, i.e., the plot are is equal to 1. An
example ISIH is shown in Figure 1.17.

The vector strength (VS) is a measure that quantifies phase locking, i.e., the
tendency of neurons to fire APs at a certain phase of periodic stimuli (usually pure
tones). The vector strength (VS) is calculated assuming that each spike represents
a unit vector v̂ with a phase equal to the phase of the stimulus at which it occurred.
VS is equal to the magnitude of the sum of all such vectors normalized by the
number of vectors n:

VS =
|
∑

v̂i|
n

. (1.25)

Due to normalization, the values of VS are in the range of 0 to 1. VS of 0 indicates
that spikes are uniformly distributed over the stimulus period, i.e., there’s no phase
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Figure 1.16: The top panel shows a ramped pure tone that was used as a stimulus.
It had a duration of 50 ms and the level of 30 dB re 20 µPa. The lower panel shows
a PSTH from 10 000 spike trains of an ANF (M. S. A. Zilany, Bruce, and Carney
2014) in response to that stimulus. The CF of the neuron was equal to the frequency
of the stimulus, which was 5 kHz. The bin size equals 0.5 ms.
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Figure 1.17: ISIH from spontaneous activity of a simulated HSR ANF (M. S. A.
Zilany, Bruce, and Carney 2014). The bin size equals 0.2 ms.
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locking. The VS of 1 means that all spikes occur at exactly the same phase of the
stimulus, which indicates prefect phase locking.

The entrainment index (EI) specifies whether a neuron fired APs once for every
period of the stimulus or less. The entrainment index (EI) can be calculated using
the method described by Joris, Carney, et al. (1994). First, an ISIH is constructed.
Then the number of inter-spike intervals k that fall between 0.5 and 1.5 of the
stimulus period is divided by the total number of inter-spike intervals n:

EI =
k

n
. (1.26)

The values of EI are also in the range of 0 to 1. A value of 1 indicates that the
neuron fired at least one spike during each stimulus period. Entrainment falls to 0
when the neuron can no longer fire APs for adjacent stimulus periods.

The modulation transfer function (MTF) characterizes neural response to
amplitude modulated tones of different modulation frequencies. The values of the
modulation transfer function (MTF) are found by playing a modulated tone with
the carrier frequency equal to the CF of a neuron. The level of the stimulus should
be 10 dB above threshold. Then, for each modulation frequency, a modulation gain
is calculated as

Gmod = 20 log10

modulation depth of response
modulation depth of stimulus

= 20 log10

2 · VS
m

. (1.27)

The modulation depth m was always equal to 1 in this thesis.
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Chapter 2

Modeling of Synaptic and
Electrical Stimulation of Auditory
Nerve Fibers

2.1 Introduction
The AN is an essential part of the mammalian auditory system. It conveys
sensory information from the ear (inner ear, cochlea) to the central nervous system
(brainstem). The AN is made of axons of the SG neurons, also known as the
auditory nerve fibers (ANFs). The ANFs are bipolar, i.e., they have two neural
processes: an axon and one dendrite protruding from the soma. Each dendrite
receives inputs from the IHCs in the cochlea and forwards it through axons to the
neurons in the auditory brainstem (Webster, Popper, and Fay 1992). Figure 2.1
shows a block diagram of the initial stages of the auditory pathway.

If the delicate IHCs are damaged, then the ANFs are not stimulated and the
sensory flow to the brain stops. In cases when the AN is functional, hearing
sensations can be partially restored by bypassing the damaged sensory cells with a
CI. A CI consists of a microphone, a signal processor, a battery, and electrodes
surgically inserted into the cochlea. The function of a CI is to convert sounds,
transform them into electrical pulses, and stimulate the AN with electricity. A
modified block diagram of the auditory pathway stimulated by a CI is shown in

Inner ear
(incl. IHC)

Auditory
nerve

Auditory brainstem
(cochlear nucleus)

Sound Spikes

Figure 2.1: Block diagram of the initial stages of a healthy auditory pathway.
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Figure 2.2: Block diagram of the initial part of a auditory pathway stimulated by
a cochlear implant.

Figure 2.2.
In the majority of modeling studies, the authors focus either on synaptic

(Holmberg 2007; M. S. A. Zilany, Bruce, and Carney 2014; Sumner et al. 2002;
Hossain et al. 2005; Rudnicki, Schoppe, et al. 2015) or on electrical stimulation
(Negm and Bruce 2008; Negm and Bruce 2014; Woo, Miller, and Abbas 2009;
Rattay, Lutter, and Felix 2001; J. Frijns, Snoo, and Kate 1996). Generally, such
a division is well justified, because SG neurons receive either synaptic inputs
in healthy subjects or electrical stimulation in patients with CIs. However, in
particular cases, patients with residual hearing can receive an electro-acoustic
implant systems (Ilberg et al. 2011). They can be implanted in a way that the CI
electrodes do not damage the remaining sensory cells in the apical portion of the
cochlea. As a result, some of the ANFs are stimulated synaptically by the IHCs
and the remaining portion is stimulated by the implanted electrodes. In practice,
as the electric current spreads wide in the cochlea, bimodal stimulation might also
occur for some ANFs.

Is it possible to build a SG neuron model that is capable of synaptic, electric,
and mixed stimulation? How complex does it have to be? Can we constrain
parameters using data from both modalities? Those questions motivated the
study and development of such an ANF model here. This thesis shows how
a relatively simple multi-compartment model can simulate in vivo experiments
including recordings of single units in acoustical and electrical stimulations, as well
as some psychophysical experiments with human CI patients. This thesis focuses
on simulations of single ANFs and can be extended to population models and more
complex cochlear anatomies in the future.

The first block in Figure 2.1 represents an inner ear, which includes a BM, IHCs,
and IHC synapses. It is connected with the input of the second block representing
ANFs. Typically, in the modeling studies of the inner ear, most of the development
effort is spent on the first block, i.e., the BM and the organ of Corti. The ANFs are
usually modeled with simplistic phenomenological spike generators, which focus
solely on their dynamics (Holmberg 2007; M. S. A. Zilany, Bruce, and Carney 2014;
Sumner et al. 2002). This study extends this approach and combines a biophysical
model of the inner ear (Holmberg 2007) with a biophysical multi-compartment
Hodgkin–Huxley-type ANF model. Both the inner ear and the ANFs are coupled
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with synapses, which were carefully adjusted to in vitro measurements form Li et al.
(2009). The performance of the hybrid model was evaluated against experimental
in vivo data.

In addition to the synaptic stimulation, the same ANF model was used for
electrical stimulation (Figure 2.2). In this case, the whole inner ear block from
Figure 2.1 was replaced by the CI block. The model of a CI included only electrodes
placed in the vicinity of the AN. The positioning of the electrodes plays an important
role in the electrical stimulation. For example, the further away the electrodes are
from the neuron, the weaker is the stimulation of the neuron. The morphology
of the neuron influences the stimulation (Rattay, Lutter, and Felix 2001; Rattay,
Leao, and Felix 2001) too. For example, a response of a straight neuron differs
from a response of a bent neuron, even though the geometric distance to the
electrode is the same. The interplay between the distance between the electrode
and the neuron and the pulse polarity can result in unintuitive firing patterns
(Ranck 1975). For example, a cathodic pulse from an electrode next to an axon will
depolarize the membrane in the region closest to the electrode (main stimulation
lobe) and hyperpolarize it in the neighboring regions on both sides (side lobes). If
the stimulus is strong enough it will initialize an AP in the main lobe. However,
if the stimulus strength is further increased, the hyperpolarizing side lobes might
block the conduction of the ANs. As a result, increasing the stimulus might actually
decrease the neural activity. A good model has to take those factors into account
to make valid predictions.

This study shows how to find positions of electrodes in a model by fitting
responses of electrical stimulations in the model to in vivo experimental results
from a cat. Similarly, the position of the electrode in the model of a human cochlea
was determined by fitting the model responses to psychoacoustic results.

In summary, the main conclusions of the study are:

• A single ANF model can be used for both synaptic (Section 2.3.1) and
electrical (Sections 2.3.2, 2.3.3, and 2.3.4) stimulation. The same model was
used to simulate both in vivo and psychophysical experiments.

• The position of the electrode strongly influences excitation of the neurons.
This fact can be used to locate electrodes in the model (Sections 2.3.2 and
2.3.4).

• The model provides a possible explanation of the results of psychophysical ex-
periments with CI patients (Karg et al. 2013). In the experiments, the patients
were able to hear the difference in the loudness between anodic-cathodic-
anodic (triphasic pulse) (ACA) and cathodic-anodic-cathodic (triphasic pulse)
(CAC) pulses at the middle electrode but not at the apical one (Section 2.3.4).
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Terminal node Internode Node of Ranvier

Figure 2.3: The initial segments of a multi-compartment model of an ANF. The
model consisted of 40 compartments: 20 nodes of Ranvier and 20 internodes. The
first node of Ranvier made the terminal node. The axis indicate the coordinate
system used in this work. Dimensions in the figure are not in proportion.

2.2 Methods
The ANF model in this study consisted of alternating nodes of Ranvier and
myelinated internodes. All sections were connected as illustrated in Figure 2.3. For
simplification, the model did not include a cell body and consisted of a single axon
only.

The model was stimulated in two ways: acoustically and electrically. For
the acoustical experiments, an IHC synapse was attached at the terminal node
and was used directly to activate the neuron. This arrangement corresponds to
normal hearing. For “electrical hearing” an electrode was placed in the vicinity of
the neuron. Its currents spread in the conducting medium surrounding both the
electrode and the neuron. This setup corresponds to the cochlea stimulated by a
CI. The parameters of the ANF model were the same for both stimulations and
did not change throughout the simulations.

2.2.1 Model of the Auditory Nerve Fiber

This chapter is based on simulations of a multi-compartment model of an ANF. The
ANF consisted of 20 nodes of Ranvier interchanged with 20 myelinated internodes.
The inner diameter of all sections of the neuron was 1.5 µm. The nodes of Ranvier
had a length of 1 µm. The length of the internodes was 250 µm. The synaptic
ending of the peripheral axon, also called the terminal node, was longer compared to
the nodes of Ranvier and had the length of 10 µm (Rattay, Lutter, and Felix 2001).
Nodes of Ranvier and the terminal node contained sodium and potassium voltage
gated ion channels described by Hodgkin–Huxley equations and were corrected for
a temperature of 37 ◦C (Schwarz and Eikhof 1987; Mino et al. 2004). The current
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I through a single compartment can be expressed as

I = Cm
dV

dt
+ INa + IK + Ileak, (2.1)

where Cm is the membrane capacitance, V is the membrane voltage, and I{Na,K,leak}
are the ionic currents of each channel type. The membrane capacitance of the
nodes was set to 0.9 µF cm−2 and of the myelinated internodes to 1 nF cm−2. The
resting membrane potential was −78 mV. The exact parameter values for the
Hodgkin–Huxley equations can be found in Appendix A. The internodes included
passive leakage channels only and their membrane current Ii is described by

Ii = Ci
dV

dt
+ Ileak, (2.2)

where Ci is the capacity of the internode membrane, V its membrane voltage, t
denotes time, and Ileak is the leakage current.

As such the ANF model was simplified and did not include a soma. This
study demonstrates that a sole axon is sufficient to simulate many experiments
that include synaptic and electrical stimulation. However, because the elongated
unmyelinated terminal node have similar electrical properties to an unmyelinated
soma in a human spiral ganglion, some results could be interpreted as coming from
a model with a soma.

The model was simulated in the NEURON simulation environment (version 7.4)
(Carnevale and Hines 2006) and the Python programming language. The source
code of the model is freely available online at (Rudnicki and Hemmert 2018–).

2.2.2 Inner Hair Cell Synapse
To enable acoustic stimulation of the ANF model, it was necessary to attach a
synapse to the terminal node of the neuron. The synapse was implemented as a
conductance and was activated by presynaptic events. An event was a release of
a neurotransmitter associated with a fusion of synaptic vesicle in the presynaptic
membrane.

The synaptic current Isyn is described by{
Isyn = g · (V − E)

g = w · f ·
(
e(−t/τ2) − e(−t/τ1)

)
,

(2.3)

where V is the membrane voltage, E is the reversal potential and g is the synaptic
conductance. The rise time is described by a time constant τ1 and the decay time by
the constant τ2. The factor f was chosen such that the normalized peak was equal
to 1. The synapse is implemented in NEURON’s standard library as Exp2Syn.
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Figure 2.4: In vitro recording of a EPSC at a IHC synapse by Li et al. (2009) and
the best model fit (Equation 2.3). The optimal parameters of the model are shown
in Table 2.1.

Parameter Value
Rise time constant τ1 0.3928 ms

Decay time constant τ2 0.3929 ms
Synaptic weight w 0.56 nS

Table 2.1: The optimal parameters of the Exp2Syn synapse model that were fitted
to in vitro recordings of an EPSC at an IHC synapse (Li et al. 2009) at 22 ◦C. Both
the optimal model and the experimental data are shown in Figure 2.4.

The synapse model was fitted to the measurements of the excitatory post-
synaptic currents (EPSCs) at the IHC synapses (Li et al. 2009). The optimization
parameters included w, τ1, and τ2. The goal of the optimization was to minimize
the sum of squares of the measured and simulated EPSC. The optimization was
performed by the Levenberg–Marquardt algorithm, which is implemented in the
Scipy package (Jones, T. Oliphant, and P. Peterson 2001–). The target function of
the in vitro recordings as well as the best fit of the synapse model are shown in
Figure 2.4. The optimal parameters of the fitted synapse are given in Table 2.1.

The in vitro experiments of Li et al. (2009) were performed at a temperature
of 22 ◦C. To simulate in vivo conditions, it was necessary to adjust the model to
human body temperature. A temperature correction factor Q10 of 2.4 was used to
adjust the time constants τ1 and τ2 (Postlethwaite et al. 2007). The synaptic weight
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Figure 2.5: RMS errors between the rate-level functions of the hybrid model and
the reference inner ear model by Holmberg (2007) for different synaptic weights.
The synaptic weight determines the coupling strength between the inner ear and
the ANF in the hybrid model. The optimal value of the synaptic weight was
approximately 0.78 nS at 37 ◦C (marked with an arrow). The resulting rate-level
functions are shown in Figure 2.6.

was adjusted differently, because it was necessary to make sure that the coupling
between the inner ear and the ANF was appropriate. The optimal synaptic weight
at body temperature was found by fitting the rate-level function of the hybrid
model at 37 ◦C to the rate-level function of the original model from Holmberg
(2007).

The root mean square (RMS) error between the simulated and reference rate-
level functions for different synaptic weights is shown in Figure 2.5. It was used as
the fitness function to find the optimal synaptic weight. The reference rate-level
function was from the HSR fibers of the original inner ear model (Holmberg 2007).
The rate-level functions were generated by stimulating the models with pure tones
of 100 ms at different levels for a CF of 1 kHz. The scan of the parameter space
showed that the optimal synaptic weight was approximately 0.78 nS at 37 ◦C. The
optimal rate-level function of the hybrid model and the reference model (Holmberg
2007) are shown in Figure 2.6. Based the on optimal synaptic weights at 22 ◦C and
at 37 ◦C, the Q10 factor for the synaptic weight was calculated and equaled to 1.25.
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Figure 2.6: Rate-level functions of the HSR fibers of the tuned hybrid inner and
the reference inner ear model (Holmberg 2007).

2.2.3 Models of the Electrodes and the Extracellular Fluid
The SG neurons are surrounded by the extracellular fluid with relatively high
conductivity. It enables electrodes in the cochlea to effectively stimulate the SG
neurons and elicit APs. To simulate this process, it is necessary to calculate the
electric potential along the neuron in a heterogeneous cochlea (Durand 2000). On
the one hand, the currents can spread relatively easily in the fluid of scala tympani
(1.43 S m−1). On the other hand, to reach the AN, the currents have to cross the
bony surrounding of the cochlea which has much lower conductivity (0.156 S m−1)
(Briaire and J. H. Frijns 2000). Taking those two phenomena into account, a model
of the electric field in the cochlea was constructed. The model took advantage of
the coaxial configuration of the scala tympani around SG neurons, which enabled
to “unroll” the cochlea as shown in Figures 2.7 and 2.8.

Calculation of the electric potentials along the neuron was performed in two
steps. In the first step, the decay of the stimulating current along the scala tympani
(z-axis) was computed. Kral (1998) showed experimentally that the currents have
an exponential decay along the cochlea (z-axis). So the current I ′ in the cochlea at
the z-coordinate of the neuron z′ was calculated by

I ′ = I · 10
G·∆z
20 , (2.4)

where I is the electrode current, G is the gain (−1 dB mm−1), and ∆z is the distance
between a projection of the electrode and the neuron onto the z-axis (|z − z′|) in
mm.
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Figure 2.7: A segment of an “unrolled” cochlea with inserted electrodes and the
coordinate system as used in the model of electrical stimulation. The thin solid
lines mark the outline of the cochlea. ANFs are shown as thick parallel lines and
black dots indicate an array of electrodes. Figure 2.8 shows the same drawing
projected onto xy- and yz-planes for clarity. Dimensions in the figure are not in
proportion.
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Figure 2.8: A projection of the model of an “unrolled” cochlea onto the xy- and
xy-plane. The projections include: the outline of the cochlea, the stimulating
electrodes, and SG neurons. Dimensions in the figure are not in proportion.
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In the second step, it was assumed that the medium surrounding the electrode
and the neuron is homogeneous, isotropic, and infinite conductor in the xy-plane
(Figure 2.8). The electrode was treated as a monopole source (Malmivuo and
Plonsey 1995). With those assumptions, the electric potential Φ was calculated
with

Φ =
I ′

4πσr
, (2.5)

where σ is the conductivity of the medium (1/σ = 300 Ω cm, Geddes and Baker
(1967)), and r is the distance between the neuron and the projection of the electrode
onto the xy-plane.

2.2.4 Electrical Stimulation of a Neuron
Once the electric potentials at each section of the model were calculated, they
were used to stimulate the Hodgkin–Huxley model of the SG neuron. The field
calculations were implemented in Python (T. E. Oliphant 2007) and the simulations
of the electrical stimulation of the ANF were performed in the NEURON simulation
environment (Carnevale and Hines 2006). In particular, the extracellular mecha-
nism from NEURON’s standard library was used to stimulate the Hodgkin–Huxley
model. It enabled a direct application of the pre-calculated electric potentials
to the neuron. The numerical simulations used the backward Euler method at a
sampling frequency of 500 kHz.

A schematic of an equivalent circuit of the extracellular mechanism is shown
in Figure 2.9. Each compartment of the neuron is connected with its neighbors
by a resistivity Ra of 100 Ω cm. The internode compartments contain a capacitor
and a passive resistor. The node compartments contain additional voltage gated
sodium and potassium channels as described in Section 2.2.1. The pre-calculated
electric field potentials Φ (Equation 2.5) were applied to the extracellular terminals
at each section as vext in Figure 2.9.

2.2.5 Finding Detection Thresholds
The goal of most electrical and some acoustical simulations required finding of
the ANF detection threshold for given stimuli. The detection threshold is defined
here as the weakest stimulus that could be detected by a neuron. In the case of
electrical stimulation, the neurons did not have any spontaneous activity. Therefore,
the detection threshold was the weakest stimulus that caused a neuron to fire an
AP. In acoustical experiments, the threshold detection was not as straightforward
and required modification due to the spontaneous activity of SG neurons. In this
case, the detection threshold was determined as the level of the weakest acoustical
signal that caused the neurons to fire at the rate of µ+ σ, where µ was the mean
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Figure 2.9: A schematic circuit representing a node of Ranvier and two internodes
of the ANF model stimulated by an electric field. The electrical stimulation
was implemented in the NEURON simulation environment using extracellular
mechanism. Ra is the axial resistivity coupling the sections. the electric field was
applied to each section at vext.
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Figure 2.10: Responses of 200 HSR ANFs to a pure tone of approximately 5 kHz
and the duration of 50 ms. Each dot in the raster plot corresponds to an AP fired
by an ANF model.

spontaneous firing rate and σ was the standard deviation of the spontaneous rate
(Geisler, Deng, and S. R. Greenberg 1985). In both cases a binary search algorithm
(Burden and Faires 1985) was used to find thresholds efficiently.

2.3 Results

2.3.1 Responses to Acoustical Stimuli
The main motivation of the initial simulations was to examine responses of the
model to simple acoustical stimuli. Responses of 200 HSR fibers to ramped pure
tones of approximately 5 kHz, a 50 ms duration, and an intensity of 60 dB re 20 µPa
are shown in Figure 2.10. Each row of the raster plot corresponds to a different ANF
and each dot represents an AP. The stimulating tone started at 0.01 s and lasted
until 0.06 s. The stimulus caused a visible increase in the firing rate, especially at
the onset. The response of the neurons was not immediate. It is related to the
delay of the traveling wave on the BM. For the same reason, the response lasted
longer than the stimulus itself.

The effect of the traveling wave delay is even more visible on the PSTH plot in
Figure 2.11. There is a sharp onset in the response where the neuron reached the
firing rate of almost 700 spikes/s. It decayed exponentially within approximately
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Figure 2.11: PSTH of the same spike trains as in the raster plot in Figure 2.10.
This is a typical primary-like response to the ≈5 kHz pure tone including a sharp
onset response followed by a mostly constant firing rate.

10 ms to a driven firing rate of ≈200 spikes/s. The spontaneous firing rate was
approximately 30 spikes/s. This is a typical primary-like response of ANFs to an
acoustic stimulus (Kiang 1965; Heil and A. J. Peterson 2015). One property missing
in the simulated PSTH but often present in in vivo data is offset adaptation. The
offset adaptation is a brief pause in the spontaneous activity after the stimulus.
The hybrid model shows only a brief reduction of the spontaneous rate directly
after the stimulus offset. This behavior is due to the underlying pool model of the
IHC synapse (Holmberg 2007; Sumner et al. 2003). The driven and spontaneous
rates are matching the rates from simulations in Figure 2.6.

Spike trains in the total duration of 1000 s of spontaneous activity were used to
generate an ISIH which is plotted in Figure 2.12. The smallest inter-spike interval
from the histogram was equal to 0.78 ms. This value approximates the absolute
refractory period of the hybrid neuron model and was close to the refractory period
“hard coded” in the spike generator of the model from Holmberg (2007). In the
hybrid model, it emerged from the intrinsic properties of the cell membrane.

The temporal precision of the model was analyzed by calculating the VS in
response to pure tones at various CFs. The frequency of the stimulus always
corresponded to the CF of a neuron. There were 100 CFs ranging from 50 Hz to
14 000 Hz. For each CF 100 HSR ANFs were simulated. The stimulus duration
was 100 ms. The ANFs were stimulated at three different levels (20 dB re 20 µPa,
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Figure 2.12: ISIH of spontaneous activity of a HSR fiber. The simulation time was
1000 s. The minimum interval approximates the absolute refractory period and is
equal to 0.78 ms.

40 dB re 20 µPa, and 60 dB re 20 µPa) and only the largest VS from the three re-
sulting values was taken into account. The VS of the responses is plotted in
Figure 2.13. The plot also includes experimental data from a cat (Johnson 1980),
from a guinea pig (Palmer and Russell 1986), and simulated data from Holmberg
(2007) for reference. The results show that both models failed to reach the highest
synchronization levels above 500 Hz. They replicated only the lowest VS values
of the guinea pig data. The hybrid model had lower synchronization than the
reference model by Holmberg (2007).

In addition to simple pure tones, the model was also stimulated with amplitude
modulated tones to further examine precision of the temporal coding. The stimulus
had a carrier frequency equal to the CF (≈10 kHz), modulation depth of 100 %,
and duration of 600 ms. The modulation frequency varied from 10 Hz to 2000 Hz.
For each modulation frequency the spikes of 100 HSR ANFs of the hybrid model
were recorded. The spike trains were used to calculate the modulation gains, which
are shown in Figure 2.14. Modulation transfer functions of the original (Holmberg
2007) and the experimental data from cat (Joris and Yin 1992) are plotted for
reference. Both the original (Holmberg 2007) and the SG neuron model performed
similarly. They both failed to reach high values of modulation gain measured by
Joris and Yin (1992). The deviation between the models and data grew larger than
5 dB for frequencies higher than 300 Hz.
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Figure 2.13: VS as a function of CF for the hybrid inner ear model and the original
model from Holmberg (2007). The reference in vivo data comes from a cat (Johnson
1980) and a guinea pig (Palmer and Russell 1986).
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Figure 2.14: Modulation transfer function of the hybrid inner ear model, the
original model from Holmberg (2007), and measurement data from a cat (Joris and
Yin 1992). The experimental data is plotted as a filled area to indicate the spread
of the in vivo recorded values.
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2.3.2 Electrode Position: Cat
Relative positions of neurons and electrodes have direct influence on the electrical
stimulation. Therefore, it was necessary to carefully identify the position of the
electrode in the model. First, the set of possible positions was restricted mostly by
the geometry of the cochlea. Second, the position was fine-tuned using data from
in vivo experiments. In the this step, the position of the electrode was varied and
the best fit to the experimental data was found. Finally, the model was validated
with additional data that was not used in the tuning of the model.

To find the optimal position of the electrode, the input-output characteristics
were calculated for a range of x and y values. At each position the response
probabilities of a neuron for four different pulse shapes (A, C, anodic-cathodic
(biphasic pulse) (AC) and cathodic-anodic (biphasic pulse) (CA)) of different
amplitudes were calculated. Next, the results from each location of the electrode
were compared to the experimental data from Shepherd (1999) by calculating
the RMS error. Shepherd (1999) found that the thresholds of C, AC, and CA
pulses were similar and the threshold of an anodic pulse was approximately 5 dB
higher. The parameter scan indicated the optimal position of the electrodes at
x equal to 350 µm and y equal to 820 µm. Figure 2.15 shows the input-output
characteristics of the model with an electrode at these location and the reference
data from Shepherd (1999). As expected, the model did not capture the dynamic
range of single neurons due to a lack of a stochastic process. It showed “on-off”
behavior at each threshold. This feature could be obtained by adding membrane
noise to increase the dynamic range to the desired level of <3 dB (Shepherd and
Javel 1997; Shepherd 1999).

Figure 2.16 shows thresholds for all four pulse shapes at locations varying from
the optimal x and y values. In the top panel the y coordinate was equal to the
optimal value of 820 µm and the x coordinate was variable. In the lower panel the
x coordinate was fixed at the optimal value of 350 µm and the y coordinate was
variable. The optimal values of the variable coordinates are marked with arrows in
each panel.

2.3.3 Dynamic Range in the Electrical Stimulation
The goal of the following experiment was to validate the thresholds of the model in
response to trains of electrical pulses. The ANF was stimulated by biphasic pulses
at various rates as described by Shepherd and Javel (1997) in their experiments.
The ANF model was placed on the x-axis starting at the origin and the electrode
at the previously determined coordinates: x = 350 µm, y = 820 µm, and z = 0 µm.
The stimuli were trains of 100 CA pulses with a duration of each phase of 100 µs.
The pulses were repeated at different rates: 100 Hz, 200 Hz, 400 Hz, 600 Hz, 800 Hz,
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Figure 2.15: Input-output characteristic of the SG neuron model for the optimal
electrode position (350 µm, 820 µm). The stimuli were monophasic (C and A) and
biphasic (CA and AC) electrical pulses at different intensities. The data points
were adopted from Figure 4 of (Shepherd 1999).

and 1000 Hz.
Figure 2.17 shows the rate-intensity characteristics of the model and the reference

data from (Shepherd and Javel 1997). The dynamic range of the model (2 dB) was
comparable with the experimental data from Shepherd and Javel (1997). Because
the absolute thresholds were not finely tuned to this particular data set, and were
not of the primary interests, the experimental data was shifted by 4.5 dB and
overlaid onto the simulation results.

2.3.4 Electrode Position: Human
Because in vivo data is not available from human subjects, it was necessary to
refer to psychophysical experiments. The goal was to approximate the position of
the electrode in a human model of the cochlea. The simulations were based on
measurements with triphasic pulses from Karg et al. (2013). The experimental
data indicated a difference in perception of near-threshold levels between two
different electrodes. Patients could hear, on average, a difference in loudness
between ACA and CAC pulses at the apical electrode, but not at the middle
electrode. Additionally, an attempt to simulate psychophysical experiments based
on low-level neuronal processes gave the opportunity to investigate psychophysical
measurements in more detail and find a possible explanation for some of the
observed effects.
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Figure 2.16: Thresholds of monophasic (C, A) and biphasic (CA, AC) pulses for
electrode positions at various locations. The top panel was calculated by varying
only the x coordinate of the optimal electrode position. The lower panel represents
thresholds by varying the y coordinate of the optimal electrode position. The
arrows in both panels mark the optimal values of x and y.
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Figure 2.17: Electrical rate-instensity characteristic of the ANF model stimulated
with pulse trains of 100 Hz, 200 Hz, 400 Hz, 600 Hz, 800 Hz, and 1000 Hz. The
experimental data (Figure 18 from (Shepherd and Javel 1997)) was shifted by
4.5 dB to match the absolute threshold of the model and overlaid for comparison.

The psychoacoustic experiment from Karg et al. (2013) started by determining
the detection threshold of biphasic stimuli for each patient. The detection threshold
of CA pulses plus 25 µA was used as a reference for all further measurements.
The task of the subjects was to compare the loudness of the reference pulse with
the loudness of the varying triphasic pulses in an adaptive two-alternative forced
choice (2AFC) procedure (Jesteadt 1980). In short, the subjects were comparing
loudness of single pulses that were slightly above the detection threshold. Because
the reference loudness was close to the detection threshold in experiments, it was
compared directly to the detection threshold in the model.

The experimental data from Karg et al. (2013) for individual subjects (S1–S7)
is shown in Figure 2.18 as points. The averaged experimental results are shown in
Figure 2.19 and are also plotted with points. The averaged results show that at the
apical electrode there was a significant difference in the efficiency of CAC and ACA
pulses for symmetric triphasic pulses (|Q1/Q2| = 0.5). At the middle electrode
there was no significant threshold difference between ACA and CAC pulses for
all pulse shapes. Symmetric triphasic pulses were still less efficient than biphasic
pulses (|Q1/Q2| = 0 and |Q1/Q2| = 1), both polarities showed similar efficiency.

The goal of the simulations was to calculate the optimal position of an electrode
in the model based on the psychoacoustic data from Figure 2.18. For that purpose,
the ANF was stimulated by an electrode at various positions around the neuron
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Figure 2.18: Individual hearing thresholds for subjects S1–S7 (Karg et al. 2013)
and ANF model firing thresholds for triphasic pulses at the apical (E1) and the
middle (E6) electrodes. Points indicate the reference experimental data. Lines
correspond to fitted simulation results.
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Figure 2.19: Averaged hearing (Karg et al. 2013) and firing (ANF model) thresholds
for a range of triphasic pulses at the apical (E1) and the middle (E6) electrodes.
Points mark the reference experimental data. Lines correspond to fitted simulation
results.

using the same pulses as in the corresponding experiments. In the first step, the
firing thresholds of the ANF model for all combinations of

• polarities: ACA, CAC,

• pulse shapes: |Q1/Q2| ∈ {0, 0.2, 0.5, 0.8, 1},

• and positions of the electrode around the SG neuron

were calculated. Next, for each subject and electrode from the experiments, i.e., for
each individual subplot in Figure 2.18, the RMS error between the psychoacoustic
thresholds and the simulated thresholds at every location of the electrode are
calculated. Finally, the electrode locations in the model that resulted in the smallest
values of the error were selected and are shown in Figure 2.18. Additionally, the
same procedure was repeated for the mean experimental results and is shown in
Figure 2.19.

The optimal locations of the electrodes in the model are shown in Figure 2.20.
The locations of the individual electrodes are marked using normal width arrows.
Each arrow corresponds to a single subject (S1–S7). The origins of the arrows
correspond to the apical electrodes (E1) and the arrowheads mark the locations of
the middle electrodes (E6). The thick continues arrow shows the fit for the mean
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Figure 2.20: Each arrow with a normal width represent the optimal electrode
positions in the model for each subject (S1–S7) from Figure 2.18. The origins
of the arrows correspond to the apical electrodes (E1) and the arrowhead mark
the middle electrodes (E6). The thick continues arrow shows the fit for the mean
experimental results from Figure 2.19. The thick dashed arrow is an average vector
of all individual arrows. The x- and y-axes are scaled differently.

experimental results. The thick dashed arrow represents an average vector of all
individual arrows. Both the average vector and the vector fitted to the average
data have similar directions, origins, and magnitudes. The x- and y-axes do not
have the same scale. On average the E1 electrodes were located further away from
the neuron than the E6 electrodes in the model.

To better understand the locations of the electrodes in the model, the normalized
difference between thresholds of symmetric ACA and CAC pulses around the neuron
was plotted in Figure 2.21. The values can be interpreted as the distance between
the threshold curves at |Q1/Q2| = 0.5 in Figures 2.18 and 2.19 for all locations
around the neuron. Figure 2.21 shows that there were two regions around the
neuron:

1. Along the neuron, where the difference between ACA and CAC thresholds
was negative. In this region, the ACA pulses were more efficient.

2. Close to the neuron’s end and beyond, where the CAC pulses were more
efficient than ACA pulses (positive difference).

On the border between both regions, the difference was close to zero and both
polarities were equally efficient. On average, the apical electrode (E1) was located
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Figure 2.21: Normalized threshold difference between ACA and CAC triphasic
pulses for various positions of an electrode around the neuron. The ANF was
located on the x-axis and threshold values from electrode’s positions closer than
65 µm were discarded (patterned pixels). The simulations show two regions around
the neuron: (1) beside the neuron, where the threshold difference was negative and
(2) close to the neuron’s end and beyond, where the difference was positive.

deeper towards the region surrounding the terminal node. The middle electrode
(E6) was located close to the border of both regions.

2.4 Discussion

2.4.1 Single Neuron Model for Synaptic and Electric Stim-
ulation

This study shows that a single ANF model can be used both for synaptic and
electrical stimulation with the same parameters. This contrasts with previous
studies where models were tuned only to a single mode of stimulation. In the case
of synaptic stimulation, the ANF model had to be integrated with a model of a
healthy cochlea (Holmberg 2007). In the electrical stimulation, the ANF model
was excited by a CI electrode. The model successfully reproduced various data
from in vivo and psychophysical experiments. The focus of the model was

• to integrate the ANF with an existing inner ear model of Holmberg (2007),

• to properly determine the position the electrodes,
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• and to explain psychophysical experiments with CI patients.
The ANF model required careful fitting of the synaptic weight (Figure 2.5 and

2.6). It assured a proper coupling between two independent parts of the model:
• the inner ear (Holmberg 2007)

• and the ANF neuron itself.
The synaptic weight was fitted at a single CF, which was sufficient for other CFs.
During the fitting procedure, a wide range of levels was taken into account. Pure
tone stimuli generated plausible raster plots (Figure 2.10) and PSTHs (Figure 2.11).

One of the main deficiencies of the model was the phase locking to pure tones
above 500 Hz. Figure 2.13 shows that both the original inner ear model (Holmberg
2007) and the presented ANF model failed to reproduce synchronization of cat’s
ANFs (Johnson 1980). This is due to the fact, that both models were derived from
the inner ear model of a guinea pig (Sumner et al. 2002). The current ANF model
could reproduce only the lowest values of the guinea pig data (Palmer and Russell
1986). Both Holmberg (2007) and the presented ANF models aimed at human-like
performance which is closer to that of a cat. The improvement of the phase locking
remains an open task.

An essential part of the electrical stimulation of the neuron was the calculation
of the electric field (Section 2.2.4). The calculation was based on a two-step
procedure:

1. Calculate the exponential field decay along the cochlea (z-axis).

2. Calculate electric field decay that is inversely proportional to the distance in
the plain perpendicular to the cochlea (xy-plane).

The main motivation behind this approach is that the cochlea is a heterogeneous
structure. On the one hand, the currents spread easily along the scala tympani. On
the other hand, to reach SG neurons, they have to cross a bony tissue, which has
much higher resistivity. The exponential decay along the cochlea was motivated
by measurements of Kral (1998). He showed a decay of 3 dB mm−1 in a cochlea of
a cat. It is likely to be even weaker in CI patients (1 dB mm−1). In the xy-plane,
I assumed an infinite homogeneous medium with resistivity of 300 Ω cm (Geddes
and Baker 1967) and therefore a 1/r field decay. A disadvantage of the hybrid field
calculation is that both functions (ex, 1/x) are not commutative and the result
depends on the order in which the calculation is performed. In most cases it was
not an issue, because the simulations were done for a single electrode and neurons
located in the same xy-plane. Possible improvements include using a lumped
element model (Kral 1998) or numerical calculation of the filed in the carefully
reconstructed cochlea using the finite element method (Rattay, Leao, and Felix
2001; Bai et al. 2017; Encke, Bai, et al. 2017).
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2.4.2 Literature on ANF Modeling

The presented ANF model was strongly influenced by a previous model of Bade
(2009), which in turn was inspired by a single compartment model of Negm
and Bruce (2008). Bade (2009) conducted a comprehensive study of a multi-
compartment SG neuron model including peripheral and central axons, a soma, a
synapse, and stimulating electrodes. The author stimulated the model acoustically
and electrically. However, the model of Bade (2009) was focused mostly on correct
initialization and propagation of single APs. Particularly, it included a soma, which
influences spike propagation and in some cases can block them (Rattay, Lutter,
and Felix 2001). The current model is a simplified iteration of the model from
Bade (2009), i.e., it does not contain a soma and uses different membrane channels
(Schwarz and Eikhof (1987) instead of Negm and Bruce (2008)).

Holmberg (2007), M. S. A. Zilany, Bruce, and Carney (2014), and Sumner et al.
(2002) developed complete inner ear models where the AN is just the final stage of
the model. The ANFs are implemented as simple phenomenological spike generators.
The main function of the implementation is to capture the absolute and relative
refractoriness of the neurons. For example, the spike generator from (Sumner
et al. 2002) converts a stream of synaptic vesicle releases into a stream of APs.
First, it drops all events within the absolute refractory period (0.75 ms). Second, it
decreases probability of an AP directly after that period. The spike generator was
implemented by integrating an exponential recovery with a time constant of 0.8 ms.
M. S. A. Zilany, Bruce, and Carney (2014) showed an alternative approach to a
spike generator. Their spike generator accepts an expected firing rate as an input
and uses a random variable to generate times of APs. They use a double exponential
recovery from the relative refractory period with time constants of 1 ms and 12.5 ms.
Holmberg (2007) reused both approaches and could freely switch between them.
This study shows that in many cases a simplistic spike generator is equivalent in
function to a multi-compartment ANF model. In particular, the ISIH (Figure 2.12)
showed that the absolute refractory period was very similar (0.78 ms) to the other
studies and physiological recordings. Interestingly, the absolute refractory period
in the presented model emerged just from the intrinsic properties of the membrane
without further adjustments.

Hossain et al. (2005) studied the distribution of various Na+ channels in the
cochlear nerve of a mouse. Based on their measurements, they constructed a
complex SG neuron model that included several compartments representing soma
and different parts of the axon with Hodgkin–Huxley channels. The neurons
were stimulated by phenomenological synapses implemented as the alpha function
conductance. The authors focused on spike generation in a SG neuron. However,
they did not examine realistic in vivo-like stimulation patters which sets it apart
from the current study.
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In a recent publication, Bruce, Erfani, and M. S. Zilany (2018) presented an
updated model from M. S. A. Zilany, Bruce, and Carney (2014), which included
changes in the IHC synapse. Their newest model had a more realistic presynaptic
membrane with a reduced number of synaptic vesicle docking/release sites and
longer redocking time as suggested by A. J. Peterson and Heil (2017). Those
additions replaced the exponential adaptation and a part of the spike generator
from M. S. A. Zilany, Bruce, and Carney (2014). As a result, several basic statistics,
forward masking, and rate-level functions of the ANF responses were improved.
The model of Bruce, Erfani, and M. S. Zilany (2018) creates an opportunity to
further improve the current hybrid model by replacing the Holmberg (2007) part
with Bruce, Erfani, and M. S. Zilany (2018). As a result the last stage from the
model of Bruce, Erfani, and M. S. Zilany (2018)—refractoriness—could be replaced
by the ANF model from the current study. This swap could improve some of the
responses of the model, especially synchronization to pure tones and amplitude
modulated tones.

Negm and Bruce (2008), Negm and Bruce (2014), and Woo, Miller, and Abbas
(2009) focused their efforts on modeling the electrical stimulation of neurons. Those
studies tackled the problem of adaptation to the electrical stimulation (Zhang
et al. 2007). Adaptation is especially important when neurons are stimulated with
trains of electrical pulses at high frequencies. Similarly to the acoustic stimulation,
the response to a continuous stimulus becomes weaker over time and reaches a
steady state. The mechanism of this adaptation is not included in the models
with only Hodgkin–Huxley (Na+ and K+) channels, which is a limitation of the
described model. Negm and Bruce (2008) and Negm and Bruce (2014) showed a
single compartment model and a simplified electrical stimulation using intracellular
current injection. The novelty of their model was an inclusion of membrane channels
that are also present in CN neurons (Ih and IKlt). Particularly, hyperpolarization-
activated cation channels (Ih) caused at least some adaptation of the model across
all stimulation rates. Woo, Miller, and Abbas (2009) had a different approach and
showed a detailed multi-compartment model that included a mechanism where
local accumulation of the external potassium ion concentration replicated responses
with adaptation. Both models were able to successfully produce adaptation and are
a good entry point to introduce adaptation in the current ANF model. However,
more experiments are required to determine physiological reasons of the adaptation.

Rattay, Lutter, and Felix (2001) also presented a multi-compartment model
of human SG neurons with electrical stimulation. Their model was built of a
peripheral axon, soma, and a central axon. Nodes of Ranvier contained Hodgkin–
Huxley ion channels, which were adjusted for faster gating processes in mammalian
axons. Rattay, Lutter, and Felix (2001) implemented electrical stimulation using
an activating function and assumed an infinite homogeneous medium. The main
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goals of their study were to analyze spike generation as well as the influence of the
morphology (unmyelinated soma, loss of the peripheral axon) on spike propagation.
The main contributions of a soma in the model were increased delays during spike
propagation and blocking of spikes for weaker stimuli.

As mentioned in Section 2.3.3, the current ANF model could fire APs at rates
of 1000 Hz and higher in response to strong stimuli. Such rates are sustained
only by a limited number of fibers and generally too high to represent an average
ANF (Zhang et al. 2007). Better modeling of the general ANF population requires
further studies to identify physiological mechanisms which limit the firing rate. One
possible solution is to incorporate adaptation as shown by Negm and Bruce (2008),
Negm and Bruce (2014), and Woo, Miller, and Abbas (2009). It would naturally
reduce firing rates for continuous stimuli. However, Bade (2009) showed that the
inclusion of Ih ion channels had a only limited effect on a multi-compartment model.
The soma in the SG model (Woo, Miller, and Abbas 2009; Rattay, Lutter, and Felix
2001) could also reduce the maximum firing rate. However, if the stimuli become
stronger, they would also stimulate the central axon and effectively bypass the
soma (Bade 2009). The most promising approach to model adaptation is therefore
tracking of the extracellular potassium concentration during numerical calculations
as shown by Woo, Miller, and Abbas (2009).

Another comprehensive review of biophysical single- and multi-compartment
ANF models is given by O’Brien and J. T. Rubinstein (2016).

2.4.3 Electrode Position: Cat
Generally, the ranges of parameters in biophysical models are bounded by experi-
mental data and measurements. This is also true for the relative position of the
electrode and the ANF. For example, it is safe assume that the distance between
them should not be greater than the dimensions of the cochlea. In most cases
the electrodes are located in scala tympani and their position is limited by the
morphology of the cochlea. Hatsushika et al. (1990) showed that the diameter of
the scala tympani in cat varies from 1 mm to 3 mm.

The exact position of the electrode in the cat cochlea was determined with the
help of input-output curves for AC, CA, C, and A pulses from Shepherd (1999).
First, the input-output curves were simulated at various locations of the electrode
around the neuron. Second, the location that resulted in the smallest RMS error
was selected. The optimal fit is shown in Figure 2.15 with the optimal position
of (350 µm, 820 µm). This position is compatible with the dimensions of the cat
cochlea (Hatsushika et al. 1990).

The model was completely deterministic and did not contain stochastic processes
in the membrane. As a result, if the electrical stimulus was larger than a certain
threshold, it always produced an AP. If the stimulus was below that threshold,

52



CHAPTER 2. AUDITORY NERVE FIBERS

there was no spike at all. This “on-off” behavior is visible in the input-output
characteristic (Figure 2.15). In the figure the dynamic range of the simulated
responses is 0 dB. However, a typical in vivo neuron has a transition region around
the threshold. In this region the firing probability varies continuously from 0 to
1. Shepherd (1999) measured a dynamic range of 1 dB to 2 dB. One possibility to
improve the model is to include stochastic process in the membrane, e.g., by using
Markov process for gating kinetics (Negm and Bruce 2008; Negm and Bruce 2014)
or stochastic differential equation models (Goldwyn et al. 2011).

2.4.4 Electrode Location: Human
The ANF model was also used to simulate electrical stimulation of the AN in the
human cochlea, which happens in CI patients. The position of the CI electrodes in
the model could be determined based on the results of psychophysical experiments
in humans. A suitable experiment was designed by Karg et al. (2013) where
subjects were measuring stimulation thresholds at the middle and the most apical
electrodes. Karg et al. (2013) reported a statistically significant difference between
the thresholds (low-level loudness) of symmetric ACA and CAC pulses at the most
apical electrode. At that electrode, the CAC pulses were more efficient (had lower
threshold) than the ACA pulses. However, at the middle electrode, there was no
significant difference between the ACA and CAC pulses.

The main challenge was to reproduce the psychophysical experimental setup as
a computer simulation. On the one hand, the model consisted of a single ANF. On
the other hand, the psychophysical experiments involved a living organism with
a complex nervous system (cochlea, nerves, brainstem, and brain). Still, such a
comparison is plausible, because the experiments focused on basic stimuli: single
triphasic pulses close to the hearing threshold. For simple stimuli and a pure
detection task, the low level effects at the ANFs are most likely dominant and
do not require higher cognitive functions, e.g., discrimination between different
stimulus types or speech understanding. In the presented experiments, patients
only had to compare loudness of different pulses at low levels. This task was
simulated as signal threshold detection in the model.

A parameter space scan indicated two types of areas around the model neuron
as shown in Figure 2.21.

1. An area beside the neuron where the difference between ACA and CAC
thresholds was negative, i.e., the ACA pulses were more efficient than CAC
pulses.

2. An area closer to the neuron’s end where the difference was positive, i.e., the
CAC pulses were more efficient than ACA pulses.
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A similar effect was described in a review paper by Ranck (1975). The author
described an inversion of the efficiencies for both polarities depending on the
location of the electrode:

1. near an axon,

2. or near to the soma on the opposite side in a monopolar neuron.

Those results suggest that the apical electrode should be located in the region closer
to the neuron’s end. The middle electrode could be located at the border between
both regions where CAC and ACA pulses have similar thresholds. Figure 2.20
shows optimal electrode positions in the model for each subject from Karg et al.
(2013). The simulations are consistent with the experimental data. However, it is
difficult to make a definitive conclusion regarding position of the electrodes due to
the small number of measurements.

Efficiency inversion of the pulse polarities was also analyzed analytically by
J. Rubinstein (1993) with a passive cable model. J. Rubinstein (1993) showed that
“stimulation near the end of a fiber may result in lower thresholds and may reverse
the anodal/cathodal threshold ratio obtained with stimulation in the mid-portion
of the fiber.” They showed a similar effect, but not entirely the same, because it
was located exclusively at the neuron’s end. As it is later explained, the presented
effect is linked to a high-capacitance section which in this case is the terminal node.
However, such high-capacitance regions do not need to be located at the end of the
neuron. For example, the high capacity of the cell body could cause this effect too.
Another source of high-capacitance could be demyelination of the auditory nerve.
This finding means that there might be more than two distinct regions where the
efficiencies of different pulse polarities can change.

2.4.5 Efficiency Inversion of Electrical Stimuli
To explain the phenomenon and how the inversion of efficiency is related to the
end of the neuron, two simplified models of an ANF were analyzed:

1. A model with two compartments and only capacitive membrane elements
that was analyzed analytically.

2. A model with three compartments that contained both capacitance and
passive resistance. It was solved numerically.

Finally, the same phenomenon was shown in detail using the actual ANF model
with Hodgkin–Huxley channels.

Let’s consider two patches of the neuron’s membrane. In an oversimplified model
each patch could be represented as a capacitance (C1 and C2). The existence of
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Figure 2.22: Simplified two-compartment model of an ANF stimulated extracellu-
larly with a step function. Each compartment consist only of a capacitance. Ion
channels were ignored.

membrane channels is ignored. Those two patches are connected electrically inside
of the neuron through intracellular liquids (resistance RA) as shown in Figure 2.22.
Next, the model is stimulated extracellularly by applying a positive potential (step
function) at the time t = 0. The stimulus V can be modeled as the voltage source
E with a switch. How is the membrane voltage V1 going to look like after a while?

By applying Kirchhoff’s voltage law

V1(t) + VA(t)− V2(t) + V (t) = 0 (2.6)

and the Kirchhoff’s current law (the currents through all elements are equal), we
get

C1
dV1(t)

dt
= −C2

dV2(t)

dt
(2.7)

and
C1

dV1(t)

dt
=

VA(t)

R
. (2.8)

Equations 2.6, 2.7, and 2.8 can be Laplace transformed into the complex S-domain
to simplify the analysis. V (t) is a step function and gives E/s in the S-domain:

v1 + vA − v2 +
E
s
= 0

sC1v1 = −sC2v2

sC1v1 =
vA
R

(2.9)

The system of equations 2.9 can be solved for v1, which gives

v1 =
−EC2

s2RAC1C2 + s(C1 + C2)
=

a

s2b+ sc
, (2.10)
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where 
a = −EC2

b = RAC1C2

c = C1 + C2.

(2.11)

Applying the inverse Laplace transform to v1 yields

L−1{v1} = V1(t) =
a

c

(
1− e−ct/b

)
. (2.12)

As time increases the term
(
1− e−ct/b

)
approaches 1 which gives

lim
t→∞

V1(t) =
a

c
= −E

C2

C1 + C2

. (2.13)

The limit and therefore the steady state membrane voltage at the first segment
depends on the ratio between C1 and C2 in the following way:

C1 ≈ C2 ⇒ limt→∞ V1(t) ≈ −0.5 · E
C1 � C2 ⇒ limt→∞ V1(t) ≈ 0
C1 � C2 ⇒ limt→∞ V1(t) ≈ −E.

(2.14)

Typically, in electrical stimulation the highest voltages are applied to the segments
that are closest to the electrode. When the capacitance is uniform along the neuron,
then the section closest to the electrode has the highest absolute voltage. The
sign of the voltage at the main stimulation lobe is opposite to the stimulus (E).
However, if the capacitance of the neuron is not uniform and the electrode is located
close to a segment with high capacitance (C1 � C2), then the absolute value of the
membrane voltage at that segment is lower compared to the neighboring segments.
The membrane potential of the neighboring segments has the same sign as the
stimulus. As a result, the main stimulation lobe has a smaller amplitude compared
to the side lobes.

This effect can be shown using numerical methods in a model with membrane
resistance. The membrane model consisted of three compartments as shown in
Figure 2.23. This time the stimulus was a monophasic anodic (positive) pulse
(duration 1 ms, amplitude 1 mV). The simulation was implemented in NEURON
with the parameters shown in Table 2.2.

In the first simulation, all segments had the same capacitance of 1 nF cm−2.
The resulting membrane potentials are shown in Figure 2.24. The stimulating
electrode was connected only to the first segment. The results agree with the
previous analytic solution, i.e., C1 < C2 for which the asymptotic value of V1 should
be between −E and −0.5E. The capacitance C2 from the analytic solution can
be considered as an equivalent capacitance of parallelly connected C ′

2 and C ′
3 from
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Figure 2.23: Simplified three-compartment model of an ANF. The model includes
capacitance C ′

{1,2,3} and passive conductance gL.

Parameter (NEURON symbol) Value
Segment’s length (L) 10 µm

Segment’s diameter (diam) 1.5 µm
Axial resistivity (Ra) 100 Ω cm

Passive conductance (g_pas) 1 × 10−5 S cm2

Reversal potential (e_pas) −78 mV
Capacitance (cm) 1 nF cm−2

Table 2.2: Parameters of a simplified three-compartment ANF model used in
numerical NEURON (Carnevale and Hines 2006) simulations.
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Figure 2.24: Membrane potentials of a simplified neuron model with three compart-
ments during stimulation by an anodic pulse. All sections have equal capacitance.

the numerical solution. The polarity of the directly stimulated section is inverse
compared to the stimulus. The polarity of the neighboring compartments is in
phase with the stimulus. Most importantly, the absolute membrane potential of
the directly stimulated section is higher than that of the other sections.

When the capacitance of the fist section increased 100 times (0.1 µF cm−2),
the membrane potentials of the segments changed as shown in Figure 2.25. It is
equivalent to the analytic case where C1 � C2 which implies that the membrane
voltage V1 at the first compartment is small and the peak voltages at the other
sections were higher.

The key result of the analysis and the simulations of the two simplified models
is the distinction between two situations:

1. When the electrode is placed next to the normal or low capacitive section,
then the maximum absolute membrane voltage occurs at that section and
has the opposite polarity of the stimulus.

2. When the electrode is placed next to the high capacitve section, then the
maximum absolute voltage occurs at the neighboring sections and has the
same polarity as the stimulus.

In other words, the polarization of the membrane depends not only on the polarity
of the stimulus but also on the relative capacitance of the sections. For example,
let the firing threshold for a given stimulus s(t) be lower than for the stimulus

58



CHAPTER 2. AUDITORY NERVE FIBERS

−78
−77.8
−77.6
−77.4
−77.2

1

−78
−77.8
−77.6
−77.4
−77.2

M
em

br
an

e
po

te
nt

ia
l(

m
V

)

2

−78
−77.8
−77.6
−77.4
−77.2

0 5 10 15

Time (ms)

3

Figure 2.25: Membrane potentials of a simplified neuron model with three com-
partments during stimulation by an anodic pulse. The first compartment has the
highest capacitance.

−s(t) and all segments have a similar capacitance (the 1st case). If we significantly
increase the capacitance of the section next to the electrode (the 2nd case), then
we get a change of the efficiencies between s(t) and −s(t). In the second case, the
detection threshold of the stimulus s(t) would be higher than the threshold for the
stimulus −s(t).

Finally, the simulations of the original multi-compartment ANF from Sec-
tion 2.2.1 show the same effect. This model contains nodes of Ranvier with
Hodgkin–Huxley channels. It was stimulated by a sub-threshold triphasic pulse
from an electrode that was close to the 5th node of Ranvier (which is the same
as the 9th compartment) at the coordinates x = 1010 µm and y = 50 µm). The
stimulus was a symmetric triphasic pulse (CAC) with the duration of each phase of
40 µs. Two different configurations of the membrane capacitance were considered:

1. Normal, where the terminal node (the node with the highest capacitance)
was the first node of the neuron and was located away from the electrode.

2. Modified, where the terminal node was swapped with the 5th node of Ranvier,
i.e., the 9th segment, so that it was located next to the electrode.

In the normal case, the biggest membrane potentials occurred directly next to
the electrode as shown in Figure 2.26. The polarity of the membrane voltage was
opposite to the stimulus. In the modified case, the side lobes became much more
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Figure 2.26: Membrane voltages of the normal multicompartment ANF model
stimulated with a CAC pulse by an electrode next to the 5th node of Ranvier, i.e.,
the 9th section.

prominent compared to the main stimulation lobe. The polarity of the side lobes
was the same as of the stimulus.

The effect of the membrane capacitance in the complete ANF model is more
complex than in the simplified two- and three-compartment models. In the case of
the simplified models, the electric field was applied only to a single compartment.
In the full model, the field is applied to all compartments, which reduces the effect
of the single high-capacitance node on the stimulation. In the above example, the
effect was intensified, because of the very short pulses and the time needed to charge
the high-capacitance node. Overall, the effect seems to be less prominent in the full
model compared to the simplified models. Figure 2.28 shows the actual threshold
differences at various electrode positions for a model with a high capacitance node
(“terminal” node) in the middle of a neuron. Introduction of the high-capacitance
node changed the efficiencies for ACA and CAC pulses for electrode locations
around that node. This figure can be compared with Figure 2.21 which shows the
same experiment with the terminal node at its usual location.
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Figure 2.27: Membrane voltages of the modified multicompartment ANF model
stimulated with a CAC pulse by an electrode next to the 5th node of Ranvier (the
9th section).
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Figure 2.28: Normalized threshold difference between ACA and CAC pulses for
various locations of the electrode around a modified ANF. The modified ANF had
the terminal node swapped with the 5th node of Ranvier (the 9th section). As a
result, there was high-capacitance node in the middle of the neuron. Compare with
Figure 2.21, where the terminal node was located at the end of the neuron (1st
section).
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Chapter 3

Comparison of Globular Bushy
Cell Models with Different Levels
of Synaptic Depression in in
vivo-like Simulations

3.1 Introduction

Globular bushy cell (GBC) are located in the ventral cochlear nucleus (VCN),
which is the first processing station in the central auditory nervous system. The
cochlear nucleus (CN) receives direct inputs from the inner ear through ANFs. In
addition to globular bushy cells (GBCs), the population of neurons in VCN is made
of several different types: spherical bushy cells, stellate cells, and octopus cells
(Osen 1969; Rhode, Oertel, and Smith 1983). Each cell type processes different
sound features, e.g., spectrum, temporal fine structure, or signal onset (Recio 2000).
The pre-processing of sound by the CN neurons is essential for higher auditory
centers to perform their functions, e.g., sound localization (Grothe, Pecka, and
McAlpine 2010) or sound identification.

GBCs enhance temporal sound cues which are essential for sound localization.
When stimulated with pure tones, their action potentials lock precisely to a certain
phase of the signal. Some of the GBCs are experts in phase-locking and reach
synchronization levels higher than any ANF. Neurons with such properties are
sometimes called “high-sync” neurons (Joris, Carney, et al. 1994). Additionally,
they can fire an action potential every stimulus cycle up to 700 Hz, which is more
than twice the maximum firing rate for ANFs. GBCs similarly show increased
synchronization and entrainment in response to complex sounds (Rhode and S.
Greenberg 1994).
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Rothman, Young, and Manis (1993) explained the mechanism of high synchro-
nization (temporal precision of spikes) and high entrainment (one spike for each
stimulus cycle) by the presence of many converging inputs. GBCs receive their
main excitatory inputs from ANFs directly onto the soma through large synapses
called modified endbulbs of Held (Spirou, Rager, and Manis 2005). To elicit an
action potential, multiple subthreshold ANF input spikes must coincide. As a
result, GBC spikes have greater temporal precision than the input action potentials
from individual ANFs.

In most in vitro experiments, the strength of the excitatory inputs (excitatory
postsynaptic currents, EPSC, synaptic strength) is strongly reduced after a presy-
naptic spike as shown in Figure 3.3. In the time between two input spikes, the
synaptic strength recovers and if the pause between stimulations is long enough,
it eventually reaches its original value (Yang and Xu-Friedman 2009; Y. Wang
and Manis 2008; Yang and Xu-Friedman 2015). This synaptic depression at the
endbulb of Held is associated mostly with the depletion of neurotransmitter at
the presynaptic site (Friauf, Fischer, and Fuhr 2015) and receptor desensitization
(Yang and Xu-Friedman 2008). The level of depression depends strongly on the
stimulation frequency (Yang and Xu-Friedman 2009). A similar behavious was
observed in a similar auditory synapse in medial nucleus of the trapezoid body,
calyx of Held (Taschenberger, Woehler, and Neher 2016). In contrast to in vitro
experiments, in vivo extracellular recordings do not indicate strong variations of
synaptic strength at the endbulbs of Held during stimulation (Kuenzel, Nerlich,
et al. 2015; Kuenzel, Borst, and Heijden 2011; Young and Sachs 2008; Borst 2010).
The few in vivo studies of endbulb of Held can be complemented with in vivo
studies of calyx of Held, that shows slight decrease in synaptic strength only at
high stimulation frequencies (Di Guilmi et al. 2014; Lorteije et al. 2009).

Currently, the difference between the in vitro and in vivo observations is not
well understood. In particular, how the different levels of depression influence
the firing properties in response to sounds is unclear. Both endbulb and calyx
of Held are regarded as “model synapses.” It is therefore important to obtain a
precise understanding of their operation. In this study, a biophysically plausible
computational model of GBCs, which is driven by realistic in vivo-like stimuli, is
presented. The main goals of the study were:

• To optimize the synaptic parameters of endbulbs of Held to accurately
simulate GBCs including “high-sync” neurons (Sections 3.2.1 and 3.2.3).

• To better understand the behavior of synapses with different depression levels
(from tonic, through weakly depressing, to strongly depressing as seen in in
vitro experiments) in in vivo-like simulations (Figure 3.5, Sections 3.3.1 and
3.3.3).
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Figure 3.1: Block diagram of the GBC model. ANFs converge onto a soma of a
GBC and excite it through large synapses (endbulbs of Held).

• To demonstrate how the higher number of ANF inputs increases the firing rate
and the entrainment of bushy cells (Section 3.3.2). Experimental evidence
shows similar variability (Spirou, Rager, and Manis 2005; Joris, Carney, et al.
1994).

• To provide a more comprehensive auditory model by combining an inner ear
model with a GBC model, that can be used for further processing, e.g., for
sound localization models. In this case, it is not sufficient that both models
independently generate realistic outputs but also their combination, which
provides further constraints.

Some of the results of this chapter were also published in (Rudnicki and Hemmert
2017).

3.2 Methods

3.2.1 Model Overview
The model consisted of three main components: (1) ANF inputs generated by an
inner ear model (M. S. A. Zilany, Bruce, and Carney 2014), (2) endbulbs of Held,
and (3) a soma of a bushy cell. The general structure is shown in Figure 3.1 and
was derived from the previous work of Rothman, Young, and Manis (1993).

First, the sound enters the cat inner ear model by M. S. A. Zilany, Bruce,
and Carney (2014) and is converted to ANF spike trains. The model of M. S. A.
Zilany, Bruce, and Carney (2014) is a state-of-the-art model capable of generating
ANF responses with typical adaptation properties an with realistic phase locking
(M. S. A. Zilany, Bruce, P. C. Nelson, et al. 2009). The model includes several
processing stages, such as a basilar membrane, inner hair cells, power-law dynamics
at the inner hair cell synapses, and spike generators.

Next, a number of ANF spike trains was selected to drive synapses that were
attached to the soma of the bushy cell. According to an electron microscopy
study by Spirou, Rager, and Manis (2005), the number of ANF inputs shows
large variations: between 9 and 69 ANF inputs across a population of 12 bushy
cells. GBCs with the number of inputs varying from 10 to 70 per bushy cell were
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simulated. The inputs were coming solely from high-spontaneous rate fibers. LSR
and MSR fibers were neglected after, because a small number of them does not
have significant influence on the firing properties in the simulated experiments
(Liberman 1991). The model synapses were instantly activated by ANF input
spikes and had an exponential decay of the conductance with a short 0.2 ms time
constant (Yang and Xu-Friedman 2009; Cao and Oertel 2010). The summation of
multiple synaptic conductances was linear. With respect to synaptic depression,
three different synapse types were examined: (1) a tonic synapse model, (2) single
exponential recovery synapse with different levels of synaptic depression, and (3)
double exponential recovery synapse tuned to in vitro experiments (Section 3.2.2).

The final component of the model was the soma of a GBC. The dendritic trees
were neglected, because the dendritic inputs are not well known and somatic ANF
inputs are the major ones (Spirou, Rager, and Manis 2005). Each GBC was modeled
as a single compartment with Hodgkin–Huxley-like channels (Rothman and Manis
2003a; Rothman and Manis 2003b; Rothman and Manis 2003c) described by the
following equation:

I = C
dV

dt
+ Ileak + INa + IKht + IKlt + Ih, (3.1)

where I is the membrane current, C is the membrane capacity, V denotes the
membrane voltage, IKlt is the fast-activating slow-inactivating low-threshold K+

current, IKht is the high-threshold K+ current, Ih is the hyperpolarization-activated
cation current, Ileak is the leakage current, and INa is the Na+ current. The
model was derived directly from Rothman and Manis (2003c) with the exception
of sodium channels taken from Spirou, Rager, and Manis (2005). The original
sodium channels produced unrealistically long refractory periods and needed to
be replaced by channels with faster dynamics. The substitution resulted in the
absolute refractory period of 0.66 ms. All channel parameters are summarized in
Table 1 (Model Type II) of (Rothman and Manis 2003c) and in the Appendix of
(Spirou, Rager, and Manis 2005) with the following adjustments. Time constants
were corrected for the in vivo temperature of 37 ◦C using Q10 = 2.5 for sodium
and Q10 = 1.5 for all other channels. To match measured firing thresholds (Yang
and Xu-Friedman 2009), the maximum Na+ channel conductance was increased to
2500 nS.

3.2.2 Modeling of Synaptic Depression
Table 3.1 lists synapse models used in this study.

The tonic synapse was the first and the simplest model that was examined. The
synaptic weight was constant and resulted in constant EPSCs that did not depend
on the ANF firing rates. Even though endbulbs of Held might not be perfectly
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Name Description
tonic constant synaptic weight

X%-depressing synapse with a single exponential recov-
ery depressing by X% when stimulated
at 300 Hz (equation 3.3)

YXF09m synapse with a double exponential re-
covery and mean parameters of an end-
bulb population from in vitro experi-
ments by Yang and Xu-Friedman (2009)

Table 3.1: Synapse types

tonic synapses, especially at higher stimulation rates (Borst 2010; Young and Sachs
2008), this model is equivalent to a 0%-depressing synapse and defines the bound
of the parameter space.

The second model was a depressing synapse with a single exponential recov-
ery (Tsodyks and Markram 1997) which was referred as X%-depressing synapse
throughout this study. The purpose of this model was to examine a wide range of
synaptic depressions spanning from strong in vitro to weak depression observed in
some in vivo experiments. The synapses were fitted only in the in vivo operational
stimulation range. The peak synaptic conductance was proportional to the active
internal synaptic resources. Every pre-synaptic spike caused an activation of some
synaptic resources. Between the spikes, the synapse could recover exponentially.
This process can be expressed iteratively with equation 3.2:

gn+1 = gn(1− u)e−∆t/τ + w(1− e−∆t/τ ), (3.2)

where w is the peak conductance of a completely recovered synapse, u is the fraction
of available synaptic resources activated at each stimulation. As stated by Tsodyks
and Markram (1997), depending on the physical mechanisms, u can be partially or
completely determined by release probability of the neurotransmitter triggered by
a presynaptic spike. ∆t is the time from the last (n-th) synaptic event, and τ is the
synaptic recovery time constant. τ was set to 90 ms based on in vitro experiments
with in vivo-like stimuli of endbulbs (Yang and Xu-Friedman 2015) and calyx of
Held (Hermann, Grothe, and Klug 2009). The initial value of g (g0) was set to
w/(1 − u) so that g1 had the peak conductance of w. The depression level X%
is defined as a relative decrease of steady-state synaptic strength sf between the
spontaneous rate (SR) (f = 50 Hz) and the driven rate (f = 300 Hz). It can be
calculated with equation 3.3:

X% = (1− s300 Hz

s50 Hz
) · 100. (3.3)
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Figure 3.2: Normalized peak synaptic weights of single exponential recovery
synapses stimulated at two different frequencies. The stimulation in the first
interval (0 s to 0.5 s) was 50 Hz (approx. SR of the input), and 300 Hz (approx. max
rate of input) in the second one (0.5 s to 1 s). The steady states in each interval
(sf ) were used to calculate the effective depression level (X%) using equation 3.3.
All synapses share the same recovery time constant but have different values of u.

The value of X% can be set by adjusting u in the model, because it directly changes
the steady-state synaptic weights (sf) as shown in Figure 3.2. The stimulation
frequencies of 50 Hz and 300 Hz were chosen as they correspond approximately to
an input operational range bound by the spontaneous and driven rates of ANFs.
In other studies, especially in vitro, X% can have a different meaning and refer to
depression relative to an unconditioned synapse. As a result, the depression values
are typically much higher in in vitro synapses.

The third synapse model was a depressing synapse with a double exponential
recovery. It is called YXF09m here, because it is based on the mean in vitro data
from Yang and Xu-Friedman (2009). The purpose of this model is to replicate
behavior of synapses measured in vitro and validate them in simulated in vivo-like
conditions. In their experiments, Yang and Xu-Friedman (2009) observed two
exponential components in the recovery of EPSCs. Thus a model based on double
exponential recovery, such as (Cook et al. 2003), was a natural match to the
experimental data. The model is described by equation 3.4 and the parameters
were set to the mean values of the population from (Yang and Xu-Friedman 2009).

gn+1 = k
(
gn(1− u)e−∆t/τf + w(1− e−∆t/τf )

)
+

+(1− k)
(
gn(1− u)e−∆t/τs + w(1− e−∆t/τs)

)
,

(3.4)
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where w is the peak conductance of a completely recovered synapse, u is the
fraction of the available synaptic resources being utilized at presynaptic event.
This value was interpreted as the vesicle release probability of 0.6, that was found
for endbulbs of Held in vitro (Oleskevich, Clements, and Walmsley 2000). ∆t is
the time from the last (n-th) synaptic event, τs (1990 ms) and τf (10.9 ms) are the
slow and fast synaptic recovery time constants, respectively, and k (0.3) is the
fraction of the fast recovery (relative to the slow recovery). The initial value of g
(g0) was set to w/(1− u). The model exhibits different depression levels depending
on the stimulation frequency. Figure 3.3 shows normalized EPSC of the model with
different values of u for reference that was stimulated at 100 Hz, 200 Hz, and 333 Hz.
They grayed area corresponds to the population data obtained in an analogous in
vitro experiment from Yang and Xu-Friedman (2009).

It is worth to note that Eq. 3.2 describing X%-depressing models can be derived
from Eq. 3.4 of the YXF09m model by setting k to 1. Also, the tonic synapse is a
special case of X%-depressing model, where X = 0. However, because the models
have different motivations and were fitted differently, they are presented as three
distinct models in this study.

3.2.3 Fitting of synaptic weights
Modeling of GBCs, and “high-sync” neurons in particular, required adjustment of
synaptic weights of the endbulbs of Held. The experiments of Joris, Carney, et al.
(1994) were used as a reference for this procedure. In our simulations, bushy cells
were simulated with a in vivo-like stimulation protocol which consists of several
steps:

1. A signal was generated. It consisted of 100 gated tones that were repeated
every 100 ms and each tone lasted 25 ms. The frequency of the tones was equal
to the CF of the stimulated neuron and their intensity was 50 dB re 20 µPa.

2. An inner ear model driven by that signal was used to generate the ANF spike
trains.

3. The ANF spike trains were used to stimulate models of endbulbs of Held and
GBCs.

4. The output spike trains of GBCs were recorded.

After each simulation, VS, firing rate, and EI were calculated from responses of
GBCs. “High-sync” neurons are defined in terms of VS > 0.9 for CF < 700 Hz
(Joris, Carney, et al. 1994).

Generally, VS, EI, and SR were calculated for each combination of synapse
type T (where T ∈ {tonic, X%-depressing, YXF09m}), ANF number of inputs N
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Figure 3.3: Synaptic depression of a double exponential recovery synapses
(YXF09m) with different values of u that were stimulated at 100 Hz, 200 Hz,
and 333 Hz. Synapse’s recovery times constants were equal to the mean population
values from in vitro experiments of Yang and Xu-Friedman (2009). The selected
value of u was 0.6 as measured by Oleskevich, Clements, and Walmsley (2000) in
vitro. The grayed are represents the population data from Yang and Xu-Friedman
(2009).
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(where N ∈ [10, 70]), and synaptic weight w. For simplicity, all synaptic weights
had equal values for a given GBC. The parameter scan resulted in the following
mapping: (T,N,w) → (VS ,EI , SR). VS , EI , and SR can be seen as functions of w
for all combinations of T and N : VST,N(w), EI T,N(w), SRT,N(w). As an example,
results with two synapse types and two different values of N are shown Figure 3.4.
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Figure 3.4: SR, EI, and VS as a function of synaptic weight for a combination
of two synapse models (10%-depressing and YXF09m) and two different number
of ANF inputs (20 and 35). SR and EI increase with increasing synaptic weight.
VS also increases with synaptic weight for 10%-depressing synapses, but does not
increase for synapses tuned to (Yang and Xu-Friedman 2009). The thin dotted
black line marks the desired SR of 7.5 spikes/s (Spirou, Brownell, and Zidanic
1990).

On the one hand, an increase in w causes an increase in VS and EI, which is
desirable for GBCs. On the other hand, increasing w can cause unrealistically
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Figure 3.5: Postsynaptic currents of two GBCs with 10%-depressing and YXF09m
synapses stimulated with a 50 ms pure tone of 650 Hz (green bar). The dashed line
is plotted for reference and indicates a threshold for a single EPSC to initiate an
action potential. Red stars indicate action potentials triggered by the stimulation.
The less depressing synapses (10%-depressing) produced more action potentials
than the more depressing synapses (YXF09m, Table 3.1). The SR for both cells
was 7.5 spikes/s.

high SR. As a result, the optimal weights were found by increasing the value of w
up to the point where SRT,N(w) crossed the mean experimental SR from Spirou,
Brownell, and Zidanic (1990) which equals to (7.5 ± 13.8) spikes/s and is valid
only for GBCs with CF <6 kHz. The procedure of finding the best weight wo is
equivalent to Eq. 3.5:

wo = arg min
w

|SR(w)− SRt|, (3.5)

where SRt is the target spontaneous rate (7.5 spikes/s). The procedure of finding
optimal weights is further discussed in Section 3.4.1.

Figure 3.5 shows postsynaptic currents of two GBCs with 10%-depressing and
YXF09m synapses (Table 3.1) having optimal weights. The GBCs were stimulated
with a 50 ms pure tone of 650 Hz. Each plot has a corresponding curve in Figure 3.4
with 35 ANF inputs. The optimal synaptic weights can be found in Figure 3.4 at
the intersection of the target SR (dotted line, 7.5 spikes/s) and the corresponding
curves. The optimal synaptic weights for all analyzed synapse types and number
of inputs are plotted in Figure 3.6.
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Figure 3.6: Optimal peak synaptic conductance as a function of the number of
ANF inputs to a GBC and the synapse type (depression level).

3.2.4 Implementation details

The model of GBCs was implemented in the NEURON simulation environment
(Carnevale and Hines 2006) and can be freely accessed, studied, and improved at
https://github.com/mrkrd/cochlear_nucleus (Rudnicki and Hemmert 2017–).
Python programming language was used to manage the simulations and analyze
the data. The model input was generated using the free cochlea Python library,
which was made publicly available at (Rudnicki and Hemmert 2009–). Specifically,
the library includes the inner ear model of M. S. A. Zilany, Bruce, and Carney
(2014).

3.3 Results

This study mainly aimed to investigate the influence of different synapse types
(tonic, with single, and with double exponential recovery), depression levels (0 % to
70 %), and the number of ANF inputs (10 to 70) on the firing properties of bushy
cells. The input in vivo-like stimulation patterns were used to analyze responses of
the GBCs. The reference data came primarily from in vivo experiments of Joris,
Carney, et al. (1994).
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3.3.1 Influence of Synaptic Depression on Synchronization
and Entrainment

In the first set of simulations, I examined how different synapse types and depression
levels influence synchronization and entrainment for cells with different CFs. the
number of ANF inputs was kept constant, so every GBC was connected to 40 HSR
fibers. The stimulus was a train of 100 ramped pure tones (50 ms, 60 dB re 20 µPa)
at CF (Joris, Carney, et al. 1994).

Consistently with previous studies (Xu-Friedman and Regehr 2005; Joris and
Smith 2008; Rothman, Young, and Manis 1993), GBCs improved phase locking
relative to ANFs in the low-frequency range up to approximately 1.5 kHz. Syn-
chronization was similar for all synaptic models and depression levels, in good
agreement with experimental data. However, there was a large difference between
entrainment for synapses with different depression levels. The EI was unrealistically
low for depression levels >50 % between 400 Hz and 800 Hz. The synapse with in
vitro-like depression and double exponential recovery (Yang and Xu-Friedman 2009)
failed to drive GBCs above 400 spikes/s. Synapses with depression levels from 0 %
to 50 % produced EI in the range of the reference data.

3.3.2 Influence of the Number of Inputs on Synchroniza-
tion and Entrainment

Spirou, Rager, and Manis (2005) found a large variability (9 to 69) of ANF inputs
converging onto the soma of individual GBCs. To examine the influence of the
number of inputs on phase locking and entrainment, different convergence patterns
were analyzed. The number of input ranged from 20 to 50 for a 10%-depressing
synapse. Because “high-sync” neurons are of the main interest, this study focused
on bushy cells with average and high numbers of inputs. Figure 3.8 shows both the
VS and EI for the simulated GBCs. For reference, the original experimental data
from (Joris, Carney, et al. 1994) (triangles and stars) and simulated ANFs (dotted
line) was included in the plots. Figure 3.8 shows that the number of inputs has a
strong effect on entrainment. High EI values for CFs up to 700 Hz could be reached
only with a large number (50) of converging ANFs; smaller numbers of inputs
caused a degradation of the EI. The change of entrainment due to a variation in the
number of ANF inputs reflects the variability of the experimental data. The entire
range of the measured data points was covered merely using a simple variation of
the number of ANF inputs. It is further quantified in Section 3.3.3 where all data
points were fitted to models by changing the number of ANF inputs. Compared to
entrainment, the number of inputs had a smaller effect on phase locking, with a
decreased number of ANF inputs leading to only a slight decrease of the VS.
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Figure 3.7: Influence of synaptic depression on synchronization and entrainment.
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Figure 3.8: Influence of the number of ANF inputs (20, 30, 40, and 50) on synchro-
nization and entrainment. While the number of inputs only slightly influenced the
VS, the effect on EI was strong. The variability of the experimental data can be
explained in the model by the variation in the number of inputs to GBC. The upper
panel shows the VS of the simulated input ANFs from M. S. A. Zilany, Bruce, and
Carney (2014). The experimental reference data for GBCs is from Joris, Carney,
et al. (1994).
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3.3.3 Fitting the Number of Inputs and the Type of Synapse
to Individual Data Points of Entrainment Index

Previous simulations showed that VS does not change significantly for different
synapse types (depression levels, Figure 3.7) or the number of ANF inputs (Fig-
ure 3.8). At the same time, EI strongly depends on both. To have better insight
into the combined effect of the parameters, each synapse type was fitted to every
experimental data point from the EI plot from Joris, Carney, et al. (1994). The
same data points are plotted in the lower panels of Figure 3.7 and Figure 3.8. The
results of the fitting are shown in Figure 3.9 where gray levels encode the number
of ANF inputs that was necessary to fit the data for each model. For clarity, only
the frequencies in the transition region (CF >500 Hz), in which EI degrades, was
plotted. Data in the low frequency region (CF <500 Hz) could be reproduced by
any synapse model given enough ANF inputs, which is also visible in Figure 3.7 and
Figure 3.8. The possible number of ANF inputs varied from 10 to 70 as observed
by Spirou, Rager, and Manis (2005). They also discovered that the majority of
GBCs receive 23 or less inputs. This constraint holds only for a few fitted GBCs
in the transition region and is possible for synapses with small depression levels
(0 % to 20 %). Other fitted GBCs required more inputs. Fields filled with pattern
mean that it was not possible to fit the model to the given EI at the given CF.
Models with depression > 50 % clould no longer reproduce data points with the
highest CFs. The simulations also show that all (except one) EI data points could
be reproduced by the less depressing models by varying the number of ANF inputs.
SR of all modeled GBCs was set to 7.5 spikes/s. For completeness, Supplementary
Material shows additional results for GBC models with higher SR.

3.3.4 Receptive Fields
It is not unusual that high-CF bushy cells have asymmetric receptive fields (Rhode
2008). It is because, they tend to phase lock to low-frequency high-intensity sounds
and exhibit high firing rates at low frequencies.

In the simulation shown below, a high-CF bushy cell (CF = 5.6 kHz) was stimu-
lated with pure tones and measured the average firing rate. Rhode (2008) conducted
similar experiments and measured the receptive fields of several GBCs in vivo.
In their study, animals were stimulated with a wide range of frequencies (0.1 kHz
to 10 kHz) and intensities (0 dB re 20 µPa to 90 dB re 20 µPa). In Figure 3.10, the
experimental data was plotted together with simulated results for tonic and strongly
depressing synapses. Each line represents the firing rate for a given sound intensity
from 0 dB re 20 µPa to 90 dB re 20 µPa in 10 dB increments. The reference data are
shown by dotted lines and the model data by solid lines.

The tonic synapses could appropriately drive a bushy cell at the CF and low-
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Figure 3.9: Fitting of the number of ANF inputs for every synapse type to EI
data point from Joris, Carney, et al. (1994). Only data points with CF >500 Hz
are shown for clarity. Gray levels encode the number of ANF inputs that were
necessary to fit the data. Each data point is represented as a tuple (CF, EI) on the
horizontal axis. The EI data points are also shown in the lower panels of Figure 3.7
and Figure 3.8. A white field means that no fit was possible for a given synapse
type.
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Figure 3.10: Receptive field maps for a GBC model (CF = 5.6 kHz) with tonic
(upper panel) and strongly depressing (lower panel) synapses. Each line is an
iso-intensity curve as a function of frequency. Intensities varied from 0 dB re 20 µPa
to 90 dB re 20 µPa in 10 dB increments. The dotted black lines represent the
experimental data from (Rhode 2008). High-CF neurons show higher entrainment
for low-frequency sounds than for the tones at the CF. Therefore, at high sound
levels, firing rates increase for frequencies below the CF. Only the model with tonic
synapses could reproduce the measured receptive fields.

78



CHAPTER 3. GLOBULAR BUSHY CELLS

frequency tail. The 20 dB dynamic range of the model with tonic synapses was
realistic, and the shape of the iso-intensity curves coincides quite well with the
experimental data. However, strongly depressing synapses could not drive the
neuron at the CF, showing a response only at the low-frequency tail where the
response was driven by the slower ANF input rates.

3.3.5 Globular Bushy Cells with High Spontaneous Rates
Generally, GBCs can have various SRs (Rhode 2008). However, Spirou, Brownell,
and Zidanic (1990) and Smith, Joris, and Yin (1993) observed correlation between
SR and characteristic frequency (CF). They noticed that low-CF neurons tend
to have low SR. This property was used throughout the chapter, which focused
on low-CF (LSR) neurons. Here, results of GBC simulations with higher SRs
(20 spikes/s and 50 spikes/s) are presented.

Figure 3.11 and Figure 3.12 show fitting of each synaptic model in the study
to individual EI data points from Joris, Carney, et al. (1994). GBCs models in
Figure 3.11 had the SR of 20 spikes/s and 50 spikes/s in Figure 3.12. Gray levels
indicate the number of ANF inputs that was necessary to replicate a given EI at
the given CF. Pattern indicates that no fit was possible. For clarity, only data from
the transition region (CF >500 Hz) is shown, because the data for lower CF could
be reproduced by all models.

Results show that GBCs with higher SRs require require less synaptic inputs
for a given synapse type to replicate each data point. Additionally, GBCs with
YXF09m synapses, modeled directly from in vitro experiments of Yang and Xu-
Friedman (2009), could produce valid entrainment for some data points in the
transition region. Finally, the data point at 1 kHz could be also replicated but only
by synapses with limited depression and large number of ANF inputs at higher
SRs.

3.4 Discussion
GBCs play a direct role in the sound localization pathway (Grothe, Pecka, and
McAlpine 2010). They are highly specialized for that function because of fast
channel kinetics and fast synapses. Together with multiple inputs from ANFs,
such specialized features enable them to enhance the precision of temporal coding.
The investigation showed how to optimally adjust synaptic weights for endbulbs
of Held with different levels of depression to produce realistic GBC responses
including “high-sync” neurons. Additionally, simulations showed that synapses
with depression greater than 50 % can reproduce less data points than synapses
with smaller depression. The depression is likely to be weaker (0 % to 20 %),

79



CHAPTER 3. GLOBULAR BUSHY CELLS

tonic
10%-depressing
20%-depressing
30%-depressing
40%-depressing
50%-depressing
60%-depressing
70%-depressing

YXF09m
50

1
56

7
57

2
57

3
60

0
60

0
60

1
60

3
62

1
62

2
62

3
65

1
70

0
77

0
79

9
10

00

M
od

el
ty

pe

Characteristic frequency (Hz)

20

30

40

50

60

70

N
um

be
r

of
A

N
F

in
pu

ts

Figure 3.11: Fitting of the number of ANF inputs for every synapse type to
individual EI data point from Joris, Carney, et al. (1994). Only data points with
CF >500 Hz are shown for clarity. Gray levels encode the number of ANF inputs
that were necessary to fit the data. Each data point is represented as a tuple
(CF, EI) on the horizontal axis. The EI data points are also shown in the main
manuscript in Figure 7 and Figure 8. White fields mean that no fit was possible
for a given synapse type. The SR of GBC models was set to 20 spikes/s.
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Figure 3.12: Fitting of the number of ANF inputs for every synapse type to
individual EI data point from Joris, Carney, et al. (1994). Only data points with
CF >500 Hz are shown for clarity. Gray levels encode the number of ANF inputs
that were necessary to fit the data. Each data point is represented as a tuple
(CF, EI) on the horizontal axis. The EI data points are also shown in the main
manuscript in Figure 7 and Figure 8. White fields mean that no fit was possible
for a given synapse type. The SR of GBC models was set to 50 spikes/s.
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because strongly depressing synapses require much more ANF inputs. Synapses
with exponential recovery mechanisms fitted to in vitro experiments with paired-
pulse stimuli did not operate properly with in vivo-like stimuli in the most of
the transition region (CF >500 Hz). It indicates that synaptic mechanisms which
counteract vesicle depletion are activated in-vivo. It also shows that even though
giant synapses have been studied in great detail before, it is still important to
examine them as a part of a larger system, what provides further constrains. Finally,
variation of the number of ANF inputs and synaptic depression can reproduce
variability of entrainment observed in vivo. Last but not least, the modeled
GBCs can generate realistic spike trains using a code that is freely available at
https://github.com/mrkrd/cochlear_nucleus (Rudnicki and Hemmert 2017–)
for researchers who are interested in investigating neuronal processing at higher
stages of the auditory pathway, especially in sound localization (Encke and Hemmert
2015; Encke and Hemmert 2018).

3.4.1 Adjustment of Synaptic Weights
The model consisted of three main components: ANF inputs, endbulbs of Held and
a GBC soma. The properties of ANF inputs and GBC soma had been well studied
before. An accurate biophysical models with fixed parameters from M. S. A. Zilany,
Bruce, and Carney (2014) and Rothman and Manis (2003c) was used. The inner
ear model of M. S. A. Zilany, Bruce, and Carney (2014) allowed us to generate
realistic in vivo-like ANF spike trains. GBC soma, despite being relatively realistic,
still lacked features, such as multiple compartments and inhibitory inputs. In
particular, inhibitory inputs might play an important role in GBCs as they do
in spherical bushy cells (Keine and Rübsamen 2015; Nerlich et al. 2014; Kuenzel,
Nerlich, et al. 2015). A phenomenological synapse models were used, which enabled
to easily modify model parameters in a controllable way. As a result, the influence
of various synaptic properties on the input-output characteristic of the system was
analyzed. Consequentially, it was not possible to examine the exact biophysical
mechanisms of depression.

Synaptic weights were fitted separately for each combination of synapse type
and the number of synapses (ANF inputs). The main objective was to achieve
large VS and EI while keeping the SR realistic. While the SR of GBCs can vary
a lot (Rhode 2008), Spirou, Brownell, and Zidanic (1990) and Smith, Joris, and
Yin (1993) observed correlation between SR and CF. They noticed that GBCs
at low CFs tend to have low SR and GBCs at high CFs have higher spontaneous
activity. Because the model was adjusted for GBCs with low CFs it might not be
valid for GBCs with higher CFs and SRs. Additionally, Kopp-Scheinpflug et al.
(2008) showed indirectly similar pattern, where principal neurons in medial nucleus
of the trapezoid body (MNTB) with low CF tend to have lower SRs than neurons
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with high CFs for various species. Firing rates of MNTB neurons are related to
GBCs, because they are directly driven by GBCs through calyxes of Held which
work as relays (Borst and Soria van Hoeve 2012). However, the SRs of MNTB
neurons were higher than SRs of GBCs.

Because the VS and EI (as well as driven rate) are a non-decreasing function of
synaptic weights (Figure 3.4), the SR was the limiting factor during the parameter
scan. The SR was set to 7.5 spikes/s which was the average SR of GBCs with CF
<6 kHz from Spirou, Brownell, and Zidanic (1990). The optimal synaptic weights
for various numbers of ANF inputs and levels of synaptic depression are shown in
Figure 3.6. The plot shows that the weights decrease with increasing number of
ANF inputs to the asymptote of 0. Additionally, synapses with stronger depression
have larger synaptic weights. The weights in the plot represent the initial synaptic
conductance which is reduced during synaptic operation.

Rothman, Young, and Manis (1993) presented a study of a bushy cell model
with tonic synapses that was strongly influential for the design of the current model.
The authors performed a detailed parameter space scan varying the number of
inputs and synaptic strengths. Their model could reproduce all typical peristimulus
time histograms of bushy cells (PL, PLN, On) and improve synchronization. The
main differences with the presented study were lower number of ANF inputs (1 to
20) and consideration of tonic synapses only. The model of Rothman, Young, and
Manis (1993) most successfully captured the properties of spherical bushy cells,
whereas the presented model focused on GBCs. Furthermore, Kuenzel, Nerlich,
et al. (2015) and Nerlich et al. (2014) showed advancements in modeling of spherical
bushy cells which included inhibition and dynamic synapses to better explain in
vitro and in vivo experiments.

Spirou, Rager, and Manis (2005) presented a detailed biophysical model of
GBCs. They combined structural data from electron microscopy with physiological
data about vesicle release probability, synaptic depression, and receptor kinetics
from Graham (2001). The model was tuned to closely reflect physiological data and
successfully reproduced peristimulus time histograms of various GBCs. However,
this model failed to improve the temporal precision for depressing synapses, with
none of the simulated cells achieving a synchronization index larger than 0.9. In
contrast, improved phase locking was one of the main goals of the presented model.
Finally, various depression levels for phenomenological synapse models were also
examined.

3.4.2 Levels of Depression in in vivo-like Simulations
Three different types of models of endbulb of Held are presented: tonic, with
single, and with double exponential recovery synapse. Tonic synapses were reported
in some earlier in vivo studies of endbulbs (Borst 2010; Young and Sachs 2008;
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Kuenzel, Borst, and Heijden 2011) and calyxes (Lorteije et al. 2009) of Held.
They also represent a boundary case when analyzing depression, because they
are equivalent to 0%-depressing synapses. Simple depressing synapses with single
exponential recovery allowed us to study a whole range of depression levels (0 % to
70 %). Finally, depressing synapse with double exponential recovery represented an
average synapse from in vitro experiments, where the data was fitted to a double
exponential function, see Figure 3.3 (Yang and Xu-Friedman 2009). All synapse
models were purely phenomenological, i.e., they did not attempt to explain the
mechanism of depression. It allowed us to easily manipulate synapse parameters
and observe the influence of the depression on firing properties in in vivo-like
stimulations.

A qualitative comparison of two synapses is shown in Figure 3.5. It shows
synaptic currents of a weakly depressing (10%-depressing) and a strongly depressing
(YXF09m, Table 3.1) synapse during spontaneous and driven activity. First, the
responses during the spontaneous activity look very similar. This is a direct
result of the optimization where all synapses were fitted to have a specific SR.
Second, the average amplitude of the synaptic currents is smaller compared to the
10%-depressing synapse. The peaks often do not reach the threshold necessary to
generate a single action potential. As a result, there are many failures in generating
action potentials. The strong difference in the driven region between both synapses
is expected, because they represent the two extreme cases: one of the least and
one of the most depressing synapses in the study. The other depression levels are
expected to lie between them and are shown next.

Figure 3.7 shows how different synapse types and levels of depression influence
firing properties of GBCs in in vivo-like simulations. Interestingly, the depression
level had little effect on phase locking. All GBC spike trains had VS greater than
VS of ANF trains for frequencies <1 kHz, which is also observed in vivo. The results
quantify how EI degrades with increasing synaptic depression. It is consistent
with Figure 3.5 where the strongly depressing synapse was not able to drive GBCs
to high firing rates. For the given number of ANF inputs (40), the maximum
depression was approximately 50 % to 60 %. Stronger depression levels caused EI
to be lower than the EI of the reference data. The interplay between the depression
level and the number of ANF inputs is explained in the next paragraph.

Figure 3.9 shows fitting results of every depression model to individual EI data
points in the transition region (CF <500 Hz) from Joris, Carney, et al. (1994). The
allowed number of ANF inputs was in the range of 10 to 70 (Spirou, Rager, and
Manis 2005). If no fit was found, the corresponding field was left blank. Additional
results including GBCs with higher SRs (20 spikes/s and 50 spikes/s) are shown
in the Supplementary Material. First of all, in the low frequency region (not
shown in Figure 3.9, but visible in Figure 3.7) all data could be reproduced by all
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examined synapses. It is consistent with in vitro observations of a large variability
of the depressing synapses (Yang and Xu-Friedman 2009). However, the double
exponential recovery synapse, that was tuned explicitly to in vitro data, did not
reach the desired entrainment for GBCs with CFs >500 Hz, which could have two
explanations:

1. The synaptic properties depend on the stimulus, e.g., a synapse might have
different recovery time constants for paired-pulse (often used in slices) and
ongoing (in vivo-like) stimuli as observed by Yang and Xu-Friedman (2015).

2. Physiological conditions in vitro and in vivo are responsible for different
synaptic properties as suggested by Lorteije et al. (2009).

Therefore, for the in vitro synapse model to properly operate in in vivo conditions,
requires either (a) adjustment of the synaptic parameters for the in vivo condition, or
(b) a development of a more complex model (including the actual bio-physiological
processes). This result also suggests that slice measurements of synaptic parameters
cannot be easily adopted to in vivo conditions.

The finding above is consistent with many in vivo observations of calyx of Held,
where there was a small depression observed (T. Wang, Rusu, et al. 2013; T. Wang,
de Kok, et al. 2015; Di Guilmi et al. 2014) or no evidence of synaptic depression
(Lorteije et al. 2009). Also, Kuenzel, Borst, and Heijden (2011) and Young and
Sachs (2008) did not observe evidence of strong synaptic depression in vivo in
endbulbs of Held. Hermann, Grothe, and Klug (2009) observed reduction (but not
abolition) of the synaptic depression in vitro using conditioning with spontaneous
activity. They concluded that calyxes of Held operate in chronic synaptic depression
in vivo. A similar explanation came from Friauf, Fischer, and Fuhr (2015) where
they proposed that in vivo synapses are in their normal stimulation range and the
in vitro synapses are in a “manic” state due to lack of the spontaneous stimulation.
Additionally, a possibly similar effect in vivo was shown by Di Guilmi et al. (2014)
and T. Wang, de Kok, et al. (2015) where calyxes associated with LSR (<20 Hz)
MNTB neurons had larger synaptic depression (23 %) than HSR neurons (8 %). The
difference between in vivo and in vitro synapses could be also partially explained
by adjusting the Ca2+ concentration. Yang and Xu-Friedman (2015) showed large
changes in synaptic depression by varying Ca2+ concentration from 1 mmol l−1 to
2 mmol l−1 which resulted in depression varying from 0 % to >50 %. Lorteije et al.
(2009) observed reduction of the synaptic depression in vitro when varying Ca2+

concentration. They also noted that deviations in Ca2+ concentration was not
enough to explain the difference between in vitro and in vivo synapses. Additionally,
Yang and Xu-Friedman (2015) showed that not only the depression levels, but also
time constant are different between in vitro and in vivo synapses, which suggest a
different mode of operation in vitro and in vivo.
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3.4.3 Number of Auditory Nerve Fiber Inputs
In the simulations, the number of ANF inputs was varied from 10 to 70 similarly
to the observations of Spirou, Rager, and Manis (2005). Figure 3.8 show that on
the one hand, the number of ANF inputs did not significantly influence VS in pure
tone stimulations. On the other hand, EI was strongly influenced by the number of
ANF inputs. Figure 3.9 shows most EI data points can be reproduced by varying
the number of ANF inputs for synapses with depression smaller than 50 %. In
addition, Spirou, Rager, and Manis (2005) observed that the majority of GBC
received less than 23 inputs, which could be reached only by some synapses in the
transition region (CF >500 Hz) with low synaptic depression (0 % to 20 %).
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Summary

This thesis describes sound processing in the early states of the mammalian auditory
system. It concentrates on two types of neurons in the auditory pathway (ANFs and
GBCs) and a synaptic connection between them (endbulb of Held). Computational
models of ANFs and GBCs are based on Hodgkin–Huxley-like channels and try to
closely reflect empirical data. In most cases, the models were fitted to one set of
experiments and verified by another experimental setup. This approach enhances
the plausibility of the models and accuracy of their predictions.

Chapter 2 describes simulations of a multi-compartment ANF model. The
same model was used both for synaptic and electrical stimulation. It was derived
from two other models of Schwarz and Eikhof (1987) and Bade (2009). Schwarz
and Eikhof (1987) provided the basis for the membrane ion channels. They were
based on the temperature corrected Hodgkin–Huxley channels. They were used
later to simulate ANFs by Mino et al. (2004) and Negm and Bruce (2008). The
morphological structure of the model was derived from Bade (2009). It was however
simplified by removing the soma and the dendrite. On the whole, the model was a
straight cable of alternating nodes of Ranvier and myelinated internodes.

The main motivation behind the model was to verify, if a single relatively simple
multi-compartment model can be used both for synaptic and electrical stimulation.
In all experiments the structure and the parameters of the model were constant.

For the synaptic stimulation, a phenomenological synapse was attached to the
terminal node. The synapse was carefully adjusted to in vitro experiments by Li
et al. (2009). It was driven by a phenomenological model of a cochlea (Holmberg
2007), which provided in vivo-like input. Overall the hybrid cochlea–ANF model
delivered realistic spike trains in most simulated experiments. The rates of the
output spikes were correct for all tested frequencies. This result should however
not be overrated, because the many properties came from the model of the cochlea
and were correctly proxied by the ANF model. It is also an important result and
means that the ANF model does not distort the rates when it is properly adjusted.
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The temporal properties of the spike trains were worsened compared to the original
inner ear model with a spike generator.

In all simulations of the electrical stimulation, all parameters of the ANF model
were constant. Only the position of the electrode was adjusted depending on the
experiment. In the initial experiments, the position of the electrode was based on
the dimensions on the cochlea of a cat. Further experiments involved CIs in human
subjects, so the position was adjusted accordingly. The results of the electrical
simulations showed that the model can correctly reproduce stimulation thresholds
for various pulse shapes of in vivo. The simulations showed that this property can
be used inversely to find the optimal position of the electrode in the model based
on the thresholds of various pulse shapes. The dynamic ranges of a single fibers in
response to trains of pulses were correct. The maximum firing rate of 1000 Hz in the
rate-level simulations is consistent with some ANFs. However, it seems to be too
high for the majority of ANFs from the experiments Shepherd (1999). The model
was also used to simulate psychoacoustic experiments with CI patients. Those
simulations were based on the assumption that psychoacoustic thresholds could
be directly compared with the firing thresholds in simulated ANFs. The results
provided accurate relationship between thresholds for CAC and ACA pulses for
the middle and the apical CI electrodes. On average, the patients were able to hear
the difference in the loudness (close to the threshold) between ACA and CAC at
the middle, but not at the apical electrodes. Quite remarkably, the model provided
a possible anatomical explanation of the psychoacoustic results. It showed that
this behavior could be explained by a segment with a large capacity in the neuron.
Such discontinuity in the capacitance could come from a local demyelination of a
degenerated ANF or from a demyelination soma in human spiral ganglion.

To sum up, this simple multi-compartment Hodgkin–Huxley model can success-
fully simulate both synaptic and electrical stimulation of ANFs. However, it has
some limitations that could be addressed in the future versions:

1. High jitter in the synaptic stimulation.

2. High maximum firing rate in the electrical stimulation.

3. Adaptation of the firing rate, which are necessary when examining higher
firing rates, especially in electrical stimulations (Negm and Bruce 2008; Woo,
Miller, and Abbas 2009).

4. Improved morphological structure (e.g. inclusion of a soma) and detailed
electrical field calculations could be beneficial for accuracy of cochlear implant
stimulations (Rattay, Leao, and Felix 2001; Rattay, Lutter, and Felix 2001).

Chapter 3 focused on GBCs, which are located in the first auditory station in
the central nervous system: cochlear nucleus. They receive inputs directly from
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ANFs. GBCs are directly involved in sound localization and are characterized
by primary-like PSTH responses with a notch after the initial onset, excellent
phase-locking, and better entrainment than ANFs (Rhode 2008). Particularly
interesting are large excitatory synapses located on their somas which are called
endbulbs of Held. Depending on the experimental study, they show different
short-term synaptic depression. On the one hand, in vitro studies usually show
large depression (>50 %). On the other hand, most in vivo experiments show
much smaller depression (10 % to 20 %). The model included realistic in vivo-like
spike trains of an auditory nerve, endbulb of Held synapses, and a soma of a GBC
with Hodgkin–Huxley-like specialized ion channels (Rothman and Manis 2003a;
Rothman and Manis 2003b; Rothman and Manis 2003c).

The initial goal was to optimize the synaptic weights to reproduce excellent
temporal properties of GBCs (“high-sync” neurons). The synapses were fitted
for each combination of the depression level (0 % to 70 %) and the number of
ANF inputs (10 to 70). Additionally, a synapse that was explicitly fitted to an
average synapse from in vitro experiments was examined. The main objectives
of the optimization were to maximize VS and EI while keeping the SR close to
the relatively low empirical values. Keeping the SR relatively low was somewhat
controversial. On the one hand, Spirou, Brownell, and Zidanic (1990) and Smith,
Joris, and Yin (1993) showed that the majority of GBCs have low SR. On the other
hand, there’s an overall large variability in the SR and many GBCs have large
SR (Rhode 2008) (also private conversations with J. G. G. Borst). As a result,
the main focus of the chapter was set to GBCs with low SR. For reference, GBCs
with high SR were also examined. Simulations of both low and high SR gave a
full picture of the neuron population. Generally, it was possible to adjust synaptic
weights for a wide range of depression levels and the number of inputs which is
consistent with experimental observations (Joris, Carney, et al. 1994).

Interestingly, neither the depression level nor the number of ANF inputs (above
certain value) had a strong impact on the synchronization (VS). However, the
entrainment (EI) was strongly influenced by both. The effect of the depression
level on the entrainment was shown qualitatively on two synapses with the same
SR. The strongly depressing synapses became quickly too weak to drive the GBC
and initiate APs. Simulation data showed gradual degradation in entrainment with
increasing synaptic depression. Surprisingly, synapses that were fitted explicitly to
the in vitro slice experiments, were not able to reach realistic entrainment during in
vivo-like stimulation. Experimental evidence of the different synaptic properties in
vitro and in vivo was also presented by Yang and Xu-Friedman (2015). This result
could have two explanations. First, the synaptic properties depend on the stimulus
being used, e.g., synapses recovers differently from ongoing in vivo-like stimuli
than from paired-pulse stimuli often used in vitro. Second, different conditions
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CHAPTER 4. SUMMARY

in vivo and in vitro make a significant impact on synaptic operation. Therefore,
using an in vitro fitted synapse in in vivo conditions requires either adjustment
of the synapse to the new conditions, or development of a more complex model
with biophysical mechanisms. The results show that a synapse fitted to in vitro
experiments cannot be easily adopted to in vivo-like simulations.

Finally, the parameter scan showed the interplay between the depression level
and the number of ANF inputs. The increasing depression level requires increase
in the number of ANF inputs to generate realistic entrainment. Even very high
depression levels (50 % and more) could provide realistic entrainment given enough
ANFs as input (35 and more). In fact, no single depression level could result in
valid EIs for the whole range of the number of ANF inputs observed in vivo (9–69,
Spirou, Rager, and Manis (2005)). It suggests that a variability of the depression
level is necessary to cover the observed entrainment levels in vivo. The same
was true for simulations of GBCs with higher SR. This result is consistent with
observations of large variability of the depression levels and the number of ANF
inputs in experiments (Yang and Xu-Friedman 2009; Spirou, Rager, and Manis
2005). However, taking into account that the majority of GBCs have approximately
20 inputs (Spirou, Rager, and Manis 2005), it is likely that the majority of synapses
have rather low depression levels (10 % to 20 %). According to the simulations,
higher depression levels would cause unrealistically low entrainment in those cells.

While this study gives an overview of how the synaptic parameters (synaptic
depression, number of synapses) influence the in vivo-like stimulations, it does not
suggest any mechanistic explanations of the phenomena. The next logical step is to
use biophysical models (Bracciali et al. 2009; Graham 2001) and try to better explain
discrepancy between in vivo and in vitro depression levels. Another unexplored
possibility of improvement is inclusion of dendritic and inhibitory inputs. It would
be beneficial, because not much is known about the contribution of the dendritic
inputs to the firing properties of GBCs. The influence of the inhibitory inputs on
GBCs is not well understood neither. However, it was examined experimentally in
spherical bushy cells (SBCs) in the CN by Keine and Rübsamen 2015. Inhibition
acted as gain control and increased temporal precision of the output in the SBCs.
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Appendix A

Equations of the Spiral Ganglion
Neuron

Each segment of the SG neuron was modeled with Hodgkin–Huxley-type equations
from Schwarz and Eikhof (1987). The segments corresponding to the nodes of
Ranvier contained sodium, potassium, and leak channels. The internodes contained
only leak channels. The membrane current I of a node of Ranvier from Equation 2.1
can be expanded to

I(t) = C
dV

dt
+ ḡNam

3h(V − ENa) + ḡKn
4(V − EK) + gleak(V − Eleak), (A.1)

where V is the voltage across the membrane, C is the capacity of the segment.
Eleak, EK, and ENa are reversal potentials. gleak, ḡNa, and ḡK are peak conductances
for leak, Na+, and K+ channels respectively. Finally, n, m, and h are the gating
variables and are described by the following differential equations:

dn

dt
= αn(V )(1− n)− βn(V )n (A.2)

dm

dt
= αm(V )(1−m)− βm(V )m (A.3)

dh

dt
= αh(V )(1− h)− βh(V )h, (A.4)

91



APPENDIX A. EQUATIONS OF THE SPIRAL GANGLION NEURON

Parameter Value
Length L 1 µm

Axial resistivity Ra 100 Ω cm
Diameter d 1.5 µm

Capacitance cm 0.9 µF cm−2

Peak Na+ channel conductance ḡNa 0.3238 S cm−2

Peak K+ channel conductance ḡK 0.1046 S cm−2

Leakage conductance gleak 1 × 10−5 S cm−2

Table A.1: SG neuron model parameters of the nodes of Ranvier.

The α and β functions were measured empirically (Hodgkin and Huxley 1952;
Schwarz and Eikhof 1987) and are shown below:

αn(V ) =
0.02(35− V )

exp(35−V
10

)− 1
(A.5)

αm(V ) =
0.49(25.41− V )

exp(25.41−V
6.06

)− 1
(A.6)

αh(V ) =
0.09(27.74 + V )

exp(27.74+V
9.06

)− 1
(A.7)

βn(V ) =
0.05(V − 10)

exp(V−10
10

)− 1
(A.8)

βm(V ) =
1.04(V − 21)

exp(V−21
9.41

)− 1
(A.9)

βh(V ) =
3.7

1 + exp(56−V
12.5

)
. (A.10)

All α and β functions were scaled by the temperature coefficient Q10 of 2.9. The
resting potential Vrest was −78 mV.

The values of node of Ranvier parameters and internode parameters are shown
in Tables A.1 and A.2 respectively.

The implementation of the SG neuron model is available online at (Rudnicki
and Hemmert 2018–).
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APPENDIX A. EQUATIONS OF THE SPIRAL GANGLION NEURON

Parameter Value
Length L 250 µm

Axial resistivity Ra 100 Ω cm
Diameter d 1.5 µm

Capacitance cm 1 × 10−3 µF cm−2

Leakage conductance gleak 1 × 10−5 S cm−2

Table A.2: SG neuron model parameters of the internodes.
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Appendix B

Equations of the Globular Bushy
Cell

The model of the GBC was a single compartment representing a soma with
specialized Hodgkin–Huxley-type ion channels. The shape of the soma was a sphere
with a diameter of 20 µm. The total membrane current I was equal to

I = C
dV

dt
+ Ileak + INa + IKht + IKlt + Ih, (B.1)

where V is the voltage across the membrane, C is the capacitance of the membrane,
Ileak is the leakage current, INa is the Na+ current, IKlt is the fast-activating slow-
inactivating low-threshold K+ current, IKht is the high-threshold K+ current, and
Ih is the hyperpolarization-activated cation current.

The leak current Ileak was equal to

Ileak = gleak(V − Eleak), (B.2)

where gleak was the leak conductance and Eleak was the leakage equilibrium potential.
The Na+ current INa was based on the paper from Spirou, Rager, and Manis

(2005) and was equal to

INa = ḡNam
3h(V − ENa), (B.3)

where ḡNa is the peak conductance of the Na+ channels, m and h are the activation
and inactivation gating variables, and ENa is the reversal potential for Na+. m and
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APPENDIX B. EQUATIONS OF THE GLOBULAR BUSHY CELL

h had the following voltage-dependent rate constants:

αm(V ) =
0.36(V + 49)

1− exp
(
−V+49

3

) (B.4)

βm(V ) =
−0.4(V + 58)

1− exp
(
V+58
20

) (B.5)

αh(V ) =
2.4

1 + exp(V+68
3

)
+

0.8

1 + exp(V + 61.3)
(B.6)

βh(V ) =
3.6

1 + exp
(
−V+21

10

) . (B.7)

The high-threshold K+ current IKht was based on Rothman and Manis (2003c)
and equaled to

IKht = ḡKht(0.85n
2 + 0.15p)(V − EKht), (B.8)

where ḡKht was the peak conductance of the channels, n and p were the gating
variables, and ĒKht was the reversal potential of IKht. The gating variables n and
p were calculated from

dn

dt
=

(n∞ − n)

τn
and dp

dt
=

(p∞ − p)

τp
, (B.9)

where

n∞ =
1√

1 + exp
(
−V+15

5

) (B.10)

p∞ =
1√

1 + exp
(
−V+23

6

) (B.11)

τn =
100

11 exp
(
V+60
24

)
+ 21 exp

(
−V+60

23

) + 0.7 (B.12)

τp =
100

4 exp
(
V+60
32

)
+ 5 exp

(
−V+60

22

) + 5. (B.13)

The low-threshold K+ current IKlt was based on Rothman and Manis (2003c)
and was equal to

IKlt = ḡKltw
4z(V − EKlt), (B.14)

where ḡKlt was the peak conductance of the channels, w and z were the gating
variables, and ĒKlt was the reversal potential of IKlt. The gating variables w and z
were calculated from

dw

dt
=

(w∞ − w)

τw
and dz

dt
=

(z∞ − z)

τz
, (B.15)
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where

w∞ =
1

4

√
1 + exp

(
−V+48

6

) (B.16)

z∞ =
0.5

1 + exp
(
V+71
10

) + 0.5 (B.17)

τw =
100

6 exp
(
V+60

6

)
+ 16 exp

(
−V+60

45

) + 1.5 (B.18)

τz =
1000

exp
(
V+60
20

)
+ exp

(
−V+60

8

) + 50. (B.19)

The hyperpolarization-activated cation current Ih was based on Rothman and
Manis (2003c) and was equal to

Ih = ḡhr(V − Eh), (B.20)

where ḡh was the peak conductance of the channels, r was the gating variable, and
Eh was the reversal potential of Ih. The gating variables w and z were calculated
from

dr

dt
=

(r∞ − r)

τr
(B.21)

where

r∞ =
1

1 + exp
(
V+76

7

) (B.22)

τr =
100000

237 exp
(
V+60
12

)
+ 17 exp

(
−V+60

14

) + 25. (B.23)

All model parameters are summarized in Table B.1. Most of the parameters
were derived from the model Type II of Rothman and Manis (2003c). The ceNa+
channels were taken from Spirou, Rager, and Manis (2005).

The implementation of the GBC neuron model is available online at (Rudnicki
and Hemmert 2017–).
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Parameter Value
Diameter (L & d) 20 µm
Capacitance cm 0.9 µF cm−2

Peak Na+ channel conductance ḡNa 2500 nS
Peak high-threshold K+ channel conductance ḡKht 150 nS
Peak low-threshold K+ channel conductance ḡKlt 200 nS

Peak hyperpolarization-activated cation channel conductance ḡh 20 nS
Leakage conductance gleak 2 nS

Q10 of Na+ channels 2.5
Q10 of other channels 1.5

Table B.1: Parameters of the GBC model.
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Appendix C

Software Repositories

The source code of the models and libraries written for the purpose of the thesis is
available online in git repositories. The software is released under the GNU General
Public License v3 and available on GitHub.

• https://github.com/mrkrd/cochlea contains the source code of the inner
ear models including Holmberg (2007) and M. S. A. Zilany, Bruce, and Carney
(2014). All models take an array representing sound as input and return spike
trains or synaptic vesicle events as output. They were used in both main
Chapters (2 and 3) of the thesis.

• https://github.com/mrkrd/spiral_ganglion implements a multicompart-
ment Hodgkin–Huxley-type model of an ANF. It contains a phenomenological
model of an IHC synapse that can be combined with an inner ear model. It
also contains a model of an electrode and conducting medium that can be
used to electrically stimulate the ANF. The model takes the IHC synaptic
vesicle events or electrical potential as input, and returns membrane voltages
or spike trains as output. It was used in Chapter 2.

• https://github.com/mrkrd/cochlear_nucleus implements a Hodgkin–Huxley-
type model of a GBC. It also contains various phenomenological models of
endbulb of Held synapses. The model takes ANF spike trains as input and
returns GBC spike trains as output. It was used in Chapter 3.

• https://github.com/mrkrd/thorns is an auxiliary library that contains
functions to analyze and visualize spike trains. It also implements routines
that help to parallelize computations and cache the results.
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