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Introduction

Quantum computers are poised to revolutionize the way we process information. There is now a great scientific effort to build them and understand how to harness their power to solve different problems. One of the big obstacles to building large-scale quantum computer is the fact that any physical system is subject to noise. Therefore, understanding how to characterize, quantify and suppress noise is of central importance to the development of quantum technologies. On the other hand, in some situations, noise and randomness can actually be helpful to solve some computational task. The main example are Monte Carlo algorithms which have a wide applicability. Thus, understanding how we can develop and adapt such techniques to quantum computers is a very promising avenue for developing new quantum algorithms that profit from noise. This thesis is concerned with the two sides of this coin. On one hand, we develop several different techniques to quantify how noisy a given quantum system is for a given task. On the other hand, we discuss how noisy processes can be used to develop algorithms to sample from quantum states that are analogous to Markov chain Monte Carlo techniques in the classical setting. The main technical tool we use are quantum dynamical semigroups and we study their convergence in detail. These mathematical objects can be used to model quantum systems under memoryless noise and provide a good approximate description for many physical systems of relevance.

We start by giving a brief summary of the two core contributed articles and of the individual contributions of the author. We then proceed to give brief summaries of the articles of which the present is the principal author, but are still under review and one for which the present author is not the principal author. After that, we lay the mathematical and technical foundations related to the articles, besides setting our notation. We start by introducing the basic notions of finite-dimensional quantum mechanics, followed by some basic facts on and examples of quantum dynamical semigroups. We proceed by discussing several different distance measures used in quantum information theory and their operational interpretations. After that, we give a brief overview of how functional inequalities can be used to study the convergence of semigroups under several of the distance measures introduced before and finally discuss some applications of these techniques. Considering that this is an extensive area of research, we focus only on results and concepts from the existing literature which are particularly relevant for the present dissertation. This is followed by the contributed articles. We start with the article in which the author of this dissertation is a co-author, V [1]. This is justified by the fact that one of the core articles, I [2], is inspired by it. We then include the core published articles and later include the articles under review. Each article is preceded by a technical summary of its main results, which, although still short, is more involved than the one found in the next section, and a more elaborate account of the individual contributions of the present author. They are also accompanied by the authorization to include the the articles in this thesis in case they have already been published.
1. INTRODUCTION

1.1 Summary and Discussion of Results

The articles included in the present dissertation can be classified loosely into three categories. The first one consists of those concerning quantifying how noisy some given quantum dynamical semigroup is. The figure of merit to quantify this depends on the specific task at hand. Articles I, IV and V \([1, 2, 3]\) are concerned with this issue. The second category consists of those involved with the question of how to prepare quantum states on a quantum computer exploring quantum dynamical semigroups, ideally efficiently. This includes articles I and II \([2, 4]\). The last category, which is admittedly slightly disjoint thematically from the others, consists of article III \([5]\), where we show how to explore the compression power of positive maps to solve semidefinite programs, a natural framework to formulate and solve many optimization problems in quantum information theory. Here we also study the limitations of such maps for these tasks.

Core articles as principal author

- **Article I \([2]\): Sandwiched Rényi Convergence for Quantum Evolutions**

In this article, we develop the technical machinery necessary to study the convergence of quantum dynamical semigroups with full rank stationary states using the recently introduced sandwiched Rényi divergences entropies with \(p \geq 1\) as a distance measure \([6, 7]\). Focusing on semigroups in continuous time, we show that the convergence is always exponential and equivalent to a functional inequality and define the optimal convergence rates. Using Pinsker’s inequality, it is possible to derive rapid mixing times for such semigroups. We explore how these convergence rates connect to other essential constants in the study of the convergence of semigroups, such as the spectral gap and the logarithmic Sobolev constant. As expected, we find that the spectral gap of the semigroup gives an upper bound on the optimal convergence rates in the reversible case. Moreover, we also show that these convergence rates are lower-bounded by logarithmic Sobolev constants. Both of these proofs work by relating the functionals involved in the definition of such constants. By connecting the convergence rates with respect the sandwiched Rényi divergences and logarithmic Sobolev constants, we are able to derive mixing time bounds from them without resorting to technical assumptions such as \(l_p\)–regularity that were needed before \([8]\). We provide evidence that obtaining analytical bounds or even optimal values for these constants is much more feasible than using regular logarithmic Sobolev inequalities by computing the optimal constants for \(p = 2\) in the case of depolarizing channels. The same computation for the \(p = 1\) case, done in \([1]\) is significantly more involved and was one of our inspirations to search for better techniques to compute convergence rates. This result implies a universal lower bound for the convergence rate in terms of the spectral gap and stationary state of the semigroup. We also briefly comment on how to use a similar approach to derive mixing times in discrete time. The techniques developed here are therefore natural candidates to show rapid mixing for some classes of quantum dynamical semigroups which are relevant for algorithmic applications. Finally, we explore the connection between sandwiched Rényi divergences and strong converse bounds on the classical capacity of quantum channels established in \([7]\) and tensorization results for logarithmic Sobolev constants to obtain upper bounds on the classical capacity of quantum dynamical semigroups as a function of time, their spectral gap , and properties of the stationary state. Putting these together with bounds on the spectral gap of Davies generators available in the literature \([9, 10]\), we obtain the first bound available on the classical capacity of stabilizer Hamiltonian under thermal noise as a function of time and temperature. These include widely studied models such as the \(2D\)–toric code. Moreover, these are bounds in the strong converse sense. These results clearly show that the techniques developed here are a powerful tool to study the classical capacity of quantum dynamical semigroups. I am the principal author of this article. The project’s idea was motivated by discussions between Alexander Müller-Hermes and me after we finished \([1]\). I proved all main results and wrote all sections of it, except Appendix A, Theorem 4.1 and Theorem 4.3.
1.1 Summary and Discussion of Results

- **Article II [4]: Perfect Sampling for Quantum Gibbs States**
  In this article we propose an algorithm to overcome the need of having mixing time bounds to obtain certifiably good samples from measurements on quantum Gibbs states. That is, we develop an algorithm to obtain perfect samples from any measurement on a Gibbs state. We assume we can implement on a quantum computer a quantum dynamical semi-group satisfying certain conditions and a phase estimation routine for the Hamiltonian of interest. This is conceptually different to usual approaches to this problem which focus on obtaining approximate samples and usually do not provide any certificate on the quality of the samples. Moreover, the run-time analysis of these approaches is far from trivial, as the huge literature dedicated to Markov chain mixing attests. The algorithm works by adapting the coupling from the past algorithms developed by Propp and Wilson [11] to solve the analogous problem in the classical setting. The classical algorithm produces a perfect sample of the stationary distribution of a Markov chain given a black box which, fed some initial state, outputs a valid transition of the chain. Here we suppose we have access to a quantum computer that can run the phase estimation routine for the Hamiltonian of interest and also implement a quantum channel that drives the system to the desired Gibbs state and has some extra properties. These ensure that, fixing some eigenbasis of the Hamiltonian, the dynamics of this eigenbasis under the channel can be modelled as a classical Markov chain and that the transition probabilities between different eigenstates only depend on their energies. One example of such a channel is the one proposed in the quantum Metropolis algorithm of [12]. The algorithm then works by feeding transitions of the chain in the eigenbasis to a classical computer running an adapted version of the CFTP algorithm of Propp and Wilson. The runtime of the algorithm is probabilistic and its mean time depends strongly on the degeneracy of the Hamiltonian. Given that each eigenspace of the Hamiltonian in a $d$-dimensional Hilbert space has dimension at least $dr(d)^{-1}$ for some function $r$, then the runtime is of order $O(r(d)^2 \log(r(d))t_{\text{mix}})$, where $t_{\text{mix}}$ is the mixing time of the channel. This is efficient for Hamiltonians with an extremely degenerate spectrum, i.e. $r(d) = \log(d)^m$, and in the worst case of nondegenerate spectra, i.e. $r(d) = 1$, this runtime is the same as the classical one, up to a logarithmic factor. We also investigate the stability of the algorithm with respect to different sources of noise. We start by showing that the algorithm is stable against perturbations of the channel. We also show that the algorithm is stable against faulty phase estimation. Roughly speaking, the algorithm will be more stable against faulty phase estimation the further different eigenvalues are apart and if eigenvalues that are close have eigenspaces whose dimensions are of the same order of magnitude. Moreover, we show how to adapt other variations of perfect sampling algorithms to the quantum setting. I am solely responsible for all the writing and results of this article.

Further articles as principal author under review

- **Article III [5]: Dimensionality reduction of SDPs through sketching**
  Although most of the articles discussed before are concerned with quantifying or exploring noise in quantum systems, here we consider how to compress observables using positive maps and apply our results to the solution of semidefinite programs (SDPs). SDPs provide a natural framework to formulate and solve many optimization problems in quantum information theory. Although they are solvable in polynomial time under mild assumptions, their practical application is however restricted by the prohibitive amount of memory required to solve problems of even moderate dimension. Therefore, we develop an algorithm based on positive maps to approximately solve them using less memory. We start by showing how to use Johnson-Lindenstrauss transforms to obtain completely positive maps that approximately preserve the Hilbert-Schmidt scalar product between two hermitian matrices, but have a much smaller output dimension. We then apply this result to improve both complexity and storage space requirements to solve SDPs given in a certain universal form. This works by applying the positive maps we obtain to the matrices that define the SDP constraints and target functional to obtain a smaller SDP,
1. INTRODUCTION

which we call the sketched SDP. This new SDP then has a much smaller dimension, and
as the maps approximately preserve feasibility and the value of the original SDP, solving
this sketched SDP yields information about the original one. One of the main advantages
of this approach is that one can use already available solvers or algorithms for SDPs to
solve the sketched version. These techniques work best for problems in which the Schatten
1-norm of the matrices specifying the SDP and of a solution to the problem is constant in
the problem size. Moreover, we show how to apply similar ideas to probe the feasibility
of certain linear matrix inequalities. We clarify the limitations of this and other slightly
more general approaches to approximating the value of SDPs by showing some no-go
results. We show that it is not possible to compress all SDPs nontrivially using linear
maps by relating this problem to sketching the operator norm, which is known not to be
sketchable [13]. Furthermore, we show that our results concerning positive maps that ap-
proximately preserve the Hilbert-Schmidt scalar product cannot be improved significantly,
a result which might be of independent interest to the quantum information community
and complements those of [14]. The project’s idea was motivated by discussions between
Andreas Bluhm and me. I proved the majority of the statements of the article and wrote
most of the sections, although the discussions with Andreas Bluhm were central in the
process.

• Article IV [3]: Approximate Randomized Benchmarking for Finite Groups

Randomized benchmarking [15] is an experimental protocol to estimate the average gate
fidelity of a set of quantum gates efficiently. It is usually used to estimate the average
fidelity of Clifford gates and works under the assumption that the quantum channel that
describes the noise in the implementation is independent of the gate and constant in time.
The protocol works by exploring the properties of twirled and covariant channels and
by estimating how fast a covariant quantum channel converges. From the information
on the speed of the convergence of the quantum channel, it is then possible to infer
the average gate fidelity of the channel. In this article, we generalize the randomized
benchmarking protocol in three different ways. First, we show how to apply the protocol
to estimate the average gate fidelity of an arbitrary representation of a finite group, not
necessarily Cliffords. How to interpret the experimental data and extract the average
fidelity from it depends on properties of the representation at hand. In the usual setting
of randomized benchmarking, it is also assumed that we have access to samples from the
Haar distribution of the group. As it may not be possible or straightforward to obtain
these efficiently, we show that obtaining samples that are approximately Haar also suffices
for the implementation of the protocol. These results allow us to apply Markov chain
Monte Carlo techniques to obtain approximate samples efficiently and are also a stability
result for randomized benchmarking protocols. Finally, we show how to implement the
randomized benchmarking protocol only having to implement a set of gates that generate
the group and that is closed under taking inverses, and one arbitrary element of the group.
These results simplify the implementation of the protocol and makes it easier to justify
the error model, as usually gates have to be broken down into generators. The price to
pay is that we need to assume that the quantum channel that describes the model is close
to a covariant channel. We apply our methods to the subgroup of unitary matrices that is
formed by permutation matrices multiplied by diagonal unitaries whose entries are roots
of unity. These are interesting candidates for the application of our methods because one
is only required to estimate two parameters when performing randomized benchmarking
with them, the scaling of multiplying and inverting elements of this group is not too
prohibitive, and gates from this set allow for universal quantum computation together
with the Cliffords. We also apply our methods of approximate samples and generator
benchmarking to the Clifford group with success. This project started after Anna-Lena
K. Hashagen asked me to review a paper of hers on a similar topic. I realized that many
techniques could be generalized and we followed this path. I proved, formulated and wrote
most of the statements of the article.
1.1 Summary and Discussion of Results

*Articles as co-author*

- *Article V [1]: Relative entropy convergence for depolarizing channels*
  This article investigates how fast states converge under depolarizing semigroups which have full rank fixed points in terms of the relative entropy. This convergence is always exponential in time, and we compute the optimal exponents as a function of the state. Therefore, these exponents quantify how noisy these semigroups are. Moreover, these are the first known results of optimal constants for convergence in the relative entropy. To arrive at this result, we explore properties of quasi-convex functions and show how to simplify the computation of these constants using Birkhoff’s Theorem on doubly-stochastic matrices. By reformulating the relative entropy in terms of the von Neumann entropy, we also show how our results imply improved concavity bounds for it. We compare it to other estimates available in the literature, such as the one by Kim et al. [16], and provide numerical evidence that they are not comparable. We prove a quantum version of Shearer’s inequality by again exploring the connections between the relative entropy and the von Neumann entropy. This inequality is then used to establish a uniform bound on the convergence exponent of the relative entropy under tensor powers of the depolarizing semigroup going to the maximally mixed state. Finally, we prove an optimal version of Pinsker’s inequality for a fixed second argument of the relative entropy. Alexander Müller-Hermes is the principal author of this article.
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Notation and Preliminaries

Throughout this thesis \( \mathcal{M}_{d,d'} \) will denote the space of \( d \times d' \) complex matrices. We will write \( \mathcal{M}_d \) for short in case \( d = d' \). Given a matrix \( A \in \mathcal{M}_{d,d'} \), we will express its adjoint w.r.t. the Hilbert-Schmidt scalar product by \( A^\dagger \). Moreover, for linear operators \( T : \mathcal{M}_d \to \mathcal{M}_{d'} \), we will denote their adjoint w.r.t. the Hilbert-Schmidt scalar product by \( T^* \). By \( \mathcal{M}_d^+ \) we denote the set of positive definite matrices. We will use the symbol \( 1_d \) for the identity matrix on \( \mathcal{M}_d \) and will denote the identity map from \( \mathcal{M}_d \to \mathcal{M}_d \) by \( \text{id}_d \). Sometimes we will drop the \( d \) index if the dimension is clear from context. We will denote the set of orthogonal projections in \( \mathcal{M}_d \) by \( \mathcal{P}_d \). Given vector spaces \( V,W \), we will denote the set of bounded linear maps from \( V \) to \( W \) by \( \mathcal{B}(V,W) \) or just \( \mathcal{B}(V) \) in case \( V = W \).

We adopt the bra-ket notation to denote vectors, matrices and their duals. We will denote the group of \( d \)-dimensional unitary matrices by \( \mathcal{U}(d) \). Given some unitary \( U_g \in \mathcal{U}(d) \), we will denote the unitary conjugation with \( U_g \) by \( U_g \). That is, we define the map \( U_g : \mathcal{M}_d \to \mathcal{M}_d \) as

\[
U_g (\cdot) = U_g \cdot U_g^\dagger.
\]

We will sometimes call self-adjoint matrices \( A \in \mathcal{M}_d \) observables or Hamiltonians.

2.1 Finite Dimensional Quantum Mechanics

Throughout this thesis we will only deal with finite dimensional systems. This will allow us to bypass many of the technicalities involved when studying infinite dimensional systems. We will briefly introduce most of the concepts of quantum mechanics we will need throughout this thesis. We will adopt a quantum information perspective on quantum mechanics and refer to [17] for more on these basic concepts from a similar point of view.

2.1.1 States and Measurements

The state of a \( d \)-dimensional quantum system is described by a density matrix \( \rho \in \mathcal{M}_d \), which are positive semi-definite matrices of trace 1. We will denote the set of \( d \)-dimensional quantum states by \( \mathcal{D}_d \) and by \( \mathcal{D}_d^+ = \mathcal{M}_d^+ \cap \mathcal{D}_d \) the set of full rank states. A measurement of the system corresponds to a positive operator valued measure (POVM) on \( \mathbb{C}^d \). These are positive semi-definite operators \( \{E_i\}_{i=1}^k \subset \mathcal{M}_d^+ \) such that

\[
\sum_{i=1}^k E_i = 1. \tag{2.1}
\]

We will call each \( E_i \) a POVM element and \( k \) the number of outcomes.

These conditions on states and POVMs assure that they induce a probability distribution \( p \in \mathbb{R}^k \) through \( p(i) = \text{Tr}(E_i \rho) \). This probability distribution describes the probability of observing outcome \( i \) when measuring the POVM on a system described by the state \( \rho \). Given two systems \( A, B \) of dimensions \( d_A, d_B \), respectively, the composite system \( AB \) is described by
the tensor product of the individual systems. That is, a state \( \rho_{AB} \) of the composite system \( AB \)
is an element of \( \mathcal{M}_{d_A} \otimes \mathcal{M}_{d_B} \cong \mathcal{M}_{d_A d_B} \). Given a \( X_{AB} \in \mathcal{M}_{d_A} \otimes \mathcal{M}_{d_B} \) we will denote the partial trace over \( B \) by \( \text{Tr}_B (\cdot) \). When it is clear from context which system is of primary interest and which one is the auxiliary system, we will denote the partial trace over the auxiliary system by \( \text{Tr}_2 (\cdot) \). Given an inverse temperature \( \beta > 0 \) and a Hamiltonian \( H \in \mathcal{M}_d \), we define its Gibbs state to be given by \( \frac{e^{-\beta H}}{\text{Tr}(e^{-\beta H})} \). The function \( \beta \mapsto \text{Tr} (e^{-\beta H}) \) is called the partition function and we will denote it by \( Z_\beta \).

### 2. NOTATION AND PRELIMINARIES

#### 2.1.2 Time Evolutions

The most general way to describe the time evolution of states of a quantum system is through quantum channels:

**Definition 2.1.1 (Quantum Channel).** We call a linear map \( T : \mathcal{M}_d \rightarrow \mathcal{M}_{d'} \) a quantum channel if it is trace preserving and completely positive.

Recall that a linear map \( T : \mathcal{M}_d \rightarrow \mathcal{M}_{d'} \) is trace preserving if for all \( X \in \mathcal{M}_d \) we have \( \text{Tr} (X) = \text{Tr} (T(X)) \) or equivalently \( T^* (\mathbb{1}) = \mathbb{1} \). A map is completely positive if we have for all \( D \in \mathbb{N} \) that for \( X \in (\mathcal{M}_d \otimes \mathcal{M}_D)^+ \) that \( T \otimes \text{id}_D (X) \geq 0 \). The trace preserving property and the complete positivity ensure that states are mapped to states under \( T \), even when considering composite systems. One can alternatively characterize and describe quantum channels \( T \mathcal{M}_d \rightarrow \mathcal{M}_{d'} \) in terms of their duals with respect to the Hilbert-Schmidt scalar product, \( T^* : \mathcal{M}_{d'} \rightarrow \mathcal{M}_d \). The map \( T \) is usually referred to as the channel in the Schrödinger picture and the map is the channel in the Heisenberg picture. \( T^* \) can be seen as describing the evolution of observables under the channel. One can easily see that \( T \) being a quantum channel in the Schrödinger picture is equivalent to \( T^* \) being completely positive and unital, i.e. \( T^* (\mathbb{1}) = \mathbb{1} \).

There are many different equivalent characterizations of quantum channels or more generally completely positive maps. Here we recall some of them. We again refer to [17] for more details on this and proofs. A very useful characterization of completely positive maps is given through the Choi-Jamiolkowski isomorphism. Define the maximally entangled state \( |\Omega\rangle\langle\Omega| \in \mathcal{M}_d \otimes \mathcal{M}_d \) to be given by

\[
|\Omega\rangle\langle\Omega| = \frac{1}{d} \sum_{\substack{i,j}} |i\rangle|j\rangle \otimes |i\rangle|j\rangle.
\]

Here \( \{|i\rangle\}_{i=1}^d \) is an orthonormal basis of \( \mathbb{C}^d \). The Choi-Jamiolkowski matrix is then given by

\[
T \otimes \text{id} (|\Omega\rangle\langle\Omega|).
\] (2.2)

One can infer many properties of the map \( T \) from properties of the state defined in Equation (2.2). For instance, \( T \) is completely positive if and only if the Choi matrix is positive semidefinite. Another important characterization of completely positive maps is given through the Kraus decomposition.

**Theorem 2.1.2 (Kraus decomposition).** Let \( T : \mathcal{M}_d \rightarrow \mathcal{M}_{d'} \) be a linear map. Then \( T \) is completely positive if and only if, there exist \( K_i \in \mathcal{M}_{d',d}, 1 \leq i \leq r, \) s.t.

\[
T(X) = \sum_{i=1}^r K_i X K_i^\dagger.
\]

Moreover, \( T \) is trace preserving if and only if, \( \sum_{i=1}^r K_i^\dagger K_i = \mathbb{1} \).

Note that this decomposition is not unique. We call the minimal \( r \) s.t. such a decomposition exists the Kraus rank of the completely positive map. One can show that this corresponds to the rank of the Choi matrix. The evolution of closed systems is described by the conjugation
with unitary operators in quantum mechanics. The connection between the dynamics of closed system and dynamics described by quantum channels is made clear by the Stinespring dilation, which gives yet another characterization of quantum channels:

**Theorem 2.1.3 (Stinespring Dilation).** Let $T : \mathcal{M}_d \to \mathcal{M}_d'$ be a quantum channel. Then there exists a $D \leq d^2$, a unitary operator $U$ on $\mathbb{C}^d \otimes \mathbb{C}^D$ and a state $\rho \in \mathcal{D}_D$ such that

$$T(X) = \text{Tr}_2 \left( UX \otimes \rho U^\dagger \right)$$

(2.3)

for all $X \in \mathcal{M}_d$.

Equation (2.3) can be interpreted in the following way: the evolution under $T$ of any state $\sigma \in \mathcal{D}_d$ can be implemented by preparing the initially uncorrelated state $\sigma \otimes \rho$, evolving it with the unitary $U$ and then tracing out the auxiliary system. The quantum channel can thus be interpreted as describing the evolution of a state that interacts with a larger, closed system, and is initially uncorrelated with it.
Quantum Dynamical Semigroups

In this chapter, we will introduce some of the basic concepts related to quantum dynamical semigroups, which are semigroups of quantum channels, and their convergence properties. We will mostly work in the Schrödinger picture here.

**Definition 3.0.1 (Quantum dynamical semigroup).** Let \( I \in \{ \mathbb{R}^+, \mathbb{N} \} \). A function \( f : I \to \mathcal{B}(\mathcal{M}_d) \) is called a quantum dynamical semigroup if

1. \( f(0) = \text{id}_d \)
2. \( f(t + s) = f(t)f(s) \) for all \( t, s \in I \)
3. \( f(t) \) is a quantum channel for all \( t \in I \).

In case \( I = \mathbb{R}^+ \) we also demand that \( f(t) \) depends continuously on \( t \). We will refer to the case \( I = \mathbb{R}^+ \) as a semigroup in continuous time and \( I = \mathbb{N} \) as a semigroup in discrete time.

We will usually denote a quantum dynamical semigroup by \( T_t \), where \( T_t = f(t) \) and will usually denote \( f(I) \) by \( \{ T_t \}_{t \in I} \). One should think of \( T_t \) as the time evolution of the system in a time interval \([0, t]\). The semigroup structure ensures that the evolution is both homogeneous and memoryless over time. It is easy to see that in case we have a semigroup in discrete time there is a quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) such that \( T_t = T^t \), that is, we just iterate a quantum channel \( t \) times. We call this quantum channel the generator of the chain. In the case of continuous time we may also find generators of the semigroup and they have a richer structure:

**Theorem 3.0.2 (Generators of semigroups in continuous time).** Let \( \{ T_t \}_{t \in \mathbb{R}^+} \) be a quantum dynamical semigroup. Then there exists a \( L : \mathcal{M}_d \to \mathcal{M}_d \) s.t. \( T_t = e^{tL} \). Moreover, \( L \) may be written in any of these equivalent forms:

\[
L(X) = \Phi(X) - X\kappa - \kappa^\dagger X
\]

or

\[
L(X) = i[X, H] + \sum_j L_jXL_j^\dagger - \frac{1}{2}\{L_j^\dagger L_j, X\},
\]

where \( \Phi : \mathcal{M}_d \to \mathcal{M}_d \) is completely positive and satisfies \( \Phi^*(1) = \kappa + \kappa^\dagger \), \( \kappa, H, L_j \in \mathcal{M}_d \) and \( H = H^\dagger \). We will refer to any operator satisfying Equation (3.1) as a Liouvillian.

We refer to e.g. [17] for more details on this and proofs.

### 3.1 Convergence of Semigroups

In this section, we will discuss some properties of quantum channels or Liouvillians that simplify the study of their convergence as \( t \to \infty \). Given a quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \), we will call the states \( \rho \in \mathcal{M}_d \) such that \( T(\rho) = \rho \) stationary states. Analogously, for Liouvillians
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\( \mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d \) we call states such that \( \mathcal{L}(\rho) = 0 \) stationary states, as these are then stationary states of the semigroups they generate for all \( t \in \mathbb{R}^+ \). One of the most important concepts in this thesis is that of a primitive channel or Liouvillian.

**Definition 3.1.1 (Primitive generator).** We call a semigroup \( \{T_t\}_{t \in I} \) primitive if there is a unique full-rank state \( \sigma \in \mathcal{D}_d^+ \) such that for all \( \rho \in \mathcal{D}_d \)

\[
\lim_{t \to \infty} T_t(\rho) = \sigma.
\]

Analogously, we call a Liouvillian \( \mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d \) primitive if there is a unique full-rank state \( \sigma \in \mathcal{D}_d^+ \) such that \( \mathcal{L}(\sigma) = 0 \).

We will refer to the state \( \sigma \) as the stationary state of the semigroup. Another concept which is closely related to the convergence of semigroups is that of irreducibility:

**Definition 3.1.2 (Irreducible quantum channel).** A quantum channel \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \) is called irreducible if for a hermitian projection \( P \in \mathcal{M}_d \) we have that \( T(P\mathcal{M}_d P) = P\mathcal{M}_d P \) implies that \( P \in \{0, 1\} \).

With some abuse of terminology, we will call a Liouvillian primitive or irreducible if the semigroup it generates is primitive for some \( t \). There are many different equivalent characterizations of primitive or irreducible quantum channels. We will now collect some of them which are central to the other sections and refer to e.g. [18] for more details and proofs. Here we also differentiate between continuous and discrete time, as it is easier to characterize primitive or irreducible semigroups in continuous time.

**Theorem 3.1.3 (Generators of primitive semigroups).** The semigroup generated by a Liouvillian \( \mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d \) is primitive and irreducible if one of the following equivalent conditions holds:

1. There is a \( t_0 > 0 \) such that \( T_{t_0} \) is irreducible.
2. \( T_t \) is irreducible for all \( t > 0 \).
3. \( T_t \) is primitive for all \( t > 0 \).
4. \( \ker \mathcal{L} = \text{span}\{\sigma\} \)

That is, primitivity and irreducibility are equivalent in continuous time and one just has to check the kernel of \( \mathcal{L} \) to determine whether it is primitive or not. In discrete time the situation is more subtle. One can show that any quantum channel satisfies \( \|T\|_\infty = 1 \) and there is always a positive semi-definite \( X \in \mathcal{M}_d \) such that \( T(X) = X \). We call eigenvalues \( \lambda \in \mathbb{C} \) of a quantum channel of the peripheral spectrum if \( |\lambda| = 1 \) and call the peripheral spectrum of the channel trivial if it only contains 1 with multiplicity 1. We then have

**Theorem 3.1.4 (Primitive quantum channels).** Let \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \) be a quantum channel. Then the following are equivalent:

1. \( T \) is primitive.
2. \( T \) has a trivial peripheral spectrum.
3. there is an \( n \in \mathbb{N} \) such that for all \( \rho \in \mathcal{D}_d \) \( T^n(\rho) > 0 \).

Theorem 3.1.4 allows us to characterize primitive quantum channels in terms of their spectrum, which is usually more readily accessible. Another property of semigroups that significantly simplifies the study of their convergence is that of detailed balance, as it is the case for classical Markov chains. There are many different generalizations of this condition to the quantum setting which are not equivalent (see e.g. [19]). The following is the most appropriate for our purposes:
3.1 Convergence of Semigroups

**Definition 3.1.5** (Detailed balance/reversibility). A semigroup \( \{T_t\}_{t \in I} \) is said to satisfy detailed balance with respect to a state \( \sigma \in \Delta^d_+ \) if for all \( X \in \mathcal{M}_d \) and \( t \in I \)

\[
T_t \left( \sigma \frac{X}{\sigma} \right) = \sigma \frac{T_t^* (X)}{\sigma}.
\]  
(3.3)

We will also sometimes call semigroups that satisfy detailed balance reversible.

We will see later in Subsection 4.1.1 that the condition in Equation (3.3) is equivalent to the generator of the semigroup being self-adjoint with respect to a certain scalar product.

### 3.1.1 The Phase Estimation Algorithm

The quantum phase estimation algorithm and its variations, first developed in [20], certainly is one of the most important quantum algorithms. Although not strictly related to quantum dynamical semigroups, at first sight, this algorithm is a vital subroutine to implement primitive quantum channels that converge to quantum Gibbs states, such as the quantum Metropolis algorithm proposed in [12]. We will discuss how exactly this is used in quantum Gibbs sampling later and discuss the basics of this subroutine here. The perfect phase estimation procedure or algorithm proposed in [12]. We will discuss how exactly this is used in quantum Gibbs sampling.

Phase estimation algorithms are still subject to current research, but we will briefly discuss here the probability of making errors for a simple implementation discussed in [21]. To implement the phase estimation algorithm we assume we may implement the semigroups of unitaries generated by \( H \) and produce a unitary \( U \in \mathcal{M}_d \otimes \mathcal{M}_{2^n} \) that acts as follows. Given an eigenstate \( |\psi_i\rangle \) of \( H \) such that \( \langle \psi_i | H | \psi_i \rangle = E_i | \psi_i \rangle \), we have that

\[
U |\psi_i\rangle \otimes |0\rangle = |\psi_i\rangle \otimes |E_i\rangle.
\]

Here we have assumed that \( E_i \) can be expressed exactly with \( m \) binary digits. This will not generally be the case for generic Hamiltonians and most phase estimation procedures only produce an output that peaks around \( |\psi_i\rangle \otimes |E_i\rangle \). Phase estimation algorithms are still subject to current research, but we will briefly discuss here the probability of making errors for a simple implementation discussed in [21].

To implement the phase estimation algorithm we assume we may implement the semigroups of unitaries generated by \( H \), \( V_t = e^{itH} \in U(d) \). We also assume we may implement Hadamard gates \( Ha \in U(2) \), where

\[
Ha = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]
on each of the qubits of the second register. We also need to apply a controlled \( V_t \) gate between the first system and any of the \( m \) qubits on the second register, \( CV_j \), where \( j \) is the qubit. The unitary acts as

\[
CV_j |x\rangle |0\rangle \mapsto |x\rangle |0\rangle , \quad CV_j |x\rangle |1\rangle \mapsto V_{2^j-1} |x\rangle |1\rangle
\]
and as the identity on the other qubits. Finally, we also need to implement the inverse discrete Fourier transform, \( FT^{-1} \). Following the notation of [21], for a binary sequence \( j_1, j_2, \ldots, j_m \) we set \( 0, j_1, j_1 + 1, \ldots, j_m \) to be the binary fraction

\[
0, j_1, j_1 + 1, \ldots, j_m = \frac{j_1}{2} + \frac{j_1 + 1}{4} + \ldots + \frac{j_m}{2^{m-(i+1)}}.
\]
The Fourier transform gate \( FT \) then acts as follows in the computational basis:

\[
|j_1 j_2 \ldots j_n\rangle \mapsto \frac{1}{2^{m/2}} \left( |0\rangle + e^{2\pi i 0, j_m} |1\rangle \right) \left( |0\rangle + e^{2\pi i 0, j_{m-1} j_m} |1\rangle \right) \ldots \left( |0\rangle + e^{2\pi i 0, j_1 j_2 \ldots j_m} |1\rangle \right).
\]
The phase estimation procedure is given by applying the sequence of gates

\[
(1_d \otimes FT^{-1})(CV_m CV_{m-1} \ldots CV_1)(1_d \otimes Ha^{\otimes m}).
\]

It is possible to check that if \( E_i \) can be expressed exactly with \( m \) binary digits, we will indeed observe \( E_i \) if we measure the second register in the computational basis, but in general it will
only peak around the best approximation of $E_i$ using $m$ binary digits. Given that the eigenstate of the system is $|\psi_i\rangle$, we have that the probability that the observed outcome is $E$ is bounded by

$$|2^m(E_i - E) \mod 2^m|^{-2}.$$  

Using this it is then possible to show that if we use $m \geq n + \log \left(2 + (2\delta)^{-1}\right)$ qubits to perform phase estimation, then we obtain $E_i$ accurate to $n$ bits with probability at least $1 - \delta$.

The relevance of discussing faulty phase estimation is that it might lead us to implement quantum channels that do not have the desired state as their stationary state and it is therefore always important to also show the stability of the quantum channels with respect to such errors.

### 3.1.2 Important Examples

Here we discuss some examples of semigroups that are important in the theory of quantum dynamical semigroups.

**Depolarizing Channels:**
The depolarizing channels may be considered the simplest example of a quantum dynamical semigroup. Given a full rank state $\sigma \in \mathcal{D}_d^+$, we define the semigroup generated by

$$L_\sigma(X) = \text{Tr}(X)\sigma - X$$

(3.4)

to be the $\sigma$-depolarizing semigroup. It is easy to see that the channels generated, the depolarizing channels, are of the form

$$T_{t,\sigma}(\rho) = e^{-t}\sigma + (1 - e^{-t})\rho$$

(3.5)

for a state $\rho \in \mathcal{D}_d$. As was made clear by [1], the depolarizing channels play a central role in the theory of functional inequalities for semigroups, as they are a very simple example of a primitive semigroup for any initial state $\sigma \in \mathcal{D}_d^+$.

**Davies Generators:**

Davies generators describe a system weakly coupled to a thermal bath under an appropriate approximation [22]. Here we will only review their most basic properties and refer to [23, 24, 25] for more details.

Suppose a $d$-dimensional system is weakly coupled to a thermal bath of dimension $d_B$ at inverse inverse temperature $\beta > 0$. Consider a Hamiltonian $H_{\text{tot}} \in \mathcal{M}_d \otimes \mathcal{M}_{d_B}$ of the system and the bath of the form

$$H_{\text{tot}} = H \otimes 1_{d_B} + 1_s \otimes H_B + H_I,$$

where $H \in \mathcal{M}_d$ is the Hamiltonian of the system, $H_B \in \mathcal{M}_{d_B}$ of the bath and

$$H_I = \sum_\alpha S^\alpha \otimes B^\alpha \in \mathcal{M}_d \otimes \mathcal{M}_{d_B}$$

(3.6)

describes the interaction between the system and the bath. Here the operators $S^\alpha$ and $B^\alpha$ are self-adjoint. Let $\{\lambda_k\}_{k \in [d]}$ be the spectrum of the Hamiltonian $H$. We then define the Bohr-frequencies $\omega_{i,j}$ to be given by the differences of eigenvalues of $H$, that is, $\omega_{i,j} = \lambda_i - \lambda_j$ for different values of $\lambda$. We will drop the indices on $\omega$ from now on to avoid cumbersome notation, as is usually done. Moreover, we introduce operators $S^\alpha(\omega)$ which are the Fourier components of the coupling operators $S^\alpha$ and satisfy

$$e^{iHt}S^\alpha e^{-iHt} = \sum_\omega S^\alpha(\omega)e^{i\omega t}.$$
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The canonical form of the Davies generator at inverse temperature $\beta > 0$ in the Heisenberg picture, $L^*_\beta$, is then given by

$$L^*_\beta(X) = i[H, X] + \sum_{\omega,\alpha} L^*_{\omega,\alpha}(X),$$

where

$$L^*_{\omega,\alpha}(X) = G^\alpha(\omega) \left( S^\alpha(\omega) \dagger X S^\alpha(\omega) - \frac{1}{2} \{ S^\alpha(\omega) \dagger S^\alpha(\omega), X \} \right).$$

Here $\{X, Y\} = XY + YX$ is the anticommutator and $G^\alpha : \mathbb{R} \to \mathbb{R}$ are the transition rate functions. Their form depends on the choice of the bath model [24]. For our purposes, it will be enough to assume that these are functions that satisfy the KMS condition [26], that is, $G^\alpha(-\omega) = G^\alpha(\omega) e^{\beta \omega}$. Note that under some assumptions on the operators $S^\alpha(\omega)$ [10, 27] and on the transition rate functions, the semigroup generated by $L^*_\beta$ converges to the Gibbs state $\frac{e^{-\beta H}}{Tr(e^{-\beta H})}$ and is reversible [26]. In the examples considered here, this will always be the case.

Their relevance comes from the fact that they are one of the standard ways of modelling quantum systems under thermal noise [10].

Quantum Metropolis:

Although the last two classes of examples are of semigroups in continuous time and most of the methods we will discuss later are more suited for semigroups in continuous time, an example of a semigroup in discrete time which is particularly relevant is the one described in the quantum Metropolis algorithm introduced in [12]. It can be seen as a generalization of the classical Metropolis algorithm to sample from classical Gibbs states. As before, the goal is to obtain a quantum channel $\mathcal{T}$: $\mathcal{M}_d \to \mathcal{M}_d$ which will be primitive and whose stationary state will be $\frac{e^{-\beta H}}{Tr(e^{-\beta H})}$ for some given Hamiltonian $H \in \mathcal{M}_d$ and inverse temperature $\beta > 0$. The algorithm works with four registers, $ABC\;D$. The first register, $A$, will be of dimension $d$, the second and the third one, $B\;C$, will be of dimension $2^m$ and the fourth, $D$, will be of dimension 2. We will assume we are able to perform phase estimation for the Hamiltonian $H$ exactly. We refer to [12] for more details on the performance of the algorithms with faulty phase estimation. Moreover, we will assume we may sample from a probability distribution $\mu$ on $U(d)$ with the property that $d\mu(C) = d\mu(C^\dagger)$. The convergence of the quantum channel will typically depend on how we choose these unitaries. Assuming for simplicity that the support of $\mu$ is finite, the only thing necessary to ensure convergence is that for any eigenstate $|\psi_i\rangle$ of $H$, there is another eigenstate $|\psi_j\rangle$ and $C \in U(d)$ such that

$$\mu(C) > 0, |\langle \psi_i | C | \psi_j \rangle|^2 > 0.$$ 

If $d = 2^k$ for some $k \in \mathbb{N}$ we may take e.g. the uniform measure on the Clifford group on $k$ qubits. The algorithm works as follows. We first start by preparing some fixed initial state, say $|0\rangle|0\rangle|0\rangle$. We will then follow a combination of these steps:

1. Step 1: reinitialize registers $BCD$ to $|0\rangle|0\rangle|0\rangle$. Perform phase estimation between registers $A$ and $B$ and measure $B$ in the computational basis. The state of the system now is

$$|\psi_i\rangle|E_i\rangle|0\rangle|0\rangle$$

for some eigenstate $|\psi_i\rangle$ such that $H |\psi_i\rangle = E_i |\psi_i\rangle$.

2. Step 2: apply a random unitary drawn according to $\mu$, $V$, to the first register followed by a phase estimation routine between registers $A$ and $C$.

3. Step 3: define the unitary $W(E_i, E_j) \in U(2)$ with

$$W(E_i, E_j) = \begin{bmatrix} \sqrt{1 - f(E_i, E_j)} & \sqrt{f(E_i, E_j)} \\ \sqrt{f(E_i, E_j)} & -\sqrt{1 - f(E_i, E_j)} \end{bmatrix},$$

where

$$f(E_i, E_j) = \frac{|\langle E_i | E_j \rangle|^2}{\langle E_i | E_j \rangle \langle E_j | E_i \rangle} = \frac{|\langle \psi_i | \psi_j \rangle|^2}{\langle \psi_i | \psi_i \rangle \langle \psi_j | \psi_j \rangle}.$$
where \( f : \mathbb{R}^2 \to \mathbb{R} \) is defined as \( f(E_i, E_j) = \min\{1, e^{-\beta(E_i - E_j)}\} \). Apply \( W(E_i, E_j) \) to register \( D \) conditioned on registers \( BC \). Denote this unitary on \( BCD \) by \( W \).

4. Step 4: measure register \( D \) in the computational basis. If the outcome is 1, go back to Step 1. If the outcome is 0, apply the unitary \( W^* \), followed by \( V^* \) and the inverse of phase estimation on the system. Call this sequence of unitaries \( U^* \). Define the following POVM elements a POVM \( Q = \{Q_0, Q_1\} \):

\[
Q_0 = U^* (\mathbb{1} \otimes \mathbb{1} \otimes |0\rangle \langle 0|) U,
Q_1 = U^* (\mathbb{1} \otimes \mathbb{1} \otimes |1\rangle \langle 1|) U.
\]

Moreover, also define the following POVM \( R = \{R_0, R_1\} \):

\[
R_0 = \sum_i P_i \otimes |E_i\rangle \langle E_i| \otimes \mathbb{1} \otimes \mathbb{1},
R_1 = \mathbb{1} - P_0.
\]

Here the sum is over all eigenvalues of \( H \) and \( P_i \) corresponds to the orthogonal projection onto the eigenspace of \( H \) corresponding to the eigenvalue \( E_i \). We note that the POVM \( R \) may easily be implemented using phase estimation. We then measure the POVM \( R \). If the outcome is 0, then we go to step 1. If not, for a fixed number of tries, say \( k \in \mathbb{N} \), we measure the POVM \( Q \) followed by another measurement of \( R \). If at any point we observe the outcome 0 after measuring \( R \) we go back to step 1 and we abort the procedure if this is not the case after \( k \) steps.

As shown in [12], the probability of observing 1 after measuring \( R \) decreases exponentially in the number of tries. We can interpret the unitary \( C \) as implementing the proposed moves, as in the classical Metropolis. The choice of \( W(E_i, E_k) \) is also inspired by the function used in the classical Metropolis algorithm for the probability of accepting or rejecting a proposed move. Whether we accept or reject a proposed move is decided by the measurement of register \( D \), with an outcome of 1 being accepting the move and 0 rejecting. Therefore, we have to reverse the move at step 4 in that case. It is easy to see that the algorithm just implements a classical random walk on the eigenspaces of \( H \) that is very similar to the classical Metropolis algorithm.

Let \( T_\beta : \mathbb{M}_d \to \mathbb{M}_d \) be the quantum channel which describes one complete step of the algorithm for some inverse temperature \( \beta > 0 \) on register \( A \). Our assumptions on the distribution of unitaries \( \mu \) ensures that this quantum channel is irreducible, as we may observe any eigenstate of \( H \) with positive probability by iterating \( T_\beta \). Moreover, with the choice of \( W(E_i, E_k) \) it is possible to show that the quantum channel \( T_\beta \) satisfies detailed balance with respect to the Gibbs state \( \frac{e^{-\beta H}}{Tr(e^{-\beta H})} \) and therefore it is a stationary state. As shown in Section 3.1, this ensures that the implemented channel is indeed primitive.

### 3.1.3 Covariant Channels and Twirling

A very useful tool to study symmetry properties or the structure of quantum dynamical semigroups is that of covariance or twirling of quantum channels. Given a compact or finite group \( G \) and a representation \( g \mapsto U_g \in U(d) \) of it, we say that a quantum channel \( T : \mathbb{M}_d \to \mathbb{M}_d \) is covariant with respect to this representation if we have that for all \( X \in \mathbb{M}_d \) and \( g \in G \)

\[
T(U_gXU_g^\dagger) = U_g(X)U_g^\dagger.
\]

One could in principle also consider the case in which we have two different representations of the group acting on each side of the equation or more general classes of groups, but this goes beyond our purposes. Moreover, one can also define the twirl of a channel with respect to this representation, \( \mathcal{T}(T) \), given by

\[
\mathcal{T}(T) = \int_G U_g^\dagger T(U_gXU_g^\dagger)U_g dU_g,
\]
where we integrate over the Haar measure on \( G \). It is easy to check that \( T(T) \) is covariant with respect to the representation. This concept is useful in many settings in quantum information, as many properties of a channel are invariant under twirls. One important example is that of the depolarizing channels converging to \( \frac{1}{d}, T_{\frac{1}{d}} \), as defined in Equation (3.5) as for them we have

\[
T_{\frac{1}{d}}(UXU^\dagger) = UT_{\frac{1}{d}}(X)U^\dagger
\]

for all \( U \in U(d) \).

### 3.1.4 Classical Markov Chains

As we often use tools and draw inspiration from the classical analogues of quantum channels, Markov chains, we will review some of their basic properties and fix our notation. We refer to [28] for more details on these topics.

**Definition 3.1.6 (Markov chain).** A sequence \( X_0, X_1, X_2, \ldots \) of random variables taking values in a (finite) set \( S \), referred to as the state space, is called a Markov chain if we have

\[
P(X_{n+1} = j | X_n = i) = \pi(i, j)
\]

for a \( |S| \times |S| \) matrix \( \pi \). \( \pi \) is called the transition matrix of the chain.

As in the case of quantum dynamical semigroups, we will be interested in the behaviour of the Markov chain as \( n \to \infty \). It is easy to see that if the probability distribution of \( X_0 \) is \( \nu \in \mathbb{R}^{|S|} \), then the distribution of \( X_n \) is given by \( \pi^n \nu \). We briefly discuss the translation of the definitions and results mentioned in Section 3.1 to the classical setting.

A probability distribution \( \mu \) on \( S \) is called stationary if we have that \( \pi \mu = \mu \). A transition matrix is called primitive if there exists a stationary distribution \( \mu \) such that for any other distribution \( \nu \) on \( S \) we have that \( \lim_{n \to \infty} \pi^n \nu = \mu \) and \( \mu \) is strictly positive on all elements of \( S \).

A Markov chain is said to be irreducible if

\[
\forall i, j \in S \exists n : \pi^n(i, j) > 0.
\]

It is aperiodic if

\[
\forall i \in S : \gcd \{ n \in \mathbb{N} : \pi^n(i, i) > 0 \} = 1.
\]

The importance of these concepts comes from the fact that together they imply that the chain is primitive. Analogously to the quantum case, we say that the transition matrix \( \pi \) satisfies detailed balance with respect to \( \mu \) if

\[
\pi(i, j)\mu(i) = \mu(j)\pi(j, i).
\]

If \( \mu \) satisfies detailed balance it again implies that it is stationary.

There is a standard way of embedding a Markov chain into a quantum channel. Let \( d = |S| \) and \( \{|i\}\}_{i=1}^d \) be the computational basis. Given \( \pi \), we define the quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) as

\[
T(X) = \sum_{i,j=1}^d \text{Tr} (|i\rangle\langle i| X) \pi(i, j) |j\rangle\langle j|.
\]

If the distribution of \( X_0 \) is \( \nu \) and defining the state

\[
\rho = \sum_{i=1}^d \nu(i) |i\rangle\langle i|,
\]
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it is easy to see that $\nu''_n \in \mathbb{R}^d$ defined as

$$
\nu''_n(i) = \text{Tr} (T^n(\rho) |i\rangle\langle i|)
$$

is a probability distribution which coincides with the one of $X_n$. One example of a Markov chain which will be of importance is that of a random walk on a (finite) group. Given a finite group $G$ and a set $A \subset G$, we define the sequence of random variables $X_0, X_1, X_2, \ldots$ with

$$
X_0 = e, \quad X_{n+1} = Y_{n+1}X_n.
$$

Here $e \in G$ is the group’s identity and the $Y_i$ are i.i.d. random variables distributed according to some probability measure $\mu$ on $A$. It is easy to check that the $X_i$ are indeed a Markov chain and that the transition matrix is given by

$$
\pi(g_1, g_2) = \mu(g_2 g_1^{-1}).
$$

One case of particular importance is that of a set $A$ that is closed under inversions, i.e. $g \in A \Rightarrow g^{-1} \in A$, and such that $A$ generates $G$. If we pick $\mu$ as the uniform measure on $A$ it is not difficult to see that the resulting Markov chain is primitive, converges to the Haar measure on the group and satisfies detailed balance.

Another concept of Markov chains which will be important for our purposes will be that of a lumpable chain, sometimes also called a projected chain. Given an equivalence relation $\sim$ on the state space of a Markov chain $X_0, X_1, X_2, \ldots$ it is possible to define new random variables from the Markov chain. The state space of these new random variables is given by the equivalence classes of the equivalence relation and they are defined as follows. Define the function $f : S \rightarrow S/\sim$ which maps a state to its equivalence class. The random variables are then given by $f(X_0), f(X_1), f(X_2), \ldots$. If this stochastic process is again a Markov chain for all possible initial probability distributions on $S$, the chain is said to be lumpable with respect to this equivalence relation. The next Theorem gives necessary and sufficient conditions for lumpability.

**Theorem 3.1.7 (Lumpable Chain).** A necessary and sufficient condition for a Markov chain with state space $S$ to be lumpable with respect to an equivalence relation $\sim$ on $S$ is that for every pair $S_l, S_k \in S/\sim$ we have for all $l, l' \in S_l$

$$
\sum_{k \in S_k} \pi(l, k) = \sum_{k \in S_k} \pi(l', k) \quad (3.7)
$$

Moreover, the transition probability between $S_l$ and $S_k$ in the lumpable chain is given by Equation (3.7).

**Proof.** We refer to [29, Theorem 6.3.2] for a proof. \qed

Lumpable chains are a natural setting when we can only access partial information about the current state of the Markov chain or as a technique to reduce the size of the state space of a given Markov chain. We extend the concept of a lumpable chain to a lumpable channel.

**Definition 3.1.8.** Let $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a quantum channel,

$$
H = \sum_{i=1}^{d'} E_i P_i \in \mathcal{M}_d
$$

be a Hamiltonian and $P_i \in \mathcal{P}_d$ the projections onto its eigenspaces. The quantum channel $T$ is said to be lumpable with respect to the Gibbs state $\frac{e^{-\beta H}}{Z_\beta}$ if $\frac{e^{-\beta H}}{Z_\beta}$ is a stationary state, it is primitive and there exists a function $f : \mathbb{R} \rightarrow \mathbb{R}$ s.t.

$$
\text{Tr} (T (|\psi_i\rangle\langle \psi_i|) |\psi_j\rangle\langle \psi_j|) = f(E_i, E_j)
$$
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for all eigenstates s.t. $H |\psi_i\rangle = \text{E}_i |\psi_i\rangle$, $H |\psi_j\rangle = \text{E}_j |\psi_j\rangle$. Moreover, we demand that

$$[T(P_k), P_j] = 0$$

for all eigenprojectors of $H$.

The reason to consider lumpable channels is that they induce a classical Markov chain when we fix an eigenbasis of $H$ that is lumpable with respect to the equivalence relation given by different elements of the basis corresponding to the same eigenvalue.
3. QUANTUM DYNAMICAL SEMIGROUPS
4

Distance Measures and Convergence of Quantum Markov Chains

There are many different distance measures that can be used to quantify how close two quantum states are or how fast a quantum dynamical semigroup converges. Of course, the right distance measure depends on the particular application one has in mind. We will now review the main distance measures used in this work and comment on their interpretation. Note that most of the times we use the concept of a distance measure loosely, that is, any way of quantifying how close states are, and not necessarily in the mathematical definition of a metric.

4.1 Standard Distance Measures

One of the most standard distance measures used in quantum information theory is that induced by Schatten norms.

**Definition 4.1.1 (Schatten p−Norm).** For $X \in \mathcal{M}_d$ and $p \in [1, \infty)$ we define the Schatten $p$−Norm of $X$, denoted by $\| \cdot \|_p$, to be given by

$$\|X\|_p^p = \text{Tr} (|X|^p),$$

with $|X| = (XX^*)^{\frac{1}{2}}$. Moreover, for $p = \infty$ we set $\|X\|_\infty = \lim_{p \to \infty} \|X\|_p$.

It is easy to see that if $X$ has singular values $\{s_i\}_{i=1}^d$, then $\|X\|_p^p = \sum_{i=1}^d s_i^p$ and $\|X\|_\infty = \max\{s_i\}_{i=1}^d$. These norms have similar properties as the usual $l_p$ norms in $\mathbb{R}^n$. The norm for $p = 2$, also called the Hilbert-Schmidt norm, is induced by a scalar product on $\mathcal{M}_d$ given by $\langle X|Y \rangle = \text{Tr} (X^\dagger Y)$ and the space of matrices equipped with this scalar product is a Hilbert space. Moreover, these norms satisfy a Hölder inequality and are monotonically decreasing in $p$.

Given a linear operator $\Phi : \mathcal{M}_d \to \mathcal{M}_D$ we may define the $p \to q$ norm which is induced by the Schatten norms.

**Definition 4.1.2 ($p \to q$ norm).** Let $\Phi : \mathcal{M}_d \to \mathcal{M}_D$ be a linear operator and $p, q \in [1, \infty]$. We define the $p \to q$ norm of $\Phi$, denoted by $\| \cdot \|_{p \to q}$, to be given by

$$\|\Phi\|_{p \to q} = \sup_{X \in \mathcal{M}_d, X \neq 0} \frac{\|\Phi(X)\|_q}{\|X\|_p}.$$
4. DISTANCE MEASURES AND CONVERGENCE OF QUANTUM MARKOV CHAINS

The Schatten 1-norm, also called trace norm, will be of particular importance to quantify the convergence of Quantum Markov chains. Given two states $\rho, \sigma \in \mathcal{D}_d$, we have that

$$\|\rho - \sigma\|_1 = 2 \sup_{P \in \mathcal{P}_d} \text{Tr}(P(\rho - \sigma)),$$

(4.1)

where again $\mathcal{P}_d$ is the set of $d$-dimensional orthogonal projections. We refer to e.g. [21, p. 404] for a proof of this claim. Equation 4.1 has a clear operational interpretation: the trace norm between two quantum states gives the optimal probability of distinguishing two quantum states from one measurement. Similarly, we have that the $1 \to 1$ norm between two quantum channels gives twice the optimal probability of distinguishing them by performing a measurement on the output state. Thus, it is natural to define the $l_1$-mixing time of a quantum Markov chain to be given by

**Definition 4.1.3** ($l_1$-mixing time). Given a quantum Markov chain $\{T_t\}_{t \in I}$ with stationary state $\sigma \in \mathcal{D}_d$ we define the $l_1$-mixing time for some $\epsilon > 0$, denoted by $t_{1}(\epsilon)$, to be given by

$$t_{1}(\epsilon) = \inf\{t \in I | \forall \rho \in \mathcal{D}_d : \|T_t(\rho) - \sigma\|_1 \leq \epsilon\}.$$

The interpretation of this quantity is clear. It tells us how long the quantum dynamical semigroup has to run so that we may not distinguish the current state from the stationary state with probability greater than $\epsilon$ regardless of the initial state. Another standard measure is the fidelity $F$ between two quantum states $\rho, \sigma \in \mathcal{D}_d$, which is given by

$$F(\rho, \sigma) = \|\sqrt{\rho} \sqrt{\sigma}\|_1.$$  

(4.2)

It is easy to see that $0 \leq F(\rho, \sigma) \leq 1$ and $F(\sigma, \rho) = 1$ if and only if, $\rho = \sigma$. The fidelity is one of the most used distance measures in quantum information theory, as it is easily accessible experimentally. It also has an operational interpretation, although it is not as natural as for the trace distance. Given two quantum states $\sigma, \rho \in \mathcal{D}_d$, their fidelity is just

$$\sup_{T : |\psi\rangle, |\phi\rangle} \frac{|\langle \psi | \phi \rangle|^2}{s.t. T : \mathcal{M}_d :\rightarrow \mathcal{M}_d \text{ is a quantum channel and} T(|\psi\rangle\langle \psi|) = \sigma, \ T(|\phi\rangle\langle \phi|) = \rho}.$$ 

As in the case of Schatten norms, one can also lift the fidelity, a distance measure between states, to the average fidelity, a distance measure for quantum channels.

**Definition 4.1.4** (Average fidelity). Let $T_1, T_2 : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be quantum channels. The average fidelity between $T_1$ and $T_2$, $\mathcal{F}(T_1, T_2)$, is defined to be

$$\mathcal{F}(T_1, T_2) = \int \|\sqrt{T_1(|\psi\rangle\langle \psi|)}\sqrt{T_2(|\psi\rangle\langle \psi|)}\|_1 d\psi,$$

where we integrate over the Haar measure on quantum states.

4.1.1 Noncommutative lp Spaces

Given a full rank state $\sigma \in \mathcal{D}_d^+$, one can define the following generalization of the classical $(l^p, \mu)$ spaces, with $\mu$ a probability measure.

**Definition 4.1.5** ($\sigma$-p-Norm). Let $\sigma \in \mathcal{D}_d^+$ and $p \in [1, +\infty)$. We define the noncommutative $p-$norm for $X \in \mathcal{M}_d$ to be given by

$$\|X\|_{p, \sigma} = \text{Tr}\left(\sigma^{\frac{1}{2p}} X \sigma^{\frac{1}{2p}}\right).$$

(4.3)

For $p = +\infty$ we set $\|X\|_{\infty, \sigma} = \|X\|_{\infty}$. 
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The motivation to choose this particular generalization of the norm comes from interpolation theory [30]. Given these definitions, we may define $p \to q$ norms of linear operators between these spaces in an analogous way to those of Schatten norms (see Definition 4.1.2). If we fix $\|\cdot\|_{1,\sigma}$ to be given by Equation (4.3) and $\|\cdot\|_{\infty,\sigma}$ to just be the regular operator norm, then the definition of the other $p$-norms follows from the construction based on complex interpolation. This gives the norms many desirable features, such as the fact that they satisfy a Riesz-Thorin interpolation theorem:

**Theorem 4.1.6 (Riesz-Thorin Interpolation Theorem).** Let $L : M_d \to M_d$ be a linear map, $1 \leq p_1 \leq \infty$ and $1 \leq q_1 \leq \infty$. For $\theta \in [0, 1]$ define $p_\theta$ to satisfy

$$
\frac{1}{p_\theta} = \frac{\theta}{p_0} + \frac{1-\theta}{p_1}
$$

and $q_\theta$ analogously. Then for $\sigma \in D_+^d$ we have:

$$
\|L\|_{p_\theta \to q_\theta,\sigma} \leq \|L\|_{p_0 \to q_0,\sigma}^{\theta} \|L\|_{p_1 \to q_1,\sigma}^{1-\theta}
$$

As we will see later, this Theorem implies many fundamental inequalities for quantum Rényi divergences, such as the data processing inequality.

To obtain more accessible expressions when working with these spaces it is often useful to define the power operator $\Gamma_p : M_d \to M_d$ for some $p \in \mathbb{R}$. This operator acts as $\Gamma_p(X) = \sigma^{\frac{p}{2}} X \sigma^{-\frac{p}{2}}$. We also adopt the convention $\Gamma_1 = \Gamma$.

As the Schatten norms, they also satisfy a Hölder inequality and $p = 2$ has a Hilbert space structure. The scalar product, $\langle \cdot | \cdot \rangle_\sigma$ is given by

$$
\langle X | Y \rangle_\sigma = \text{Tr} \left( X^\dagger \Gamma_\sigma(Y) \right).
$$

It is then easy to check that a semigroup satisfies detailed balance w.r.t. $\sigma$ if it is self-adjoint w.r.t. this scalar product.

However, the ordering of the noncommutative $p$-norms is reversed. That is, we have $\|X\|_{p,\sigma} \geq \|X\|_{q,\sigma}$ for $p \geq q$.

An important measure which might be used to quantify convergence of semigroups is the variance.

**Definition 4.1.7 (Variance).** Let $X \in M_d$ and $\sigma \in D_+^d$. We define the variance of $X$ w.r.t. $\sigma$ to be given by

$$
\text{Var}_\sigma(X) = \|X\|_{2,\sigma}^2 - \|X\|_{1,\sigma}^2
$$

Unlike the trace norm, this can be seen as a distance or convergence measure for observables instead of states. We define the $l_2$-mixing time of a semigroup, $t_2(\epsilon)$, to be given by

$$
t_2(\epsilon) = \inf \{ t \in \mathbb{N} \mid \forall X \in M_d \text{ s.t. } \|X\|_{1,\sigma} = 1 : \text{Var}_\sigma(T_\sigma^t(X)) \leq \epsilon \}.
$$

A very useful concept in the study of convergence of semigroups is that of the relative density of a state w.r.t. another one. If $\sigma \in D_+^d$ we may define the relative density of a state $\rho \in D_d$ as $X_\rho = \Gamma^{-1}(\rho) = \sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}$. Through relative densities, it is possible to upper-bound the trace distance between two states as follows. We have

$$
\|\rho - \sigma\|_1^2 \leq \text{Var}_\sigma(X_\rho).
$$

### 4.2 Entropic Measures

#### 4.2.1 Sandwiched Rényi divergences

In [6, 7] the following generalization of the Rényi divergence was proposed:
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Definition 4.2.1 (Sandwiched $p$-Rényi divergence). Let $\rho, \sigma \in \mathcal{D}_d$. For $p \in (0, 1) \cup (1, \infty)$, the sandwiched $p$-Rényi divergence is defined as:

$$D_p(\rho||\sigma) = \begin{cases} \frac{1}{p-1} \ln \left( \text{Tr} \left( \left( \frac{1-p}{\sigma} \rho \frac{1-p}{\sigma} \right)^p \right) \right) & \text{if ker}(\sigma) \subseteq \ker(\rho) \text{ or } p \in (0,1) \\ +\infty, & \text{otherwise} \end{cases} \quad (4.5)$$

where $\ker(\sigma)$ is the kernel of $\sigma$.

We may recover another important entropic quantity from taking limits of these entropies. One can show that

$$\lim_{p \rightarrow 1} D_p(\rho||\sigma) = D(\rho||\sigma) = \text{Tr} \left( \rho (\log \rho - \log \sigma) \right),$$

where $D(\rho||\sigma)$ is the quantum relative entropy [31].

They have been shown to satisfy a data processing inequality [32, 33], that is, they contract under quantum channels. Moreover, they have become a useful tool in quantum Shannon theory, as we will explain further in Chapter 6. They share a strong connection to the noncommutative $l_p$ norms introduced in Definition 4.1.5. It is easy to see that

$$D_p(\rho||\sigma) = \log(\|X\|_{p,\sigma}^p)$$

This allows us to translate statements or inequalities for the $p-$norms to the sandwiched $p$-Rényi divergence. Observe that the conditions for a matrix $\rho \in M_d$ to be a quantum state, $\text{Tr}(\rho) = 1$ and $\rho \geq 0$, translate to a matrix $X \in M_d$ being a relative density with respect to $\sigma$ if we have $X \geq 0$ and $\|X\|_{1,\sigma} = 1$. From this one can easily prove that

$$\sup_{\rho \in \mathcal{D}_d} D_p(\rho||\sigma) = \log \left( \|\sigma^{-1}\|_{\infty} \right). \quad (4.6)$$

For our purposes it will be important that we may upper-bound the trace norm through the sandwiched $p$-Rényi divergences using Pinsker’s inequality:

Theorem 4.2.2 (Pinsker’s inequality). For the quantum Kullback-Leibler divergence we have

$$\frac{1}{2} \|\sigma - \rho\|_1^2 \leq D(\rho||\sigma) \leq D_p(\rho||\sigma) \quad (4.7)$$

for any $p \geq 1$ and all $\rho, \sigma \in \mathcal{D}_d$. Moreover, Equation (4.7) is optimal.

Proof. See [34, Theorem 3.1] for a proof of Pinsker’s inequality. The constant $\frac{1}{2}$ has been shown to be optimal in the classical case (see [35]), i.e. restricting to $\rho$ that commute with $\sigma$, and is therefore also optimal here. \hfill \Box

Although not a distance measure, an important concept related to the Rényi divergences is that of Rényi entropies:

Definition 4.2.3 (Rényi entropy). Let $\rho \in \mathcal{D}_d$ and $p \in (1, \infty)$. We define the $p-$Rényi entropy, $S_p(\rho)$, to be given by

$$S_p(\rho) = D_p(\rho||\mathbf{1}) = \frac{\log \left( \text{Tr} \left( \rho^{p-1} \right) \right)}{p-1}.$$ 

Moreover, for $p = 1$, we may take the limit $p \rightarrow 1$ and consistently define the von Neumann entropy to be given by

$$S_1(\rho) = S(\rho) = -\text{Tr}(\rho \log(\rho)).$$
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Functional Inequalities and Convergence of Semigroups

In this chapter, we will show how one can use functional inequalities to estimate the convergence of semigroups. We will mostly focus on continuous time. Most of the estimates will be based on the following simple observation: let \( f(t,\rho) = d(T_t(\rho),\sigma) \) with \( f \) differentiable with respect to \( t \), \( \sigma \in \mathcal{D}_+^d \) a stationary state and \( \rho \in \mathcal{D}_d \). For most distance measures, one expects that if the semigroup is primitive, then \( T_t(\rho) \to \sigma \) exponentially fast, that is, we have

\[
d(T_t(\rho),\sigma) \leq e^{-\mu t} d(\rho,\sigma),
\]

(5.1)

where \( \mu > 0 \) is independent of \( \rho \). It is then easy to see that an inequality like the one in Equation (5.1) is equivalent to the differential inequality

\[
f(t,\rho) \leq -\mu \frac{\partial f(t,\rho)}{\partial t}.
\]

(5.2)

Note that we assume that the inequality is valid for all \( \rho \). One can then take the supremum over all \( \mu \) that satisfy the inequality in Equation (5.2) and obtain the optimal exponential convergence rate for this particular distance measure under this semigroup. We will now discuss the exact form inequality (5.2) takes for different distance measures, what they imply for the convergence in the trace norm and how different convergence rates are related to each other. Although we formulated the general framework here for distance measures based on states, formulating everything in terms of relative densities will often lead to simpler expressions, as we will see. To this end, it is also useful to define the following

**Definition 5.0.1 (Generator of the evolution of the relative density).** Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a primitive Liouvillian with stationary state \( \sigma \in \mathcal{D}_+^d \). We define the generator of the evolution of the relative density, \( \hat{\mathcal{L}} \), to be

\[
\hat{\mathcal{L}} = \Gamma^{-1} \circ \mathcal{L} \circ \Gamma.
\]

As the name already suggests, it is easy to see that given some initial state \( \rho \in \mathcal{D}_d \) and let \( X = \Gamma^{-1}_\sigma(\rho) \) be its relative density w.r.t. \( \sigma \). Then the relative density of \( \rho_t = e^{t\mathcal{L}}(\rho) \) is given by \( X_t = e^{t\hat{\mathcal{L}}} \). That is, \( e^{t\hat{\mathcal{L}}} \) describes the time evolution of the relative density. \( \hat{\mathcal{L}} \) also has some other desirable properties, such as the fact that it has the same spectrum of \( \mathcal{L} \), as it is just given by a similarity transformation on \( \mathcal{L} \). Moreover if \( \mathcal{L} \) satisfies detailed balance, we have that \( \hat{\mathcal{L}} = \mathcal{L}^* \). Analogously to what we have done for the generator, we will denote the semigroup that gives the evolution of the relative density by \( \hat{T}_t \).

### 5.1 Convergence in Variance: Spectral Gap

One of the simplest ways to bound the convergence of semigroups is through the spectral gap of the generator. It is what we get if we choose the variance (see Definition 4.1.7) as our distance
measure. Let $X$ be a relative density w.r.t. $\sigma$ and $T_t$ a primitive semigroup in continuous time. One can then show (see e.g. [8]) that

$$\frac{d}{dt} \text{Var}_\sigma(X_t) = -\mathcal{E}_\sigma^\tau(X_t),$$

where $\mathcal{E}_\sigma^\tau(X) = -\frac{1}{2} \text{Tr} \left( \hat{\mathcal{L}}(X) \sigma^{\frac{1}{2}} X \sigma^{\frac{1}{2}} \right)$ is the 2-Dirichlet Form. This motivates the following definition:

**Definition 5.1.1** (Spectral Gap or Poincaré Inequality). Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive Liouvillian with stationary state $\sigma \in \mathcal{D}_d^+$. We define the spectral gap of $\mathcal{L}$, $\lambda(\mathcal{L})$, to be given by

$$\lambda(\mathcal{L}) = \sup \{ \lambda \in \mathbb{R}^+ | \forall X \in \mathcal{D}_{d,\sigma} : 2\lambda \text{Var}_\sigma(X) \leq \mathcal{E}_\sigma^\tau(X) \}.$$ 

From the previous discussion, it follows that

**Theorem 5.1.2.** Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive Liouvillian with stationary state $\sigma \in \mathcal{D}_d^+$ and spectral gap $\lambda > 0$. Then for all $X \geq 0$ we have

$$\text{Var}_\sigma(e^{t\hat{\mathcal{L}}}X) \leq e^{-2\lambda t} \text{Var}_\sigma(X).$$

(5.3)

Moreover, we have the following bounds on mixing times for $\epsilon > 0$:

$$t_2(\epsilon) \leq \frac{1}{2\lambda} \log \left( \frac{\|\sigma^{-1}\|_\infty}{\epsilon} \right)$$

(5.4)

and

$$t_1(\epsilon) \leq \frac{1}{\lambda} \log \left( \frac{\|\sigma^{-1}\|_\infty}{\epsilon} \right)$$

(5.5)

**Proof.** As we have $\frac{d}{dt} \text{Var}_\sigma(X_t) = -\mathcal{E}_\sigma^\tau(X_t)$, Equation (5.3) follows from the previous discussion. The bounds on $t_2(\epsilon)$ follows from (5.3) after noting that

$$\text{Var}_\sigma(X) \leq \|\sigma^{-1}\|_\infty.$$  

(5.6)

for $X \geq 0$ and $\|X\|_{1,\sigma} = 1$, from which it follows that

$$\text{Var}_\sigma(e^{t\hat{\mathcal{L}}}X) \leq e^{-2\lambda t} \left( \|\sigma^{-1}\|_\infty \right).$$

(5.7)

Choosing $t$ as in the r.h.s. of Equation 5.4 we obtain the claim. The statement in Equation (5.5) follows from the bound in Equation (4.4) and the previous discussion.

In case the Liouvillian $\mathcal{L}$ is reversible, it is not difficult to see that the spectral gap is nothing but the smallest nonzero eigenvalue of $-\mathcal{L}$ by the variational characterization of eigenvalues.

## 5.2 Convergence in Information-Theoretic Divergence

We will now discuss how to study the convergence of quantum dynamical semigroups under the sandwiched Rényi divergences introduced in Subsection 4.2.1 and how this convergence can be related to hypercontractive and logarithmic Sobolev inequalities.
5.2 Convergence in Information-Theoretic Divergence

5.2.1 Convergence of Rényi Divergences

If we take our distance measure \( d \) as in Equation (5.1) to be given by \( d(\rho, \sigma) = D_p(\rho \| \sigma) \), we may study its convergence using ideas similar to those introduced in Section 5.1. As in the case of the spectral gap, it is more convenient to express all quantities in terms of relative densities instead of states. In order to express derivatives of sandwiched Rényi divergences and later of \( l_p \)-norms it is convenient to introduce the following:

**Definition 5.2.1 (Power Operator).** The power operator \( I_{q,p} : \mathcal{M}_d \to \mathcal{M}_d \) for a state \( \sigma \in \mathcal{D}_d \) and \( q, p \in \mathbb{R} \backslash \{0\} \) is defined as

\[
I_{q,p}(X) = \pi_{-\frac{1}{q}} \left( \left| \frac{1}{p} \pi_{\frac{1}{p}}^{\frac{1}{p}}(X) \right|^{\frac{p}{q}} \right).
\]

**Definition 5.2.2 (Dirichlet Form).** Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a Liouvillian with full rank fixed point \( \sigma \in \mathcal{D}_d^+ \). For \( p > 1 \) we define the \( p \)-Dirichlet form of \( X \in \mathcal{M}_d^+ \) as

\[
\mathcal{E}_p^\mathcal{L}(X) = -\frac{p}{2(p-1)}(I_{q,p}(X)|\hat{\mathcal{L}}(X))_\sigma
\]

where \( \frac{1}{p} + \frac{1}{q} = 1 \). For \( p = 1 \) we may take the limit \( p \to 1 \) and consistently define the 1-Dirichlet form by

\[
\mathcal{E}_1^\mathcal{L}(X) = -\frac{1}{2} \text{Tr} \left( \Gamma_\sigma \left( \hat{\mathcal{L}}(X) \right) (\log (\Gamma_\sigma(X)) - \log(\sigma)) \right).
\]

Note that both the power operator and the Dirichlet form depend on the state \( \sigma \), which we omit from the notation as it will always be the stationary state of some semigroup which should be clear from context.

We also introduce the following functional:

**Definition 5.2.3 (\( \kappa_p \)-Functional).** For any \( p > 1 \) we introduce the functional \( \kappa_p : \mathcal{M}_d^+ \to \mathbb{R} \) as

\[
\kappa_p(X) = \frac{1}{p-1} \|X\|_{p,\sigma} \log \left( \frac{\|X\|_{p,\sigma}}{\|X\|_{1,\sigma}} \right) \quad (5.8)
\]

for \( X \in \mathcal{M}_d^+ \). For \( p = 1 \) we may again take the limit \( p \to 1 \) and obtain \( \kappa_1(X) := \lim_{p \to 1} \kappa_p(X) = \text{Tr} (\Gamma_\sigma(X) (\log (\Gamma_\sigma(X)) - \log(\sigma))) \).

Note that \( \kappa_p \) is well-defined and non-negative as \( \|X\|_{p,\sigma} \geq \|X\|_{1,\sigma} \) for \( p \geq 1 \). Strictly speaking, the definition also depends on a reference state \( \sigma \in \mathcal{D}_d^+ \), which we usually omit as it is always the fixed point of the primitive Liouvillian under consideration. The motivation to introduce this functional is the following, which we proved in [2, Theorem 3.1]:

**Theorem 5.2.4 (Derivative of the sandwiched \( p \)-Rényi divergence).** Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a Liouvillian with full rank fixed point \( \sigma \in \mathcal{D}_d^+ \). For any \( p \in \mathcal{D}_d \) and \( p > 1 \) we have

\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)\|\sigma)) \bigg|_{t=0} = \frac{p}{p-1} \|X\|_{p,\sigma}^{-1} (I_{q,p}(X)|\hat{\mathcal{L}}(X))_\sigma \quad (5.9)
\]

with \( \frac{1}{p} + \frac{1}{q} = 1 \).

We can see that the l.h.s. of Equation (5.9) is closely related to the Dirichlet form. Moreover, the \( \kappa_p \)-Functional is closely related to the sandwiched Rényi divergences, as one can see that

\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)\|\sigma)) \bigg|_{t=0} = \frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)}.
\]

For the relative density \( X \) associated to \( \rho \). From the discussion preceding Equation (5.1) it follows that a lower bound on \( \frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} \) for all relative densities \( X \) implies the exponential convergence the sandwiched Rényi divergences . We therefore define
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**Definition 5.2.5** (Entropic convergence constant for $p$-Rényi divergence). For any primitive Liouvillian $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ and $p \geq 1$ we define

$$\beta_p(\mathcal{L}) = \sup \{ \beta \in \mathbb{R}^+ : \beta \kappa_p(X) \leq \mathcal{E}^\mathcal{L}_p(X) \forall X \in \mathcal{D}_{d,\sigma} \}. \quad (5.10)$$

We then know that

$$D_p(e^{t\mathcal{L}}(\rho)\|\sigma) \leq e^{-2\beta_p(\mathcal{L})t}D_p(\rho\|\sigma). \quad (5.11)$$

From this, it is straightforward to derive mixing time bounds.

**Theorem 5.2.6** (Mixing time from Rényi convergence). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive Liouvillian with fixed point $\sigma \in \mathcal{D}_d^+$. Then

$$t_1(\epsilon) \leq \frac{1}{2\beta_p(\mathcal{L})} \log \left( \frac{2 \log (\|\sigma^{-1}\|_\infty)}{\epsilon^2} \right).$$

**Proof.** From Pinsker’s inequality (see Theorem 4.2.2) and the fact that $D_p(\rho\|\sigma) \leq \log (\|\sigma^{-1}\|_\infty)$ it follows that

$$\log (\|\sigma^{-1}\|_\infty) e^{-2\beta_p(\mathcal{L})t} \geq \frac{1}{2} \|e^{t\mathcal{L}}(\rho) - \sigma\|_1^2.$$

for any $\rho \in \mathcal{D}_d$. The claim follows after rearranging the terms. \qed

5.2.2 Logarithmic Sobolev Inequalities and Hypercontractivity

One of the most powerful frameworks to obtain convergence bounds for semigroups is that of Logarithmic Sobolev (LS) inequalities and their relation to hypercontractive inequalities. This framework was first introduced in the quantum setting in [36] and further developed from the quantum information perspective in [8]. However, based on the results of [2], we will take the approach of understanding them through sandwiched Rényi divergences. We will only show the results that establish the connection between convergence results in Section 5.2.3, but will introduce the basic definitions and give the intuition why studying hypercontractive inequalities is related to convergence already in this section. We begin by introducing one of the main functionals in the study of LS inequalities:

**Definition 5.2.7** ($p$-relative entropy). For a full rank state $\sigma \in \mathcal{M}_d^+$ and $p > 1$ we define the $p$-relative entropy of $X \in \mathcal{M}_d^+$ as

$$\text{Ent}_{p,\sigma}(X) = \langle I_{q,p}(X), S_p(X) \rangle_\sigma - \|X\|_{p,\sigma}^p \log (\|X\|_{p,\sigma}),$$

where $\frac{1}{q} + \frac{1}{p} = 1$. For $p = 1$ we can consistently define

$$\text{Ent}_{1,\sigma}(X) = \text{Tr} (\Gamma_\sigma(X) (\log (\Gamma_\sigma(X)) - \log (\sigma))).$$

by taking the limit $p \to 1$.

Although this is called a relative entropy in the literature, note that this is not a relative entropy in the information theoretic sense, although it is related to the usual relative entropy through

$$\text{Ent}_{p,\sigma} (I_{p,1} \{\Gamma_\sigma^{-1}(\rho)\}) = \frac{1}{p} D(\rho\|\sigma).$$

We are now ready to introduce LS constants:

**Definition 5.2.8** (Logarithmic Sobolev Inequalities). For a Liouvillian $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ with full rank fixed point $\sigma \in \mathcal{D}_d^+$ and $p \geq 1$ the $p$-logarithmic Sobolev constant is defined as

$$\alpha_p(\mathcal{L}) = \sup\{\alpha \in \mathbb{R}^+ : \alpha \text{Ent}_{p,\sigma}(X) \leq \mathcal{E}^\mathcal{L}_p(X) \text{ for all } X > 0\}. \quad (5.13)$$
5.2 Convergence in Information-Theoretic Divergence

At first sight, it is not clear how this inequality fits into the framework of differential inequalities we discussed before unless \( p = 1 \), as in this case \( \text{Ent}_{1,\sigma} = \kappa_1 \) and we obtain \( \alpha_1 = \beta_1 \). That is, \( \alpha_1 \) characterizes the optimal convergence rate in the usual relative entropy. The connection to differential inequalities comes from the intimate relationship between LS inequalities and hypercontractivity for \( p \geq 2 \):

**Lemma 5.2.9.** Let \( \mathcal{L} : M_d \to M_d \) be a Liouvillian with full rank fixed point \( \sigma \in \mathcal{D}_d^+ \) and \( p \geq 2 \) and suppose that

\[
\| \hat{T}_t \|_{p \to p(t),\sigma} \leq 1 \tag{5.14}
\]

with \( p(t) = 1 + (p - 1)e^{2\alpha t} \). Then \( \alpha_p(\mathcal{L}) \geq \alpha \).

**Proof.** As it is shown in e.g. [8, Lemma 14], we have for any \( X \in M_d^+ \) that

\[
\frac{d}{dt} \log \left( \| \hat{T}_t(X) \|_{p,\sigma} \right) \bigg|_{t=0} = \frac{p'(0)}{p(0)} \| X \|_{p,\sigma} \left( \text{Ent}_{p,\sigma}(X) - \frac{1}{\alpha} \mathcal{E}_p^\alpha(X) \right).
\]

Define the function \( f(t) = \| \hat{T}_t(X) \|_{p(t),\sigma} \). Note that we clearly have \( f(0) = \| \hat{T}_0(X) \|_{p,\sigma} \) and from Equation (5.14) it follows that \( \frac{d}{dt} \log (f(t)) \big|_{t=0} \leq 0 \). To see this, note that \( \frac{d}{dt} \log (f(t)) \big|_{t=0} > 0 \) would imply that \( \| \hat{T}_{t_0} \|_{p \to p(t),\sigma} > 1 \) for \( t_0 \) sufficiently small, as \( \log \) is a monotone function. This contradicts Equation (5.14). As \( X \) was arbitrary, it follows that

\[
\text{Ent}_{p,\sigma}(X) - \frac{1}{\alpha} \mathcal{E}_p^\alpha(X) \leq 0,
\]

which is equivalent to \( \alpha_p \geq \alpha \). \( \square \)

From Lemma 5.2.9 we see that a LS inequality is implied by a hypercontractive inequality by looking at the derivative of \( p \to q \) norms under semigroups. Therefore, hypercontractive inequalities provide a framework to obtain lower bounds on LS constants, which in turn can be used to obtain bounds on \( \beta_p \), as we will see later. We also note that under some technical assumptions (see e.g. [8, Theorem 15]) the converse to Lemma 5.2.9 also holds: one can derive hypercontractive inequalities from a LS inequality. At last, we would like to provide some intuition why hypercontractive inequalities are related to convergence in the first place, as it might seem elusive why one should consider them. The ratio \( \|X\|_{p,\sigma}/\|X\|_{q,\sigma}^{-1} \) for \( p > q \geq 1 \) provides a measure of how flat the spectrum of \( X \) is weighted by \( \sigma \). To see this, consider \( X \) commuting with \( \sigma \). Then we have

\[
\|X\|_{p,\sigma} = \sum_{i=1}^d \sigma_i X_i^p,
\]

where \( \sigma_i, X_i \) are the eigenvalues of \( \sigma \) and \( X \), respectively. If the \( X_i \) are close to each other for large eigenvalues of \( \sigma \), then \( \|X\|_{p,\sigma} \approx \|X\|_{q,\sigma} \) and they will differ significantly if the spectrum is not flat. Moreover, the larger the difference between \( p \) and \( q \), the more accentuated this difference becomes. As for a primitive semigroup we have \( \hat{T}_t(X) \to \text{Tr}(X \sigma) \mathbb{I} \) as \( t \to \infty \), all initial operators converge to an operator with a constant, and therefore very flat, spectrum. A hypercontractive inequality like that in Equation (5.14) therefore allows us to quantify how fast the spectrum of operators becomes flat under the semigroup. Therefore, it should be expected that this also gives information on the convergence of the semigroup.

5.2.3 Relations between the constants

All the constants introduced in this section are related to each other. We will only formulate the relation for semigroups that are reversible, as the general result is a bit more involved and technical, but remark that similar relations hold in general.
5. FUNCTIONAL INEQUALITIES AND CONVERGENCE OF SEMIGROUPS

**Theorem 5.2.10** (Relation between constants). Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive, reversible Liouvillian with stationary state $\sigma \in \mathcal{D}_d^+$. Then, for all $p \geq 1$:

$$
\lambda(\mathcal{L}) \geq \beta_p(\mathcal{L}) \geq \frac{\alpha_p(\mathcal{L})}{p}. \tag{5.15}
$$

**Proof.** As $\mathcal{L}$ is reversible, there is a s.a. $X \in \mathcal{M}_d$ such that $\mathcal{L}(X) = \lambda(\mathcal{L})X$. For $\epsilon > 0$, one can then show that (see [2, Theorem 4.1])

$$
\lim_{\epsilon \rightarrow 0} \frac{\epsilon^2}{\kappa_p(1 + \epsilon X)} = \lambda(\mathcal{L}).
$$

This implies the upper bound in Equation 5.15 by the variational definition of $\beta_p$. To show the lower bound, note that it holds that

$$
\frac{\kappa_p(Y)}{p} \leq \operatorname{Ent}_{p,\sigma}(Y) \tag{5.16}
$$

for all $Y \in \mathcal{M}_d^+$. We refer to [2, Lemma 4.2] for a proof of Equation (5.16). It then follows from Equation (5.16) that

$$
\frac{\alpha_p(\mathcal{L})}{p} \kappa_p(Y) \leq \alpha_p(\mathcal{L}) \operatorname{Ent}_{p,\sigma}(Y) \leq \epsilon_p(Y)
$$

for all $Y \in \mathcal{M}_d^+$ and the claim follows from the variational definition of $\beta_p$. \hfill $\Box$

Theorem 5.2.10 has implications for convergence rates of semigroups. First of all, it shows that a LS inequality always implies a mixing time bound, as can easily be seen by combining it with Theorem B.1.3. This was only known to hold under further assumptions on the semigroup [8]. As remarked before, if the spectral gap and $\beta_p$ are of the same order, then $\beta_p$ gives an exponentially better mixing time, but the convergence rate cannot be larger than the one given by the spectral gap. The proof of the Theorem also illustrates that the convergence rate in the sandwiched Rényi divergences is governed by the spectral gap for operators that are close to the identity. One can also show inequalities in the other direction for $p = 2$. That is, lower bounds on $\beta_p$ or $\alpha_p$ in terms of the spectral gap. But they must have a dimensional factor, as we will explain below. To illustrate these bounds, we show:

**Theorem 5.2.11.** Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive Liouvillian with full rank stationary state $\sigma \in \mathcal{D}_d^+$. Then

$$
\beta_2(\mathcal{L}) \geq \lambda(\mathcal{L}) \frac{1 - \frac{1}{\|\sigma^{-1}\|_\infty}}{\log(\|\sigma^{-1}\|_\infty)}. \tag{5.17}
$$

Moreover, this inequality is tight.

**Proof.** We have for all $X \in \mathcal{M}_d^+$ that

$$
\frac{1 - \frac{1}{\|\sigma^{-1}\|_\infty}}{\log(\|\sigma^{-1}\|_\infty)} \kappa_p(X) \leq \operatorname{Var}_{\sigma}(X).
$$

To prove this, one can e.g. compute the optimal constant for the depolarizing semigroups. The claim then follows from the variational definition of $\beta_p$, as

$$
\lambda(\mathcal{L}) \frac{1 - \frac{1}{\|\sigma^{-1}\|_\infty}}{\log(\|\sigma^{-1}\|_\infty)} \kappa_p(X) \leq \lambda(\mathcal{L}) \operatorname{Var}_{\sigma}(X) \leq \epsilon_p^2(X)
$$

holds for all $X \in \mathcal{M}_d^+$. Moreover, for the Liouvillian $\mathcal{L}_\sigma(X) = \operatorname{Tr}(X) \sigma - X$, we have (see [2, Theorem 3.3]):

$$
\beta_2(\mathcal{L}_\sigma) = \frac{1 - \frac{1}{\|\sigma^{-1}\|_\infty}}{\log(\|\sigma^{-1}\|_\infty)}, \quad \lambda(\mathcal{L}) = 1,
$$

which shows that the inequality is tight. \hfill $\Box$
One can also show lower bounds on $\alpha_2$ in terms of $\beta_2$ [2] for reversible Liouvillians and all bounds available have dimensional factors, although they are of order $\log(\log(\|\sigma^{-1}\|_{\infty}))$. It is an open question if this is indeed optimal.

### 5.2.4 Tensorization

As we will see later in Chapter 6, it is of central importance to applications to obtain functional inequalities that tensorize. That is, inequalities of the form

$$\mu(\mathcal{L}^{(n)}) \geq c,$$

(5.18)

where $\mu$ is one of the constants discussed in the last section, such as the spectral gap or the LS constant, and $c \in \mathbb{R}$ is a constant which is independent of $n \in \mathbb{N}$. It is easy to see that the spectral gap tensorizes, that is if we show a bound on the spectral gap of $\mathcal{L}$, it also holds for $\mathcal{L}^{(n)}$ for all $n$. It is known that LS inequalities tensorize for classical Markov chains [37] but this is unexpected to hold in the quantum case. By the equivalence between hypercontractivity and LS constants, the tensorization of a LS inequality would imply that

$$\|\hat{T}_t^{\otimes n}\|_{2 \rightarrow q, \sigma} = \|\hat{T}_t\|_{2 \rightarrow q, \sigma}^n$$

(5.19)

for small $t$. As shown in [38], the $p \rightarrow q$ norm of quantum channels is not multiplicative in general and it is therefore not expected that Equation 5.19 holds in general, although the multiplicativity was established in some cases [39, 40]. It is therefore not immediately clear that an inequality like that of Equation 5.18 can hold for the LS inequality or the $\beta_p$ constants. It follows from the results of Section 5.2.3 that it is sufficient to obtain lower bounds on the LS-2 constant to also obtain lower bounds on other quantities of interest. Therefore, we focus on obtaining lower bounds on LS-2 constants and outline a strategy developed in [41] to accomplish this task, although other approaches exist, e.g. the one followed in [42]. Note that for all functional inequalities discussed here, only the Dirichlet form depends on the semigroup in question, the other functional involved depends only on the stationary state. Thus, if we can show a comparison inequality of the form

$$\mathcal{E}_2^\mathcal{L} \leq a\mathcal{E}_2^{\mathcal{L}'}$$

(5.20)

for some constant $a \in \mathbb{R}$ and $\mathcal{L}, \mathcal{L}': \mathcal{M}_d \rightarrow \mathcal{M}_d$ primitive Liouvillians with the same stationary state, we may obtain lower bounds on many functional inequalities for $\mathcal{L}'$ from functional inequalities for $\mathcal{L}$. As shown in [41], inequalities like that in Equation 5.20 tensorize. We therefore pursue the following strategy to obtain functional inequalities that tensorize for a generator $\mathcal{L}'$:

1. Pick a generator $\mathcal{L}$ with a particularly simple structure and show a functional inequality that tensorizes, such as a LS-2 inequality.

2. Show an inequality like that of Equation 5.20 relating the Dirichlet forms.

With this general strategy, it is possible to obtain many different tensorization results, as illustrated in [2, 41]. In particular, one can show using this strategy with depolarizing semigroups that we have

$$\alpha_2(\mathcal{L}^{(n)}) \geq 2 \frac{\lambda(\mathcal{L})}{2(\ln(d \|\sigma^{-1}\|_{\infty}) + 11)}$$

for all $n \in \mathbb{N}$. 
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Applications of Convergence Bounds

In this chapter, we will briefly discuss some of the applications of convergence estimates for quantum dynamical semigroups.

6.1 Dissipative preparation of states

Markov chain Monte Carlo methods are ubiquitous in the design of classical algorithms. It is expected that with the advent of the quantum computer we will be able to implement powerful algorithms that are based on sampling not from a classical distribution but rather quantum states. Therefore, one needs techniques to (approximately) prepare states of interests. One of the ways proposed to do this is through dissipative processes [43]. That is, to design a primitive quantum dynamical semigroup that drives the system to the state we want to sample from. The runtime of algorithms based on such ideas is given by the mixing time of the chain and it is, therefore, of central importance to develop tools to estimate this. Although one can perform universal quantum computation in this computational model [43], the dissipative preparation of one class of states is of particular importance, namely Gibbs states. This class is particularly important because these states describe quantum systems in thermal equilibrium and preparing them is therefore important to many questions of physical relevance. Moreover, in the many-body setting, understanding how the mixing time scales with the size of the system has deep physical implications. These range from statements on the correlations of the Gibbs state [44] and on the stability of these states and preparation processes to perturbations [45, 46]. Tools based on functional inequalities such as the ones described in Section 5 played a central role in the establishment of such connections in the classical setting [47], and one can expect that further developing them is of importance to translating these statements to the quantum setting. A further motivation to focus on Gibbs states are the recent quantum algorithms based on Gibbs sampling to solve semidefinite programs [48]. These algorithms are based on subroutines in which Gibbs states are prepared and their runtime is again given by how fast we can prepare a given Gibbs state of interest. Thus, it is no exaggeration to say that the preparation of Gibbs states is one of the central tasks of quantum computation.

6.2 Entropic inequalities and Capacity Bounds

It is possible to derive entropic inequalities and capacity bounds from the convergence bounds of the form

$$D_p(T_t(\rho)||\sigma) \leq e^{-\alpha t}D_p(\rho||\sigma)$$

for some of the divergences $D_p$ discussed before. One example is the following:
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Theorem 6.2.1 (Entropy production and Convergence). Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a primitive Liouvillian with stationary state \( \frac{1}{d} \in \mathcal{D}_d^+ \) and \( p \in [1, \infty) \). Then \( \beta_p(\mathcal{L}) \geq \beta \) is equivalent to

\[
S_p(T_t(\rho)) \geq (1 - e^{-\beta t}) \log(d) - e^{-\beta t} S_p(\rho)
\] (6.1)

for all \( \rho \in \mathcal{D}_d \) and \( t \geq 0 \).

Proof. Note that we have

\[
D_p\left(\rho \left\| \frac{1}{d} \right\|\right) = \log(d) - S_p(\rho).
\]

As \( \beta_p(\mathcal{L}) \geq \beta \) is equivalent to

\[
D_p\left(T_t(\rho) \left\| \sigma \right\|\right) \leq e^{-\beta t} D_p\left(\rho \left\| \frac{1}{d} \right\|\right)
\]

for all \( \rho \in \mathcal{D}_d \) and \( t \geq 0 \). The claim then follows by rearranging the terms. \(\square\)

Statements like that of Theorem 6.2.1 are useful when estimating important parameters of quantum channels, such as its minimal output entropy [41]. Other examples of entropic inequalities that can be obtained this way include estimates for the concavity of the von Neumann entropy [1]. Another quantity we may bound from convergence inequalities is the information radius:

Definition 6.2.2 (\(p\)-information radius). Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel and \( p \in [1, \infty) \). The \( p \)-information radius, \( K_p(T) \), of \( T \) is defined as

\[
K_p(T) = \frac{1}{\log(2)} \min_{\sigma \in \mathcal{D}_d} \max_{\rho \in \mathcal{D}_d} D_p(T(\rho) || \sigma).
\] (6.2)

The connection between the information radius and convergence inequalities is given by the following theorem:

Theorem 6.2.3. Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a primitive Liouvillian with full-rank fixed point \( \sigma \in \mathcal{D}_d^+ \) such that for some \( p \in (1, \infty) \) \( \beta_p(\mathcal{L}) \geq \beta \). Then

\[
K_p(T_t) \leq e^{-\beta t} \log_2 \left(\|\sigma^{-1}\|_\infty\right).
\]

Proof. It is clear by the definition of the information radius in Equation 6.2 that \( K_p(T_t) \leq \log(2)^{-1} \max_{\rho \in \mathcal{D}_d} D_p(T_t(\rho) || \sigma) \). Applying the convergence bound and Equation (4.6) the claim follows. \(\square\)

The relevance of the information radius follows from its strong connection to the classical capacity of a quantum channel.

When classical information is encoded in a quantum state and sent through a quantum channel, the classical capacity is the supremum of transmission rates such that the probability for a decoding error goes to 0 as we allow arbitrarily many uses of the channel. In general, it is not possible to retrieve the information perfectly when it is sent over a finite number of channels, and the probability for successful decoding will be smaller than 1. Here we want to derive bounds on this probability for quantum dynamical semigroups. More specifically we are interested in strong converse bounds on the classical capacity. An upper bound on the capacity is called a strong converse bound if whenever a transmission rate exceeds the bound the probability of successful decoding goes to zero as the number of channel uses goes to infinity.

We refer to [21, Chapter 12] for the exact definition of the classical capacity \( C(T) \) of a quantum channel \( T \) and to [7, 49, 50, 51, 52] for more details on strong converses and strong converse bounds.
Proof. Combining Equation (C.7) and Equation (4.6) we have
\[ \beta \]

Now Theorem 6.2.4 together with the assumption \( \beta > 0 \) fulfilling \( \beta_n(\mathcal{L}(n)) \geq \beta \) for all \( n \in \mathbb{N} \). Then for any \((nR,n,p)\)-coding scheme for classical communication via the quantum dynamical semigroup \( T_t = e^{t\mathcal{L}} \) we have
\[ p_{\text{succ}} \leq 2^{-n}\left(\frac{1}{\beta} \right) R - \frac{1}{\beta} K_n(T^\otimes n). \] (6.3)

Putting these pieces together we obtain

**Theorem 6.2.5.** Let \( \mathcal{L} : M_d \rightarrow M_d \) be a primitive Liouvillian with full-rank fixed point \( \sigma \in \mathbb{D}^+_d \) such that for some \( p \in (1, \infty) \) there exists \( \beta > 0 \) fulfilling \( \beta_n(\mathcal{L}(n)) \geq \beta \) for all \( n \in \mathbb{N} \). Then for any \((nR,n,p)\)-coding scheme for classical communication via the quantum dynamical semigroup \( T_t = e^{t\mathcal{L}} \) we have
\[ p_{\text{succ}} \leq 2^{-n}\left(\frac{1}{\beta} \right) R - e^{-2\beta t} \log_2(\|\sigma^{-1}\|_\infty). \]

**Proof.** Combining Equation (C.7) and Equation (4.6) we have
\[ K_n(T^\otimes n) \leq \frac{1}{\log(2)} \max_{\rho \in \mathbb{D}_d} D_p(T^\otimes n(\rho)\|\sigma) \leq \frac{n}{\log(2)} e^{-2\beta t(\mathcal{L}(n))} t \log_2(\|\sigma^{-1}\|_\infty). \]

Now Theorem 6.2.4 together with the assumption \( \beta_n(\mathcal{L}(n)) \geq \beta \) finishes the proof. \( \square \)

Theorem 6.2.5 implies in particular that the classical capacity \( C(T_t) \) is bounded by
\[ e^{-\beta t} \log_2(\|\sigma^{-1}\|). \]

Exploring the relation between \( \beta_p \) and LS inequalities and tensorization results for LS inequalities discussed in Sections 5.2.2 and 5.2.4, respectively, it is then possible to derive bounds on the classical capacity in terms of the spectral gap. It is notoriously difficult to compute the classical capacity of a quantum channel [53, 54]. Through these methods, it is possible to obtain bounds on this quantity for new classes of quantum channels, such as the semigroups generated by Davies generators. These can then be used to study the lifetime of quantum memories under thermal noise.

### 6.3 Randomized Benchmarking

Another area in which semigroups of quantum channels play a central role is randomized benchmarking [15]. The goal of randomized benchmarking is to efficiently estimate the average gate fidelity of a set of quantum gates \( \{U_g\}_{g \in G} \subset U(d) \) that are a representation of a (usually finite) group \( G \). This is an important figure of merit when assessing the quality of a given implementation of the gates and how long we may perform computations. One makes the further assumption that all gates are affected by the same noise, that is, there is a quantum channel \( T : M_d \rightarrow M_d \) such that for all \( g \in G \) we actually implement \( T_g = U_g \circ T \). We then wish to estimate \( \mathcal{F}(T_g, U_g) \). One can show that

**Lemma 6.3.1.** Let \( T : M_d \rightarrow M_d \) be a quantum channel, \( \{U_g\}_{g \in G} \subset U(d) \) a unitary representation of a finite group \( G \) and \( T_g = U_g \circ T \). Then
\[ \mathcal{F}(T_g, U_g) = \frac{d \text{Tr}(T) + d^2}{d^2(d+1)}. \]

Here we mean the trace of \( T \) as a linear operator between the vector spaces \( M_d \).
Lemma 6.3.1 implies that to estimate the average gate fidelity in the scenario described above, we only need to determine the trace of the channel $T$. The next crucial observation for the randomized benchmarking protocol is that twirling the channel with respect to the group $G$ does not change the trace of a channel. Working with the twirled channel $\mathcal{T}(T)$, which is covariant with respect to the group, simplifies the estimation of its trace. We will not discuss the randomized benchmarking protocol in detail, but remark that by preparing random sequences of gates it allows us to estimate the quantity:

$$\text{Tr}(\mathcal{T}(T)^m(\rho)E_i)$$

for some initial state $\rho \in \mathcal{D}_d$ and POVM element $E_i$. To make the analysis more concrete and as it is the simplest case, we will now restrict to the case in which the group $G$ is given by the Clifford group. It plays a central role in the theory of quantum computation and error correction [55] and is the usual setting for randomized benchmarking, although we have extended the protocol to arbitrary representations. One of the reasons one usually considers the Clifford group is that we have

$$\mathcal{T}(T) = T_{t_0, \frac{1}{d}}$$

for some $t_0 \in \mathbb{R}^+$. We refer to [15] for a proof of this fact. Here $T_{t_0, \frac{1}{d}}$ is again the depolarizing channel. It is easy to see that we have $\text{Tr}(T_{t_0, \frac{1}{d}}) = (d^2 - 1)e^{-t_0} + 1$. Therefore, we only have to estimate the parameter $t_0$ to obtain an estimate on the average fidelity. This corresponds to estimating how fast the semigroup $\{T_{t_0, \frac{1}{d}}^n\}_{n \in \mathbb{N}}$ converges. As we have access to the expectation values in Equation (6.4), we can plug in the exact form of $\mathcal{T}(T)$ and see that

$$\text{Tr}(\mathcal{T}(T)^m(\rho)E_i) = \text{Tr}\left(\frac{1}{d} E_i\right) + e^{-t_0 m} \text{Tr}\left(\left(\rho - \frac{1}{d}\right) E_i\right).$$

By fitting the experimental data to a curve of the form $f(m) = A + Be^{-\lambda m}$ we may then estimate $t_0$, the convergence speed and the average fidelity.
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A.1 Relative entropy convergence for depolarizing channels
Relative Entropy Convergence for Depolarizing Channels

A. Müller-Hermes, D. Stilck França and M.M. Wolf

We study the convergence of quantum Markovian time-evolutions generated by Liouvillians depolarizing to a full rank state in the relative entropy. These are Liouvillians \( \mathcal{L}_\sigma : \mathcal{M}_d \to \mathcal{M}_d \) given by \( \mathcal{L}_\sigma (\rho) = \text{Tr} (\rho) \sigma - \rho \) for some quantum state \( \sigma \in \mathcal{D}_+^d \). We compute the optimal convergence rate \( \alpha \) such that

\[
D(e^{t\mathcal{L}_\sigma} (\rho) \| \sigma) \leq e^{-2\alpha t} D(\rho \| \sigma)
\]

(A.1)

holds for any \( \rho \in \mathcal{D}_d \) and any \( t \in \mathbb{R}^+ \). This can be seen to be equal to the logarithmic-Sobolev constant \( \alpha_1 (\mathcal{L}_\sigma) \).

A.1.1 Main result

I would like to start by clarifying that A. Müller-Hermes is the principal author of this article. Our main result is the computation of \( \alpha_1 (\mathcal{L}_\sigma) \). This is the first class of semigroups for which we know the exact value of \( \alpha_1 \). Here \( D_2(x \| y) \) denotes the relative entropy between the binary distributions \((x, 1-x)\) and \((y, 1-y)\).

Theorem A.1.1. Let \( \mathcal{L}_\sigma : \mathcal{M}_d \to \mathcal{M}_d \) be the depolarizing Liouvillian with full-rank fixed point \( \sigma \in \mathcal{D}_d \). Then we have

\[
\alpha_1 (\mathcal{L}_\sigma) = \min_{x \in [0,1]} \frac{1}{2} \left(1 + \frac{D_2(s_{\min}(\sigma) \| x)}{D_2(x \| s_{\min}(\sigma))}\right),
\]

where \( s_{\min}(\sigma) \) denotes the minimal eigenvalue of \( \sigma \).

As a direct consequence of Equation (A.1), we have to solve the following optimization problem to show the theorem:

\[
\alpha_1 (\mathcal{L}_\sigma) = \inf_{\rho \in \mathcal{D}_d^+} \frac{1}{2} \left(1 + \frac{D(\sigma \| \rho)}{D(\rho \| \sigma)}\right).
\]

We show that the quotient of relative entropies appearing in the optimization is a quasi-linear function in the entries of the doubly stochastic matrix \( P_{ij} = |\langle v_i | w_j \rangle|^2 \). Here \( \{|v_i\}\) and \( \{|w_j\}\) are eigenbasis of \( \rho \) and \( \sigma \). As the infimum of a quasi-linear function over a convex set is attained at extreme points, Birkhoff’s theorem implies that the optimal \( \rho \) has to commute with \( \sigma \). This simplification allows us to apply Lagrange-multipliers to obtain the claimed expression for the minimum.

As one can imagine from the sketch of the proof, computing the \( \alpha_1 \) constant is not a trivial task even for very simple semigroups like depolarizing channels. This motivated A. Müller-Hermes and me to find tools to obtain similar results in a simpler way than using these techniques in [2]. Moreover, in this article we also obtain tensorization results for the case in which \( \sigma = \frac{1}{d} \):

Theorem A.1.2 (Tensorization for the maximally mixed state). For \( n \) tensor powers of the semigroup generated by \( \mathcal{L}_{\frac{1}{d}} \) we have

\[
\alpha_1 (\mathcal{L}_{\frac{1}{d}}^{(n)}) \geq \frac{1}{2}.
\]

This bound is a direct consequence of the following entropy-production estimate:

Theorem A.1.3. For any \( \sigma, \rho \in \mathcal{D}_d \) (not necessarily full rank) we have

\[
S((T_t^{(n)})^{\otimes n} (\rho)) \geq e^{-t} S(\rho) + (1 - e^{-t}) S(\sigma^{\otimes n}).
\]
This theorem was first considered (though with a wrong proof) in [56] for the particular case \( \sigma = \frac{1}{2} \). We prove the above theorem using a quantum version of Shearer’s inequality for entropies. This bound can also be used to obtain bounds on different capacities of this class of depolarizing channels. Again, this proof explores the structure of depolarizing channels crucially. Tensorization results like this one are central in many applications of \( \alpha \)-Lipschitz inequalities in classical probability theory and are usually obtained through the connection between \( \alpha_1 \) and hypercontractive inequalities. Therefore, it would be desirable to obtain similar results for general semigroups, but this seems to be technically challenging, as it is not known if \( \alpha_1 \) is always related to hypercontractive properties of the semigroup in the quantum case. This missing piece necessary to adapt classical techniques motivated us to find new ways to obtain tensorization results for the convergence in relative entropy in [2]. I, therefore, also include this article in this dissertation. Although A. Müller-Hermes is the principal author of it, it is intimately related to [2] and served as an inspiration for it.
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We study the convergence of states under continuous-time depolarizing channels with full rank fixed points in terms of the relative entropy. The optimal exponent of an upper bound on the relative entropy in this case is given by the log-Sobolev-1 constant. Our main result is the computation of this constant. As an application, we use the log-Sobolev-1 constant of the depolarizing channels to improve the concavity inequality of the von Neumann entropy. This result is compared to similar bounds obtained recently by Kim and we show a version of Pinsker’s inequality, which is optimal and tight if we fix the second argument of the relative entropy. Finally, we consider the log-Sobolev-1 constant of tensor-powers of the completely depolarizing channel and use a quantum version of Shearer’s inequality to prove a uniform lower bound.

I. INTRODUCTION

Let $\mathcal{M}_d$ denote the set of complex $d \times d$-matrices, $\mathcal{D}_d \subset \mathcal{M}_d$ the set of quantum states, i.e., positive matrices with trace equal to 1, and $\mathcal{D}_d^+$ the set of strictly positive states. The relative entropy (also called quantum Kullback-Leibler divergence) of $\rho, \sigma \in \mathcal{D}_d$ is defined as

$$D(\rho \| \sigma) := \begin{cases} \text{tr}[\rho(\log \rho - \log \sigma)], & \text{if } \text{supp}(\rho) \subset \text{supp}(\sigma) \\ +\infty, & \text{otherwise} \end{cases}.$$ (1)

The relative entropy defines a natural distance measure to study the convergence of Markovian time-evolutions. For some state $\sigma \in \mathcal{D}_d$, consider the generalized depolarizing Liouvillian $\mathcal{L}_\sigma : \mathcal{M}_d \to \mathcal{M}_d$ defined as

$$\mathcal{L}_\sigma (\rho) := \text{tr}[\rho \sigma - \rho].$$ (2)

This Liouvillian generates the generalized depolarizing channel $T_t^\sigma : \mathcal{M}_d \to \mathcal{M}_d$ with $T_t^\sigma (\rho) := e^{t \mathcal{L}_\sigma} (\rho) = (1 - e^{-t}) \text{tr}[\rho] \sigma + e^{-t} \rho$, where $t \in \mathbb{R}^+$ denotes a time parameter. As $T_t^\sigma (\rho) \to \sigma$ for $t \to \infty$ we can study the convergence speed of the depolarizing channel with a full rank fixed point $\sigma \in \mathcal{D}_d$ by determining the largest constant $\alpha \in \mathbb{R}^+$ such that

$$D(T_t^\sigma (\rho) \| \sigma) \leq e^{-2\alpha t} D(\rho \| \sigma)$$ (3)

holds for any $\rho \in \mathcal{D}_d$ and any $t \in \mathbb{R}^+$. This constant is known as the logarithmic Sobolev-1 constant of $\mathcal{L}_\sigma$, denoted by $\alpha_1(\mathcal{L}_\sigma)$. In the following, we will compute this constant and then use it to derive an improvement on the concavity of von Neumann entropy.
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II. PRELIMINARIES AND NOTATION

Consider a primitive\(^{31}\) Liouvillian \(L\) with full rank fixed point \(\sigma \in \mathcal{D}_d\) and denote by \(T_t := e^{tL}\) the quantum dynamical semigroup generated by \(L\). Consider the function \(f(t) := D(T_t(\rho)||\sigma)\) for some initial state \(\rho \in \mathcal{D}_d\) and note that if

\[
\frac{df}{dt} \leq -2\alpha f
\]

holds for some \(\alpha \in \mathbb{R}_+\), then it follows that \(f(t) \leq e^{-2\alpha t}f(0)\). The time derivative of the relative entropy at \(t = 0\), also called the entropy production,\(^3\) is given by

\[
\frac{d}{dt} D(T_t(\rho)||\sigma) \bigg|_{t=0} = -\text{tr}[L(\rho)(\log(\sigma) - \log(\rho))] \tag{4}
\]

as \(\text{tr}(L(\rho)) = 0\) for any \(\rho \in \mathcal{D}_d\). This motivates the following definition.

**Definition 2.1** (log-Sobolev-1 constant,\(^{1,2}\)). For a primitive Liouvillian \(L : \mathcal{M}_d \to \mathcal{M}_d\) with full rank fixed point \(\sigma \in \mathcal{D}_d\), we define its **log-Sobolev-1 constant** as

\[
\alpha_1(L) := \sup \left\{ \alpha \in \mathbb{R} : \text{tr}[L(\rho)(\log(\sigma) - \log(\rho))] \geq 2\alpha D(\rho||\sigma), \forall \rho \in \mathcal{D}_d^+ \right\} \tag{5}
\]

For a primitive Liouvillian \(L : \mathcal{M}_d \to \mathcal{M}_d\) the preceding discussion shows that (3) holds for any \(\alpha \leq \alpha_1(L)\). Furthermore, \(\alpha_1(L)\) is the optimal constant for which this inequality holds independent of \(\rho \in \mathcal{D}_d\) (for states \(\rho\) not of full rank, this follows from a simple continuity argument).

In the following, we will need some functions defined as continuous extensions of quotients of relative entropies. We denote by \(Q_{\sigma} : \mathcal{D}_d^+ \to \mathbb{R}\) the continuous extension of the function \(\rho \mapsto \frac{D(\sigma||\rho)}{D(\rho||\sigma)}\) (see Appendix B) given by

\[
Q_{\sigma}(\rho) := \begin{cases} 
\frac{D(\sigma||\rho)}{D(\rho||\sigma)}, & \rho \neq \sigma \\
1, & \rho = \sigma
\end{cases} \tag{6}
\]

Note that for \(x \in [0, 1]\) and \(y \in (0, 1)\), the binary relative entropy is defined as

\[
D_2(x||y) := x \log \left( \frac{x}{y} \right) + (1-x) \log \left( \frac{1-x}{1-y} \right). \tag{7}
\]

This is the classical relative entropy of the probability distributions \(x, 1-x\) and \(y, 1-y\). For \(y \in (0, 1)\), we denote by \(q_y : (0, 1) \to \mathbb{R}\) the continuous extension of \(x \mapsto \frac{D_2(y||x)}{D_2(x||y)}\) given by

\[
q_y(x) := \begin{cases} 
\frac{D_2(y||x)}{D_2(x||y)}, & x \neq y \\
1, & x = y
\end{cases} \tag{8}
\]

III. LOG-SOBOLEV-1 CONSTANT FOR THE DEPOLARIZING LIOUVILLIAN

Note that for the depolarizing Liouvillian \(L_\sigma\) with \(\sigma \in \mathcal{D}_d^+\) as defined in (2), we have

\[
\text{tr}[L_\sigma(\rho)(\log(\sigma) - \log(\rho))] = D(\rho||\sigma) + D(\sigma||\rho).
\]

Inserting this into Definition 2.1, we can write

\[
\alpha_1(L_\sigma) = \inf_{\rho \in \mathcal{D}_d^+} \frac{1}{2} \left( 1 + Q_{\sigma}(\rho) \right). \tag{9}
\]

Our main result is the following theorem.

**Theorem 3.1.** Let \(L_\sigma : \mathcal{M}_d \to \mathcal{M}_d\) be the depolarizing Liouvillian with full rank fixed point \(\sigma \in \mathcal{D}_d\) as defined in (2). Then, we have
where $s_{\text{min}}(\sigma)$ denotes the minimal eigenvalue of $\sigma$.

In Figure 1, the values of $\alpha_1(\mathcal{L}_\sigma)$ depending on $s_{\text{min}}(\sigma) \in [0,1]$ are plotted. Note that by Theorem 3.1, we have $\alpha_1(\mathcal{L}_\sigma) \to 1/2$ in the limit $s_{\text{min}}(\sigma) \to 0$ (as $D_2(s_{\text{min}}(\sigma))|0.5| \leq \log(2)$ and $D_2(0.5||s_{\text{min}}(\sigma)) \to \infty$ in this case).

Before we state the proof of Theorem 3.1 we need to make a technical comment. By (6), we have $Q_\sigma(\rho) \to +\infty$ as $\rho \to \partial \mathcal{D}_d$, i.e., as $\rho$ converges to a rank-deficient state. Therefore, the infimum in (9) will be attained in a full rank state $\tilde{\rho} \in \mathcal{D}_d^+$ and we can restrict the optimization to the compact set $K_\sigma \subset \mathcal{D}_d$ (depending on $\sigma$) defined as

$$K_\sigma = \{ \rho \in \mathcal{D}_d^+ : s_{\text{min}}(\rho) \geq s_{\text{min}}(\tilde{\rho}) - \epsilon \}$$

for some fixed $\epsilon \in (0,s_{\text{min}}(\tilde{\rho}))$ and where $s_{\text{min}}(\cdot)$ denotes the minimal eigenvalue. Note that the minimizing state $\tilde{\rho}$ is contained in the interior of $K_\sigma$. Now we have to solve the following optimization problem for fixed $\sigma \in \mathcal{D}_d^+$:

$$\inf_{\rho \in \mathcal{D}_d^+} Q_\sigma(\rho) = \inf_{\rho \in K_\sigma} Q_\sigma(\rho).$$

To prove Theorem 3.1, we will need the following lemma showing that the infimum in (11) is attained at states $\rho \in \mathcal{D}_d$ commuting with the fixed point $\sigma$.

**Lemma 3.1.** For any $\sigma \in \mathcal{D}_d^+$ we have

$$\inf_{\rho \in K_\sigma} Q_\sigma(\rho) = \inf_{\rho \in K_\sigma, [\rho,\sigma]=0} Q_\sigma(\rho)$$

where $Q_\sigma : \mathcal{D}_d^+ \to \mathbb{R}$ denotes the continuous extension of $\rho \mapsto \frac{D_2(\sigma||\rho)}{D_2(\sigma||\sigma)}$ (see (6)).

**Proof.** Consider the spectral decomposition $\sigma = \sum_{i=1}^d s_i |v_i\rangle\langle v_i|$ for $s_i \in \mathbb{R}_d$ and fix a vector $r \in \mathbb{R}_d$ which is not a permutation of $s$ and fulfills $\min_i (r_i) \geq s_{\text{min}}(\tilde{\rho}) - \epsilon$ (see (10)) and $\sum_{j=1}^d r_j = 1$. For some fixed orthonormal basis $\{|w_j\rangle\}_j$, consider $\rho := \sum_{j=1}^d r_j |w_j\rangle\langle w_j| \in K_\sigma$. Inserting $\rho$ into $Q_\sigma$ gives

$$Q_\sigma(\rho) = \frac{D(\sigma||\rho)}{D(\rho||\sigma)} = \frac{-S(\sigma) - \text{tr}[\sigma \log(\rho)]}{-S(\rho) - \text{tr}[\rho \log(\rho)]} = \frac{-S(\sigma) - \langle s, P \log(\rho) \rangle}{-S(\rho) - \langle \log(s), Pr \rangle} = F(P),$$

where we introduced $P \in \mathcal{M}_d$ given by $P_{ij} = |\langle v_i|w_j\rangle|^2$ and $\log(s), \log(r) \in \mathbb{R}^d$ are defined as $(\log(s))_i = \log(s_i)$ and $(\log(r))_i = \log(r_i)$. Note that $P$ is a unistochastic matrix, i.e., a doubly stochastic matrix whose entries are squares of absolute values of the entries of a unitary matrix. We
will show that the minimum of $F$ over unistochastic matrices $P$ is attained at a permutation matrix. By the definition of $P$, this shows that there exists a state $\rho' \in K_\sigma$ with spectrum $r$ and commuting with $\sigma$, which fulfills $Q_\sigma(\rho') \leq Q_\sigma(\rho)$.

As the set of unistochastic matrices is in general not convex, we want to consider the set of doubly stochastic matrices instead. By Birkhoff’s theorem [Ref. 5, Theorem II.2.3], we can write any doubly stochastic $D \in M_d$ as $D = \sum_{i=1}^k \lambda_i P_i$ for some $k \in \mathbb{N}$, numbers $\lambda_i \in [0,1]$ with $\sum_{i=1}^k \lambda_i = 1$ and permutation matrices $P_i$. Now we can write the denominator of $F(D)$ as

$$-S(\rho) - \langle \log(s), Dr \rangle = \sum_{i=1}^k \lambda_i (-S(\rho) - \langle \log(s), P_i r \rangle) = \sum_{i=1}^k \lambda_i D(\rho_i \| \sigma) > 0,$$

where $\rho_i$ is the state obtained by permuting the eigenvectors of $\rho$ with $P_i$. In the last step, we used Klein’s inequality [Ref. 6, p. 511] together with the fact that $\rho_i$ and $\sigma$ have no permutations of the spectrum of $\rho$ as their spectra are different. The previous estimate shows that $F$ is also well-defined on doubly stochastic matrices.

Any unistochastic matrix is also doubly stochastic and we have

$$\inf \left\{ F(P) : P \in M_d \text{ doubly stochastic} \right\} \leq \inf \left\{ F(P) : P \in M_d \text{ unistochastic} \right\}.$$  

Note that $S(\sigma)$ and $S(\rho)$ in (12) only depend on $s \in \mathbb{R}_+^d$ and $r \in \mathbb{R}_+^d$ and thus the numerator and the denominator of $F$ are positive affine functions in $P$. This shows that $F$ is a quasi-linear function [Ref. 7, p. 97] on the set of doubly stochastic matrices. It can be shown (see Ref. 7) that the minimum of such a function over a compact and convex set is always attained in an extremal point of the set. By Birkhoff’s theorem [Ref. 5, Theorem II.2.3], the extremal points of the compact and convex set of doubly stochastic matrices are the permutation matrices. As these are also unistochastic matrices, we have

$$\inf \left\{ F(P) : P \in M_d \text{ unistochastic} \right\} = \inf \left\{ F(P) : P \in M_d \text{ permutation matrix} \right\}.$$  

This finishes the first part.

To prove the lemma, note that we have

$$\inf_{\rho \in K_\sigma} Q_\sigma(\rho) = Q_\sigma(\tilde{\rho})$$

for some minimizing full rank state $\tilde{\rho} \in \mathcal{D}_+^q$. Now consider some sequence $(\rho_n)_{n \in \mathbb{N}} \in K_\sigma^N$ with $\rho_n \to \tilde{\rho}$ as $n \to \infty$ and such that the spectra of the $\rho_n$ are no permutations of the spectrum of $\sigma$. By the first part of the proof, we find a sequence $(\rho'_n)_{n \in \mathbb{N}} \in K_\sigma^N$ commuting with $\sigma$, such that

$$Q_\sigma(\tilde{\rho}) \leq Q_\sigma(\rho'_n) \leq Q_\sigma(\rho_n) \to Q_\sigma(\tilde{\rho})$$

as $n \to \infty$. Thus, $Q_\sigma(\rho'_n) \to Q_\sigma(\tilde{\rho})$ as $n \to \infty$. On the compact set $K_\sigma$, the sequence $(\rho'_n)_{n \in \mathbb{N}}$ has a converging subsequence $(\rho'_{n_k})_{k \in \mathbb{N}}$ with $\rho'_{n_k} \to \rho' \in K_\sigma$ as $k \to \infty$. By continuity of $Q_\sigma$, we have $Q_\sigma(\rho') = Q_\sigma(\tilde{\rho}) = \inf_{\rho \in K_\sigma} Q_\sigma(\rho)$ and by continuity of the commutator $\rho \mapsto [\rho, \sigma]$ we have $[\rho', \sigma] = 0$.

With this lemma we can prove our main result.

**Proof of Theorem 3.1.** By Lemma 3.1, we may restrict the optimization in (11) to states which commute with $\sigma$. Thus, we can repeat the construction of the compact set $K_\sigma$ (see (10)) for a minimizer $\tilde{\rho} \in \mathcal{D}_+^q$ with $[\tilde{\rho}, \sigma] = 0$. By construction, $\tilde{\rho}$ lies in the interior of $K_\sigma$, which will be important for the following argument involving Lagrange-multipliers.

To find necessary conditions on the minimizers of (11), we abbreviate $C := \inf_{\rho \in K_\sigma} Q_\sigma(\rho)$ and note that $C > 0$. To see this, note that we may extend $Q_\sigma(\rho)$ continuously to $1$ at $\sigma$, so there exists $\delta > 0$ s.t. for $||\rho - \sigma|| \leq \delta$, we have $Q_\sigma(\rho) \geq \frac{1}{2}$ and for $\rho$ s.t. $||\rho - \sigma|| > \delta$, we have $Q_\sigma(\rho) \geq \frac{\delta^2}{2\log(s_{\min}(\sigma)^{-1})}$ using Pinsker’s inequality and $D(\rho || \sigma) \leq \log(s_{\min}(\sigma))$. For any $\rho \in K_\sigma$ with $[\rho, \sigma] = 0$ and $\rho \neq \sigma$ have
\[
\frac{D(\sigma||\rho)}{D(\rho||\sigma)} \geq C,
\]
which is equivalent to
\[
S(\sigma) \leq CS(\rho) + C \sum_{i=1}^{d} r_i \log(s_i) - \sum_{i=1}^{d} s_i \log(r_i).
\]
(13)

Here, \{r_i\}_{i=1}^{d} denote the eigenvalues of \(\rho \in K_\sigma\) (see (10)) fulfilling \(\{\rho, \sigma\} = 0\) and \{s_i\}_{i=1}^{d} the eigenvalues of \(\sigma\). As \(\tilde{\rho}\) is a minimizer of (11) and commutes with \(\sigma\) its spectrum is a minimizer of the right-hand-side of (13) minimized over the set \(S := \{r \in \mathbb{R}^d : \min_i (r_i) \geq s_{\min}(\tilde{\rho}) - \epsilon\} \subset \mathbb{R}^d\) with \(\epsilon\) chosen in the construction of \(K_\sigma\) (see (10)). We will now compute necessary conditions on the spectrum of \(\tilde{\rho}\) using the formalism of Lagrange-multipliers (note that by construction the spectrum of \(\tilde{\rho}\) lies in the interior of \(S\)).

Consider the Lagrange function \(F : S \times \mathbb{R} \to \mathbb{R}\) given by
\[
F(r_1, \ldots, r_d, \lambda) = CS(\rho) + C \sum_{i=1}^{d} r_i \log(s_i) - \sum_{i=1}^{d} s_i \log(r_i) + \lambda \left( \sum_{i=1}^{d} r_i - 1 \right).
\]
The gradient of \(F\) is given by
\[
[\nabla F(r_1, \ldots, r_d, \lambda)]_j = \begin{cases} C(-\log(r_j) - 1 + \log(s_j)) - s_j \frac{r_j}{r} + \lambda & 1 \leq j \leq d \\ \sum_{i=1}^{d} r_i - 1 & j = d + 1. \end{cases}
\]
By the formalism of Lagrange-multipliers, any minimizer \(r = (r_1, \ldots, r_d)\) of the right-hand-side of (13) in the interior of \(S\) has to fulfill \(\nabla F(r_1, \ldots, r_d, \lambda) = 0\) for some \(\lambda \in \mathbb{R}\). Summing up the first \(d\) of these equations (where the \(j\)th equation is multiplied with \(r_j\)) implies
\[
\lambda = 1 + C(1 + D(\rho||\sigma)).
\]
Inserting this back into the equations \([\nabla F(r_1, \ldots, r_d, \lambda)]_j = 0\) and using \(u_j = \frac{r_j}{s_j}\), we obtain
\[
u_j(1 + CD(\rho||\sigma)) - 1 = Cu_j \log(u_j)
\]
for \(1 \leq j \leq d\). For fixed \(D(\rho||\sigma)\), there are only two values for \(u_j\) solving the Equations (15), as an affine functions (the left-hand-side) can only intersect a strictly convex function (the right-hand-side) in at most two points. Thus, for a minimizer \(\{r_i\}_{i=1}^{d}\) of the right-hand-side of (13) in the interior of \(S\) there are constants \(c_1, c_2 \in \mathbb{R}^+\) such that for each \(i \in \{1, \ldots, d\}\) either \(r_i = c_1 s_i\) or \(r_i = c_2 s_i\) holds.

We have obtained the following conditions on the spectrum of the minimizer \(\tilde{\rho} \in K_\sigma\) (fulfilling \(\{\tilde{\rho}, \sigma\} = 0\)) of (11): There exist constants \(c_1, c_2 \in \mathbb{R}^+\) a permutation \(\nu \in S_d\) (where \(S_d\) denotes the group of permutations on \(\{1, \ldots, d\}\) and some \(0 \leq n \leq d\) such that the spectrum \(r \in \mathbb{R}_d^+\) of \(\tilde{\rho}\) fulfills \(r_{\nu(i)} = c_1 s_{\nu(i)}\) for any \(1 \leq i \leq n\) and \(r_{\nu(i)} = c_2 s_{\nu(i)}\) for any \(n + 1 \leq i \leq d\). Note that the cases \(c_1 = c_2 = 1, n = 0,\) and \(n = d,\) all correspond to the case \(\rho = \sigma\) where we have \(Q_\sigma(\sigma) = 1\). Thus, we can exclude the cases \(n = 0\) and \(n = d\) as long as we optimize over \(c_1 = c_2 = 1\). Furthermore, note that we can use the normalization of \(\tilde{\rho}\), i.e., \(c_1 \sum_{i=1}^{n} s_{\nu(i)} + c_2 \sum_{i=n+1}^{d} s_{\nu(i)} = 1\) to eliminate \(c_2\). Given a permutation \(\nu \in S_d\) and \(n \in \{1, \ldots, d\}\), we define \(p(\nu, n) = \sum_{i=1}^{n} s_{\nu(i)}\). Inserting the above conditions in (11) and setting \(c_1 = x\) and \(0 < n < d\) yields
\[
\inf_{\rho \in K_\sigma} Q_\sigma(\rho) = \min_{\nu \in S_d} \min_{1 \leq n \leq (d-1)} \inf_{x \in [0, p(\nu, n)^{-1}]} q_p(\nu, n)(xp(\nu, n)) = \inf_{\nu \in S_d} \min_{1 \leq n \leq (d-1)} \inf_{x \in [0, 1]} q_p(\nu, n)(x)
\]
where \(q_p : [0, 1] \to \mathbb{R}\) denotes the continuous extension of \(x \mapsto \frac{D_p(y|x)}{D_p(y)}\) (see (8)). By Lemma A.1 in the Appendix, the function \(y \mapsto q_p(x)\) is continuous and quasi-concave and hence the minimum over any convex and compact set is attained at the boundary. Thus, we have
\[
q_{\min(\sigma)}(x) \geq \inf_{\nu \in S_d} \min_{1 \leq n \leq (d-1)} q_p(\nu, n)(x) \geq \inf_{y \in [s_{\min(\sigma)}, 1]} q_p(y) = q_p(x) = q_{\min(\sigma)}(x)
\]
using \( q_{1-s_{\min}(\sigma)}(x) = q_{s_{\min}(\sigma)}(x) \) for any \( x \in [0, 1] \). Inserting this into (17) leads to

\[
\inf_{\rho \in K_\sigma} Q_\sigma(\rho) = \inf_{x \in [0,1]} q_{s_{\min}(\sigma)}(x).
\]

\[\Box\]

Lemma 3.1 implies that the log-Sobolev-1 constant of the depolarizing channels coincides with the classical one of the random walk on the complete graph with \( d \) vertices and distribution given by the spectrum of \( \sigma \). This constant has been shown to imply other inequalities, such as in [Ref. 8, Proposition 3.13]. Using this result, Theorem 3.1 implies a refined transportation inequality on graphs.

Using the correspondence with the classical log-Sobolev-1 constant of a random walk on the complete graph with \( d \) vertices and distribution given by the spectrum of \( \sigma \), we may apply Ref. 9 [Example 3.10], which proves the following:

Corollary 3.1. Let \( \mathcal{L}_\sigma : \mathcal{M}_d \to \mathcal{M}_d \) be the depolarizing Liouvillian with full rank fixed point \( \sigma \in \mathcal{D}_d \) as defined in (2). Then we have

\[
\alpha_1(\mathcal{L}_\sigma) \geq \frac{1}{2} + \sqrt{s_{\min}(\sigma)(1 - s_{\min}(\sigma))}
\]

with equality iff \( s_{\min}(\sigma) = \frac{1}{2} \). Again \( s_{\min}(\sigma) \) denotes the minimal eigenvalue of \( \sigma \).

IV. APPLICATION: IMPROVED CONCAVITY OF VON NEUMANN ENTROPY

It is a well-known fact that the von Neumann entropy \( S(\rho) = -\text{tr}[\rho \log(\rho)] \) is concave in \( \rho \). Using Theorem 3.1 we can improve the concavity inequality:

Theorem 4.1 (Improved concavity of the von Neumann entropy). For \( \rho, \sigma \in \mathcal{D}_d \) and \( q \in [0,1] \), we have

\[
S((1 - q)\sigma + q\rho) - (1 - q)S(\sigma) - qS(\rho) \geq 
\]

\[
\max \left\{ q(1 - q^{c(\sigma)})D(\rho\|\sigma) \right. \\
\left. (1 - q)(1 - (1 - q)^{c(\rho)})D(\sigma\|\rho) \right\},
\]

with

\[
c(\sigma) = \min_{x \in [0,1]} \frac{D_2(s_{\min}(\sigma)||x)}{D_2(x||s_{\min}(\sigma))}
\]

and \( c(\rho) \) defined in the same way.

Note that this bound becomes trivial if both \( \sigma \) and \( \rho \) are not of full rank (as we have \( c(\rho) = c(\sigma) = 0 \) in this case). However, as long as \( D(\rho\|\sigma) \) or \( D(\sigma\|\rho) < \infty \), we may still get a bound by restricting both density matrices to the support of \( \sigma \) or \( \rho \), respectively.

Proof. Note that for the Liouvillian \( \mathcal{L} := -\log(q)\mathcal{L}_\sigma \), we have

\[
e^{\mathcal{L}}(\rho) = q\rho + (1 - q)\sigma.
\]

By Theorem 3.1 and (3), we have

\[
D(e^{\mathcal{L}}(\rho)||\sigma) \leq e^{(1+c(\sigma))\log(q)}D(\rho||\sigma)
\]

(18)

Rearranging and expanding the terms in (18), we get

\[
S(q\rho + (1 - q)\sigma) \geq (1 - q)S(\sigma) - q\text{tr}[\rho \log(\sigma)] + q^{1+c(\sigma)}D(\rho||\sigma)
\]

\[
= (1 - q)S(\sigma) + qS(\rho) + q(1 - q^{c(\sigma)})D(\rho||\sigma).
\]

Interchanging the roles of \( \rho \) and \( \sigma \) in the above proof gives the second case under the maximum. \[\Box\]
In Ref. 10, another improvement on the concavity of the von Neumann entropy is shown,

\[ S((1 - q)\sigma + q\rho) - (1 - q)S(\sigma) - qS(\rho) \geq \frac{q(1 - q)}{(1 - 2q)^2}D(\rho_{\text{rev}}\|\rho_{\text{avg}}) \]

\[ \geq \frac{1}{2}q(1 - q)\|\rho - \sigma\|_1^2, \]

where \( \rho_{\text{avg}} = (1 - q)\sigma + q\rho \) and \( \rho_{\text{rev}} = (1 - q)\rho + q\sigma \). Note that this bound is valid for all states \( \rho, \sigma \in D_d \) while our bound in Theorem 4.1 becomes trivial unless the support \( \rho \) is contained in the support of \( \sigma \) or the other way around. We will therefore consider only full rank states in the following analysis.

By simple numerical experiments, our bound from Theorem 4.1 seems to be worse than (19). However, one can argue that (19) is not much simpler than the left-hand-side itself. In particular, the dependence on \( \rho \) and \( \sigma \) is only implicit via the relative entropy between \( \rho_{\text{avg}} \) and \( \rho_{\text{rev}} \). Our bound from Theorem 4.1 depends on some spectral data (in terms of the smallest eigenvalues of \( \rho \) or \( \sigma \)), but whenever this is given, we have a bound for any \( q \in [0, 1] \) in terms of the relative entropies of \( \rho \) and \( \sigma \).

Again, we can do simple numerical experiments to compare bounds (20) and Theorem 4.1. Recall that our bound is given in terms of the relative entropy and (20) in terms of the trace norm. In Figure 2, the bounds are compared for randomly generated quantum states in dimension \( d = 10 \). These plots show that the bounds are not comparable and depending of the choice of the states the bound from Theorem 4.1 will perform better than (20) or vice versa. Note that for \( q \) close to 0 or 1, our bound seems to perform better in both Figures. This is to be expected as \( \alpha_1(\mathcal{L}_\sigma) \) is defined as the optimal constant \( \alpha \) bounding the entropy production (4) (in \( t = 0 \)) by \( -2\alpha D(\rho\|\sigma) \). Therefore, Theorem 4.1 should be the optimal bound (in terms of relative entropy) for \( q \) near 0 or 1.

Note that by applying Pinsker’s inequality,

\[ D(\rho\|\sigma) \geq \frac{1}{2}\|\rho - \sigma\|_1^2 \]

for states \( \rho, \sigma \in D_d \) to our bound from Theorem 4.1 we can obtain an improvement on the concavity inequality in terms of the trace-distance similar to (20). Unfortunately, a simple computation shows that the resulting trace-norm bound is always worse than (20). In Sec. V, we will show that Pinsker’s inequality can be improved in the case where the second argument in the relative entropy is fixed (which is the case in the bound from Theorem 4.1). This will lead to an additional improvement of the trace-norm bound obtained from Theorem 4.1, such that in some (but only very few) cases the bound becomes better than (20).

![FIG. 2. Comparison of bound (20) (red) and the bound from Theorem 4.1 (blue, where both choices of the ordering of \( \rho \) and \( \sigma \) are plotted) and the exact value \( S((1 - q)\sigma + q\rho) - (1 - q)S(\sigma) - qS(\rho) \) (black) two pairs of randomly generated 10 \times 10 quantum states and \( q \in [0, 1] \).](image-url)
V. STATE-DEPENDENT OPTIMAL PINSKER’S INEQUALITY

Pinsker’s inequality (21) can be applied to the bound in Theorem 4.1 to get an improvement of the concavity in terms of the trace distance of the two density matrices. It can also be applied to (3) to get a mixing time bound\(^2\) for the depolarizing channel. Note that in both of these cases, the second argument of the relative entropy is fixed. Other improvements have been considered in the literature,\(^1\) but here we will improve Pinsker’s inequality in terms of the second argument of the relative entropy. More specifically, we compute the optimal constant \(C(\sigma)\) (depending on \(\sigma\)) such that \(D(\rho\|\sigma)\geq C(\sigma)\|\rho - \sigma\|_1^2\) holds when \(\sigma\) has full rank.

We will follow a strategy similar to the one pursued in Ref. 12 in proving this, where the analogous problem was considered for classical probability distributions. For a state \(\rho\) analogously to (3) we have

\[
D(\rho\|\sigma)\geq C(\sigma)\|\rho - \sigma\|_1^2
\]

as the binary relative entropy is convex and

\[
\min_{\rho:\|\rho - \sigma\|_1\geq\epsilon} D(\rho\|\sigma)\geq \min_{A\subseteq\{1,\ldots, d\}} D_2\left(P_\sigma(A) + \frac{\epsilon}{2}\right)
\]

(25)

Also observe that

\[
\min_{\rho:\|\rho - \sigma\|_1\geq\epsilon} D(\rho\|\sigma)\geq \min_{A\subseteq\{1,\ldots, d\}} D_2\left(P_\sigma(A) + \frac{\epsilon}{2}\right)
\]

(25)

\[\epsilon > 0\]

Lemma 5.1. Let \(\sigma \in \mathcal{D}_d^+\) and for \(A \subseteq \{1,\ldots, d\}\), define \(P_\sigma(A) = \sum_{i\in A} s_i(\sigma)\). Then we have for \(\epsilon > 0\):

\[
\min_{\rho:\|\rho - \sigma\|_1\geq\epsilon} D(\rho\|\sigma) = \min_{A\subseteq\{1,\ldots, d\}} D_2\left(P_\sigma(A) + \frac{\epsilon}{2}\right)
\]

(22)

Proof. Suppose that there exists \(\rho \in \mathcal{D}_d\) such that \(\|\rho - \sigma\|_1 = \delta\), with \(\delta \geq \epsilon\). By Lidskii’s theorem [Ref. 5, Corollary III.4.2], we have

\[
s(\sigma - \rho) = s(\sigma) - Ls(\rho),
\]

where \(L\) is a doubly stochastic matrix. Define \(\rho'\) to be the state which has eigenvalues \(Ls(\rho)\) and commutes with \(\sigma\). Then, we have

\[
\|\rho - \sigma\|_1 = \|\rho' - \sigma\|_1.
\]

By the operational interpretation for the 1–norm [Ref. 6, Theorem 9.1], there exist Hermitian projections \(Q, Q' \in \mathcal{M}_n\) such that

\[
2\text{tr}[Q(\rho - \sigma)] = \|\rho - \sigma\|_1 = \|\rho' - \sigma\|_1 = 2\text{tr}[Q'(\rho - \sigma)].
\]

(23)

Now define the quantum channel \(T: \mathcal{M}_d \to \mathcal{M}_2\) given by

\[
T(\rho) = \text{tr}[Q\rho]|0\rangle\langle 0| + \text{tr}[(1 - Q)\rho]|1\rangle\langle 1|,
\]

where \(|0\rangle, |1\rangle\) is an orthonormal basis of \(\mathbb{C}^2\). By the data processing inequality, we have

\[
D(\rho\|\sigma)\geq D(T(\rho)\|T(\sigma)).
\]

(24)

It is easy to see that the image of \(Q'\) must be spanned by eigenvectors of \(\sigma\). Thus, we may associate a subset \(A \subseteq \{1,\ldots, d\}\) to the projector \(Q'\) indicating the eigenvectors of \(\sigma\) spanning this subspace. Using (23) and the assumption that \(\|\rho - \sigma\|_1 = \delta\) we have

\[
\text{tr}[Q\rho'] = P_\sigma(A) + \frac{\delta}{2}.
\]

Also observe that

\[
D(T(\rho)\|T(\sigma)) = D_2\left(P_\sigma(A) + \frac{\delta}{2}\right)\geq D_2\left(P_\sigma(A) + \frac{\epsilon}{2}\right)
\]

as the binary relative entropy is convex and \(\delta \geq \epsilon\) was assumed. With (24), we have

\[
\min_{\rho:\|\rho - \sigma\|_1\geq\epsilon} D(\rho\|\sigma)\geq \min_{A\subseteq\{1,\ldots, d\}} D_2\left(P_\sigma(A) + \frac{\epsilon}{2}\right)
\]

(25)
Now given any $A \subseteq \{1, \ldots, d\}$ such that $P_\sigma(A) + \frac{\epsilon}{2} \leq 1$ (otherwise $D_2(P_\sigma(A) + \frac{\epsilon}{2} \| P_\sigma(A)) = +\infty$ by convention), define a state $\tau \in D_d$ which commutes with $\sigma$ and has spectrum:

$$s_i(\tau) = \begin{cases} 
\frac{(P_\sigma(A) + \epsilon/2) s_i(\sigma)}{P_\sigma(A)} & \text{for } i \in A \\
\frac{(1 - P_\sigma(A) - \epsilon/2) s_i(\sigma)}{1 - P_\sigma(A)} & \text{else}
\end{cases}.
$$

(26)

Note that $\|\sigma - \tau\|_1 = \epsilon$ and $D(\tau||\sigma) = D_2(P_\sigma(A) + \frac{\epsilon}{2} \| P_\sigma(A))$, i.e., the lower bound in (25) is attained.

If there does not exist $\rho \in D_d$ such that $\|\rho - \sigma\|_1 = \delta$, with $\delta \geq \epsilon$, then the minimum on the l.h.s. of (22) is $+\infty$ by our convention. In this case, we also have $P_\sigma(A) + \frac{\epsilon}{2} > 1$ for all $A \subseteq \{1, \ldots, d\}$ and the minimum on r.h.s. of (22) is also $+\infty$ by convention. If we have $P_\sigma(A) + \frac{\epsilon}{2} < 1$ for some $A \subseteq \{1, \ldots, d\}$, we may construct a density matrix $\tau$ as in (26) s.t. $\|\tau - \sigma\|_1 = \delta$, a contradiction.

We define the function $\phi : [0, \frac{1}{2}] \to \mathbb{R}$ as

$$\phi(p) = \frac{1}{1 - 2p} \log \left( \frac{1 - p}{p} \right),
$$

(27)

extended continuously by $\phi(\frac{1}{2}) = 2$. Furthermore for any $\sigma \in D_d$, we define

$$\pi(\sigma) = \max_{A \subseteq \{1, \ldots, d\}} \min \{ P_\sigma(A), 1 - P_\sigma(A) \}.
$$

(28)

With essentially the same proof as given in Ref. 12 for the classical case, we obtain the following improvement on Pinsker’s inequality.

**Theorem 5.1 (State-dependent Pinsker’s Inequality).** For $\sigma, \rho \in D_d$, we have

$$D(\rho||\sigma) \geq \frac{\phi(\pi(\sigma))}{4} \|\rho - \sigma\|_1^2
$$

(29)

with $\phi$ as in (27) and $\pi(\sigma)$ as in (28). Moreover, this inequality is tight.

**Proof.** For convenience, set $\|\rho - \sigma\|_1 = \delta$. Then we have

$$D(\rho||\sigma) \geq \min_{\rho' \|\rho' - \sigma\|_1 \geq \delta} D(\rho'||\sigma) = \min_{A \subseteq \{1, \ldots, d\}} D_2 \left( P_\sigma(A) + \frac{\delta}{2} \| P_\sigma(A) \right)
$$

(30)

using Theorem 5.1. By Ref. 12 [Proposition 2.2] for $p \in [0, \frac{1}{2}]$ and $\epsilon \geq 0$, we have

$$D_2(p + \epsilon \|p \leq D_2(1 - p + \epsilon \|1 - p)
$$

so we may assume $P_\sigma(A) \leq \frac{1}{2}$ in (30). In Ref. 13 [Theorem 1] it is shown that for $p \in [0, \frac{1}{2}]$, we have

$$\inf_{\epsilon \in (0,1-p]} \frac{D_2(p + \epsilon \|p)}{\epsilon^2} = \phi(p)
$$

(31)

which implies

$$\min_{A \subseteq \{1, \ldots, d\}} D_2 \left( P_\sigma(A) + \frac{\delta}{2} \| P_\sigma(A) \right) \geq \min_{A \subseteq \{1, \ldots, d\}} \frac{\phi(P_\sigma(A))}{4} \|\rho - \sigma\|_1^2.
$$

By Ref. 12 [Proposition 2.4], the function $\phi$ is strictly decreasing. Thus, we have

$$\min_{A \subseteq \{1, \ldots, d\}} \frac{\phi(P_\sigma(A))}{4} = \frac{\phi(\pi(\sigma))}{4}
$$

which, after combining the previous inequalities, finishes the proof of (29). To show that the inequality is tight, we may again follow the proof of Ref. 12 [Proposition 2.1]. Let $B \subseteq \{1, \ldots, d\}$
be a subset such that \( \pi(\sigma) = P_\sigma(B) =: \rho \). Define a minimizing sequence \( \{\epsilon_i\}_{i \in \mathbb{N}} \) with \( \epsilon_i > 0 \) for the infimum (with respect to \( \rho \)) in (31), i.e., such that
\[
\lim_{i \to \infty} \frac{D_2(p + \epsilon_i\| \rho)}{\epsilon_i^2} = \phi(\rho).
\]

Next, define a sequence of states \( \rho_i \) that commute with \( \sigma \) and have spectrum,
\[
s_j(\rho_i) = \begin{cases} 
(1 - p) s_i(\sigma) / (1 - p) & \text{for } j \in B \\
(1 - p) / (1 - p) & \text{else}
\end{cases}
\]

One can check that \( \|\rho_i - \sigma\|_1 = 2\epsilon_i \) and \( D(\rho_i\| \sigma) = D_2(p + \epsilon_i\| \rho) \), from which we get:
\[
\lim_{i \to \infty} D(\rho_i\| \sigma) = \frac{\phi(\pi(\sigma))}{4}.
\]

In some cases, the bound can be made more explicit, as illustrated in the next corollary.

**Corollary 5.1.** Let \( \sigma, \rho \in \mathcal{D}_d \) be such that \( \|\sigma\|_\infty \geq \frac{1}{2} \). Then:
\[
D(\rho\| \sigma) \geq \frac{\phi(1 - 4\|\sigma\|_\infty)}{4}\|\rho - \sigma\|_1^2
\]  
(32)

**Proof.** In this case, it is clear that \( \pi(\sigma) = 1 - \|\sigma\|_\infty \).

Note that we have \( \phi(x) \to +\infty \) for \( x \to 0 \). Thus, there might be an arbitrary large improvement of (29) compared to usual Pinsker’s inequality (21). This happens for instance in Corollary 5.1 when \( \|\sigma\|_\infty \to 1 \), i.e., when \( \sigma \) converges to a pure state.

By applying the improved inequality (29) to Theorem 4.1, we obtain for quantum states \( \rho, \sigma \in \mathcal{D}_d \) and \( q \in [0,1] \),
\[
S((1 - q)\sigma + q\rho) - (1 - q)S(\sigma) - qS(\rho) \geq \max \left\{ q(1 - q^{c(\sigma)}) \frac{\phi(\pi(\sigma))}{4}\|\rho - \sigma\|_1^2, (1 - q)(1 - (1 - q)^{c(\sigma)}) \frac{\phi(\pi(\sigma))}{4}\|\rho - \sigma\|_1^2 \right\}
\]
with \( \phi \) as in (27) and \( \pi(\sigma) \) as in (28).

Even using this refinement of Pinsker’s inequality, some numerical experiments indicate that (20) is stronger for randomly generated states. From Corollary 5.1, we can expect, our bound to perform well if \( \sigma \) has a large eigenvalue and the smallest eigenvalue is as large as possible. Such states have spectrum of the form \( \left\{p, \frac{1}{d_1}, \ldots, \frac{1}{d_r}\right\}\). Indeed for \( \sigma \in \mathcal{D}_3 \) with spectrum \( (0.99, 0.0025, 0.0025, 0.0025, 0.0025) \) and \( q < 0.2 \) our bound performs better than (19) for randomly generated \( \rho \). However, even in this case, the improvement is not significant.

Still we can expect that Theorem 5.1 will find more applications, for instance improving the mixing time bounds. Such bounds have been derived from log-Sobolev inequalities in Ref. 2. The next theorem can be used to improve these results.

**Theorem 5.2.** Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a primitive Liouvillian with fixed point \( \sigma \) that satisfies
\[
D\left(e^{t\mathcal{L}}\rho\| \sigma\right) \leq e^{-2\alpha t}D(\rho\| \sigma)
\]  
(33)
for some \( \alpha > 0 \) and for all \( \rho \in \mathcal{D}_d \) and \( t \in \mathbb{R}^+ \). Then we have
\[
\|e^{t\mathcal{L}}(\rho) - \sigma\|_1 \leq 2e^{-\alpha t} \sqrt{\frac{\|\log(s_{\min}(\sigma))\|}{\phi(\pi(\sigma))}}
\]  
(34)
with \( \phi \) as in (27), \( \pi(\sigma) \) as in (28) and where \( s_{\min}(\sigma) \) is the smallest eigenvalue of \( \sigma \).

**Proof.** This is a direct consequence of (3) and (29).
VI. TENSOR PRODUCTS OF DEPOLARIZING CHANNELS

For a Liouvillian $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ generating the channel $T_\alpha = e^{t\mathcal{L}}$ and any $n \in \mathbb{N}$, we denote by $\mathcal{L}^{(n)} : \mathcal{M}_{d^n} \to \mathcal{M}_{d^n}$ the generator of the tensor-product semigroup $(T_\alpha)^{\otimes n}$, i.e., $\mathcal{L}^{(n)} := \sum_{i=1}^n \id_d^{(n-i)} \otimes \mathcal{L} \otimes \id_d^{(n-i)}$.

Here we study $\alpha_1(\mathcal{L}_{L_d}^{(n)})$ in the special case where $\sigma = \frac{1}{d^2}$. For simplicity, we denote the depolarizing Liouvillian onto $\sigma = \frac{1}{d^2}$ by $\mathcal{L}_d := \mathcal{L}_{\frac{1}{d^2}}$ and by $T_d = e^{t\mathcal{L}_d}$ the generated semigroup. In the case $d = 2$, it is known that $\alpha_1(\mathcal{L}_2^{(n)}) = 1$ for any $n \in \mathbb{N}$. It is, however, an open problem to determine this constant for any $d > 2$ and any $n \geq 2$. We will now show the inequality $\alpha_1(\mathcal{L}_d^{(n)}) \geq \frac{1}{2}$ for any $d \geq 2$ and $n \geq 1$, which is the best possible lower bound that is independent of the local dimension. Note that for $\sigma = \frac{1}{d^2}$ inequality (3) for the channel $(T_d)^{\otimes n}$ can be rewritten as the entropy production inequality,

$$S((T_d)^{\otimes n}(\rho)) \geq (1 - e^{-t})n \log(d) + e^{-t}S(\rho).$$

This inequality has been studied in Ref. 14 for the case where $d = 2$, for which, however, an incorrect proof was given. We will provide a proof of a more general statement, from which the claim $\alpha_1(\mathcal{L}_{\text{dep}}) \geq \frac{1}{2}$ readily follows by the previous discussion.

**Theorem 6.1.** For any $\sigma, \rho \in \mathcal{D}_d$ (not necessarily full rank), we have

$$S((T_d^{\sigma\otimes n})(\rho)) \geq e^{-t}S(\rho) + (1 - e^{-t})S(\sigma^{\otimes n}).$$

For the proof, we will need a special case of the quantum Shearer’s inequality. We will denote by $\rho \in \mathcal{D} (\mathbb{C}^{d_1} \otimes \mathbb{C}^{d_2} \otimes \cdots \otimes \mathbb{C}^{d_n})$ a multipartite density matrix (where the $d_i$ are the local dimensions of each tensor factor). Furthermore, we write $S(i_1, i_2, \ldots, i_k)_{\rho}$ for the entropy of the reduced density matrix $\rho$ on the tensor factors specified by the indices $i_1, i_2, \ldots, i_k$. Similarly, we write

$$S(i_1, \ldots, i_k|j_1, \ldots, j_l)_{\rho} = S(i_1, \ldots, i_k, j_1, \ldots, j_l)_{\rho} - S(j_1, \ldots, j_l)_{\rho}$$

for a conditional entropy. The proof of the quantum version of Shearer’s inequality is essentially the same as the proof given by Radhakrishnan and Llewellyn for the classical version (see Ref. 15). For convenience, we provide the full proof.

**Lemma 6.1** (Quantum Shearer’s inequality). Consider $t \in \mathbb{N}$ and a family $\mathcal{F} \subset 2^{\{1, \ldots, n\}}$ of subsets of $\{1, \ldots, n\}$ such that each $i \in \{1, \ldots, n\}$ is included in exactly $t$ elements of $\mathcal{F}$. Then for any $\rho \in \mathcal{D} (\mathbb{C}^{d_1} \otimes \mathbb{C}^{d_2} \otimes \cdots \otimes \mathbb{C}^{d_n})$, we have

$$S(1, 2, \ldots, n)_{\rho} \leq \frac{1}{t} \sum_{F \in \mathcal{F}} S(F)_{\rho}.$$  \hspace{1cm} (35)

**Proof.** For $F \subset \{1, \ldots, n\}$, denote its elements by $(i_1, \ldots, i_k)$, increasingly ordered. For any $\rho \in \mathcal{D} (\mathbb{C}^{d_1} \otimes \mathbb{C}^{d_2} \otimes \cdots \otimes \mathbb{C}^{d_n})$ we have

$$\sum_{j=1}^{\big|F\big|} S(i_j|\{1, \ldots, j-1\})_{\rho} = S(1)_{\rho} + S(1|2)_{\rho} + \cdots + S(1|F\setminus \{1, \ldots, j-1\})_{\rho} = S(i_1, i_2, \ldots, i_{|F|})_{\rho} = S(F)_{\rho},$$

where we used a telescopic sum trick. By strong subadditivity of entropy conditioning decreases the entropy. This implies

$$\sum_{j=1}^{\big|F\big|} S(i_j|1, 2, \ldots, j-1)_{\rho} \leq \sum_{j=1}^{\big|F\big|} S(i_j|1, \ldots, j-1)_{\rho} = S(F)_{\rho}.$$  \hspace{1cm} (36)
Now consider a family $F \subseteq 2^{\{1, \ldots, n\}}$ with the properties stated in the assumptions. Using (36) for the first inequality gives

$$\sum_{F \in F} S(F) \rho \geq \sum_{F \in F} \sum_{j=1}^{|F|} S(i_1, 2, \ldots, i_j - 1) \rho \geq \sum_{i=1}^{n} S(i, 1, 2, \ldots, i-1) \rho = t \sum_{i=1}^{n} S(i, 1, 2, \ldots, n) \rho.$$ \hspace{1cm} (37)

$$= t \sum_{i=1}^{n} S(i, 1, 2, \ldots, i-1) \rho = t S(1, 2, \ldots, n) \rho.$$ \hspace{1cm} (38)

Here we used the assumption that each $i \in \{1, \ldots, n\}$ is contained in exactly $t$ elements of $F$ and (36) in the special case of $F = \{1, \ldots, n\}$ for the final equality. \hspace{1cm} \square

Note that in the classical case, Shearer’s inequality is true under the weaker assumption that any $i \in \{1, \ldots, d\}$ is contained in at least $t$ elements of $F$. However, as the quantum conditional entropy might be negative, we have to use the stronger assumption to get the equality between (37) and (38) where $an \geq$ would be enough.

In the special case where $F = F_k := \{F \subseteq \{1, \ldots, n\} : |F| = k\}$ denotes the family of $k$-element subsets of $\{1, \ldots, n\}$ (i.e., every $i \in \{1, \ldots, d\}$ is contained in exactly $\binom{n-1}{k-1} = \frac{k}{n} \binom{n}{k}$ elements of $F_k$) the quantum Shearer inequality gives

$$\frac{k}{n} S(1, \ldots, n) \leq \frac{1}{\binom{n}{k}} \sum_{F \in F_k} S(F).$$ \hspace{1cm} (39)

This inequality was also proved in Ref. 18, but in a more complicated way and without mentioning the more general quantum Shearer’s inequality. It is also used as a lemma (with wrong proof) in Ref. 14, where the rest of the proof of their entropy production estimate is correct. The proof of Theorem 6.1 follows the same lines. For completeness, we will include the full proof here.

Proof of Theorem 6.1. In the following, we will abbreviate $\rho := e^{-t}$. For a subset $F \subseteq \{1, \ldots, n\}$, we denote by $\rho|_F$ the reduced density matrix on the tensor factors specified by $F$. Using this notation, we can write

$$(T_\tau^\sigma)^\otimes n(\rho) = \sum_{k=0}^{n} \sum_{F \in F_k} (1-p)^k p^{n-k} \left( \bigotimes_{\ell \in F} \sigma \otimes \rho|_{F^c} \right),$$

where $F^c = \{1, \ldots, n\} \setminus F$. Concavity of the von Neumann entropy implies

$$S((T_\tau^\sigma)^\otimes n(\rho)) \geq \sum_{k=0}^{n} \sum_{F \in F_k} (1-p)^k p^{n-k} (k S(\sigma) + S(F^c) \rho) \geq (1-p)n S(\sigma) + \sum_{k=0}^{n} \binom{n}{k} \frac{n-k}{n} (1-p)^k p^{n-k} S(\rho) = (1-p)S(\sigma^\otimes) + pS(\rho).$$

Here we used the elementary identity $\sum_{k=0}^{n} \binom{n}{k} (1-p)^k p^{n-k} k = (1-p)n$ and (39) for the $(n-k)$-element subsets $F^c$. \hspace{1cm} \square
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APPENDIX A: QUASI-CONCAVITY OF A QUOTIENT OF RELATIVE ENTROPIES

In this appendix, we will prove the quasi-concavity of the function \( y \mapsto q_y(x) \) for any \( x \in (0,1) \). As defined in (8), the function \( q_y : (0,1) \to \mathbb{R} \) denotes the continuous extension of \( x \mapsto \frac{D_2(y\|x)}{D_2(y\|y)} \). In the following, we consider \( f_x : [0,1] \to \mathbb{R} \) defined as \( f_x(y) = q_y(x) \) for any \( y \in (0,1) \) and with \( f_x(0) = f_x(1) = 1 \). It can be checked easily that \( f_x \) is continuous for any \( x \in (0,1) \). We have the following Lemma:

**Lemma A.1.** For any \( x \in (0,1) \) the function \( f_x : [0,1] \to \mathbb{R} \) given by \( f_x(y) = \frac{D_2(y\|x)}{D_2(y\|y)} \) for \( y \notin \{0,x,1\} \) and extended continuously by \( f_x(x) = 1 \) and \( f_x(0) = f_x(1) = 0 \) is quasi-concave.

**Proof.** Note that without loss of generality we can assume \( x \geq \frac{1}{2} \), as \( f_x(y) = f_{1-x}(1-y) \). By continuity, it is clear that there exists an \( m_f \in (0,1) \) (we can exclude the boundary points since \( f_x(x) > f_x(0) = f_x(1) \)) such that \( f_x(m_f) \) is the global maximum. By Ref. 7 [p. 99] it is sufficient to show that \( f_x \) is unimodal, i.e., that \( f_x \) is monotonically increasing on \([0,m_f]\) and monotonically decreasing on \((m_f,1]\). We will use the method of L'Hospital type rules for monotonicity developed in Refs. 19 and 20.

For any \( x \in (0,1) \) and \( y \in (0,1) \) with \( x \neq y \), we compute

\[
\begin{align*}
\partial_y D_2(y\|x) &= \log \left( \frac{y(1-x)}{x(1-y)} \right), \\
\partial_y \log \left( \frac{y(1-x)}{x(1-y)} \right) &= \frac{1}{y(1-y)}, \\
\partial_y D_2(x\|y) &= \log \left( \frac{x(1-y)}{y(1-x)} \right), \\
\partial_y \log \left( \frac{x(1-y)}{y(1-x)} \right) &= \frac{y(1-y)}{(1-x)^2 y^2},
\end{align*}
\]

and define

\[
\begin{align*}
g_x(y) &= \frac{\partial_y D_2(y\|x)}{\partial_y D_2(x\|y)} = \frac{\log \left( \frac{x(1-y)}{y(1-x)} \right)}{x-y}, \\
h_x(y) &= \frac{\partial_y \log \left( \frac{x(1-y)}{y(1-x)} \right)}{\partial_y \log \left( \frac{y(1-x)}{x(1-y)} \right)} = \frac{y(1-y)}{y^2 + x - 2yx},
\end{align*}
\]

where again \( g_x \) is extended continuously by \( g_x(0) = g_x(1) = 1 \) and \( g_x(x) = 1 \). As \( y \mapsto y^2 + x - 2yx \) has no real zeros for \( x \in (0,1) \), the rational function \( h_x \) is continuously differentiable on \((0,1)\). A straightforward calculation reveals that for \( x \geq \frac{1}{2} \) and on \((0,1)\), the derivative \( h_x' \) only vanishes in

\[
m_h = \begin{cases} 
\frac{x - \sqrt{x(1-x)}}{2x - 1} & \text{for } x > \frac{1}{2}, \\
\frac{1}{2} & \text{for } x = \frac{1}{2}
\end{cases}
\]

which has to be a maximum as \( h_x(0) = h_x(1) = 0 \). By the lack of further points with vanishing derivative, we have \( h_x'(y) < 0 \) for any \( y < m_h \) and also \( h_x'(y) > 0 \) for any \( y > m_h \). Note that \( m_h \leq x \) for any \( x \geq \frac{1}{2} \).

Consider first the interval \((x,1) \subset (0,1)\). For \( y \to x \) we have \( \log \left( \frac{x(1-y)}{y(1-x)} \right) \to 0 \) and \( \frac{y-x}{y(1-y)} \to 0 \). Also it is clear that \( y \mapsto \frac{x-y}{y(1-y)} \) does not change sign on the interval \((x,1)\). Therefore and by (A2), we see that the pair \( g_x \) and \( h_x \) satisfy the assumptions of Ref. 19 [Proposition 1.1.] and as \( h_x \) is decreasing we have that \( g_x'(y) < 0 \) for any \( y \in (x,1) \). We can use the same argument for the (possibly empty) interval \((m_h,x)\) where \( h_x \) is decreasing as well and obtain \( g_x'(y) < 0 \) for any \( y \in (m_h,x) \). By continuity of \( g_x \) in \( x \), we see that \( g_x \) is decreasing on \((m_h,x)\).

Note that in the case where \( x = \frac{1}{2} \), we can directly apply [Proposition 1.1.] to the remaining interval \((0,\frac{1}{2})\) where \( h_{1/2} \) is increasing. This proves \( g_{1/2}'(y) > 0 \) for any \( y \in (0,\frac{1}{2}) \). By continuity, \( m_{1/2} = \frac{1}{2} \) is the maximum point of \( g_{1/2} \). For \( x \neq \frac{1}{2} \), where the remaining interval is \((0,m_h)\), we apply the more general Proposition 2.1. in Ref. 20. It can be checked easily that the assumptions of this proposition are fulfilled for the pair \( g_x \) and \( h_x \). As for \( y \in (0,m_h) \), we have \( \frac{y-x}{y(1-y)} \frac{y^2+x-2yx}{(1-y)^2 y^2} < 0 \) and as \( h_x \) is increasing the proposition shows that \( g_x'(y) > 0 \) for any \( y \in (0,m_h) \) and \( g_x'(y) < 0 \) for any
\[ y \in (m_g, m_h). \text{ Here } m_g \in (0, m_h) \text{ denotes the maximum point of } g_x \text{ (note that a maximum } m_g \text{ has to exist due to continuity and } g_x(0) = g_x(1) = 0). \]

The previous argument shows that for any \( x \geq \frac{1}{2} \) there exists a point \( m_g \in (0, m_h) \subset (0, x] \) (we have \( m_g = m_h = \frac{1}{2} \) for \( x = \frac{1}{2} \)) such that \( g'_x(y) > 0 \) for \( y \in (0, m_g) \) and \( g'_x(y) < 0 \) for \( y \in (m_g, 1) \setminus \{x\} \). We can now repeat the above argument for the pair \( f_x \) and \( g_x \). This gives the existence of a point \( m_f \in (0, m_g) \) such that \( f'_x(y) > 0 \) for any \( y \in (0, m_f) \) and \( f'_x(y) < 0 \) for any \( y \in (m_f, 1) \setminus \{x\} \). By continuity in \( x \) this shows that the function \( f_x \) is unimodal and therefore quasi-concave.

\[ \square \]

**APPENDIX B: CONTINUOUS EXTENSION OF A QUOTIENT OF RELATIVE ENTROPIES**

In this section, we show that the function \( Q_{\rho, \sigma} : \mathcal{D}_d^+ \to \mathbb{R} \) as defined in (6) is indeed continuous. As \( Q_{\rho, \sigma} \) is clearly continuous in any point \( \rho \neq \sigma \) we have to prove the following:

**Lemma B.1.** For \( \sigma \in \mathcal{D}_d^+ \) and \( X \in \mathcal{M}_d \) with \( X = X^\dagger \), \( \text{tr}[X] = 0 \) and \( X \neq 0 \), we have

\[
\lim_{\epsilon \to 0} \frac{D(\sigma \| \sigma + \epsilon X)}{D(\sigma \| \sigma)} = 1.
\]

**Proof.** To show the claim, we will expand the relative entropy in terms of \( \epsilon \) up to second order. Observe that for \( \rho \in \mathcal{D}_d \) we have

\[
D(\rho \| \sigma) = \int_0^\infty \text{tr}\left[ \rho \left((\rho + t)^{-1} - (\sigma + t)^{-1}\right)\right] dt. \tag{B1}
\]

In the following, we assume \( \epsilon > 0 \) to be small enough such that \( \sigma + \epsilon X \in \mathcal{D}_d^+ \). To simplify the notation, we introduce \( A(t) := (\sigma + t)^{-1} \) and \( B(t) := (\sigma + \epsilon X + t)^{-1} \). Applying the recursive relation

\[ B(t) = -\epsilon B(t)XA(t) + A(t), \]

twice leads to

\[
B(t) - A(t) = -\epsilon B(t)XA(t)XA(t) + \epsilon^2 B(t)XA(t)XA(t)XA(t) - \epsilon A(t)XA(t)
= \epsilon^2 A(t)XA(t)XA(t)XA(t) - \epsilon A(t)XA(t) + O(\epsilon^3).
\]

Inserting this into (B1) gives

\[
D(\sigma \| \sigma + \epsilon X) = \int_0^\infty \text{tr}\left[ \epsilon \sigma A(t)XA(t)XA(t) - \epsilon^2 \sigma A(t)X A(t)XA(t) + O(\epsilon^3)\right] dt \tag{B2}
\]

and

\[
D(\sigma + \epsilon X \| \sigma) = \int_0^\infty \text{tr}\left[ -\epsilon \sigma A(t)XA(t) + \epsilon^2 \sigma A(t)X A(t)XA(t) - \epsilon^2 XA(t)XA(t) + O(\epsilon^3)\right] dt. \tag{B3}
\]

As \([A(t), \sigma] = 0\), we can diagonalize these operators in the same orthonormal basis \( \{|i\}\subset \mathbb{C}^d \), which leads to

\[
\int_0^\infty \text{tr}\left[ \sigma A(t)XA(t) \right] dt = \sum_{i=1}^d \langle i|X|i\rangle \int_0^\infty \frac{s_i}{(s_i + t)^2} dt = \sum_{i=1}^d \langle i|X|i\rangle = 0, \tag{B4}
\]

where \( \{s_i\}_{i=1}^d \) denotes the spectrum of \( \sigma \). Note that again by diagonalizing \( \sigma \) and \( A(t) \) in the same basis, we have
The last equality follows from the fact that the expression in (B6) clearly changes its sign when \( s_i \) and \( s_j \) are exchanged. This is only possible if the value of the integral (B5) vanishes. Rearranging the integral (B5) gives

\[
\int_0^\infty \text{tr}\left[ (2\sigma A(t) - \mathbb{1}) (X A(t) X A(t)) \right] dt = \int_0^\infty \text{tr}\left[ -\sigma A(t) X A(t) X A(t) + X A(t) X A(t) \right] dt.
\] (B7)

Finally applying (B4) and (B7) to the formulas for the relative entropies (B2) and (B3) gives

\[
\frac{D(\sigma||\sigma + cX)}{D(\sigma + cX||\sigma)} = \frac{c + O(\epsilon)}{c + O(\epsilon)} \to 1
\]

as \( \epsilon \to 0 \). Here, \( c := \int_0^\infty \text{tr}\left[ \sigma A(t) X A(t) X A(t) \right] dt > 0 \) as \( \sigma, A(t) > 0 \) for any \( t \in [0, \infty) \) and \( X \neq 0 \) is Hermitian. \( \square \)

21. A Liouvillian is primitive if, and only if, it has a unique full rank fixed point \( \sigma \) and for any \( \rho \in \mathcal{D}_n^+ \), we have \( e^tE(\rho) \to \sigma \) as \( t \to \infty \).
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Sandwiched Rényi Convergence for Quantum Evolutions

D. Stilck França, A. Müller-Hermes

We study the convergence of quantum dynamical semigroups under sandwiched Rényi diver-
gences. We derive expressions for the optimal convergence rates and relate these to other
essential constants related to the convergence of semigroups, such as the spectral gap and the
logarithmic Sobolev constant. These connections allow us to derive mixing time bounds from
logarithmic Sobolev inequalities without any further assumptions and obtain bounds on the
classical capacity of these semigroups as a function of time. Moreover, we combine these re-
sults with other results in the literature to obtain the first bounds on the capacity of stabilizer
Hamiltonians under thermal noise.

B.1.1 Main Results

Let \(L : \mathcal{M}_d \to \mathcal{M}_d\) be a primitive Liouvillian with full rank stationary state \(\sigma \in \mathcal{D}_d^+\). We will
denote the \(p\)-sandwiched Rényi divergence \([6, 7]\) by \(D^p_\mathrm{wr}(\cdot \Vert \cdot)\), the \(p\)-Dirichlet form by \(E^p_\mathcal{L}\) and
the noncommutative \(l_p\)-norm with respect to \(\sigma\) by \(\|X\|_{p,\sigma}\) for \(p \in [1, \infty]\).

**Theorem B.1.1 (Entropy Production for Sandwiched Rényi Divergences).** Let \(L : \mathcal{M}_d \to \mathcal{M}_d\)
be as above, \(p \geq 1\) and \(\beta_p(\mathcal{L})\) be the largest constant such that
\[
D^p_\mathrm{wr}(e^{t \mathcal{L}^\star}(\rho) \Vert \sigma) \leq e^{-2\beta t} D^p_\mathrm{wr}(\rho \Vert \sigma) \quad (B.1)
\]
holds for all \(t \geq 0\) and \(\rho \in \mathcal{D}_d\). Define \(\kappa_p(X) = \frac{1}{p-1} \|X\|_{p,\sigma}^p \log \left(\frac{\|X\|_{p,\sigma}}{\|X\|_{1,\sigma}}\right)\) for \(X \in \mathcal{M}_d^+\). Then
we have
\[
\beta_p(\mathcal{L}) \inf \left\{ \frac{E^p_\mathcal{L}(X)}{\kappa_p(X)} : X \in \mathcal{M}_d, X > 0 \right\}.
\]

The theorem follows from reformulating Equation (B.1) as a differential inequality for some
fixed state and then optimizing over all initial states. It is known \([8, 36]\) that under technical
conditions known as \(l_p\)-regularity, one can relate the convergence in the \(1\)-divergence to other
convergence constants related to the semigroup, such as the logarithmic Sobolev constant and
the spectral gap. The same holds here but without any extra technical assumptions.

**Theorem B.1.2 (Comparison of Constants).** Let \(L : \mathcal{M}_d \to \mathcal{M}_d\) be as before and denote its
logarithmic Sobolev constant by \(\alpha_2(\mathcal{L})\) and its spectral gap by \(\lambda(\mathcal{L})\). Then
\[
\lambda(\mathcal{L}) \geq \beta_2(\mathcal{L}) \geq \frac{\alpha_2(\mathcal{L})}{2} \quad (B.2)
\]

Both the upper and the lower bound in Equation (B.2) follow from showing relations between
the functionals used in the definition of the involved constants. We show \(\text{Var}_{2,\sigma}(X) \geq \kappa_2(X) \geq
2^{-1}\text{Ent}_{2,\sigma}(X)\), from which the claim follows.

B.1.2 Applications

One of the main applications of this framework is to derive mixing time bounds directly from
LS inequalities, something which was only possible under extra technical assumptions before.

**Theorem B.1.3 (Mixing time bounds).** Let \(L : \mathcal{M}_d \to \mathcal{M}_d\) be a primitive Liouvillian with
stationary state \(\sigma \in \mathcal{D}_d^+\). Then
\[
t_1(\varepsilon) \leq \frac{1}{2\beta_2(\mathcal{L})} \log \left(\frac{2\log(\|\sigma^{-1}\|_{\infty})}{\varepsilon^2}\right)
\]
and

\[ t_1(\epsilon) \leq \frac{1}{\alpha_2(\xi)} \log \left( \frac{2 \log \left( \frac{1}{\epsilon} \right)}{\epsilon^2} \right). \]

The theorem follows from applying Pinsker’s inequality to the convergence bound in Equation (B.1) and combining this with the relations of the constants given in (B.2).

We can also explore the connection between sandwiched Rényi divergences and bounds on the classical capacity of quantum channels [7], tensorization results for logarithmic Sobolev inequalities [57] and estimates on spectral gaps of semigroups [10] to obtain the first estimates on the classical capacity of stabilizer Hamiltonians under thermal noise. To this end, we model thermal noise with Davies generators. Here we specialize in the case of the 2D-toric code, a widely studied stabilizer code.

**Theorem B.1.4.** Let \( H \) be the stabilizer Hamiltonian of the 2D toric code on a \( N \times N \) lattice and \( L_\beta \) be its Davies generator at inverse temperature \( \beta > 0 \). Then the classical capacity \( C(e^{t L_\beta}) \) is bounded by

\[
C(e^{t L_\beta}) \leq (2N^2 + 2N + 1 + \log(2)4\beta N(N + 1)) e^{-r(\beta,N)t},
\]

with

\[
r(\beta,N) = \frac{e^{-8\beta}}{6((10N^2 + 10N + 5) \log(2) + 4\beta N(N + 1)) + 66}.
\]

Moreover, this is a bound in the strong converse sense.

### B.1.3 Individual Contribution

I am the principal author of this article. The project’s idea was motivated by discussions between Alexander Müller-Hermes and me. After our work on computing optimal convergence rates for depolarizing channels, we were looking for technical tools that could simplify such computations. Noticing many similarities in the expressions involved in the definitions of sandwiched Rényi divergences and logarithmic Sobolev inequalities, I proposed to further investigate these similarities and try to find deeper connections. I was responsible for making all the relevant computations of derivatives necessary to define the \( \beta_p \) constants, which are essentially the results of sections 3.1 and 3.2, and showing how they can be used to characterize the convergence of semigroups. I also did all the computations in section 3.3. I first proved Theorem B.1.2 for the case \( p = 2 \) and A. Müller-Hermes was responsible for proving the more general version of this statement found in the article (Theorem 4.1 and Theorem 4.3 in the article). My version of the proof that the spectral gap is an upper bound on \( \beta_2 \) is contained in Theorem 4.2. I was responsible for formulating the applications to mixing times and proving the discrete version of the convergence bounds in section 5, although their derivation from the results of the previous chapters was immediately clear to both of us. The converse bound relating the \( l_2 \) mixing time and \( \beta_2 \) in Theorem 5.3 was also formulated and proved by me. I was also responsible for proving the mixing time bounds for random Pauli channels in Corollary 5.3. The idea to use these convergence bounds to obtain bounds on classical capacities was inspired by our previous article also included in this dissertation, where we use similar techniques. I was responsible for showing the bounds on the classical capacity of stabilizer Hamiltonians. I proved the bounds on their smallest eigenvalue, such as in Lemma 7.1, and searched the literature for bounds on spectral gaps. Moreover, I made the first version of all plots, and A. Müller-Hermes then improved them. I wrote all sections of the paper, excluding Appendix A, Theorem 4.1 and Theorem 4.3.
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We study the speed of convergence of a primitive quantum time evolution towards its fixed point in the distance of sandwiched Rényi divergences. For each of these distance measures the convergence is typically exponentially fast and the best exponent is given by a constant (similar to a logarithmic Sobolev constant) depending only on the generator of the time evolution. We establish relations between these constants and the logarithmic Sobolev constants as well as the spectral gap. An important consequence of these relations is the derivation of mixing time bounds for time evolutions directly from logarithmic Sobolev inequalities without relying on notions like \(l_p\)-regularity. We also derive strong converse bounds for the classical capacity of a quantum time evolution and apply these to obtain bounds on the classical capacity of some examples, including stabilizer Hamiltonians under thermal noise.
1 Introduction

Consider a quantum system affected by Markovian noise modeled by a quantum dynamical semigroup $T_t$ (with time parameter $t \in \mathbb{R}^+$) driving every initial state towards a unique full rank state $\sigma$. Using the framework of logarithmic Sobolev inequalities as introduced in [1, 2] the speed of the convergence towards the fixed point can be studied. Specifically, the $\alpha_1$-logarithmic Sobolev constant (see [1, 2]) is the optimal exponent $\alpha \in \mathbb{R}^+$ such that the inequality

$$D(T_t(\rho)\|\sigma) \leq e^{-2\alpha t} D(\rho\|\sigma)$$

holds for the quantum Kullback-Leibler divergence, given by $D(\rho\|\sigma) = \text{tr} [\rho (\ln(\rho) - \ln(\sigma))]$, for all $t \in \mathbb{R}^+$ and all states $\rho$.

The framework of logarithmic Sobolev constants is closely linked to properties of non-commutative $l_p$-norms, and specifically to hypercontractivity [1, 2]. Noncommutative $l_p$-norms also appeared recently in the definition of generalized Rényi divergences (so called “sandwiched Rényi divergences” [3, 4]). It is therefore natural to study the relationship between logarithmic Sobolev inequalities and noncommutative $l_p$-norms more closely. The approach used here is to define constants (which we call $\beta_p$ for a parameter $p \in [1, \infty)$), which resemble the logarithmic Sobolev constants, but where the distance measure is a sandwiched Rényi divergence instead of the quantum Kullback-Leibler divergence. More specifically, the constants $\beta_p$ will be the optimal exponents such that inequalities of the form (1) hold for the sandwiched Rényi divergences $D_p$, given by

$$D_p(\rho\|\sigma) = \begin{cases} \frac{1}{p-1} \ln \left( \text{tr} \left( \left[ \frac{1-p}{\sigma - \rho} \rho \frac{1-p}{\sigma - \rho} \right]^p \right) \right) & \text{if } \ker(\sigma) \subseteq \ker(\rho) \text{ or } p \in (0, 1) \\ +\infty, & \text{otherwise,} \end{cases}$$

instead of the quantum Kullback-Leibler divergence $D$.

Our main results are two-fold:

- We derive inequalities between the new $\beta_p$ and other quantities such as logarithmic Sobolev constants and the spectral gap of the generator of the time evolution. These inequalities not only reveal basic properties of the $\beta_p$, but can also be used as a technical tool to strengthen results involving logarithmic Sobolev constants.

- We apply our framework to derive bounds on the mixing time of quantum dynamical semigroups. Using the interplay between the $\beta_p$ and the logarithmic Sobolev constants we show how to derive a mixing time bound with the same scaling as that of the one derived in [2] directly from a logarithmic Sobolev constant. Previously, this was only known under the additional assumption of $l_p$-regularity (see [2]) of the generator or for the $\alpha_1$-logarithmic Sobolev constant. It is still an open question whether $l_p$-regularity holds for all primitive generators.

As an additional application of our methods we derive time-dependent strong converse bounds on the classical capacity of a quantum dynamical semigroup. We apply these to some examples of systems under thermal noise. These include stabilizer Hamiltonians, such as the 2D toric code, and a truncated harmonic oscillator. To the best of our knowledge, these are the first bounds available on the classical capacity of these channels. We also apply our bound to depolarizing channels, whose classical capacity is known [5], to benchmark our findings.
2 Notation and Preliminaries

Throughout this paper $\mathcal{M}_d$ will denote the space of $d \times d$ complex matrices. We will denote by $\mathcal{D}_d$ the set of $d$-dimensional quantum states, i.e. positive semi-definite matrices $\rho \in \mathcal{M}_d$ with trace 1. By $\mathcal{M}_d^+$ we denote the set of positive definite matrices and by $\mathcal{D}_d^+ = \mathcal{M}_d^+ \cap \mathcal{D}_d$ the set of full rank states.

In [3, 4] the following definition of sandwiched quantum Rényi divergences was proposed:

**Definition 2.1** (Sandwiched $p$-Rényi divergence). Let $\rho, \sigma \in \mathcal{D}_d$. For $p \in (0, 1) \cup (1, \infty)$, the **sandwiched $p$-Rényi divergence** is defined as:

$$D_p(\rho\|\sigma) = \begin{cases} \frac{1}{p-1} \ln \left( \frac{\rho^{\frac{1}{p}} \sigma^{\frac{1}{p}} \rho^{\frac{1}{p}}}{\rho^{\frac{1}{p}} \sigma^{\frac{1}{p}}} \right)^p & \text{if } \ker(\sigma) \subseteq \ker(\rho) \text{ or } p \in (0, 1) \\ +\infty, & \text{otherwise} \end{cases}$$

(3)

where $\ker(\sigma)$ is the kernel of $\sigma$.

Note that we are using a different normalization than in [3, 4], which is more convenient for our purposes. The logarithm in our definition is in base $e$, while theirs is in base 2. When we write log in later sections we will mean the logarithm in base 2.

Taking the limit $p \to 1$ gives the usual quantum Kullback-Leibler divergence [6]

$$\lim_{p \to 1} D_p(\rho\|\sigma) = D(\rho\|\sigma) := \begin{cases} \frac{1}{p-1} \ln(\rho(\ln(\rho) - \ln(\sigma))) & \text{if } \ker(\sigma) \subseteq \ker(\rho) \\ +\infty, & \text{otherwise} \end{cases}$$

Similarly by taking the limit $p \to \infty$ we obtain the max-relative entropy [3, Theorem 5]

$$\lim_{p \to \infty} D_p(\rho\|\sigma) = D_\infty(\rho\|\sigma) = \ln \left( \|\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\|_\infty \right).$$

The sandwiched Rényi divergences increase monotonically in the parameter $p \geq 1$ (see [7, Theorem 7]) and we have

$$D(\rho\|\sigma) = D_1(\rho\|\sigma) \leq D_p(\rho\|\sigma) \leq D_q(\rho\|\sigma) \leq D_\infty(\rho\|\sigma).$$

(4)

for any $q \geq p \geq 1$ and all $\rho, \sigma \in \mathcal{D}_d$. Next we state two simple consequences of this ordering, which will be useful later.

**Lemma 2.1.** For $\sigma \in \mathcal{D}_d^+$ and $p \in [1, +\infty)$

$$\sup_{\rho \in \mathcal{D}_d} D_p(\rho\|\sigma) = \ln \left( \|\sigma^{-1}\|_\infty \right).$$

(5)

**Proof.** Using (4) for $\rho \in \mathcal{D}_d$ we have

$$D_p(\rho\|\sigma) \leq D_\infty(\rho\|\sigma) = \ln \left( \|\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\|_\infty \right) \leq \ln \left( \|\sigma^{-1}\|_\infty \right).$$

Here we used that any quantum state $\rho \in \mathcal{D}_d$ fulfills $\rho \leq 1_d$. Clearly, choosing $\rho = |v_{\min}\rangle\langle v_{\min}|$ for an eigenvector $|v_{\min}\rangle \in \mathbb{C}^d$ corresponding to the eigenvalue $\|\sigma^{-1}\|_\infty$ of $\sigma^{-1}$ achieves equality in the previous bound.

\[\square\]
Using (4) together with the well-known Pinsker inequality [8, Theorem 3.1] for the quantum Kullback-Leibler divergence we have
\[
\frac{1}{2} \| \sigma - \rho \|_1^2 \leq D(\rho \| \sigma) \leq D_p(\rho \| \sigma)
\]
for any \( p \geq 1 \) and all \( \rho, \sigma \in \mathcal{D}_d \). The constant \( \frac{1}{2} \) has been shown to be optimal in the classical case (see [9]), i.e. restricting to \( \rho \) that commute with \( \sigma \), and is therefore also optimal here.

2.1 Noncommutative \( l_p \)-spaces

In the following \( \sigma \in \mathcal{D}_d^+ \) will denote a full rank reference state. For \( p \geq 1 \) we define the noncommutative \( p \)-norm with respect to \( \sigma \) as
\[
\| X \|_{p,\sigma} = \left( \text{tr} \left[ \left( \sigma^{\frac{1}{2}} X \sigma^{\frac{1}{2}} \right)^p \right] \right)^{\frac{1}{p}}
\]
for any \( X \in \mathcal{M}_d \). The space \( (\mathcal{M}_d, \| \cdot \|_{p,\sigma}) \) is called a (weighted) noncommutative \( l_p \)-space. For a linear map \( \Phi : \mathcal{M}_d \rightarrow \mathcal{M}_d \) and \( p, q \geq 1 \) we define the noncommutative \( p \rightarrow q \)-norm with respect to \( \sigma \) as
\[
\| \Phi \|_{p \rightarrow q,\sigma} = \sup_{Y \in \mathcal{M}_d} \frac{\| \Phi(Y) \|_{q,\sigma}}{\| Y \|_{p,\sigma}}.
\]
We introduce the weighting operator \( \Gamma_\sigma : \mathcal{M}_d \rightarrow \mathcal{M}_d \) as
\[
\Gamma_\sigma(X) = \sigma^{\frac{1}{2}} X \sigma^{\frac{1}{2}}.
\]
For powers of the weighting operator we set
\[
\Gamma_p^\sigma(X) = \sigma^{\frac{p}{2}} X \sigma^{\frac{p}{2}}
\]
for \( p \in \mathbb{R} \) and \( X \in \mathcal{M}_d \). We define the so called power operator \( I_{p,q} : \mathcal{M}_d \rightarrow \mathcal{M}_d \) as
\[
I_{p,q}(X) = \Gamma_\sigma^{-\frac{1}{p}} \left( \left( \Gamma_\sigma^{\frac{1}{q}}(X) \right)^{\frac{1}{p}} \right)
\]
for \( X \in \mathcal{M}_d \). It can be verified that
\[
\| I_{p,q}(X) \|_{p,\sigma} = \| X \|_{q,\sigma}^{\frac{q}{p}}
\]
for any \( X \in \mathcal{M}_d \). As in the commutative theory, the noncommutative \( l_2 \)-space turns out to be a Hilbert space, where the weighted scalar product is given by
\[
\langle X, Y \rangle_\sigma = \text{tr} \left[ \Gamma_\sigma \left( X^\dagger Y \right) \right]
\]
for \( X, Y \in \mathcal{M}_d \). With the above notions we can express the sandwiched \( p \)-Rényi divergence (3) for \( p > 1 \) in terms of a noncommutative \( l_p \)-norm as
\[
D_p(\rho \| \sigma) = \frac{1}{p-1} \ln \left( \| \Gamma_\sigma^{-1}(\rho) \|_{p,\sigma}^p \right).
\]
For a state \( \rho \in \mathcal{D}_d \) the positive matrix \( \Gamma_\sigma^{-1}(\rho) \in \mathcal{M}_d \) is called the relative density of \( \rho \) with respect to \( \sigma \). Note that any \( X \geq 0 \) with \( \| X \|_{1,\sigma} = 1 \) can be written as \( X = \Gamma_\sigma^{-1}(\rho) \) for some state \( \rho \in \mathcal{D}_d \). We will simply call operators \( X \geq 0 \) that satisfy \( \| X \|_{1,\sigma} = 1 \) relative densities when the reference state is clear.

We refer to [1, 2] and references therein for proofs and more details about the concepts introduced in this section.
2.2 Quantum dynamical semigroups

A family of quantum channels, i.e. trace-preserving completely positive maps, \(\{T_t\}_{t \in \mathbb{R}_0^+}\), \(T_t : \mathcal{M}_d \to \mathcal{M}_d\), parametrized by a non-negative parameter \(t \in \mathbb{R}_0^+\), is called a quantum dynamical semigroup if \(T_0 = \text{id}_d\) (the identity map in \(d\) dimensions), \(T_{t+s} = T_t \circ T_s\) for any \(s, t \in \mathbb{R}_0^+\) and \(T_t\) depends continuously on \(t\). Any quantum dynamical semigroup can be written as \(T_t = e^{tL}\) (see \([10, 11]\)) for a Liouvillian \(L : \mathcal{M}_d \to \mathcal{M}_d\) of the form

\[
L(X) = S(X) - \kappa X - X\kappa^\dagger,
\]

where \(\kappa \in \mathcal{M}_d\) and \(S : \mathcal{M}_d \to \mathcal{M}_d\) is completely positive such that \(S^*(\mathbb{1}_d) = \kappa + \kappa^\dagger\), where \(S^*\) is the adjoint of \(S\) with respect to the Hilbert-Schmidt scalar product. We will also deal with tensor powers of semigroups. For a quantum dynamical semigroup \(\{T_t\}_{t \in \mathbb{R}_0^+}\) with Liouvillian \(L\) we denote by \(L^{(n)}\) the Liouvillian of the quantum dynamical semigroup \(\{T_t^{(n)}\}_{t \in \mathbb{R}_0^+}\).

In the following we will consider quantum dynamical semigroups having a full rank fixed point \(\sigma \in \mathcal{D}_d^+\), i.e. the Liouvillian generating the semigroup fulfills \(L(\sigma) = 0\) (implying that \(e^{tL}(\sigma) = \sigma\) for any time \(t \in \mathbb{R}_0^+\)). We call a quantum dynamical semigroup (or the Liouvillian generator) primitive if it has a unique full rank fixed point \(\sigma\). In this case for any initial state \(\rho \in \mathcal{D}_d\) we have \(\rho_t = e^{tL}(\rho) \to \sigma\) as \(t \to \infty\) (see \([12, \text{Theorem 14}]\)).

The notion of primitivity can also be defined for discrete semigroups of quantum channels. For a quantum channel \(T : \mathcal{M}_d \to \mathcal{M}_d\) we will sometimes consider the discrete semigroup \(\{T^n\}_{n \in \mathbb{N}}\). Similar to the continuous case we will call this semigroup (or the channel \(T\)) primitive if there is a unique full rank state \(\sigma \in \mathcal{D}_d^+\) with \(\lim_{n \to \infty} T^n(\rho) = \sigma\) for any \(\rho \in \mathcal{D}_d\). We refer to \([12]\) for other characterizations of primitive channels and sufficient conditions for primitivity.

To study the convergence of a primitive semigroup to its fixed point \(\sigma\) we introduce the time evolution of the relative density \(X_t = \Gamma_\sigma^{-1}(\rho_t)\). For any Liouvillian \(L : \mathcal{M}_d \to \mathcal{M}_d\) with full rank fixed point \(\sigma \in \mathcal{D}_d^+\) define

\[
\hat{L} = \Gamma_\sigma^{-1} \circ L \circ \Gamma_\sigma
\]

(11)
to be the generator of the time evolution of the relative density. Indeed it can be checked that

\[
X_t = \Gamma_\sigma^{-1}\left(e^{tL}(\rho)\right) = e^{t\hat{L}}(X)
\]

for any state \(\rho \in \mathcal{D}_d\) and relative density \(X = \Gamma_\sigma^{-1}(\rho)\). Note that \(\|X_t\|_{1, \sigma} = \|X\|_{1, \sigma} = 1\) for all \(t \in \mathbb{R}_0^+\). Clearly the semigroup generated by \(\hat{L}\) is completely positive and unital, but it is not trace-preserving in general. In the special case where

\[
\Gamma_\sigma^{-1} \circ L \circ \Gamma_\sigma = L^*,
\]

(12)
the map \(\hat{L}\) generates the adjoint of the initial semigroup, i.e. the corresponding time evolution in Heisenberg picture. A semigroup fulfilling (12) is called reversible (or said to fulfill detailed balance), and in this case the Liouvillian \(\hat{L}\) is a Hermitian operator w.r.t. the \(\sigma\)-weighted scalar product. We again refer to \([2, 1]\) for more details on these topics. For discrete semigroups we similarly set \(\hat{T} = \Gamma_\sigma^{-1} \circ T \circ \Gamma_\sigma\).

One important class of semigroups are Davies generators, which describe a system weakly coupled to a thermal bath under an appropriate approximation \([13]\). Describing
them in detail goes beyond the scope of this article and here we will only review their most basic properties. We refer to \cite{14, 15, 16} for more details.

Suppose that we have a system of dimension $d$ weakly coupled to a thermal bath of dimension $d_B$ at inverse inverse temperature $\beta > 0$. Consider a Hamiltonian $H_{\text{tot}} \in \mathcal{M}_d \otimes \mathcal{M}_{d_B}$ of the system and the bath of the form

$$H_{\text{tot}} = H \otimes 1_B + 1_S \otimes H_B + H_I,$$

where $H \in \mathcal{M}_d$ is the Hamiltonian of the system, $H_B \in \mathcal{M}_{d_B}$ of the bath and $H_I = \sum_\alpha S^\alpha B^\alpha \in \mathcal{M}_d \otimes \mathcal{M}_{d_B}$. (13)

describes the interaction between the system and the bath. Here the operators $S^\alpha$ and $B^\alpha$ are self-adjoint. Let $\{\lambda_k\}_{k \in [d]}$ be the spectrum of the Hamiltonian $H$. We then define the Bohr-frequencies $\omega_{i,j}$ to be given by the differences of eigenvalues of $H$, that is, $\omega_{i,j} = \lambda_i - \lambda_j$ for different values of $\lambda$. We will drop the indices on $\omega$ from now on to avoid cumbersome notation, as is usually done. Moreover, we introduce operators $S^\alpha(\omega)$ which are the Fourier components of the coupling operators $S^\alpha$ and satisfy

$$e^{iHt}S^\alpha(\omega)e^{-iHt} = \sum_\omega S^\alpha(\omega)e^{i\omega t}.$$

The canonical form of the Davies generator at inverse temperature $\beta > 0$ in the Heisenberg picture, $\mathcal{L}_\beta^*$, is then given by

$$\mathcal{L}_\beta^*(X) = i[H, X] + \sum_{\omega, \alpha} \mathcal{L}_{\omega, \alpha}^*(X),$$

where

$$\mathcal{L}_{\omega, \alpha}^*(X) = G^\alpha(\omega) \left( S^\alpha(\omega)^\dagger XS^\alpha(\omega) - \frac{1}{2} \{S^\alpha(\omega)^\dagger S^\alpha(\omega), X\} \right).$$

Here $\{X, Y\} = XY + YX$ is the anticommutator and $G^\alpha : \mathbb{R} \to \mathbb{R}$ are the transition rate functions. Their form depends on the choice of the bath model \cite{15}. For our purposes it will be enough to assume that these are functions that satisfy the KMS condition \cite{17}, that is, $G^\alpha(-\omega) = G^\alpha(\omega)e^{-\beta\omega}$. Although this presentation of the Davies generators is admittedly very short, for our purposes it will be enough to note that under some assumptions on the operators $S^\alpha(\omega)$ \cite{18, 19} and on the transition rate functions, the semigroup generated by $\mathcal{L}_\beta$ converges to the thermal state $\frac{e^{-\beta H}}{tr(e^{-\beta H})}$ and is reversible \cite{17}. In the examples considered here this will always be the case.

### 2.3 Logarithmic Sobolev inequalities and the spectral gap

To study hypercontractive properties and convergence times of primitive quantum dynamical semigroups the framework of logarithmic Sobolev inequalities has been developed in \cite{1, 2}. Here we will briefly introduce this theory. For more details and proofs see \cite{1, 2} and the references therein.

We define the operator valued relative entropy (for $p > 1$) of $X \in \mathcal{M}_d^+$ as

$$S_p(X) = -p \frac{d}{ds} I_{p+s,p}(X) |_{s=0}. \quad (14)$$

With this we can define the $p$-relative entropy:
Definition 2.2 (p-relative entropy). For any full rank $\sigma \in \mathcal{M}_{d}^{+}$ and $p > 1$ we define the \textbf{p-relative entropy} of $X \in \mathcal{M}_{d}^{+}$ as

$$\text{Ent}_{p,\sigma}(X) = \langle I_{q,p}(X), S_{p}(X) \rangle_{\sigma} - \|X\|_{p,\sigma}^{p} \ln (\|X\|_{p,\sigma}),$$

where $\frac{1}{q} + \frac{1}{p} = 1$. For $p = 1$ we can consistently define

$$\text{Ent}_{1,\sigma}(X) = \text{tr} [\Gamma_{\sigma}(X) (\ln (\Gamma_{\sigma}(X)) - \ln(\sigma))].$$

by taking the limit $p \to 1$.

The $p$-relative entropy is not a divergence in the information-theoretic sense (e.g. it is not contractive under quantum channels). It was originally introduced to study hypercontractive properties of semigroups in [1], where they also show it is positive for positive operators. There is however a connection to the quantum relative entropy as

$$\text{Ent}_{p,\sigma}(I_{p,1}(\Gamma_{\sigma}^{-1}(\rho))) = \frac{1}{p} D(\rho || \sigma).$$

As a special case of the last equation we have

$$\text{Ent}_{1,\sigma}(\Gamma_{\sigma}^{-1}(\rho)) = D(\rho || \sigma).$$

We may also use it to obtain an expression for $\text{Ent}_{2,\sigma}$:

$$\text{Ent}_{2,\sigma}(X) = \text{tr} \left[ \left( \Gamma_{\sigma}^{1/2}(X) \right)^{2} \ln \left( \frac{\Gamma_{\sigma}^{1/2}(X)}{\|X\|_{2,\sigma}} \right) \right] - \frac{1}{2} \text{tr} \left[ \left( \Gamma_{\sigma}^{1/2}(X) \right)^{2} \ln(\sigma) \right].$$

We also need Dirichlet forms to define logarithmic Sobolev inequalities:

Definition 2.3 (Dirichlet form). Let $\mathcal{L} : \mathcal{M}_{d} \to \mathcal{M}_{d}$ be a Liouvillian with full rank fixed point $\sigma \in \mathcal{D}_{d}^{+}$. For $p > 1$ we define the \textbf{$p$-Dirichlet form} of $X \in \mathcal{M}_{d}^{+}$ as

$$\mathcal{E}_{p}^{\mathcal{L}}(X) = -\frac{p}{2(p-1)} \langle I_{q,p}(X), \hat{\mathcal{L}}(X) \rangle_{\sigma},$$

where $\frac{1}{p} + \frac{1}{q} = 1$ and $\hat{\mathcal{L}} = \Gamma_{\sigma}^{-1} \circ \mathcal{L} \circ \Gamma_{\sigma}$ denotes the generator of the time evolution of the relative density (cf. (11)). For $p = 1$ we may take the limit $p \to 1$ and consistently define the $1$-Dirichlet form by

$$\mathcal{E}_{1}^{\mathcal{L}}(X) = -\frac{1}{2} \text{tr} \left[ \Gamma_{\sigma} \left( \hat{\mathcal{L}}(X) \right) (\ln (\Gamma_{\sigma}(X)) - \ln(\sigma)) \right].$$

Formally, by making this choice we introduce the logarithmic Sobolev framework for $\hat{\mathcal{L}}$ (i.e. the generator of the time-evolution of the relative density) instead of $\mathcal{L}$. While this is a slightly different definition compared to [2], where the Heisenberg picture is used, they are the same for reversible Liouvillians.

In [1] the Dirichlet forms were introduced to study hypercontractive properties of semigroups. As we will see in Theorem \ref{thm:3.1}, they appear naturally when we compute the entropy production of the Sandwiched Rényi divergences. From Corollary \ref{cor:3.1} we will be able to infer that the Dirichlet form is positive for positive operators, a fact already proved in [1]. Both the $\text{Ent}_{p,\sigma}$ and the Dirichlet form are intimately related to hypercontractive
properties of semigroups, as we have for a relative density \(X\), some constant \(\alpha > 0\) and 
\[ p(t) = 1 + e^{2\alpha t} \]
that
\[
\frac{d}{dt} \ln \left( \|X_t\|_{p(t),\sigma} \right) = \frac{\alpha e^{\alpha t}}{1 + e^{\alpha t}} \left( \text{Ent}_{p(t),\sigma}(X_t) - \frac{1}{\alpha} \mathcal{E}_{p(t)}(X_t) \right),
\]
as shown in [1].

Notice that when working with \(\mathcal{E}_2^\sigma\) we may always suppose the Liouvillian is reversible without loss of generality. This follows from the fact that 
\[
\mathcal{E}_2^\sigma(X) = -\left\langle X, \hat{\mathcal{L}}(X) \right\rangle_\sigma
\]
is invariant under the additive symmetrization \(\hat{\mathcal{L}} \mapsto \frac{1}{2} (\mathcal{L}^* + \Gamma^{-1}_\sigma \circ \mathcal{L} \circ \Gamma_\sigma)\) for \(X \geq 0\).

We can now introduce the logarithmic Sobolev constants:

**Definition 2.4 (Logarithmic Sobolev constants).** For a Liouvillian \(\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d\) with full rank fixed point \(\sigma \in D^+_d\) and \(p \geq 1\) the \(p\)-logarithmic Sobolev constant is defined as
\[
\alpha_p(\mathcal{L}) = \sup \{ \alpha \in \mathbb{R}^+ : \alpha \text{Ent}_{p,\sigma}(X) \leq \mathcal{E}_p^\sigma(X) \text{ for all } X > 0 \} \tag{16}
\]

As \(\text{Ent}_{2,\sigma}\) does not depend on \(\mathcal{L}\) and, as remarked before, \(\mathcal{E}_2^\sigma\) is invariant under an additive symmetrization, we may always assume without loss of generality that the Liouvillian is reversible when working with \(\alpha_2\).

For any \(X \in \mathcal{M}_d\) we can define its variance with respect to \(\sigma \in D^+_d\) as
\[
\text{Var}_\sigma(X) = \|X\|_{2,\sigma}^2 - \|X\|_{1,\sigma}^2. \tag{17}
\]
This defines a distance measure to study the convergence of the semigroup. Given a Liouvillian \(\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d\) with fixed point \(\sigma \in D^+_d\) we define its spectral gap as
\[
\lambda(\mathcal{L}) = \sup \left\{ \lambda \in \mathbb{R}^+ : \lambda \text{Var}_\sigma(X) \leq \mathcal{E}_2^\sigma(X) \text{ for all } X > 0 \right\} \tag{18}
\]
where \(\hat{\mathcal{L}} : \mathcal{M}_d \rightarrow \mathcal{M}_d\) is given by (11). We can always assume the Liouvillian to be reversible when dealing with the spectral gap, as it again depends on \(\mathcal{E}_2^\sigma\).

The spectral gap can be used to bound the convergence in the variance (see [20]), as for any \(X \in \mathcal{M}_d^+_d\) we have
\[
\frac{d}{dt} \text{Var}_\sigma(X_t) = 2 \left\langle \hat{\mathcal{L}}(X), X \right\rangle_\sigma \tag{19}
\]
and so
\[
\text{Var}_\sigma(X_t) \leq e^{-2\lambda} \text{Var}_\sigma(X). \tag{20}
\]

## 3 Convergence rates for sandwiched Rényi divergences

In this section we consider the sandwiched Rényi divergences of a state evolving under a primitive quantum dynamical semigroup and the fixed point of this semigroup. It is clear that these quantities converge to zero as the time-evolved state approaches the fixed point. To study the speed of this convergence we introduce a differential inequality, which can be seen as an analogue of the logarithmic Sobolev inequalities for sandwiched Rényi divergences.
3.1 Rényi-entropy production

In [18] the entropy production for the quantum Kullback-Leibler divergence of a Liouvillian was computed. We will now derive a similar expression for the entropy production for the p-Rényi divergences for \( p > 1 \).

**Theorem 3.1** (Derivative of the sandwiched p-Rényi divergence). Let \( \mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d \) be a Liouvillian with full rank fixed point \( \sigma \in \mathcal{D}_d^+ \). For any \( \rho \in \mathcal{D}_d \) and \( p > 1 \) we have

\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)\|\sigma)\bigg|_{t=0} = \frac{p}{p-1} \left( \sigma \right)^{\frac{1-p}{2p}} \left( \sigma \right)^{\frac{1-p}{2p}} \mathcal{L}(\rho) \left( \sigma \right)^{\frac{1-p}{2p}} \right) \frac{1}{\text{tr} \left( \left( \sigma \right)^{\frac{1-p}{2p}} \left( \sigma \right)^{\frac{1-p}{2p}} \mathcal{L}(\rho) \left( \sigma \right)^{\frac{1-p}{2p}} \right)}.
\] (21)

Using the relative density \( X = \Gamma_{\sigma}^{-1}(\rho) \) and (11) this expression can be written as:

\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)\|\sigma)\bigg|_{t=0} = \frac{p}{p-1} \|X\|_{p,\sigma}^{-p} \left( I_{q,p}(X), \hat{\mathcal{L}}(X) \right)_{\sigma}
\] (22)

with \( \frac{1}{p} + \frac{1}{q} = 1 \).

**Proof.** Rewriting the p-Rényi divergence in terms of the relative density \( X = \Gamma_{\sigma}^{-1}(\rho) \) and the corresponding generator \( \hat{\mathcal{L}} = \Gamma_{\sigma}^{-1} \circ \mathcal{L} \circ \Gamma_{\sigma} \) (see (11)) we have

\[
D_p(e^{t\mathcal{L}}(\rho)\|\sigma) = \frac{1}{p-1} \ln \left( \|e^{t\hat{\mathcal{L}}} (X)\|_{p,\sigma}^p \right).
\] (23)

By the chain rule

\[
\frac{d}{dt} \|e^{t\hat{\mathcal{L}}} (X)\|_{p,\sigma}^p \bigg|_{t=0} = \left( \frac{d}{dt} \|e^{t\hat{\mathcal{L}}} (X)\|_{p,\sigma}^p \right) \bigg|_{t=0}.
\]

Define the curve \( \gamma : \mathbb{R}_0^+ \to \mathcal{M}_d \) as \( \gamma(t) = \sigma^{\frac{1}{2p}} e^{t\hat{\mathcal{L}}} (X) \sigma^{\frac{1}{2p}} \) and observe that

\[
\|e^{t\hat{\mathcal{L}}} (X)\|_{p,\sigma}^p = \text{tr}[\gamma(t)^p].
\]

As the differential of the function \( X \mapsto X^p \) at \( A \in \mathcal{M}_d^+ \) is given by \( pA^{p-1} \), another application of the chain rule yields

\[
\frac{d}{dt} \|e^{t\hat{\mathcal{L}}} (X)\|_{p,\sigma}^p \bigg|_{t=0} = p \left( \gamma(0)^{p-1}, \frac{d\gamma}{dt}(0) \right).
\]

It is easy to check that \( \frac{d\gamma}{dt}(0) = \sigma^{\frac{1}{2p}} \hat{\mathcal{L}}(X) \sigma^{\frac{1}{2p}} \). Inserting this in the above equations and writing it in terms of the power operator (8) we finally obtain

\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)\|\sigma)\bigg|_{t=0} = \frac{p}{p-1} \|X\|_{p,\sigma}^{-p} \left( I_{q,p}(X), \hat{\mathcal{L}}(X) \right)_{\sigma}
\]

with \( \frac{1}{p} + \frac{1}{q} = 1 \). Expanding this formula gives (21).

By recognizing the p-Dirichlet form in the previous theorem we get:
Corollary 3.1. Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a Liouvillian with full rank fixed point $\sigma \in \mathcal{D}_d^+$. For any $\rho \in \mathcal{D}_d$ and $p > 1$ we have
\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)||\sigma)|_{t=0} = -2\|X\|^p_{p,\sigma} \mathcal{E}_p^\mathcal{L}(X) \leq 0,
\]
where we used the relative density $X = \Gamma^1_\sigma(\rho)$.

As we remarked before, Corollary 3.1 implies that the Dirichlet form is always positive for relative densities. To see this, recall that the divergences contract under quantum channels [7] and therefore we have that $\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)||\sigma)|_{t=0} \leq 0$. As $\mathcal{E}_p^\mathcal{L}(\lambda X) = \lambda^p \mathcal{E}_p^\mathcal{L}(X)$ for $\lambda > 0$, this shows that it is positive for all positive operators by properly normalizing $X$.

3.2 Sandwiched Rényi convergence rates

For any $p > 1$ we introduce the functional $\kappa_p : \mathcal{M}_d^+ \rightarrow \mathbb{R}$ as
\[
\kappa_p(X) = \frac{1}{p-1} \|X\|^p_{p,\sigma} \ln \left( \frac{\|X\|^p_{p,\sigma}}{\|X\|^p_{1,\sigma}} \right),
\]
for $X \in \mathcal{M}_d^+$. For $p = 1$ we may again take the limit $p \rightarrow 1$ and obtain $\kappa_1(X) := \lim_{p \rightarrow 1} \kappa_p(X) = \text{Ent}_{1,\sigma}(X)$. Note that $\kappa_p$ is well-defined and non-negative as $\|X\|^p_{p,\sigma} \geq \|X\|^p_{1,\sigma}$ for $p \geq 1$. Strictly speaking the definition also depends on a reference state $\sigma \in \mathcal{D}_d^+$, which we usually omit as it is always the fixed point of the primitive Liouvillian under consideration.

Given a Liouvillian $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ with full rank fixed point $\sigma \in \mathcal{D}_d^+$ it is a simple consequence of Corollary 3.1 that for $\rho \neq \sigma$
\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)||\sigma)|_{t=0} = -2 \frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)},
\]
where we used the relative density $X = \Gamma^1_\sigma(\rho)$, which fulfills $\|X\|_{1,\sigma} = 1$. This motivates the following definition.

Definition 3.1 (Entropic convergence constant for $p$-Rényi divergence). For any primitive Liouvillian $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ and $p \geq 1$ we define
\[
\beta_p(\mathcal{L}) = \sup\{\beta \in \mathbb{R}^+ : \beta \kappa_p(X) \leq \mathcal{E}_p^\mathcal{L}(X) \text{ for all } X > 0\}.
\]

Note that as a special case we have $\alpha_1(\mathcal{L}) = \beta_1(\mathcal{L})$. It should be also emphasized that the supremum in the previous definition goes over any positive definite $X \in \mathcal{M}_d^+$ and not only over relative densities. However, it is easy to see that we can equivalently write
\[
\beta_p(\mathcal{L}) = \inf \left\{ \frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} : X > 0 \right\} = \inf \left\{ \frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} : X > 0, \|X\|_{1,\sigma} = 1 \right\}
\]
as replacing $X \mapsto X/\|X\|_{1,\sigma}$ does not change the value of the quotient $\mathcal{E}_p^\mathcal{L}(X)/\kappa_p(X)$. Therefore, to compute $\beta_p$ it is enough to optimize over relative densities (i.e. $X > 0$ fulfilling $\|X\|_{1,\sigma} = 1$). By inserting $\beta_p$ into (26) we have
\[
\frac{d}{dt} D_p(e^{t\mathcal{L}}(\rho)||\sigma) \leq -2\beta_p(\mathcal{L}) D_p(e^{t\mathcal{L}}(\rho)||\sigma)
\]
for any $\rho \in D_d$ and Liouvillian $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ with full rank fixed point $\sigma \in D^+_d$. By integrating this differential inequality we get

**Theorem 3.2.** Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a Liouvillian with full rank fixed point $\sigma \in D^+_d$. For any $p \geq 1$ and $\rho \in D_d$ we have

$$D_p \left( e^{t \mathcal{L}(\rho)} \| \sigma \right) \leq e^{-2\beta_p(\mathcal{L}) t} D_p (\rho \| \sigma)$$

where $\beta_p(\mathcal{L})$ is the constant defined in (27).

3.3 Computing $\beta_p$ in simple cases

In general it is not clear how to compute $\beta_p$ and it does not depend on spectral data of $\mathcal{L}$ alone. This is not surprising, as the computation of the usual logarithmic Sobolev constants $\alpha_2$ or $\alpha_1$ is also challenging and the exact values are only known for few Liouvillians [21, 2, 22]. In the following we compute $\beta_2$ for the depolarizing semigroups.

**Theorem 3.3** ($\beta_2$ for the depolarizing Liouvillian). Let $\mathcal{L}_\sigma : \mathcal{M}_d \to \mathcal{M}_d$ denote the depolarizing Liouvillian given by $\mathcal{L}_\sigma(\rho) = \text{tr}(\rho) \sigma - \rho$ with fixed point $\sigma \in D^+_d$. Then

$$\beta_2(\mathcal{L}_\sigma) = 1 - \frac{1}{\| \sigma^{-1} \|_\infty} \ln \left( \frac{1}{\| \sigma^{-1} \|_\infty} \right).$$

**Proof.** Without loss of generality we can restrict to $X > 0$ with $\| X \|_{1,\sigma} = 1$ in the minimization (28). Observe that the generator of the time evolution of the relative density (see (11)) for the depolarizing Liouvillian is

$$\hat{\mathcal{L}}_\sigma(X) = \text{tr} \left( \sigma^\frac{1}{2} X \sigma^\frac{1}{2} \right) 1 - X.$$

An easy computation yields $\mathcal{E}_2^\mathcal{L}_\sigma(X) = \| X \|_{2,\sigma}^2 - 1$ and so

$$\frac{\mathcal{E}_2^\mathcal{L}_\sigma(X)}{\kappa_2(X)} = \frac{1 - \| X \|_{2,\sigma}^2}{\ln \left( \| X \|_{2,\sigma}^2 \right)}.$$

As the function $x \mapsto \frac{1 - x}{\ln(x)}$ is monotone decreasing for $x \geq 1$, we have

$$\inf_{X > 0} \frac{\mathcal{E}_2^\mathcal{L}_\sigma(X)}{\kappa_2(X)} = \frac{1 - \| \sigma^{-1} \|_\infty}{\ln \left( \| \sigma^{-1} \|_\infty \right)}.$$

which easily follows from Lemma 2.1 by exponentiating both sides of Equation (5) and using the correspondence between relative densities and states.

The exact value of $\alpha_2(\mathcal{L}_\sigma)$ is open to the best of our knowledge, but in the case of $\sigma = \frac{1}{d}$ we have $\alpha_2 \left( \mathcal{L}_\frac{1}{d} \right) = \frac{2(1-2/d)}{\ln(d-1)}$ [2, Theorem 24], which is of the same order of magnitude as $\beta_2$ for these semigroups.

Computing $\beta_p$ for $p \neq 2$ seems not to be straightforward even for depolarizing channels, but for the semigroup depolarizing to the maximally mixed state we can at least provide upper and lower bounds.
**Theorem 3.4** ($\beta_p$ for the Liouvillian depolarizing to the maximally mixed state). Let $\mathcal{L}(\rho) = \text{tr}(\rho)^{\frac{1}{d}} - \rho$. For $p \geq 2$ we have

$$\frac{p}{2(p-1)} \frac{1}{\ln(d)} \geq \beta_p(\mathcal{L}) \geq \frac{p}{2(p-1)} \frac{d^{\frac{p-1}{p}} - 1}{d^{\frac{p-1}{p}} \ln(d)}.$$

**Proof.** The Dirichlet Form of this Liouvillian for $X > 0$ with $\|X\|_{1,\frac{1}{d}} = 1$ is given by

$$\mathcal{E}_p^\mathcal{L}(X) = \frac{p}{2(p-1)} (\|X\|_{p,\frac{1}{d}} - \|X\|_{p-1,\frac{1}{d}}).$$

Dividing this expression by $\kappa_p(X)$ we get

$$\frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} = \frac{1 - \frac{\|X\|_{p-1,\frac{1}{d}}}{\|X\|_{p,\frac{1}{d}}}}{2 \ln \left(\frac{\|X\|_{p,\frac{1}{d}}}{\|X\|_{p-1,\frac{1}{d}}}\right)}.$$  \hfill (32)

By the monotonicity of the weighted norms, we have

$$\frac{\|X\|_{p-1,\frac{1}{d}}}{\|X\|_{p,\frac{1}{d}}} \leq \frac{1}{\|X\|_{p,\frac{1}{d}}}$$

and so

$$\frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} \geq \frac{\|X\|_{p,\frac{1}{d}} - 1}{2 \|X\|_{p,\frac{1}{d}} \ln \left(\frac{\|X\|_{p,\frac{1}{d}}}{\|X\|_{p-1,\frac{1}{d}}}\right)}.$$  \hfill (33)

The expression on the right-hand side of (33) is monotone decreasing in $\|X\|_{p,\frac{1}{d}}$ and so the infimum is attained at

$$\sup_{\|X\|_{1,\frac{1}{d}} = 1} \|X\|_{p,\frac{1}{d}} = d^{\frac{p-1}{p}},$$

which again easily follows from Lemma 2.1. The upper bound follows from (32) as

$$\frac{\mathcal{E}_p^\mathcal{L}(X)}{\kappa_p(X)} \leq \frac{1}{2 \ln \left(\frac{\|X\|_{p,\frac{1}{d}}}{\|X\|_{p-1,\frac{1}{d}}}\right)}.$$

which is again monotone decreasing in $\|X\|_{p,\frac{1}{d}}$.

From the relations between LS constants [2, Proposition 13], it follows that for the LS constants of the depolarizing channels we have $\alpha_p(\mathcal{L}_{\frac{1}{2}}) \geq \alpha_2(\mathcal{L}_{\frac{1}{2}}) = \frac{2(1-2/d)}{\ln(d-1)}$ for $p \geq 1$. The constants $\beta_p$ and $\alpha_p$ are therefore of the same order in this case for small $p \geq 2$.

**4 Comparison with similar quantities**

**4.1 Comparison with spectral gap**

Here we show how $\beta_p$, see (27), compares to the spectral gap (18) of a Liouvillian. This is motivated by similar results for logarithmic Sobolev constants, where it was shown [2, Theorem 16] that $\alpha_1(\mathcal{L}) \leq \lambda(\mathcal{L})$ for reversible semigroups, a result we recover and generalize here.
Theorem 4.1 (Upper bound spectral gap). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive and reversible Liouvillian with full rank fixed point $\sigma \in \mathcal{D}_d^+$ and $p \geq 1$. Then
\begin{equation}
\beta_p(\mathcal{L}) \leq \lambda(\mathcal{L}).
\end{equation}

Proof. Let $(s_i)_{i=1}^d$ denote the spectrum of $\sigma^{1/p}$ and choose a unitary $U$ such that
\[ \sigma^{1/p} = U \text{diag}(s_1, s_2, \ldots, s_d) U^\dagger. \]

As $\mathcal{L}$ is reversible, there is a self-adjoint eigenvector $X \in \mathcal{M}_d$ of $\hat{\mathcal{L}}$ corresponding to the spectral gap, i.e. $\hat{\mathcal{L}}(X) = -\lambda(\mathcal{L})X$. Let $\epsilon_0 > 0$ be small enough such that $Y_\epsilon = I_d + \epsilon X$ is positive for any $|\epsilon| \leq \epsilon_0$. For $|\epsilon| \leq \epsilon_0$ we use Lemma A.1 of the appendix to show
\begin{equation}
\beta_p(\mathcal{L}) \leq \frac{\sigma_p(L)(Y_\epsilon)}{\kappa_p(Y_\epsilon)} = \lambda(\mathcal{L}) \frac{2^{p-1}}{p} \left( 2^p \sum_{1 \leq i \leq j \leq d} f_p(s_i, s_j) b_{ij} b_{ji} + O(\epsilon^3) \right)
\end{equation}
where $b_{ij} = (U^\dagger \sigma^{1/2p} X \sigma^{1/2p} U)_{ij}$ and
\begin{equation}
f_p(x, y) = \begin{cases} (p-1)x^{p-2} & \text{if } x = y \\ \frac{(p-1)x^{p-1}y^{p-1}}{x-y} & \text{else.} \end{cases}
\end{equation}

Observe that $f_p(s_i, s_j) > 0$ for $s_i, s_j > 0$. Moreover, as $U^\dagger \sigma^{1/2p} X \sigma^{1/2p} U$ is non-zero and self-adjoint we have $b_{ij} b_{ji} \geq 0$ for all $i, j$ and this inequality is strict for at least one choice of $i, j$. Therefore, the terms of second order in $\epsilon$ in the numerator and denominator of (35) are strictly positive, and we obtain $\lambda(\mathcal{L})$ as the limit of the quotient as $\epsilon \to 0$.

A similar argument as the one given in the previous proof shows that all real, nonzero elements of the spectrum of $\hat{\mathcal{L}}$ are upper bounds to $\beta_p$ without invoking reversibility.

Note that in the case of $p = 2$ (see the discussion after (16)) we may assume that the Liouvillian is reversible without loss of generality and drop the requirement of reversibility in the previous theorem. Alternatively, we can obtain the same statement directly from a simple functional inequality. In this case we can also give a lower bound on $\beta_2$ in terms of the spectral gap.

Theorem 4.2 (Upper and lower bound for $\beta_2$). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive Liouvillian with full rank fixed point $\sigma \in \mathcal{D}_d^+$. Then
\begin{equation}
\lambda(\mathcal{L}) \frac{1 - \frac{1}{\|\sigma^{-1}\|_\infty}}{\ln(\|\sigma^{-1}\|_\infty)} \leq \beta_2(\mathcal{L}) \leq \lambda(\mathcal{L}).
\end{equation}

To prove Theorem 4.2 we need the following Lemma.

Lemma 4.1. For any $X \in \mathcal{M}_d$ we have
\[ \text{Var}_\sigma(X) \leq \kappa_2(X). \]
Proof. For $X > 0$ dividing both sides of the inequality by $\|X\|_{1,\sigma}^2$ yields

$$\frac{\|X\|_{2,\sigma}^2}{\|X\|_{1,\sigma}^2} - 1 \leq \frac{\|X\|_{2,\sigma}^2}{\|X\|_{1,\sigma}^2} \ln \left( \frac{\|X\|_{2,\sigma}^2}{\|X\|_{1,\sigma}^2} \right).$$

This follows from the elementary inequality $x - 1 \leq x \ln(x)$ for $x \geq 1$, where we use the ordering $\|X\|_{2,\sigma} \geq \|X\|_{1,\sigma}$ for any $X \in \mathcal{M}_d$.

\[\square\]

Proof of Theorem 4.2. Using the definition of $\beta_2$ (see (27)) and Lemma 4.1 yields

$$\beta_2 \text{Var}_\sigma(X) \leq \beta_2 \kappa_2(X) \leq \mathcal{E}_2^f(X).$$

Now the variational definition of $\lambda(\mathcal{L})$ (see (18)) implies the second inequality of (37).

To prove the first inequality of (37) consider the depolarizing Liouvillian $L_\sigma(X) = \text{tr}(X)\sigma - X$.

By Theorem 3.3 we have

$$1 - \frac{1}{\ln(\|\sigma^{-1}\|_{\infty})} \kappa_2(X) \leq \mathcal{E}_2^L(X)$$

As $\mathcal{E}_2^L(X) = \text{Var}_\sigma(X)$, we have $\mathcal{E}_2^L(X) \leq \frac{1}{\lambda(\mathcal{L})} \mathcal{E}_2^L(X)$ by the variational definition of $\lambda(\mathcal{L})$ (see (18)). Inserting this in the above inequality finishes the proof.

\[\square\]

4.2 Comparison with logarithmic Sobolev constants

Here we show how $\beta_p$, see (27), compares to the logarithmic Sobolev constant $\alpha_p$.

Theorem 4.3. Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive Liouvillian with full rank fixed point $\sigma \in \mathcal{D}_d^+$. Then for any $p \geq 1$ we have

$$\beta_p(\mathcal{L}) \geq \frac{\alpha_p(\mathcal{L})}{p}. \quad (38)$$

We will need the following Lemma.

Lemma 4.2. For any full rank state $\sigma \in \mathcal{D}_d^+$, any $p > 1$ and $X \in \mathcal{M}_d^+$ with $\|X\|_{1,\sigma} = 1$ we have

$$\text{Ent}_{p,\sigma}(X) \geq \frac{\kappa_p(X)}{p}. \quad (39)$$

Proof. The function $p \mapsto D_p(\rho||\sigma)$ is monotonically increasing [3, 7] and differentiable (as the noncommutative $l_p$-norm is differentiable in $p$ [1, Theorem 2.7]). Thus, with $f : \mathbb{R}^+ \to \mathbb{R}$ given by $f(t) = t + p$ we have

$$0 \leq \|X\|_{p,\sigma}^p \frac{d}{dt} \left( D_{f(t)}(\rho||\sigma) \right) \bigg|_{t=0} = -\frac{1}{(p - 1)^2} \|X\|_{p,\sigma}^p \ln \left( \|X\|_{p,\sigma}^p \right) + \frac{1}{p - 1} \frac{d}{dt} \left( \|X\|_{f(t),\sigma}^p \right) \bigg|_{t=0}.$$
where we used the relative density $X = \Gamma^{-1}_\sigma(\rho)$. The remaining derivative in the above equation has been computed in [1, Theorem 2.7] and we have
\[
\frac{d}{dt} \left( \|X\|_{f(t),\sigma}^f(t) \right) \bigg|_{t=0} = (I_{q,p}(X), S_p(X))_\sigma
\]
with the operator valued entropy $S_p$ defined in (14) and $\frac{1}{p} + \frac{1}{q} = 1$. Inserting this expression in the above equation we obtain
\[
\frac{1}{p-1} \|X\|_{p,\sigma}^p \ln \left( \|X\|_{p,\sigma}^p \right) \leq (I_{q,p}(X), S_p(X))_\sigma. \tag{40}
\]
for any $X \in \mathcal{M}_d^+$ with $\|X\|_{1,\sigma} = 1$, i.e. for any $X = \Gamma^{-1}_\sigma(\rho)$ for some state $\rho \in \mathcal{D}_d$. Now we get
\[
p\text{Ent}_{p,\sigma}(X) = p \langle I_{q,p}(X), S_p(X) \rangle_\sigma - \|X\|_{p,\sigma}^p \ln \left( \|X\|_{p,\sigma}^p \right)
\geq \frac{p}{p-1} \|X\|_{p,\sigma}^p \ln(\|X\|_{p,\sigma}^p) - \|X\|_{p,\sigma}^p \ln(\|X\|_{p,\sigma}^p)
= \kappa_p(X)
\]
where we used (40).

Proof of Theorem 4.3. There is nothing to show for $p = 1$ as $\alpha_1(\mathcal{L}) = \beta_1(\mathcal{L})$ and we can assume $p > 1$. For $X \in \mathcal{M}_d^+$ with $\|X\|_{1,\sigma} = 1$ we can use Lemma 4.2 and the definition of $\alpha_p(\mathcal{L})$ to compute
\[
\frac{\alpha_p(\mathcal{L})}{p} \kappa_p(X) \leq \alpha_p(\mathcal{L}) \text{Ent}_{p,\sigma}(X) \leq \mathcal{E}_p^\mathcal{L}(X).
\]
By the variational definition (27) of $\beta_p$ the claim follows.

Theorem 4.3 will be applied in Section 5 to obtain bounds on the mixing time of a Liouvillian with a positive logarithmic Sobolev constant without invoking any form of $l_p$-regularity (see [2]). As usually a logarithmic Sobolev is implied by a hypercontractive inequality [1], we would like to remark that one can also make a similar statement as that of Theorem 4.3 from a hypercontractive inequality. One can easily show that
\[
\|e^{t\mathcal{L}}\|_{p(t)\rightarrow p,\sigma} \leq 1 \tag{41}
\]
for $p(t) = (p - 1)e^{-\alpha_p t} + 1$ implies that $\beta_p(\mathcal{L}) \geq \frac{\alpha_p}{p}$.

5 Mixing times

In this section we will introduce the quantities of interest and prove the building blocks to prove mixing times from the entropy production inequalities of the last sections, distinguishing between continuous and discrete time semigroups. We will mostly focus on $\beta_2$, as this seems to be the most relevant constant for mixing time applications. This is justified by the fact that the underlying Dirichlet form is a quadratic form and the entropy related to it stems from a Hilbert space norm. Moreover, as the same Dirichlet form is also involved in computations of the spectral gap, it could be easier to adapt existing techniques, such as the ones developed in [23, 19].
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Definition 5.1 (Mixing times). For either $I = \mathbb{R}^+$ or $I = \mathbb{N}$ let $\{T_t\}_{t \in I}$ be a primitive semigroup of quantum channels with fixed point $\sigma \in \mathcal{D}_d^+$. We define the $l_1$ mixing time for $\epsilon > 0$ as

$$t_1(\epsilon) = \inf \{t \in I : \|T_t(\rho) - \sigma\|_1 \leq \epsilon \text{ for all } \rho \in \mathcal{D}_d\}.$$ 

Similarly we define the $l_2$ mixing time for $\epsilon > 0$ as

$$t_2(\epsilon) = \inf \{t \in I : \text{Var}_\sigma \left( T_t(X) \right) \leq \epsilon \text{ for all } X \in \mathcal{M}_d^+ \text{ with } \|X\|_{1,\sigma} = 1\}.$$

In the continuous case $I = \mathbb{R}^+$ we will often speak of the mixing times of the Liouvillian generator of a quantum dynamical semigroup which we identify with the mixing times of the semigroup according to the above definition.

5.1 Mixing in Continuous Time

It is now straightforward to get mixing times from the previous results.

Theorem 5.1 (Mixing time from entropy production). Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive Liouvillian with fixed point $\sigma \in \mathcal{D}_d^+$. Then

$$t_1(\epsilon) \leq \frac{1}{2\beta_p(\mathcal{L})} \ln \left( \frac{2\ln (\|\sigma^{-1}\|_\infty)}{\epsilon^2} \right).$$

Proof. From (6) and Lemma 2.1 we have

$$\ln \left( \|\sigma^{-1}\|_\infty \right) e^{-2\beta_p(\mathcal{L})t} \geq \frac{1}{2}\|e^{t\mathcal{L}}(\rho) - \sigma\|^2_1.$$ 

(42)

for any $\rho \in \mathcal{D}_d$. The claim follows after rearranging the terms. \qed

Using Theorem 4.3 we can lower bound $\beta_p$ in terms of the usual logarithmic Sobolev constant $\alpha_p$. Combining this with Theorem 5.1 shows the following Corollary.

Corollary 5.1 (Mixing time bound from logarithmic Sobolev inequalities). Let $\mathcal{L} : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a primitive Liouvillian with fixed point $\sigma \in \mathcal{D}_d^+$. Then

$$t_1(\epsilon) \leq \frac{p}{2\alpha_p(\mathcal{L})} \ln \left( \frac{2\ln (\|\sigma^{-1}\|_\infty)}{\epsilon^2} \right).$$ 

(43)

By Corollary 5.1 a nonzero logarithmic Sobolev constant always implies a nontrivial mixing time bound. One should say that the same bound was showed in [2] for $p = 2$, however under additional assumptions (specifically $l_p$-regularity [2]) on the Liouvillian in question. While these assumptions have been shown for certain classes of Liouvillians (including important examples like Davies generators and doubly stochastic Liouvillians [2]) they have not been shown in general. Moreover, the bound in Theorem 5.1 clearly does not depend on $p$ and one could in principle optimize over all $\beta_p$. However, as the computations in subsection 3.3 already indicate, it does not seem to be feasible to compute or bound $\beta_p$ for $p \neq 2$ even in simple cases and one will probably only work with $\beta_2$ in applications.

The bound from Corollary 5.1 also has the right scaling properties needed in recent applications of rapid mixing, such as the results in [24, 25]. In particular, together with the results in [26], the last Corollary shows that the hypothesis of Theorem 4.2 in [24]
always satisfied for product evolutions and not only for the special classes considered in [2].

One may also use these techniques to get mixing times in the $l_2$ norms which are stronger than the ones obtained just by considering that $\beta_2$ is a lower bound to the spectral gap.

**Theorem 5.2** ($l_2$-mixing time bound). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a Liouvillian with fixed point $\sigma \in \mathcal{D}_d^+$. Then

$$t_2(\epsilon) \leq \frac{1}{2\beta_2(\mathcal{L})} \ln \left( \frac{\ln (\|\sigma^{-1}\|_{\infty})}{\ln(1 + \epsilon)} \right). \tag{44}$$

**Proof.** For $X > 0$ with $\|X\|_{1,\sigma} = 1$ we have $\text{Var}_\sigma(X) = \|X - 1\|_{2,\sigma}^2 = \|X\|_{2,\sigma}^2 - 1$ and thus

$$\kappa_2(X) = (1 + \text{Var}_\sigma(X)) \ln (1 + \text{Var}_\sigma(X)).$$

In the following let $X_t = e^{t\mathcal{L}}(X)$ denote the time evolution of the relative density $X$. Using (19) and the definition of $\beta_2(\mathcal{L})$ (see (27)) we obtain

$$\frac{d}{dt} \text{Var}_\sigma(X_t) = -2\beta_2^2(X_t) \leq -2\beta_2(\mathcal{L})(1 + \text{Var}_\sigma(X_t)) \ln(1 + \text{Var}_\sigma(X_t)) \text{.}$$

Integrating this differential inequality we obtain

$$\ln \left( \frac{\ln(1 + \text{Var}_\sigma(X_t))}{\ln(1 + \epsilon)} \right) \leq \int_0^{t_2(\epsilon)} \frac{1}{(1 + \text{Var}_\sigma(X_t)) \ln(1 + \text{Var}_\sigma(X_t))} \left[ \frac{d}{dt} \text{Var}_\sigma(X_t) \right] dt \leq -2\beta_2 t_2(\epsilon).$$

As $1 + \text{Var}_\sigma(X) \leq \|\sigma^{-1}\|_{\infty}$, the claim follows after rearranging the terms. \qed

In the remaining part of the section we will discuss a converse to the previous mixing time bounds, i.e. a lower bound on the logarithmic Sobolev constant in terms of a mixing time. This excludes the possibility of a reversible semigroup with both small $\beta_2$ and short mixing time with respect to the $l_2$ distance. For this we generalize [21, Corollary 3.11] to the noncommutative setting.

**Theorem 5.3** (LS inequality from $l_2$ mixing time). Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive, reversible Liouvillian with fixed point $\sigma \in \mathcal{D}_d^+$. Then

$$\frac{1}{2} \leq \alpha_2(\mathcal{L}) t_2 \left( e^{-1} \right) \leq 2\beta_2(\mathcal{L}) t_2 \left( e^{-1} \right). \tag{45}$$

Moreover, this inequality is tight.

**Proof.** We refer to Appendix B for a proof. \qed

As remarked in [21], even the classical result does not hold anymore if we drop the reversibility assumption. Therefore, this assumption is also needed in the noncommutative setting. By considering a completely depolarizing channel it is also easy to see that no such bound can hold in discrete time.

Theorem 5.3 implies that for reversible Liouvillians $\beta_2$ and $\alpha_2$ cannot differ by a large factor. More specifically we have the following corollary.
Corollary 5.2. Let $L : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive, reversible Liouvillian with fixed point $\sigma \in D_+^d$. Then
\[ 2\beta_2(L) \geq \alpha_2(L) \geq \beta_2(L) \ln \left( \frac{\ln(\|\sigma^{-1}\|_\infty)}{\ln(1 + e^{-1})} \right). \tag{46} \]

Proof. We showed the first inequality in Theorem 4.3. The second inequality follows by combining (45) and (44). \qed

5.2 Mixing in Discrete Time

In this section we will obtain mixing time bounds and also entropic inequalities for discrete-time quantum channels $T : \mathcal{M}_d \to \mathcal{M}_d$. We will then use these techniques to derive mixing times for random local channels, which we will define next. These include channels that usually appear in quantum error correction scenarios, such as random Pauli errors on qubits [27, Chapter 10]. They will be based on the following quantity:

Definition 5.2. For a primitive quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ with full rank fixed point $\sigma \in D_+^d$, we define
\[ \beta_D(T) = \beta_2(T^*\hat{T} - \mathrm{id}_d). \tag{47} \]
Here we used $\hat{T} = \Gamma^{-1}_\sigma \circ T \circ \Gamma_\sigma$.

The definition of $\beta_D(T)$ can be motivated by the following improved data-processing inequality for the 2-sandwiched Rényi divergence.

Theorem 5.4. Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive quantum channel with full rank fixed point $\sigma \in D_+^d$. Then for all $\rho \in D_d$ we have
\[ D_2 \left( T(\rho)\|\sigma \right) \leq (1 - \beta_D(T))D_2 \left( \rho\|\sigma \right). \tag{48} \]

Proof. Let $X = \sigma^{-\frac{1}{2}}\rho\sigma^{-\frac{1}{2}}$ denote the relative density of $\rho$ with respect to $\sigma$. Observe that the 2-Dirichlet form (see Definition 2.3) of the semigroup $L = T^*\hat{T} - \mathrm{id}_d$ can be written as
\[ E^L_2(X) = \|X\|_{2,\sigma}^2 - \|\hat{T}(X)\|_{2,\sigma}^2. \]
From the definition of $\beta_2(L)$ (see (27)) it follows that
\[ \|X\|_{2,\sigma}^2 - \|\hat{T}(X)\|_{2,\sigma}^2 \geq \beta_2\kappa_2(X), \]
which is equivalent to
\[ \ln(\|\hat{T}(X)\|_{2,\sigma}^2) - \ln(\|X\|_{2,\sigma}^2) \leq \ln(1 - \beta_2\ln(\|X\|_{2,\sigma}^2)). \]
Using the elementary inequality $\ln(1 - \beta_2\ln(\|X\|_{2,\sigma}^2)) \leq -\beta_2\ln(\|X\|_{2,\sigma}^2)$, that $\ln(\|\hat{T}(X)\|_{2,\sigma}^2) = D_2(T(\rho)\|\sigma)$ and $\ln(\|X\|_{2,\sigma}^2) = D_2(\rho\|\sigma)$ hold, the statement of the theorem follows after rearranging the terms. \qed

One should note that, unlike in Theorem 3.2, the constant $\beta_D$ is not optimal in (48). As an example take $T(\rho) = \mathrm{tr}[\rho]\frac{1}{d}$ for which $\beta_D(T) = \frac{1-d^{-1}}{\ln(d)}$, but $D_2 \left( T(\rho)\|\frac{1}{d} \right) = 0$. Also, $\beta_D(T) > 0$ is not a necessary condition for primitivity, as there are primitive quantum

---
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channels that are not strict contractions with respect to $D_2$. To see this, consider the map $T : \mathcal{M}_2 \to \mathcal{M}_2$ which acts as follows on Pauli operators:

$$T(\mathbb{1}) = \mathbb{1}, \quad T(\sigma_x) = 0, \quad T(\sigma_y) = 0 \quad \text{and} \quad T(\sigma_z) = \sigma_x.$$ 

One can check that this is a a primitive quantum channel with $T^2(\rho) = \frac{1}{2} \mathbb{1}$ for any state $\rho \in D_d$. However, $T$ maps the pure state $\frac{1}{2}(\mathbb{1} + \sigma_x)$ to the pure state $\frac{1}{2}(\mathbb{1} + \sigma_x)$, which implies that $D_2$ does not strictly contract under $T$. We can now prove the following bound on the discrete mixing time.

**Theorem 5.5** (Discrete mixing time). Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive quantum channel with full rank fixed point $\sigma \in D^*_d$ and $\beta_D(T) > 0$. Then

$$t_1(\epsilon) \leq -\frac{1}{\ln(1 - \beta_D(T))} \ln \left( \frac{2 \ln (\|\sigma^{-1}\|_\infty)}{\epsilon^2} \right).$$

**Proof.** By Theorem 5.4 we have

$$D_2(T^n(\rho)\|\sigma) \leq (1 - \beta_D(T))^n D_2(\rho\|\sigma).$$

for any $\rho \in D_d$. The claim then follows from (6) and Lemma 2.1.

Convergence results for primitive continuous-time semigroups can often be lifted to their tensor powers. In discrete time a similar result holds for the following class of channels:

**Definition 5.3** (Random Local Channels). For a quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ and probabilities $p = (p_1, \ldots, p_n)$ with $p_i \geq 0$ and $\sum_i p_i = 1$ we define a random local channel $T^{(n)}_p : \mathcal{M}^\otimes_n \to \mathcal{M}^\otimes_n$ by

$$T^{(n)}_p = \sum_{i=1}^n p_i \text{id}_{d}^{\otimes i-1} \otimes T \otimes \text{id}_{d}^{\otimes n-i}.$$ (49)

The previous definition can be generalized to the case where not all local channels are identical, i.e. if we have $T_i : \mathcal{M}_d \to \mathcal{M}_d$ acting on the $i$th system in the expression (49). As long as the local channels are all primitive our results also hold for this more general class of channels. However, for simplicity we will restrict here to the above definition.

**Theorem 5.6.** Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive quantum channel with full rank fixed point $\sigma \in D^*_d$ such that the Liouvillean $\mathcal{L} = T^* \mathcal{L} - \text{id}_d$ fulfills $\beta_2(\mathcal{L}^{(n)}) \geq q$ for some $q > 0$ and all $n \in \mathbb{N}$. Then for any $n \in \mathbb{N}$ and probabilities $p = (p_1, \ldots, p_n)$ with $p_i \geq 0$ and $\sum_i p_i = 1$ we have

$$D_2(T^{(n)}_p(\rho)\|\sigma^{\otimes n}) \leq (1 - q p_{\text{min}}^2) D_2(\rho\|\sigma^{\otimes n}),$$ (50)

for any $\rho \in D_d$, and where $p_{\text{min}} = \text{min} p_i$.

**Proof.** By Theorem 5.4 it is enough to show that $\beta_D(T^{(n)}_p) \geq q p_{\text{min}}^2$.

Observe that the Dirichlet form of $(T^{(n)}_p)^* \hat{T}^{(n)}_p - \text{id}_d$ is given by

$$\mathcal{E}_2^\hat{T}(X) = \sum_{i \neq j} p_ip_j \langle X - T^*_i \hat{T}_j(X), X \rangle_{\sigma^{\otimes n}} + \sum_i p_i^2 \langle X - T^*_i \hat{T}_i(X), X \rangle_{\sigma^{\otimes n}}.$$
where the map $T^* \hat{T}_j$ acts as $T^*$ on the $i$-th system, $\hat{T}$ on the $j$-th and as the identity elsewhere. As $T^* \hat{T}_j \leq \text{id}_d$ with respect to $\langle \cdot, \cdot \rangle_{\sigma \otimes n}$ we have

$$\mathcal{E}^L_2(X) \geq \sum_i p_i^2 \langle X - T^*_i \hat{T}_i(X), X \rangle_{\sigma \otimes n} \geq p_{\min}^2 \mathcal{E}^{(n)}_2(X).$$

From the comparison inequality $\mathcal{E}^L_2 \geq p_{\min}^2 \mathcal{E}^{(n)}_2$ and the assumption $\beta_2 \left( \mathcal{L}^{(n)} \right) \geq q$ it then follows that $\beta_D(\Phi) \geq q p_{\min}^2$. \hfill \square

As an application we can bound the entropy production and the mixing time in a system of $n$ qubits affected (uniformly) by random Pauli errors. The time evolution of this system is given by the channel $T_n : \mathcal{M}_2^{\otimes n} \to \mathcal{M}_2^{\otimes n}$ given by

$$T_n = \frac{1}{n} \sum_{i=1}^n \text{id}_2^{\otimes i-1} \otimes T \otimes \text{id}_2^{\otimes n-i}$$

with $T(\rho) = \text{tr}(\rho) \frac{1}{2}$. 

**Theorem 5.7.** For $T_n$ defined as in equation (51) we have

$$D_2 \left( T_n(\rho) \| \frac{1}{2^n} \right) \leq \left( 1 - \frac{1}{2n^2} \right) D_2 \left( \rho \| \frac{1}{2^n} \right).$$

for any $\rho \in D_{2^n}$.

**Proof.** From [2] it is known that

$$\alpha_2 \left( \mathcal{L}^{(n)}_{\frac{1}{2}} \right) = 1.$$

Now combining Theorem 4.3 and Theorem 5.6 gives

$$\beta_D(T_n) \geq \frac{1}{2n^2} \alpha_2 \left( \mathcal{L}^{(n)}_{\frac{1}{2}} \right).$$

\hfill \square

**Corollary 5.3.** Let $T_n$ be defined as in (51). Then we have

$$t_1(\epsilon) \leq -\frac{1}{\ln \left( 1 - \frac{1}{2n^2} \right)} \ln \left( \frac{n}{\epsilon^2} \right).$$

(52)

**Proof.** This follows directly from the previous theorem and Theorem 5.5. \hfill \square

6 Strong converse bounds for the classical capacity

When classical information is sent via a quantum channel, the classical capacity is the supremum of transmission rates such that the probability for a decoding error vanishes in the limit of infinite channel uses. In general it is not possible to retrieve the information perfectly when it is sent over a finite number of uses of the channel, and the probability for successful decoding will be smaller than 1. Here we want to derive bounds on this probability for quantum dynamical semigroups. More specifically we are interested in strong converse bounds on the classical capacity. An upper bound on the capacity is
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called a strong converse bound if whenever a transmission rate exceeds the bound the probability of successful decoding goes to zero in the limit of infinite channel uses.

We refer to [27, Chapter 12] for the exact definition of the classical capacity and to [28, 29, 30, 4, 31] for more details on strong converses and strong converse bounds.

In [4] the following quantity was used to study strong converses.

**Definition 6.1** (p-information radius). Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel. The p-information radius $T$ is defined as:

$$K_p(T) = \frac{1}{\ln(2)} \min_{\sigma \in D_d} \max_{\rho \in D_d} D_p(T(\rho)\|\sigma).$$

We will often refer to a $(m,n,p)$-coding scheme for classical communication using a quantum channel $T$. By this we mean a coding-scheme for the transmission of $m$ classical bits via $n$ uses of the channel $T$ for which the probability of successful decoding is $p$ (see again [27, Chapter 12] for an exact definition). The following theorem shown in [4, Section 6] relates the information radius and the probability of successful decoding.

**Theorem 6.1** (Bound on the success probability in terms of information radius). Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel, $n \in \mathbb{N}$ and $R \geq 0$. For any $(nR,n,p_{\text{succ}})$-coding scheme for classical communication via $T$ we have

$$p_{\text{succ}} \leq 2^{-(\frac{1}{p} - 1 \frac{1}{p}) \left( R - e^{-2\beta_p(T)} \log(\|\sigma^{-1}\|_{\infty}) \right)}.$$

We will now apply the methods developed in the last sections to obtain strong converse bounds on the capacity of quantum dynamical semigroups.

**Theorem 6.2.** Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive Liouvillian with full rank fixed point $\sigma \in D_d^+$ such that for some $p \in (1,\infty)$ there exists $c > 0$ fulfilling $\beta_p(\mathcal{L}(n)) \geq c$ for all $n \in \mathbb{N}$. Then for any $(nR,n,p_{\text{succ}})$-coding scheme for classical communication via the quantum dynamical semigroup $T_t = e^{t\mathcal{L}}$ we have

$$p_{\text{succ}} \leq 2^{-(\frac{1}{p} - 1 \frac{1}{p}) \left( R - e^{-2\beta_p(\mathcal{L}(n))t} \log(\|\sigma^{-1}\|_{\infty}) \right)}.$$ 

**Proof.** Using Theorem 3.2 and Lemma 2.1 we have

$$K_p(T_t^{\otimes n}) \leq \frac{1}{\ln(2)} \max_{\rho \in D_d} D_p(T_t^{\otimes n}(\rho)\|\sigma) \leq ne^{-2\beta_p(\mathcal{L}(n))t \log(\|\sigma^{-1}\|_{\infty})}.$$ 

Now Theorem 6.1 together with the assumption $\beta_p(\mathcal{L}(n)) \geq c$ finishes the proof. 

Together with Theorem 4.3 the previous theorem shows that a quantum memory can only reliably store classical information for small times when it is subject to noise described by a quantum dynamical semigroup with “large” logarithmic Sobolev constant, as we will see more explicitly later in Section 7. Moreover, we can use the results from [26] to give a universal lower bound to the decay of the capacity in terms of the spectral gap and the fixed point.

The ln(2) factor is due to our different choice of normalization for the divergences.

---
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Corollary 6.1. Let $\mathcal{L} : \mathcal{M}_d \to \mathcal{M}_d$ be a primitive Liouvillian with full rank fixed point $\sigma \in \mathcal{D}^+_d$ and spectral gap $\lambda(\mathcal{L})$. Then for any $(nR,n,p_{\text{such}})$-coding scheme for classical communication via the quantum dynamical semigroup $T_t = e^{t\mathcal{L}}$ we have

$$p_{\text{such}} \leq 2^{-\frac{n}{2}(R-e^{-k(\lambda,\sigma)t}\log(\|\sigma^{-1}\|_{\infty}))}$$

where $k(\lambda,\sigma) := \frac{\lambda}{2(\ln(3\ln(d^2-1)+2-2d^{-2}))}$. 

Proof. It was shown in [26, Theorem 9] that $\alpha_2(\mathcal{L}^{(n)}) \geq 2k(\lambda(\mathcal{L}),\sigma)$ for all $n \in \mathbb{N}$. Using Theorem 4.3 we have $\beta_2(\mathcal{L}^{(n)}) \geq k(\lambda(\mathcal{L}),\sigma)$ for all $n \in \mathbb{N}$. Together with Theorem 6.2 this gives the claim. \qed

For unital semigroups, i.e. for $\sigma = \frac{1_d}{d}$, one can improve the bound from the previous theorem slightly using (see [32, Theorem 3.3])

$$k\left(\lambda, \frac{1_d}{d}\right) = \frac{\lambda(1-2d^{-2})}{2(\ln(3\ln(d^2-1)+2(1-2d^{-2})) (54)}$$

For $d = 2$ we even have $k(\lambda, \frac{1_d}{d}) = \frac{\lambda}{2}$ (see [2]).

7 Examples of bounds for the classical capacity of Semigroups

We will now apply the estimate on the capacity given by Corollary 6.1 to some examples of semigroups. Here $C(T)$ will denote the classical capacity of a quantum channel $T$.

7.1 Depolarizing Channels

In [5] it is shown that for $\mathcal{L}_{\frac{1}{d}}(X) = \text{tr}(X)\frac{1}{d} - X$ we have

$$C\left(e^{t\mathcal{L}_{\frac{1}{d}}}\right) = \log(d) + (e^{-t} + c(t,d))\log(e^{-t} + c(t,d)) + (d-1)c(t,d)\log(c(t,d))$$

with $c(t,d) = (1-e^{-t})d^{-1}$. In [30] the strong converse property was established. The semigroup generated by $\mathcal{L}_{\frac{1}{d}}$ is therefore a natural candidate to evaluate the quality of our bounds, as determining its classical capacity can be considered a solved problem. As $\mathcal{L}_{\frac{1}{d}}$ is just the difference of a projection and the identity, it is easy to see that the spectral gap of $\mathcal{L}_{\frac{1}{d}}$ is 1, which gives us the upper bound

$$C\left(e^{t\mathcal{L}_{\frac{1}{d}}}\right) \leq \log(d)e^{\frac{(1-2d^{-2})}{2(\ln(3\ln(d^2-1)+2(1-2d^{-2}))t}}}$$

for $d > 2$ and

$$C\left(e^{t\mathcal{L}_{\frac{1}{2}}}\right) \leq e^{-\frac{1}{2}}$$

for $d = 2$. 

Accepted in Quantum 2018-02-01, click title to verify 23
Figure 1: Comparison of the capacity of the depolarizing channel, given in Equation (55), and the bound obtained by our methods, given in Equation (56).

7.2 Stabilizer Hamiltonians

Estimates on the spectral gap of Davies generators of stabilizer Hamiltonians were obtained in [19]. In the following we will make the same assumptions as in [19] on the coupling of the system to the bath. That is, we assume that the operators $S^{\alpha}$ (see (13)) are given by single qubit Pauli operators $\sigma_x, \sigma_y$ or $\sigma_z$. For the transition rates $G^{\alpha}(\omega)$ we only assume that they satisfy the KMS condition [17], that is, $G^{\alpha}(\omega) = G^{\alpha}(-\omega) e^{-\beta \omega}$. This condition implies that the semigroup is reversible. Recall that for Davies generators at inverse temperature $\beta > 0$, which we will denote by $L_{\beta}$, the stationary state is always given by the thermal state $e^{-\beta H} tr(e^{-\beta H})$.

We will not discuss stabilizer Hamiltonians and groups and their connection to error-correcting codes, but refer to [27, Section 10.5] for more details. Given some stabilizer group $S \subset P_n$, where $P_n$ is the group generated by the tensor product of $n$ Pauli matrices, with commutative generators $S = \langle P_1, \ldots, P_k \rangle$, we define the stabilizer Hamiltonian to be given by

$$H_S = -\sum_{i=1}^{k} P_i.$$ 

We then have:

**Lemma 7.1.** Let $H_S$ be the stabilizer Hamiltonian of the stabilizer group $S = \langle P_1, \ldots, P_k \rangle$ on $n$ qubits. Denote by $\sigma_\beta = \frac{e^{-\beta H_S}}{tr(e^{-\beta H_S})}$ the corresponding thermal state at inverse inverse temperature $\beta > 0$. Then

$$\|\sigma_\beta^{-1}\|_\infty \leq 2^n e^{2k\beta}.$$ 

**Proof.** The eigenvalues of each $P_i$ are contained in $\{1, -1\}$, as they are just tensor products of Pauli matrices. From this we have

$$-k1 \leq H_S \leq k1,$$

as $H_S$ is just the sum of $k$ terms such that $-1 \leq P_i \leq 1$. From (58) it follows that

$$\text{tr}(e^{-\beta H_S}) \leq 2^n e^{\beta k},$$

(59)
as we have $2^n$ eigenvalues, including multiplicities. Moreover, it also follows that
\[ \|e^{\beta HS}\|_\infty \leq e^{\beta k}. \] (60)

As $\|\sigma^{-1}_\beta\|_\infty = \|e^{\beta HS}\|_\infty \text{tr} \left( e^{-\beta HS} \right)$, the claim follows by putting (59) and (60) together. \(\square\)

In [19, Theorem 15] they show
\[ \lambda \geq h^* e^{-2\bar{\epsilon}} \]
for the spectral gap $\lambda$ of the Davies generators of stabilizer Hamiltonians at inverse temperature $\beta > 0$. Here $\bar{\epsilon}$ is the generalized energy barrier, $h^*$ is the smallest transition rate and $\eta^*$ the longest path in Pauli space. We refer to [19] for the exact definition of these parameters. It is important to stress that in general $\eta^*$ will scale with the number of qubits, so our estimate on the capacity will not be very good as the number of qubits increases.

However, in [19, Theorem 15] they also show the estimate
\[ \lambda \geq \frac{h^*}{4} e^{-2\bar{\epsilon}}, \]
for the special case in which the generalized energy barrier can be evaluated with canonical paths $\Gamma_1$. We again refer to [19] for the exact definition. For these cases the gap does not scale with the dimension and our estimate is much better. Summing up we obtain:

**Theorem 7.1.** Let $H_S$ be the stabilizer Hamiltonian of the stabilizer group $S = \langle P_1, \ldots, P_k \rangle$ on $n$ qubits. Moreover, let $L_\beta$ be its Davies generator at inverse temperature $\beta > 0$. Then the classical capacity $C(e^{tL_\beta})$ is bounded by
\[ C(e^{tL_\beta}) \leq (n + 2\beta k \log(e)) e^{-r(\beta,n,k)t}, \]
with
\[ r(\beta,n,k) = e^{-2\bar{\epsilon}} \frac{h^*}{8\eta^* (2k\beta + 5n \ln(2) + 11)} \]
and
\[ r(\beta,n,k) = e^{-2\bar{\epsilon}} \frac{h^*}{8 (2k\beta + 5n \ln(2) + 11)} \]
in case the generalized energy barrier can be evaluated with canonical paths $\Gamma_1$. Moreover, this is a bound in the strong converse sense.

**Proof.** The claim follows immediately after inserting the bounds from Lemma 7.1 and [19, Theorem 15,16] into Corollary 6.1. \(\square\)

In [19] one can find more explicit bounds for the parameters $\bar{\epsilon}$, $\eta^*$ and $h^*$ for some stabilizer groups. To the best of our knowledge this is the first bound available for the classical capacity of this class of quantum channels. To make the bound in Theorem 7.1 more concrete, we show what we obtain for the 2D toric code.
7.3 2D Toric Code

Here we consider the 2D toric code as originally introduced in [33], which is a stabilizer code. We consider only square lattices: We take an $N \times N$ lattice with $N^2$ vertical and $(N+1)^2$ horizontal edges; associating a qubit to each edge gives a total of $n = 2N^2 + 2N + 1$ physical qubits. The stabilizer operators are $N(N+1)$ plaquette operators (including the “open” plaquettes along the rough boundary) and $N(N+1)$ vertex operators, all of which are independent. It goes beyond the scope of this article to explain the 2D toric code in detail and we refer to [34, Section 19.4] for a discussion. But from the previous observations we obtain that we have $k = 2N(N+1)$ generators for the stabilizer group of the 2D toric code on $n = 2N^2 + 2N + 1$ qubits. We will make the same assumptions on the the Davies generators at inverse temperature $\beta > 0$ for the toric code as in [19]. These are discussed in the beginning of Subsection 7.2.

In [35] it was proved that the spectral gap for the Davies generators for the 2D toric code at inverse temperature $\beta$ satisfies $\lambda \geq \frac{1}{3} e^{-8\beta}$, a result which was reproved in [19] using different techniques. We therefore obtain:

**Corollary 7.1.** Let $H$ be the stabilizer Hamiltonian of the 2D toric code on a $N \times N$ lattice and $L_\beta$ be its Davies generator at inverse temperature $\beta > 0$. Then the classical capacity $C(e^{t L_\beta})$ is bounded by

$$C(e^{t L_\beta}) \leq \left(2N^2 + 2N + 1 + \log(2)4\beta N(N + 1)\right) e^{-r(\beta,L)t},$$

(61)

with

$$r(\beta,N) = \frac{e^{-8\beta}}{6((10N^2 + 10N + 5) \ln(2) + 4\beta N(N + 1)) + 66}.$$ 

Moreover, this is a bound in the strong converse sense.

**Proof.** The claim follows immediately from Lemma 7.1 and the spectral gap estimate of [35] for the toric code. \(\square\)

From Figure 2 it becomes evident that we cannot retain information in the 2D toric for long times at small inverse temperatures and that we can get nontrivial estimates even for very high dimensions, as the size of the gap does not scale with the size of the lattice. It is conjectured that if the spectral gap of the Davies generators of a Hamiltonian with local, commuting terms satisfies a lower bound which is independent of the size of the lattice, then the logarithmic Sobolev 2 constant also satisfies such a bound [36]. As the Hamiltonian of the 2D toric code is of this form, proving this conjecture would lead to a bound similar to the one in Corollary 7.1, but with a rate $r(\beta, N)$ independent of the size of the lattice. This would of course lead to much better bounds for large lattice sizes.

7.4 Truncated harmonic oscillator

Consider the Hamiltonian of a truncated harmonic oscillator

$$H = \sum_{n=0}^{d} n|n\rangle\langle n| \in M_{d+1}.$$
Figure 2: Plot for a 5 × 5 lattice of the minimum of the bound in Equation (61) and the trivial bound $C(e^{tL_\beta}) \leq 2N^2 + 2N + 1 = 61$ as a function of the inverse temperature and time for the Davies generator of the 2D toric code.

Suppose that the systems couples to the bath via $S = (a + a^\dagger)$, with

$$a^\dagger = \sum_{n=1}^{d} \sqrt{n} |n\rangle \langle n-1|$$

(62)

and the transition rate function $G(x) = (1 + e^{-x\beta})^{-1}$. Let $\sigma_\beta = \frac{e^{-\beta H}}{tr(e^{-\beta H})}$. As the eigenvalues of $e^{-\beta H}$ are just a geometric sequence, we have

$$\|\sigma^{-1}_\beta\|_\infty = \frac{1 - e^{-\beta(d+1)}}{1 - e^{-\beta}} e^{\beta d}.$$  

(63)

In [23, Section V, Example 1] they show

$$\lambda \geq \frac{1}{2} \min \{((1 + e^{-\beta})d)^{-1}, [(G(1)(\sqrt{d - 1} - \sqrt{d})^2 + G(-1)(\sqrt{d - 2} - \sqrt{d - 1})^2)\},$$

(64)

for the spectral gap $\lambda$ of the Davies generator $L_\beta$ of the truncated harmonic oscillator at inverse temperature $\beta > 0$. We will denote the value of the lower bound in Equation (64) by $\mu(d, \beta)$. As we can compute $\|\sigma^{-1}_\beta\|$ exactly and have a bound on the spectral gap from we can apply Corollary 7.1 to these semigroups.

Note that in this case the bound scales with the dimension. Putting these inequalities together with the bound given in Corollary 6.1 for the capacity, we have for the classical capacity of this semigroup:

$$C(e^{tL_\beta}) \leq \left(\log \left(\frac{1 - e^{-\beta(d+1)}}{1 - e^{-\beta}}\right) + \beta d \log(e)\right) e^{-r(d, \beta)t},$$

(65)

with

$$r(d, \beta) = \left(8 \ln (d + 1) + 2 \ln \left(\frac{1 - e^{-\beta(d+1)}}{1 - e^{-\beta}}\right) + 2\beta d + 22\right)^{-1} \mu(d, \beta).$$

(66)
Figure 3: Plot of the minimum of the bound in Equation (65) and the trivial bound $C(e^{tL}e^\beta) \leq \log(10) \simeq 3.32$ as a function of the inverse temperature and time for the classical capacity of the Davies generator of the truncated harmonic oscillator with $d + 1 = 10$.

In this example we see that, as the estimate available on the gap scales with the dimension, our estimates are not much better than the trivial $\log(d+1)$ for high dimensions unless we are looking at large times.

8 Conclusion and open questions

We have introduced a framework similar to logarithmic Sobolev inequalities to study the convergence of a primitive quantum dynamical semigroup towards its fixed point in the distance measure of sandwiched Rényi divergences. These techniques can be used to obtain mixing time bounds and strong converse bounds on the classical capacity of a quantum dynamical semigroup. Moreover, these results show that a logarithmic Sobolev inequality or hypercontractive inequality always implies a mixing time bound without the assumption of $l_p$-regularity (which is still not known to hold for general Liouvillians [2]). Although we have some structural results concerning the constants $\beta_p$, some questions remain open. For logarithmic Sobolev inequalities it is known that $\alpha_2 \leq \alpha_p$ for $p \geq 1$ under the assumption of $l_p$-regularity (see [2]). It would be interesting to investigate if a result of similar flavor also holds for the $\beta_p$. In all examples discussed here, $\beta_2$ and $\alpha_2$ are of the same order and it would be interesting to know if this is always the case. The framework of logarithmic Sobolev inequalities has recently been extended to the nonprimitive case [37]. It should be possible to develop a similar theory for the sandwiched Rényi divergences to get rid of regularity assumptions present in their main results, as we did here for the usual logarithmic Sobolev constants.

We restricted our analysis to the sandwiched Rényi divergences, as they can be expressed in terms of relative densities and noncommutative $l_p$-norms. This allowed us to connect the convergence under the sandwiched divergences to the theory of hypercontractivity and to use tools from interpolation theory which were vital to prove estimates on capacities. There are however other noncommutative generalizations of the Rényi diver-
gences that are known to contract under quantum channels, such as the one discussed in [38, p. 113]. It would be interesting to explore the entropy production and convergence under semigroups for this and other families of divergences in future work.

In a similar vein, it would be interesting to investigate the entropy production or convergence rate for the range $\frac{1}{2} < p < 1$, as the sandwiched Rényi divergences are known to contract under quantum channels for all $p > \frac{1}{2}$ [39]. However, looking closely at the proof of Theorem 3.1, we see that for $p < 1$ the sandwiched Rényi divergence is only differentiable at $t = 0$ if the initial state has full rank. The study of the convergence of these divergences for $p < 1$ therefore requires a different technical approach than that of this work. Finally, it would of course be relevant to obtain bounds on the $\beta_p$ for more examples without relying on the estimate based on the spectral gap, such as Davies generators.
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**A Taylor Expansion of the Dirichlet Form**

In order to compute the Taylor expansions of the Dirichlet forms and of the noncommutative $l_p$-norms we define $f_p : \mathbb{R}^2 \to \mathbb{R}$ and $g_p : \mathbb{R}^2 \to \mathbb{R}$ for $p > 1$ as

\[ f_p(x, y) = \begin{cases} (p - 1)x^{p-2} & \text{if } x = y \\ \frac{p}{x^{p-1} - y^{p-1}} & \text{else} \end{cases} \quad (67) \]

and

\[ g_p(x, y) = \begin{cases} \frac{p(p-1)x^{p-2}}{2} & \text{if } x = y \\ \frac{(p-1)x^{p-2} - px^{p-1}y + y^p}{(x-y)^2} & \text{else.} \end{cases} \quad (68) \]

Note that the following identity holds

\[ g_p(x, y) + g_p(y, x) = pf_p(x, y) \quad (69) \]

for any $x, y \in \mathbb{R}$.
Lemma A.1 (Taylor expansion). Consider a primitive, reversible Liouvillian $L : M_d \to M_d$ with full rank fixed point $\sigma \in D^+_d$. Let $X \in M_d$ be an eigenvector of $\hat{L} = \Gamma^{-1}_\sigma \circ L \circ \Gamma_\sigma$ with corresponding eigenvalue $\lambda \in \mathbb{R}$ (i.e. $\hat{L}(X) = \lambda X$) and $Y_\epsilon = \mathbb{1}_d + \epsilon X$. Then we have

$$E^\epsilon_p(Y_\epsilon) = \frac{p}{2(p-1)} \left( 2\epsilon^2 \sum_{1 \leq i \leq j \leq d} f_p(s_i, s_j) b_{ij} b_{ji} + O(\epsilon^3) \right).$$

(70)

and

$$\kappa_p(Y_\epsilon) = \frac{p \epsilon^2}{p-1} \sum_{1 \leq i \leq j \leq d} f_p(s_i, s_j) b_{ij} b_{ji} + O(\epsilon^3).$$

(71)

Where $\sigma^{1/p} = U \text{diag}(s_1, s_2, \ldots, s_d) U^\dagger$ and $b_{ij} = (U^\dagger \sigma^{1/2p} X \sigma^{1/2p} U)_{ij}$.

Proof. Using that $X \in M_d$ is an eigenvector of $\hat{L}$ a simple computation gives

$$E^\epsilon_p(Y_\epsilon) = \frac{p \epsilon \sigma}{2(p-1)} \text{tr} \left( (A + \epsilon B)^{p-1} B \right)$$

for $A = \sigma^{1/p}$ and $B = \sigma^{1/2p} X \sigma^{1/2p}$. Note that

$$\frac{d^k}{d\epsilon^k} \text{tr} \left( (A + \epsilon B)^{p-1} B \right) \bigg|_{\epsilon=0} = \text{tr} \left( D^k F(A)(B, B, \ldots, B) \right)$$

for the matrix power $F : M_d \to M_d$ given by $F(X) = X^{p-1}$. We apply the Dalecki-Krein formula (see [40] and [41, Theorem 2.3.1.] for the version used here) and obtain

$$\frac{d}{d\epsilon} \text{tr} \left( (A + \epsilon B)^{p-1} B \right) \bigg|_{\epsilon=0} = \sum_{i=1}^{d} \sum_{j=1}^{d} f_p(s_i, s_j) b_{ij} b_{ji}.$$  

Using that

$$\text{tr} \left( (A + \epsilon B)^{p-1} B \right) \bigg|_{\epsilon=0} = \langle \mathbb{1}_d, X \rangle_\sigma = 0$$

by the orthogonality of eigenvectors, and that $f_p(x, y) = f_p(y, x)$ for any $x, y \in \mathbb{R}$ we obtain (70).

To obtain (71) we write

$$\|Y_\epsilon\|_{p, \sigma}^p = \text{tr} \left( (A + \epsilon B)^p \right)$$

with $A = \sigma^{1/p}$ and $B = \sigma^{1/2p} X \sigma^{1/2p}$ as above. Again it is easy to see that

$$\frac{d^k}{d\epsilon^k} \text{tr} \left( (A + \epsilon B)^p \right) \bigg|_{\epsilon=0} = \text{tr} \left( D^k G(A)(B, B, \ldots, B) \right)$$

for the matrix power $G : M_d \to M_d$ given by $G(X) = X^p$. Using the Dalecki-Krein formulas we obtain the derivatives

$$\frac{d}{d\epsilon} \text{tr} \left( (A + \epsilon B)^p \right) \bigg|_{\epsilon=0} = p \langle \mathbb{1}_d, X \rangle_\sigma = 0$$

$$\frac{d^2}{d\epsilon^2} \text{tr} \left( (A + \epsilon B)^p \right) \bigg|_{\epsilon=0} = \sum_{i=1}^{d} \sum_{j=1}^{d} g_p(s_i, s_j) b_{ij} b_{ji}$$

$$= p \sum_{1 \leq i \leq j \leq d} f_p(s_i, s_j) b_{ij} b_{ji}.$$
where we used the identity (69) in the last step. The above shows that
\[ \| Y_\epsilon \|_{p,\sigma}^p = 1 + \epsilon^2 \sum_{1 \leq i \leq j \leq d} f_p(\sigma_i, \sigma_j) b_{ij} b_{ji} + O(\epsilon^3). \] (72)

With the well-known expansion \( \ln(1 + x) = x - \frac{x^2}{2} + O(x^3) \) we obtain
\[ \kappa_p(Y_\epsilon) = \kappa_p(Y_\epsilon) = p \epsilon^2 \sum_{1 \leq i \leq j \leq d} f_p(\lambda_i, \lambda_j) b_{ij} b_{ji} + O(\epsilon^3). \]
which is (71).

\[ \Box \]

\section{Interpolation Theorems and Proof of Theorem 5.3}

In order to prove Theorem 5.3 we will need the following special case of the Stein-Weiss interpolation theorem [42, Theorem 1.1.1]. This classic result from interpolation spaces has been applied recently to solve problems from quantum information theory, such as in [7, Section III].

**Theorem B.1 (Hadamard Three Line Theorem).** Let \( S = \{ z \in \mathbb{C} : 0 \leq z \leq 1 \} \) and \( F : S \to B(\mathcal{M}_d) \) be an operator-valued function holomorphic in the interior of \( S \) and uniformly bounded and continuous on the boundary. Let \( \sigma \in D_+^d \) and assume \( 1 \leq p \leq q \leq \infty \). For \( 0 < \theta < 1 \) define \( p_0 \leq p \theta \leq p_1 \) by
\[ \frac{1}{p_\theta} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1} \]
Then for \( 0 \leq y \leq x \leq 1 \) we have
\[ \| F(y) \|_{2 \to p_\theta,\sigma} \leq \sup_{a,b \in \mathbb{R}} \| F(ia) \|_{1 \to 2-p_\theta,\sigma}^{1-\theta} \| F(x+ib) \|_{2 \to p_1,\sigma}^\theta \] (73)

One important consequence of the Stein-Weiss interpolation theorem is the following interpolation result. We again refer to [42, Theorem 1.1.1] for a proof.

**Theorem B.2 (Riesz-Thorin Interpolation Theorem).** Let \( L : \mathcal{M}_d \to \mathcal{M}_d \) be a linear map, \( 1 \leq p_0 \leq p_1 \leq +\infty \) and \( 1 \leq q_0 \leq q_1 \leq +\infty \). For \( \theta \in [0,1] \) define \( p_\theta \) to satisfy
\[ \frac{1}{p_\theta} = \frac{\theta}{p_0} + \frac{1 - \theta}{p_1} \]
and \( q_\theta \) analogously. Then for \( \sigma \in D_+^d \) we have:
\[ \| L \|_{p_\theta \to q_\theta,\sigma} \leq \| L \|_{p_0 \to q_0,\sigma}^{\theta} \| L \|_{p_1 \to q_1,\sigma}^{1-\theta} \]

With these tools at hand we can finally prove Theorem 5.3:

**Proof.** Define \( E : \mathcal{M}_d \to \mathcal{M}_d \) by \( E(X) = \text{tr}(\sigma X) \mathbb{1}_d \) and set \( \tau = t_2(\epsilon) \) for some \( \epsilon > 0 \). In the following we use \( T_\tau = e^{\tau z L} \) for \( z \in S = \{ z \in \mathbb{C} : 0 \leq \text{Re} z \leq 1 \} \). We will show that for \( s \in [0,1] \): \[ \| (T_s - E)(X) \|_{2 \to 2,\sigma} \leq \epsilon^s \| X \|_{2,\sigma}. \] (74)
The family of operators $T_{z} - E$ clearly satisfies the assumptions of the Stein-Weiss interpolation theorem. We therefore have

$$\|T_{z} - E\| \leq \sup_{a,b \in \mathbb{R}} \|T_{ia} - E\|^{|1 - s|} \|T_{1+ib} - E\|^{|1-s|}. \tag{75}$$

Observe that by reversibility of $\mathcal{L}$ the map $T_{ia}$ is a unitary operator with respect to $\langle \cdot, \cdot \rangle_{\sigma}$. We also have $T_{ia} \circ E = E$, as $T_{ia} (\mathbb{1}_{d}) = \mathbb{1}_{d}$. This gives

$$\| (T_{ia} - E) (X) \|_{2,\sigma} = \| T_{ia} (X - E (X)) \|_{2,\sigma} = \| X - E (X) \|_{2,\sigma} \leq \| X \|_{2,\sigma},$$

where the last equality follows from $\| X - \text{tr} (\sigma X) \mathbb{1} \|_{2,\sigma} = \min_{c \in \mathbb{R}} \| X - c \mathbb{1} \|_{2,\sigma}$. We therefore have

$$\| T_{ia} - E \|^{1 - s}_{2,\sigma} \leq 1. \tag{76}$$

Furthermore, by the unitarity of $T_{ib}$ we can compute

$$\| (T_{1+ib} - E) (X) \|_{2,\sigma} = \| T_{ib} \circ (T_{1} - E) (X) \|_{2,\sigma} \leq \| T_{1} - E \|_{2,\sigma} \| X \|_{2,\sigma}$$

Using duality of the norms and that both $T_{1}$ and $E$ are self-adjoint we have

$$\| T_{1} - E \|_{2,\sigma} \leq \| T_{1} - E \|_{\infty,\sigma} \| X \|_{2,\sigma} \tag{77}$$

using the definition of $\tau$ in the last equality. Inserting (76) and (77) into (75) we get

$$\epsilon^{-s} \| (T_{z} - E) (X) \|_{2,\sigma} \leq \| X - E (X) \|_{2,\sigma} \tag{78}$$

as $\| (T_{z} - E) (X) \|_{2,\sigma} = \| (T_{z} - E) (X - E (X)) \|_{2,\sigma}$.

Taking the derivative of (78) with respect to $s$ on both sides at $s = 0$ we get

$$\frac{1}{2 \| X - E (X) \|_{2,\sigma}} \left( -2 \| X - E (X) \|_{2,\sigma} \ln (\epsilon) + \text{Ent}_{2,\sigma} (\| X - E (X) \|) - 2 \tau E (X) \right) \leq 0. \tag{79}$$

Rearranging the terms in (79) we obtain

$$\text{Ent}_{2,\sigma} (\| X - E (X) \|) \leq 2 \tau E (X) + 2 \text{Var} (X) \ln (\epsilon) \tag{80}$$

In [1, Theorem 4.2] the following inequality (known as Rothaus’ inequality) was shown

$$\text{Ent}_{2,\sigma} (X) \leq \text{Ent}_{2,\sigma} (\| X - E (X) \|) + 2 \text{Var} (X) \tag{81}$$

Combining inequalities (81) with (80) and setting $\epsilon = \frac{1}{e}$ we get $t_{2} \left( \frac{1}{2} \right) \alpha_{2} (\mathcal{L}) \geq \frac{1}{2}$ by the definition of the LS constant.

To prove that the inequality is tight, consider the depolarizing Liouvillian $\mathcal{L}_{\sigma} (X) = \text{tr} (X \sigma - X)$ for some full rank $\sigma \in D_{d}^{+}$. It is easy to see that $\text{Var}_{\sigma} (e^{t \mathcal{L}_{\sigma} X}) = e^{-t} \text{Var}_{\sigma} (X)$ and so $t_{2} (e^{-1}) = 1 + \ln (\| \sigma^{-1} \|_{\infty} - 1)$. Restricting to operators commuting with $\sigma$, it follows from [21, Theorem A.1] that

$$\alpha_{2} (\mathcal{L}_{\sigma}) \leq (1 - 2 \| \sigma^{-1} \|_{\infty}^{-1}) \frac{1}{2 \ln (\| \sigma^{-1} \|_{\infty} - 1)}. \tag{82}$$

Thus, for a sequence $\sigma_{n} \in D_{d}^{+}$ converging to a state that is not full rank we have

$$\lim_{n \to \infty} t_{2} (e^{-1}) \alpha_{2} (\mathcal{L}_{\sigma_{n}}) = \frac{1}{2}. \tag{83}$$
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We develop a quantum algorithm to obtain perfect samples from the distribution of any POVM measured on a quantum Gibbs states. The algorithm relies on the voter Coupling from the Past algorithm developed by Propp and Wilson [11] and requires us to be able to implement a lumpable quantum channel for the Gibbs state and phase estimation for the underlying Hamiltonian. The expected run-time of the algorithm depends on how degenerate the spectrum of the underlying Hamiltonian is, being more efficient the more degenerate the spectrum is. Moreover, we show that the algorithm is stable against noise in the implementation of the channel and faulty phase estimation.

B.2.1 The Algorithm

Consider the following algorithm for generating perfect samples of the Gibbs state at inverse temperature $\beta > 0$ of a Hamiltonian $H \in \mathcal{M}_d$ for a POVM $\{F_i\}_{i \in I}$. We assume $H$ has $d'$ distinct eigenvalues, we may implement a primitive lumpable quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ and a phase estimation routine for $H$. One example of such a channel is the one implemented in the quantum Metropolis algorithm discussed in [12]. For a lumpable channel, when we fix an eigenbasis of $H$ the dynamics for states which are diagonal in that basis is a classical Markov chain. The equivalence relation that defines the lumped chain is then given by lumping together eigenvectors that have the same energy. The algorithm needs three registers $ABC$. $A$ is of dimension $d$, and $B$ and $C$ are of dimension $2^m$. Here $m$ is large enough to tell different eigenvalues of $H$ apart using phase estimation.

**Theorem B.2.1.** Suppose we run the algorithm depicted in the flowchart in Figure ?? with $H$ and $T$ as described above. Moreover, assume that each eigenspace of $H$ is of dimension at least $d/r(d)$, for a real function $r$. Denote the mixing time of the lumped chain by $t_{mix}$. Then the algorithm outputs a perfect sample after an expected number of $O(t_{mix} r(d)^2 \log(r(d)))$ steps.

The fact that we obtain perfect samples follows from the fact that the classical algorithm by Propp and Wilson, voter coupling from the past [11], outputs perfect samples when the underlying Markov chain is primitive. The only difference here to the algorithm by Propp and Wilson is that we cannot choose the initial state of the chain deterministically. Therefore, we randomize the initial state. The expected number of steps follows from combining a bound for a generalized coupon collector problem, which comes from the fact that we randomize the initial state and the expected value for the classical algorithm by Propp and Wilson. This result shows that the algorithm is efficient for Hamiltonians with a uniformly highly degenerate spectrum.

B.2.2 Stability Results

There are two possible sources of noise for the algorithm. The first one comes from implementing the channel and the second comes from faulty phase estimation. The algorithm is stable against the two sources of error.

**Theorem B.2.2.** Let $T$ be as before and $T' : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel such that

$$||T - T'||_{1 \to 1} \leq \epsilon$$
Prepare the state $\frac{\mathbb{I}}{\sqrt{d}}$

Perform phase estimation for $H$ on $AB$

Measure $B$ in the computational basis

One of the outputs of CFTP?

Yes

Measure the POVM

Feed the outcomes of the measurements of $H$ to classical computer running $d'$ dimensional adapted version of CFTP

Output

No

Apply $T$ to $A$

Perform phase estimation for $H$ on $AC$

Measure $C$ in the computational basis

Figure B.1: Flowchart of the Perfect Sampling Algorithm.
for some $\epsilon > 0$ and define

$$\kappa(T) = \sup_{X \in \mathcal{M}_d, \text{Tr}(X) = 0} \frac{\|(id - T + T_\infty)^{-1}(X)\|_1}{\|X\|_1}$$

with $T_\infty(X) = \text{Tr}(X) \sigma$. Moreover, denote by $p$ the probability distribution we obtain by measuring $\{F_i\}_{i \in I}$ on $e^{-\frac{\beta H}{2^m}}$ and by $p'$ the one we obtain by measuring the POVM on the output of the algorithm using $T'$ instead of $T$. Then

$$\|p - p'\|_1 \leq (\kappa(T) + 2) \epsilon.$$

The algorithm is also stable against faulty phase estimation. The stability depends on how likely we are to obtain the right outcome when measuring system $B$ and $C$ after the phase estimation step. That is, given that the state of the system $A$ is some eigenstate $|\psi_i\rangle$ of $H$, what is the probability that we correctly identify it after phase estimation. Denote the minimum probability over all eigenspaces of identifying the right eigenspace by $\xi$. The stability also depends on the probability of making the reverse error. That is, the probability of the system $A$ being in the eigenstate $|\psi_i\rangle$ given that we observed this outcome. Denote the minimum over all possible outcomes by $\xi'$. Then we have

**Theorem B.2.3.** Let $\xi$ and $\xi'$ be defined as above and $T$ as before. Let $p$ be the distribution we obtain at the output of the algorithm with perfect phase estimation and $p'(i)$ be the probability of observing $F_i$ at the output of the algorithm with faulty phase estimation. Then

$$\|p - p'\|_1 \leq 1 - \xi' + 2(\kappa(T) + 2)((1 - \xi) + (1 - \xi') + (1 - \xi)(1 - \xi')).$$

The values of $\xi$ and $\xi'$ depend on the particular implementation of phase estimation, properties of the spectrum of $H$ and the size of $m$. We also provide some more explicit estimates for their values for a standard, simple implementation of phase estimation.

**B.2.3 Individual Contribution**

This project was initiated after Michael M. Wolf inquired if it is possible to obtain perfect samples of quantum Gibbs states on a quantum computer. This question motivated this work and I am solely responsible for all the writing and results.
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We show how to obtain perfect samples from a quantum Gibbs state on a quantum computer. To do so, we adapt one of the “Coupling from the Past”-algorithms proposed by Propp and Wilson. The algorithm has a probabilistic run-time and produces perfect samples without any previous knowledge of the mixing time of a quantum Markov chain. To implement it, we assume we are able to perform the phase estimation algorithm for the underlying Hamiltonian and implement a quantum Markov chain such that the transition probabilities between eigenstates only depend on their energy. We provide some examples of quantum Markov chains that satisfy these conditions and analyze the expected run-time of the algorithm, which depends strongly on the degeneracy of the underlying Hamiltonian. For Hamiltonians with highly degenerate spectrum, it is efficient, as it is polylogarithmic in the dimension and linear in the mixing time. For non-degenerate spectra, its runtime is essentially the same as its classical counterpart, which is linear in the mixing time and quadratic in the dimension, up to a logarithmic factor in the dimension. We analyze the circuit depth necessary to implement it, which is proportional to the sum of the depth necessary to implement one step of the quantum Markov chain and one phase estimation. This algorithm is stable under noise in the implementation of different steps. We also briefly discuss how to adapt different “Coupling from the Past”-algorithms to the quantum setting.
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1 Introduction

Markov chain Monte Carlo methods are ubiquitous in science. They have a similar structure: the solution to a problem is encoded in the stationary distribution of a Markov chain that can be simulated. The chain is then simulated for a “long enough” time until the current state of the chain is “close enough” to a sample of the stationary distribution of interest.

It is expected that with the advent of quantum computers one could use similar methods to develop algorithms to simulate quantum many-body systems that do not suffer from the sign problem [1], and many quantum algorithms with this property were proposed [2, 3, 4, 5, 6, 7, 8, 9].
However, as for classical Monte Carlo methods, it is in general difficult to obtain rigorous bounds on how long is “long enough”, as the huge literature dedicated to Markov chain mixing attests [10]. This prompted research on an algorithm that would “decide for itself” when the current state of the Markov chain is close to or is even a perfect sample of the stationary distribution, without any prior knowledge of the mixing properties of the chain.

One of the first algorithms to do so was developed in [11]. Later Propp and Wilson proposed the “Coupling from the Past” (CFTP)-algorithm [12] and showed how it can be applied to efficiently obtain perfect samples for the Ising model. They also showed how to sample perfectly from the stationary distribution of an unknown Markov chain for which we can only observe transitions in a subsequent paper [13] and many perfect sampling algorithms were developed\(^a\) since. There are also proposals of quantum speedups to these algorithms [14].

In this article, we will generalize some of these algorithms to get perfect samples from a Gibbs state of a Hamiltonian on a quantum computer. By this, we mean that we are able to perform any measurement and observe the same statistics for the outcomes as if we were measuring the actual Gibbs state.

To implement them, we will need to be able to perform the phase estimation algorithm [15] for the underlying Hamiltonian. Furthermore, we assume we can implement a quantum Markov chain that drives the system to the desired Gibbs state and fulfills certain assumptions, such as reversibility of the chain, which we elaborate on below. We comment on which of the current proposals to prepare Gibbs states on quantum computers may be adapted for our purposes.

Like it is the case for the classical algorithms, our quantum algorithms do not require any previous knowledge about the mixing properties of the quantum Markov chain. They “decide for themselves” when the current state of the system corresponds to a perfect sample of the target Gibbs state and their run-time is probabilistic.

We will focus on adapting the “voter CFTP” algorithm. For the classical voter CFTP the expected run-time is quadratic in the dimension of the system and linear in the mixing time. The run-time of our version will depend highly on the number of distinct eigenvalues of the Hamiltonian and the dimension of the eigenspaces. In the worst case, which corresponds to Hamiltonians with a non-degenerate spectrum, our version of this algorithm will turn out to have the same expected run-time as its classical counterpart, up to a logarithmic factor in the dimension. However, for Hamiltonians with degenerate spectra, our algorithm can be more efficient than the classical CFTP. In the case of Hamiltonians with an extremely degenerate spectrum, our algorithm can even have a run-time which is proportional to the time necessary to obtain approximate samples. We discuss how to explore this fact to obtain certifiably good samples efficiently for Hamiltonians whose spectrum can be “lumped together” into a small number of intervals. We also briefly discuss how to generalize other variations of CFTP.

These algorithms are stable under noise and we give bounds on their stability with respect to the implementation of the quantum Markov chain and the phase estimation steps. A potential advantage of the “voter CFTP” in comparison to other methods proposed in the literature is that it only requires the implementation of a quantum circuit of low depth a (potentially prohibitive) number of times and significant classical post-processing to obtain

\(^a\)The website \url{http://dimacs.rutgers.edu/~dbwilson/exact/}, maintained by Wilson, contains a comprehensive list of references concerning the topic and other related material.
a perfect sample without any prior knowledge of the mixing time. Other methods require
the implementation of a circuit of (potentially prohibitive) length one time to obtain an
approximate sample, but only under the previous knowledge of or assumptions on the mixing
time. Therefore, these algorithms are qualitatively different from ours, as our algorithm
provides a certificate that we are obtaining good samples.

Another motivation for this work is to explore how coupling techniques for classical Markov
chains may be applied and generalized to the quantum setting. These are one of the most
useful tools to derive mixing times [10, Section 4.2] and lie at the heart of many perfect
sampling algorithms, as their name already suggests. The fact that we still lack a notion of
a quantum analog of a coupling is, therefore, one of the main technical hurdles to generalize
many results in the theory of classical Markov chains and is by itself an interesting open
problem which hopefully this work can shed some light on.

2 Preliminaries

2.1 Notation and basic concepts

We begin by introducing some basic concepts we will need and fixing the notation. Throughout
this paper, $\mathcal{M}_d$ will denote the space of $d \times d$ complex matrices and $[d] = \{1, \ldots, d\}$. We
will denote by $\mathcal{D}_d$ the set of $d$-dimensional quantum states, i.e. positive semidefinite
matrices $\rho \in \mathcal{M}_d$ with trace 1. We will call a Hermitian operator $H \in \mathcal{M}_d$ a Hamiltonian.
We will always denote its spectral decomposition by $H = \sum_{i=1}^{d'} E_i P_i$, with $P_i$ orthogonal
projections. Here $d'$ denotes the number of distinct eigenvalues of $H$. As we will see later,
the expected run-time of the algorithm will depend more on this number than the dimension.
The eigenspace corresponding to the energy level $E_i$ of $H$ will be denoted by $S_i$ and we will
denote its dimension by $|S_i|$. When we write $H = \sum_{i=1}^{d'} E_i |\psi_i\rangle\langle\psi_i|$ we mean that $\{|\psi_i\rangle\}_{i=1}^{d'}$ is
an orthonormal eigenbasis of $H$. For an inverse temperature $\beta > 0$, we define
$Z_\beta = \text{tr}[e^{-\beta H}]$ to be its partition function and $e^{-\beta H}/Z_\beta$ its Gibbs state. A quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$
is a trace preserving completely positive map. We will also refer to such a map as quantum
Markov chain. A state $\sigma \in \mathcal{D}_d$ is a stationary state of $T$ if we have $T(\sigma) = \sigma$. The channel
is called primitive if we have $\forall \rho \in \mathcal{D}_d : \lim_{n\to\infty} T^n(\rho) = \sigma$ and $\sigma > 0$. There is an equivalent
spectral characterization of primitive quantum channels. A quantum channel is primitive if
$\sigma > 0$ is the only eigenvector corresponding to eigenvalues of modulus 1 of the channel [16]. In
particular, this implies that the property of being primitive is stable under small perturbations
of the channel.

A collection of self-adjoint operators $\{F_i\}_{i \in I}$ is called a POVM (positive-operator valued
measure) if the $F_i \in \mathcal{M}_d$ are all positive semidefinite and $\sum_{i \in I} F_i = 1$. Here $1 \in \mathcal{M}_d$ is the
identity matrix. A state $\rho \in \mathcal{D}_d$ and a POVM $\{F_i\}_{i \in I}$ induce a probability distribution $p$
through $p(i) = \text{tr}[F_i \rho]$. All the algorithms we will discuss have as their goal to produce exact
samples of the distribution $p$ generated by an arbitrary POVM in the case that $\rho$ is a Gibbs state.

The following class of quantum channels will be one of the backbones of the algorithms
we will present later.

Definition 2.1 (Eigenbasis preserving quantum channels). A quantum channel $T : \mathcal{M}_d \to$
$\mathcal{M}_d$ is called eigenbasis preserving for a Hamiltonian $H = \sum_{i=1}^{d'} E_i P_i$ and inverse temperature $\beta > 0$ if we have that for all $i, j \in [d']$ the commutator $[T(P_i), P_j] = 0$

vanishes and $T \left( \frac{e^{-\beta H}}{Z_\beta} \right) = \frac{e^{-\beta H}}{Z_\beta}$.

By the commutator property, we can model the dynamics under $T$ on states that commute with $e^{-\beta H} / Z_\beta$ as a classical Markov chain. One should not take this condition to imply that the dynamics under $T$ are classical, as will become clear in subsection 3.2, where we present some examples of eigenbasis preserving channels. We will first suppose that we can implement these channels exactly, but will later relax this condition and discuss the influence of noise in section 4.1.

We will need some distinguishability measures for quantum states and channels and convergence speed measures for primitive quantum channels. One of the main ones is through the Schatten 1-Norm $\|X\|_1 = \text{tr}[|X|]$ for $X \in \mathcal{M}_d$. This is justified by the clear operational interpretation given by its variational expression [17, p. 404]. If we denote by $\mathcal{P}_d$ the set of orthogonal projections in $\mathcal{M}_d$, we have for $\rho, \sigma \in \mathcal{D}_d$

$$\frac{1}{2} \|\rho - \sigma\|_1 = \sup_{P \in \mathcal{P}_d} \text{tr}[P(\rho - \sigma)].$$

(1)

That is, $\|\rho - \sigma\|_1 / 2$ expresses the maximal probability of correctly distinguishing two states $\sigma, \rho$ by a projective measurement. This norm induces the 1 → 1 norm on operators $T : \mathcal{M}_d \to \mathcal{M}_d$:

$$\|T\|_{1 \to 1} = \sup_{X \in \mathcal{M}_d} \frac{\|T(X)\|_1}{\|X\|_1}.$$ (2)

As a measure of the convergence speed of a quantum channel, we define the $l_1$-mixing time threshold of a primitive quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ with unique stationary state $\sigma$, which is given by

$$\tau_{\text{mix}} = \min\{n \in \mathbb{N} : \sup_{\rho \in \mathcal{D}_d} \|T^n(\rho) - \sigma\|_1 \leq 2e^{-1}\}.$$

We will say that a channel $T : \mathcal{M}_d \to \mathcal{M}_d$ satisfies detailed balance or is reversible with respect to $\frac{e^{-\beta H}}{Z_\beta}$ if we have that

$$T \left( \left( \frac{e^{-\beta H}}{Z_\beta} \right)^{\frac{1}{2}} \right) \left( \left( \frac{e^{-\beta H}}{Z_\beta} \right)^{\frac{1}{2}} X \right) = \left( \left( \frac{e^{-\beta H}}{Z_\beta} \right)^{\frac{1}{2}} T^*(X) \right) \left( \left( \frac{e^{-\beta H}}{Z_\beta} \right)^{\frac{1}{2}} \right)$$

holds for all $X \in \mathcal{M}_d$. Here $T^*$ is the adjoint of the channel with respect to the Hilbert-Schmidt scalar product. Satisfying detailed balance with respect to $\frac{e^{-\beta H}}{Z_\beta}$ implies in particular that $\frac{e^{-\beta H}}{Z_\beta}$ is a stationary state of the channel.

A crucial ingredient for our sampling algorithm is the phase estimation algorithm, discovered originally in [15]. There are now many variations of it [18, 19, 20] and it is still
the subject of active research. We will neither discuss in detail how to implement it nor its complexity and refer to [20] for that. For our purposes, we will just suppose that for a given Hamiltonian \( H \) acting on \( \mathbb{C}^d \) we may implement a unitary \( U \) on \( \mathbb{C}^d \otimes (\mathbb{C}^2)^{\otimes t} \) for some \( t \in \mathbb{N} \) that acts as follows:

For \( |\psi_i\rangle \) an eigenstate of a Hamiltonian \( H \) with \( H |\psi_i\rangle = E_i |\psi_i\rangle \) we have \( U |\psi_i\rangle \otimes |0\rangle = |\psi_i\rangle \otimes |E_i\rangle \), where \( |E_i\rangle \) is the binary expansion of \( E_i \) in the computational basis of \( (\mathbb{C}^2)^{\otimes t} \).

We will first assume that we may implement \( U \) exactly, but later discuss how imperfections in the implementation of the phase estimation algorithm influence the output of the sampling algorithm in section 4.1.

We will now fix some notation and terminology for classical Markov chains. A sequence \( X_0, X_1, X_2, \ldots \) of random variables taking values in a (finite) set \( S \), referred to as the state space, is called a Markov chain if we have

\[
P(X_{n+1} = j | X_n = i) = \pi(i, j)
\]

for a \( |S| \times |S| \) matrix \( \pi \). \( \pi \) is called the transition matrix of the chain. We will always denote by \( \pi \) the transition matrix of a Markov chain that should be clear from context. Most of the times it will be the one induced by an eigenbasis-preserving channel through

\[
\pi(i, j) = \text{tr} \left( T |\psi_i\rangle \langle \psi_j| \right).
\]

A probability distribution \( \mu \) on \( S \) is called stationary if we have that \( \pi \mu = \mu \). A Markov chain is said to be irreducible if

\[
\forall i, j \in S \ \exists n : \pi^n(i, j) > 0.
\]

It is aperiodic if

\[
\forall i \in S : \gcd\{n \in \mathbb{N} \setminus \{0\} : \pi^n(i, i) > 0\} = 1.
\]

Analogously to the quantum case, we say that the transition matrix \( \pi \) satisfies detailed balance with respect to \( \mu \) if

\[
\pi(i, j) \mu(i) = \mu(j) \pi(j, i).
\]

Satisfying detailed balance again implies that \( \mu \) is stationary. It is a well-known fact that if a Markov chain is aperiodic and irreducible there exists a unique stationary distribution \( \mu \) such that for any other distribution \( \nu \) on \( S \) we have that \( \lim_{n \to \infty} \pi^n \nu = \mu \). We define the variational distance between probability distributions \( \nu, \mu \) as

\[
||\nu - \mu||_1 = \sum_{i \in S} |\mu(i) - \nu(i)|.
\]

With a slight abuse of notation, we will also denote the \( l_1 \)-mixing time threshold in variational distance for a Markov chain by

\[
t_{\text{mix}} = \min\{n \in \mathbb{N} : \sup \nu \|\pi^n \nu - \mu\|_1 \leq 2e^{-1}\}.
\]

Let

\[
C = \min\{T |\forall i \in S \exists 1 \leq k \leq T \text{ such that } X_k = i\}.
\]

We will denote by \( E_i(C) \) the expected time it takes to observe all states starting from \( X_0 = i \) and by \( T_C = \max_{i \in S} E_i(C) \) the cover time of the chain. We refer to e.g. [10, Chapter 1] for a review of these basic concepts of Markov chains.
2.2 Lumpable Channels and Chains

Given an equivalence relation or equivalently a partition of the state space $S = \bigsqcup_{i=1}^{d'} S_i$ of a Markov chain $X_0, X_1, X_2, \ldots$, it is possible to define a new stochastic process in which the state space is given by the equivalence classes in the following way. Define the function $f : S \rightarrow [d']$ which maps a state to its equivalence class, that is

$$f(x) = i \iff x \in S_i.$$  

This new stochastic process is then given by the random variables $f(X_0), f(X_1), f(X_2), \ldots$. If this stochastic process is again a Markov chain for all possible initial probability distributions on $S$, the chain is said to be lumpable with respect to this equivalence relation. We refer to [21, Section 6] for more on lumpable chains. These are sometimes also called projective chains. The next Theorem gives necessary and sufficient conditions for lumpability.

**Theorem 2.1 (Lumpable Chain).** A necessary and sufficient condition for a Markov chain to be lumpable with respect to a partition $S = \bigsqcup_{i=1}^{d'} S_i$ is that for every pair $S_l, S_k$ we have for all $l, l' \in S_l$

$$\sum_{k \in S_k} \pi(l, k) = \sum_{k \in S_k} \pi(l', k) \quad (5)$$

Moreover, the transition probability between $S_l$ and $S_k$ in the lumpable chain is given by Eq. (5).

**Proof:** We refer to [21, Theorem 6.3.2] for a proof.

In order to perfectly sample from Gibbs states with degenerate spectra, we will need the concept of a lumpable channel, which we introduce here.

**Definition 2.2 (Lumpable channel).** An eigenbasis preserving quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ is called lumpable for a Hamiltonian $H = \sum_{i=1}^{d'} E_i P_i$ at inverse temperature $\beta > 0$ if it is reversible and there is a function $f : \mathbb{R} \times \mathbb{R} \rightarrow [0, 1]$ such that

$$\text{tr} \left( T(|\psi_i\rangle\langle\psi_i|)|\psi_j\rangle\langle\psi_j| \right) = f(E_i, E_j)$$

for any unit vectors $|\psi_i\rangle \in P_i(\mathbb{C}^d)$ and $|\psi_j\rangle \in P_j(\mathbb{C}^d)$.

Here $P_i(\mathbb{C}^d)$ denotes the image of the projection. That is, the transition probabilities for eigenstates of $H$ depend only on their respective energies. Notice that as we demand that the quantum channel satisfies detailed balance, the classical transition matrix induced by the channel will also satisfy detailed balance. The definition of lumpable channels is motivated by the following lemma.

**Lemma 2.1 (Lumping energy levels).** Let $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ be a lumpable quantum channel for a Hamiltonian $H = \sum_{i=1}^{d'} E_i |\psi_i\rangle\langle\psi_i|$ and inverse temperature $\beta > 0$. Here $\{|\psi_i\rangle\}_{i=1}^{d'}$ is an orthonormal eigenbasis of $H$. Define the classical Markov chain on $[d]$ with transition matrix
given by
\[ \pi(i,j) = \text{tr}(T(|\psi_i\rangle\langle\psi_i|)|\psi_j\rangle\langle\psi_j|) \]
and partition the state space according to their energy into \( \{S_1, \ldots, S_d'\} \), that is, the equivalence relation on the state space is given by
\[ i \sim j \iff \text{tr}(H|\psi_i\rangle\langle\psi_i|) = \text{tr}(H|\psi_j\rangle\langle\psi_j|). \] (6)

Then the Markov chain is lumpable with respect to this partition and the lumped chain has transition matrix
\[ \tilde{\pi}(S_l, S_k) = |S_k| f(E_l, E_k). \] (7)

Moreover, the stationary distribution of the lumped chain is given by
\[ \tilde{\mu}(S_i) = |S_i| \frac{e^{-\beta E_i}}{Z_\beta}, \] (8)
where \(|S_i|\) is the degeneracy of the energy level, and the chain satisfies detailed balance with respect to \( \tilde{\mu} \).

**Proof:** It follows from Theorem 2.1 that it is sufficient and necessary for the chain to be lumpable that for \( S_l, S_k \) we have for all \( l, l' \in S_i \)
\[ \sum_{k \in S_k} \pi(l, k) = \sum_{k \in S_k} \pi(l', k). \] (9)

Eq. (9) holds for lumpable quantum channels, as we have \( \sum_{k \in S_k} \pi(l, k) = |S_k| f(E_l, E_k) \), which clearly only depends on the equivalence class of \( l \). Therefore, we may define a Markov chain with respect to this partition and from Theorem 2.1 it follows that the transition matrix of the lumpable chain is given by (7). We will now show that it satisfies detailed balance with respect to \( \tilde{\mu} \) and therefore \( \tilde{\mu} \) is the stationary distribution of the chain. We have
\[ \tilde{\mu}(S_l) \tilde{\pi}(S_i, S_j) = |S_i| \frac{e^{-\beta E_i}}{Z_\beta} |S_j| f(E_i, E_j). \] (10)

Now, as the original chain satisfied detailed balance, it holds that
\[ \frac{e^{-\beta E_i}}{Z_\beta} f(E_i, E_j) = f(E_j, E_i) \frac{e^{-\beta E_j}}{Z_\beta}. \] (11)

Plugging Eq. (11) into (10) we see that the lumpable chain satisfies detailed balance with respect to \( \tilde{\mu} \). This implies that \( \tilde{\mu} \) is the stationary distribution of the lumped Markov chain. \( \square \)

When working with lumpable channels, \( t_{\text{mix}} \) will always refer to the mixing time of the lumped chain. It is in general not clear how the mixing time of the lumpable chain relates to the mixing time of the original chain and this is a topic of current research. Surprisingly, the mixing time may even increase under lumping, as was shown recently in [22]. However, as is
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shown e.g. in [10, Lemma 12.8] and remarked in [22], important parameters that describe the convergence of a Markov chain, such as the spectral gap or Cheeger constant [10, Chapter 12], can only increase when lumping chains. This implies that the mixing time cannot increase significantly by lumping. For example, in the counterexample found in [22], lumping increases the mixing time by a factor of $\Theta(\log(d))$.

### 2.3 (Classical) Voter CFTP

We will briefly describe a perfect sampling algorithms based on CFTP for Markov chains introduced in [13], called “voter CFTP”. We mostly stick to their terminology and notation. The goal of this algorithm is to produce perfect samples of the stationary distribution $\mu$ of some Markov chain. One of the main advantages of this algorithm is that we only need to be able to observe valid transitions of this Markov chain to obtain perfect samples of the target distribution.

One should note that this is in general not the most efficient algorithm for perfect sampling [13], but arguably the simplest to understand. Besides the pedagogical motivation to present it, it turns out that this version is of interest in the quantum case, as we will see later. For this algorithm we suppose we have access to a randomized procedure $\text{RandomSuccessor}: S \to S$ such that $P(\text{RandomSuccessor}(i) = j) = \pi(i, j)$, where $\pi$ is a transition matrix having $\mu$ as a stationary measure. Let $G$ be a vertex-labeled graph with vertices $-N_0 \times S$ and labels $S$. We will define the labels and edges as the algorithm runs and denote by $G(k,i)$ the label of the vertex $(k,i)$. Pseudocode for the algorithm is provided below in algorithm 1.

One does not need to add the edge in step 7. This only helps to visualize the process. The expected run-time of this algorithm and its complexity, of course, depend on properties of $\text{RandomSuccessor}: S \to S$. We will discuss these when we analyze the same questions for our algorithm in the quantum case. We now provide a proof that algorithm 1 indeed produces a perfect sample if it terminates almost surely.

**Theorem 2.2.** Suppose algorithm 1 terminates with probability 1 and denote the output by $Y$. Then $P(Y = i) = \mu(i)$.

**Proof:** Let $\epsilon > 0$. As the algorithm terminates with probability 1, there is a $N_\epsilon$ such that $P(\text{algorithm terminates after at most } N_\epsilon \text{ steps}) \geq 1 - \epsilon$.

Denote by $A_\epsilon$ the event that the algorithm terminates after at most $N_\epsilon$ steps. Define a Markov chain $X_{-M}, X_{-M+1}, X_{-M+2}, \ldots, X_0$ for some $M \in \mathbb{N}$ and choose $X_{-M}$ according to $\mu$, i.e. $P(X_{-M} = i) = \mu(i)$. The transitions are defined by the graph, which we suppose was labeled for all $(k,i)$ with $k > -M$. Given $X_k = j$ we set $X_{k+1} = i$, where $\{(k,j), (k+1, i)\}$ is an edge of the graph $G$. As we chose $X_{-M}$ according to $\mu$ and $\text{RandomSuccessor}$ has $\mu$ as a stationary distribution, $P(X_k = i) = \mu(i)$ for all $-M \leq k \leq 0$. We have

$$P(X_0 \neq Y) = P(X_0 \neq Y|A_\epsilon)P(A_\epsilon) + P(X_0 \neq Y|A_\epsilon^C)P(A_\epsilon^C).$$

One can check that the label on the graph at $(-M, i)$ is nothing but the value of $X_0$. Thus, if we assume that the algorithm has terminated, the value of $X_0$ does not depend on the initial value and will always be equal to $Y$. Therefore $P(X_0 \neq Y|A_\epsilon) = 0$ if $-M \leq N_\epsilon$. Also,
1: procedure Voter CFTP
2: Set $G(0, i) = i$ and $k = 0$
3: while $\exists j, i \in S$ s.t. $G(k, i) \neq G(k, j)$ do
4:     for $i \in S$ do
5:         Let $j = \text{RandomSuccessor}(i)$.
6:         Set $G(k - 1, i) = G(k, j)$.
7:         Add the edge $\{(k - 1, i), (k, j)\}$
8:     end for
9:     Set $k \rightarrow k - 1$
10: end while
11: return $G(k, i_0)$ for some $i_0 \in S$
12: end procedure

Fig. 1. Voter CFTP [13]

Fig. 2. Possible first two columns of the graph after running the for-loop in the fourth step one time for $d = 3$. Notice that the third column has still not been labeled.

Fig. 3. Possible graph after running the for-loop one more time. Notice the algorithm has terminated and outputs the sample 3.
by construction, \( P(X_0 \neq Y | A \epsilon C) \) \( P(A \epsilon C) \leq \epsilon \). We then conclude \( P(X_0 \neq Y) \leq \epsilon \) and so the value of \( Y \) and \( X_0 \) coincide, as \( \epsilon \) was arbitrary. As \( X_0 \) is distributed according to \( \mu \), so is \( Y \).

3 CFTP for quantum Gibbs states

3.1 Voter CFTP

We will now show how to adapt the voter CFTP algorithm to quantum Gibbs state. We start by focusing on Hamiltonians that have a non-degenerate spectrum, as we need less assumptions in this case and the proof is simpler. We later generalize to arbitrary Hamiltonians. Given a Hamiltonian \( H \in \mathcal{M}_d \) with non-degenerate spectrum, an eigenbasis preserving quantum channel \( T \) for some inverse temperature \( \beta > 0 \) and a POVM \( F = \{ F_i \}_{i \in I} \), the following algorithm allows us to obtain perfect samples from the distribution \( p(i) = \text{tr} [ F_i e^{-\beta H} z^\beta ] \). The algorithm uses three registers corresponding to the tensor factors \( C^d \otimes (C^2)^{\otimes t} \otimes (C^2)^{\otimes t} \), where \( t \) is large enough to perform phase estimation for \( H \) and tell apart the different eigenvalues of \( H \). We will discuss how to choose \( t \) in section 4.1. The first one will encode the current state of our system, while the other two will be used to record the output of two phase estimation steps. Define a labeled graph \( G \) with vertices \( V = -N_0 \times \{ 1, \ldots, d \} \) and labels given by \( \{ 0, \ldots, d \} \). We assume that \( G \) has no edges at the beginning of the algorithm and the vertices are labeled as

\[
G(k, j) = \begin{cases} 
  j & \text{if } k = 0 \\
  0 & \text{otherwise}
\end{cases}
\]  

(12)

We assume we can prepare the maximally mixed state \( \frac{1}{d} \). This can be done by picking a uniformly distributed integer between 1 and \( d \) and preparing the corresponding state of the computational basis, for example. We will assume that the Hamiltonian has a spectral decomposition given by

\[
H = \sum_{i=1}^{d} E_i |\psi_i\rangle \langle \psi_i|.
\]

The number \( n \) denotes how many samples we wish to obtain in total and \( c \) will denote a counter for the number of samples we still wish to obtain. The pseudocode for the algorithm is below in algorithm 4.

We now prove it indeed outputs perfect samples.

**Theorem 3.1.** Let \( T \) be a primitive, eigenbasis preserving quantum channel for a Hamiltonian \( H \) and inverse temperature \( \beta > 0 \). Then algorithm 4 terminates with probability 1 and generates \( n \) perfect samples of the distribution \( p \) defined above.

**Proof:** We will first show that with probability 1 there is a \( k \in -N \) and \( l \in [d] \) such that \( \forall i \in [d] \) \( G(k, i) = l \). The probability that we observe an eigenstate \( |\psi_i\rangle \) at step 6 is \( \frac{1}{d} \), so with probability 1 we will observe it if we run the loop at step 3 often enough. This implies that we will assign a label different to 0 to arbitrary vertices of the graph \( G \) if we run the while-loop at step 3 for long enough. Observe that as \( T \) is an eigenbasis preserving quantum channel, the dynamics on the eigenbasis of \( H \) under \( T \) is just a classical Markov chain. As \( T \) is primitive and the stationary state has full rank, this Markov chain is aperiodic and irreducible [16]. Because of that, the probability that we will obtain a \( k \) such that \( G(k, i) = l \ \forall i \in [d] \) is 1, using the same argument as the one given in [13] for the classical case. By the same argument, the probability that this label is \( l \) is given by \( \frac{e^{-\beta E_l}}{Z^\beta} \), as this is the stationary distribution of
procedure Quantum Voter CFTP (non-degenerate case)

Set \( R = \emptyset \) and \( c = n \).

while \( c \neq 0 \) do

Prepare the state \( \frac{1}{\sqrt{2}} \otimes |0\rangle \otimes |0\rangle \).

Run phase estimation on the first and second register.

Measure the second register in the computational basis.

if \( i \in R \) then

Measure \( \mathcal{F} \) on the first register.

Update \( c \) to \( c - 1 \).

else

Apply \( T \otimes \text{id}_2 \otimes \text{id}_2 \) to the system.

Run phase estimation on the first register and third register.

Measure the third register in the computational basis. Let the result be \( j \).

For the largest \( k \) s.t. \( G(k, i) = 0 \) we add the edge \( \{(k, i), (k + 1, j)\} \).

if \( G(k + 1, j) \neq 0 \) then

Change the labels on all the vertices \( (k', i') \) with \( k' < k \) for which there is a path to \( (k, i) \) from 0 to \( G(k + 1, j) \).

end if

if There is \( k_0 \in \mathbb{N} \) and \( l \in [d] \) s.t. \( \forall i \in [d] \ G(k_0, i) = l \) then

Append \( l \) to \( R \).

Erase all edges to the vertices \( (k_0, i) \) and set the labels to \( G(k_0, i) = i \) and \( G(k, i) = 0 \) for \( k < k_0 \).

end if

end if

end while

end procedure

Fig. 4. Voter CFTP for quantum Gibbs states
the underlying classical Markov chain. As before, we will observe $|\psi_l\rangle |E_l\rangle |0\rangle$ at step 6 with probability 1 if we run the while-loop at step 3 often enough and this will then be a perfect sample by the previous discussion.

Note that we could check if the measurement outcome we observe at step 13 is one of the desired outcomes to increase our probability of observing it.

Given how many distinct eigenvalues the Hamiltonian has and that we are able to implement a lumpable channel, we may run a modified version of algorithm 4 and obtain perfect samples. The steps of the algorithm are exactly the same and we do not write them out in detail. The only difference is the graph we feed the transitions to and what we feed. Let $d'$ be again the number of distinct eigenvalues of $H$. In the case of degenerate Hamiltonians, we define a labeled graph $G$ with vertices $V = -N_0 \times \{1, \ldots, d'\}$ and labels given by $\{0, \ldots, d'\}$. We assume that $G$ has no edges at the beginning of the algorithm and the vertices are labeled as

$$G(k, j) = \begin{cases} j & \text{if } k = 0 \\ 0 & \text{otherwise} \end{cases}. \quad (13)$$

That is, the graph is essentially the same as in the non-degenerate case but with $d'$ instead of $d$ labels and vertices. At step 14 we then label the graph according to the energy levels we measured before at steps 6 and 13, as we can only tell apart states with different energies using phase estimation. We then have:

---

Fig. 5. Possible first four columns of the graph after running the while-loop in step 3 five times for $d = 3$.

Fig. 6. Possible graph after running the while-loop two more times. Notice the algorithm has terminated and outputs the sample 2.
Theorem 3.2. Let $T$ be a primitive, lumpable quantum channel for a Hamiltonian $H$ and inverse temperature $\beta > 0$. Suppose further that $H$ has $d'$ distinct eigenvalues. Then, if we run algorithm 4 with a graph modified as explained above, it terminates with probability 1 and generates $n$ perfect samples of the distribution $p(i) = \text{tr} \left( F_i e^{-\beta H} Z_\beta \right)$.

Proof: It should be clear that in this case the classical CFTP algorithm we are running based on the measurement outcomes will generate perfect samples from the stationary distribution of the lumped chain defined in Lemma 2.1. The convergence is guaranteed by the same argument as in the proof of Theorem 3.1. From Lemma 2.1 it follows that we will obtain the sample $S_j$ with probability

$$|S_j|^e^{-\beta E_j} Z_\beta .$$

(14)

Now, given that we have observed the label associated to $S_j$ after the first phase estimation step, we know that the state of the first register is given by

$$\rho_j = \frac{1}{|S_j|^P_j} .$$

(15)

Measuring $F_i$ on the outputs of the algorithm, therefore, gives perfect samples from the distribution $p$. 

3.2 Examples of eigenbasis preserving and lumpable channels

In order to run algorithm 4, we need to be able to implement a primitive eigenbasis preserving quantum channel for the Gibbs state we want to sample from in the case of non-degenerate spectrum and further that it is lumpable for the general case. In recent years many algorithms have been proposed to approximately prepare quantum Gibbs states on a quantum computer [2, 3, 4, 5, 6, 7, 8, 9]. We will here briefly discuss how some of them provide us with eigenbasis preserving or lumpable quantum channels for Gibbs states.

One class of eigenbasis preserving channels in the non-degenerate case are quantum dynamical semigroups with Davies generators. These are Markovian approximations for a quantum system weakly coupled to a thermal reservoir. A detailed description of the derivation and structure of Davies generators is beyond the scope of this article and can be found in [23, 24]. Under some conditions on the Hamiltonian and the coupling of the system to the bath, the Davies semigroup is primitive. The exact speed of this convergence is the subject of current research. We refer to [25] for a discussion of the conditions under which the Davies generators are primitive and some bounds on the convergence speed. In [9] Davies generators are proposed as a way of preparing thermal states on a quantum computer.

For our purposes, their main relevant property is that if the underlying Hamiltonian has a non-degenerate spectrum, the dynamics in the eigenbasis of the Hamiltonian does not couple diagonal terms to off-diagonal terms. They are therefore eigenbasis preserving. This was observed by many authors since the beginning of their study [24, 26, 27] and we refer to those for a proof of this claim.

More generally, it can be shown that dynamical semigroups that satisfy a quantum version of the detailed balance condition and whose stationary state has a non-degenerate spectrum
are always eigenbasis preserving [28]. Our two previous examples fall into that category. This
gives us a simple sufficient criterion to check whether a given implementation is eigenbasis
preserving.

Note, however, that it is not a priori clear that a quantum dynamical semigroup can be
implemented efficiently or by only using local operations. We refer to [9, 29] for a discussion
of these topics.

An example of a lumpable channel is given by the implementation of the quantum Metropo-
lis algorithm proposed in [7], as the quantum channel implemented at each step maps eigen-
states of $H$ to eigenstates of $H$ and the transition probabilities are a function of their energy
difference. However, it can be simplified for our purposes. As in the usual Metropolis al-
defined, at each step we have to accept or reject a move that was made. One of the main
difficulties to implement the quantum algorithm is reversing the evolution of the system if we
reject the move. This is because, by the No-Cloning Theorem [30], we can’t make a copy of the
previous state of the system. But the information that we rejected the move is enough for our
algorithm, as we may simply copy the previous label when labeling the vertices. Therefore,
we may skip the procedure of reversing the move.

### 3.3 Lumping Eigenstates together to obtain good samples

Until now we assumed we are able to implement phase estimation exactly and know the
number of distinct eigenvalues of $H$. We may loosen this assumption and lump different
eigenvalues together.

**Definition 3.1 ($\epsilon$-Spectral Covering).** Let $H \in \mathcal{M}_d$ be a Hamiltonian and $\epsilon > 0$ be given.
We call $\{e_1, \ldots, e_{d'}\} \subset \mathbb{R}$ a $\epsilon$-Spectral Partition for $H$ if

$$\sigma(H) \subset \bigcup_{i=1}^{d'} (e_i - \epsilon, e_i + \epsilon)$$

and for all $i \in [d'] : \sigma(H) \cap (e_i - \epsilon, e_i + \epsilon) \neq \emptyset$. Here $\sigma(H)$ denotes the spectrum of $H$. We
will refer to $d'$ as the size of the covering.

It should be clear that $\epsilon$-spectral coverings are not unique and may have different sizes for
fixed $\epsilon$. Although an $\epsilon$-spectral covering will not be readily available in most cases, there
are some methods to obtain them. One can use e.g. the Gershgorin circle Theorem [31,
Section VIII] to obtain a covering. If we can decompose $H$ into local commuting terms it
is also possible to obtain an $\epsilon$-spectral covering by considering that the spectrum of $H$ must
consist of sums of the eigenvalues of the local terms. Spectral coverings will be useful later to
quantify the stability of algorithm 4 with respect to measuring the wrong energy with phase
estimation. Here we will focus on showing how we may still obtain good samples based on
an $\epsilon$-spectral covering and that the algorithm is stable w.r.t. introducing degeneracies into
the spectrum because we can only obtain an estimate of it to a finite precision. Given an
$\epsilon$-spectral covering for the Hamiltonian, we may run algorithm 4 with the number of labels
being given by the size of the covering. If we use the Metropolis algorithm from [7] with the
$e_i$ as the possible energies to define the transition probabilities we obtain:
Theorem 3.3. Let $H \in M_d$ be a Hamiltonian and $\{e_1, \ldots, e_{d'}\} \subseteq \mathbb{R}$ be an $\epsilon$-spectral covering. Suppose we run algorithm 4 with this $\epsilon$-spectral covering as described above. Then the probability distribution $\tilde{p}$ of samples obtained from outputs of algorithm 4 satisfies

$$\|\tilde{p} - p\|_1 \leq \sqrt{4\epsilon \beta} \quad (16)$$

Proof: The stationary distribution of the lumped chain will be

$$\tilde{\mu}(i) = |\sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)| \frac{e^{-\beta e_i}}{Z_\beta}$$

with $Z_\beta = \sum_{i=1}^{d'} |\sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)| e^{-\beta e_i}$. Let $\tilde{P}_i$ be the projection onto the subspace spanned by the eigenvectors of $H$ corresponding to eigenvalues in $\sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)$. From the proof of Theorem 3.2, it follows that algorithm 4 will output the state

$$\tilde{\rho} = \frac{1}{Z_\beta} \sum_{i=1}^{d'} \frac{e^{-\beta e_i}}{\sum_{E_j \in \sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)} e^{-\beta E_j} \tilde{P}_j} \quad (17)$$

We will now show $\|\tilde{\rho} - \frac{e^{-\beta H}}{Z_\beta}\|_1 \leq \sqrt{4\epsilon \beta}$, from which the claim again follows from the variational definition of the trace norm. From Pinsker’s inequality [32, Theorem 3.1], it follows that

$$\|\tilde{\rho} - \frac{e^{-\beta H}}{Z_\beta}\|_1 \leq \sqrt{2D\left(\frac{e^{-\beta H}}{Z_\beta} \| \tilde{\rho}\right)} \quad (18)$$

where $D\left(\frac{e^{-\beta H}}{Z_\beta} \| \tilde{\rho}\right) = \text{tr} \left(\frac{e^{-\beta H}}{Z_\beta} (\log \frac{e^{-\beta H}}{Z_\beta}) - \log(\tilde{\rho})\right)$ is the relative entropy. As $\tilde{\rho}$ and $\frac{e^{-\beta H}}{Z_\beta} = \frac{1}{\text{tr}(e^{-\beta H})} \sum_{E_j \in \sigma(H)} e^{-\beta E_j} \tilde{P}_j$ commute, we have

$$D\left(\frac{e^{-\beta H}}{Z_\beta} \| \tilde{\rho}\right) = \sum_{i=1}^{d'} \sum_{E_j \in \sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)} e^{-\beta E_j} \left(\log \frac{\tilde{Z}_\beta}{Z_\beta} + \beta (E_j - e_i)\right) \quad (19)$$

As we have an $\epsilon$-spectral covering, we have $E_j - e_i \leq \epsilon$ for $E_j \in \sigma(H) \cap (e_i - \epsilon, e_i + \epsilon)$ and $\frac{\tilde{Z}_\beta}{Z_\beta} \leq e^{\beta \epsilon}$. From this we obtain

$$D\left(\frac{e^{-\beta H}}{Z_\beta} \| \tilde{\rho}\right) \leq 2\beta \epsilon \quad (20)$$

Plugging Eq. (20) into (18) we obtain the claim. \hfill \Box

This result may be interpreted as a first stability result. This shows that if we lump eigenvalues that are very close together, the Gibbs state does not change a lot. That is, if
we introduce artificial degeneracies by not being able to tell apart eigenvalues that are very close through phase estimation this will not change the output of the algorithm significantly. As observed in [7], one could argue that a similar effect could in principle also affect classical Markov chain methods, as we are only able to compute the transition probabilities up to a finite precision. This does not seem to affect them in practice. Moreover, if we want samples that are certifiably at most $\delta$ apart in total variation distance at inverse temperature $\beta > 0$, we may lump together eigenvalues that are at most $\delta^2/4\beta$ apart. As we will see later, high levels of degeneracy can reduce the run-time of the algorithm and this can be used to obtain good samples more efficiently.

4 Stability of the Algorithm

We will now address two possible sources of noise for algorithm 4 and show it is stable under these two. First, in the implementation of the channel and second in the phase estimation steps.

4.1 Stability in the implementation of the Channel

As shown in [33], one may quantify the stability of primitive quantum Markov chains with the following constant:

**Definition 4.1.** Let $T : M_d \to M_d$ be a primitive quantum channel with stationary state $\sigma \in D_d$. We define

$$\kappa(T) = \sup_{X \in M_d, tr(X) = 0} \frac{\| (id - T + T_\infty)^{-1}(X) \|_1}{\| X \|_1}$$

with $T_\infty(X) = tr(X)\sigma$.

We refer to [33] for bounds on it and how it can be used to quantify the stability of a quantum Markov chain with respect to different perturbations. Note that due to the spectral characterization of primitive quantum channels [34], the set of primitive quantum channels is relatively open in the convex set of quantum channels.

**Theorem 4.1.** Let $T : M_d \to M_d$ be a primitive eigenbasis preserving channel for a Hamiltonian $H$ and inverse temperature $\beta > 0$ and $T' : M_d \to M_d$ a quantum channel satisfying

$$\| T - T' \|_{1\to1} \leq \epsilon$$

for some $\epsilon > 0$ small enough for $T'$ to be primitive too. For a POVM $\{F_i\}_{i \in I}$, let $p$ and $p'$ be probability distributions we obtain by measuring $\{F_i\}_{i \in I}$ on the output of algorithm 4 using $T$ and $T'$ respectively. Then

$$\| p - p' \|_1 \leq (\kappa(T) + 2)\epsilon.$$  

**Proof:** Let $\{P_i\}_{1 \leq i \leq d'}$ be the eigenprojections of $H$ and define $Q : M_d \to M_d$ to be the quantum channel given by

$$Q(X) = \sum_{i=1}^{d'} tr(P_i X) \frac{P_i}{|S_i|}.$$
Note that as $T$ is an eigenbasis preserving channel, $QTQ$ is an eigenbasis preserving channel with stationary state $\frac{e^{-\beta H}}{Z_\beta}$. As $T$ is assumed to be primitive, $QTQ$ is primitive too, as $\|QT'Q - QTQ\|_{1 \rightarrow 1} \leq \|T' - T\|_{1 \rightarrow 1}$. Denote by $\rho$ the stationary state of the channel $QT'Q$. By the variational expression for the trace distance, we have that

$$\|p - p'\|_1 \leq \left\|\frac{e^{-\beta H}}{Z_\beta} - \rho\right\|_1.$$  

(24)

From theorem 1 in [33] it follows that

$$\left\|\frac{e^{-\beta H}}{Z_\beta} - \rho\right\|_1 \leq \kappa(QTQ) \|Q(T - T')Q\|_{1 \rightarrow 1}.$$  

(25)

As $Q$ is a quantum channel, it follows that $\|Q\|_{1 \rightarrow 1} \leq 1$ and so

$$\|Q(T - T')Q\|_{1 \rightarrow 1} \leq \|T - T'\|_{1 \rightarrow 1}.$$  

(26)

Eq. (22) would then follow from $\kappa(QTQ) \leq 2 + \kappa(T)$. Note that as $T$ is primitive, we have that $\|T - T_\infty\| < 1$, where we use the operator norm. Also, $QT_\infty Q = T_\infty$ and $Q$ is a projection. Thus

$$\|QTQ - T_\infty\| \leq \|T - T_\infty\| < 1.$$  

As $T$ is an eigenbasis preserving channel, we have that

$$Q(T - T_\infty)Q = (T - T_\infty)Q$$  

and so

$$(Q(T - T_\infty)Q)^n = Q(T - T_\infty)^nQ.$$  

We therefore have

$$(\text{id} - (Q(T - T_\infty)Q))^{-1} = \sum_{n=1}^{\infty} \frac{(Q(T - T_\infty)Q)^n}{n!} = \text{id} - Q + Q \left(\sum_{n=0}^{\infty} \frac{(T - T_\infty)^n}{n!}\right) Q = \text{id} - Q + Q(\text{id} - (T - T_\infty))^{-1}Q.$$  

(27)

$$\text{id} - Q + Q \left(\sum_{n=0}^{\infty} \frac{(T - T_\infty)^n}{n!}\right) Q = \text{id} - Q + Q(\text{id} - (T - T_\infty))^{-1}Q.$$  

(28)

As $\|Q\|_{1 \rightarrow 1}, \|\text{id}\|_{1 \rightarrow 1} \leq 1$ and from (27) we obtain

$$\kappa(QTQ) = \sup_{X \in M_d, \text{tr}(X) = 0} \frac{\|Q(\text{id} - (T - T_\infty))^{-1}Q + \text{id} - Q\|_1}{\|X\|_1} \leq 2 + \kappa(T).$$  

(29)

which completes the proof.

Theorem 4.1 shows that the algorithm is stable under perturbations of the eigenbasis preserving channel. The stability for lumpable channels follows by observing that every lumpable channel is in particular eigenbasis preserving.
4.2 Faulty Phase Estimation

We will now analyze the errors stemming from faulty phase estimation. It is important to differentiate two different types of error that are caused by the phase estimation procedure. The first type of error comes from the fact that we are only able to obtain an estimate of the energy up to $t$ bits from the phase estimation procedure. This leads to round-off errors and may introduce degeneracies. As discussed in section 3.3 in theorem 3.3, algorithm 4 is stable against this sort of error. Moreover, as we will see later, this can even lead to the algorithm being more efficient.

The second kind of error comes from the fact that the phase estimation procedure only gives the correct energy of the state with high probability. This can cause some transitions we record to be corrupted. We will now show that algorithm 4 is stable against this kind of error.

We note that the exact distribution of the outcomes of the phase estimation procedure depends on which version is being used and this is still a topic of active research [20]. However, it is reasonable to assume that for any phase estimation routine the distribution of the outcomes will concentrate on the correct output. We will give bounds in terms of how large this peak is and explicit bounds for the implementation discussed in [17, Section 5.2]. We now assume we have some rule to assign the labels based on the outcome of the phase estimation step. In case we have an $\epsilon$-spectral covering, this might just be a function which assigns the label based on which interval of the covering the outcome of the measurement belongs to. Let $X_1 \in [d']$ be the random variable which describes which label we assign to the graph after the measurement and $Y_1 \in \{E_1, \ldots, E_{d'}\}$ the random variable which describes in which eigenspace the system finds itself after the first measurement at step 6. Let analogously $Y_2$ be the random variable which is distributed according to the probability of each eigenspace at step 13 and $X_2$ the second label which we assign. We will now assume that the errors stemming from the phase estimation steps are independent and have the same distribution. That is, given that the system is in a given eigenstate, the probability distribution of the measurement outcomes is the same in the two steps. Let the stochastic matrix $\Xi \in M_{d'}$ be given by

$$\Xi(i,j) = P(Y_1 = E_j \mid X_1 = i).$$

Then, given that we have assigned the label $i$ to the graph after step 16 in algorithm 4, the state of the system is described by

$$\rho = \sum_{j=1}^{d'} \Xi(i,j) \frac{P_j}{|S_j|},$$

where $P_j$ is the projection onto the eigenspace corresponding to $E_j$. After we apply an eigenbasis preserving channel $T$, the state of the system is described by the state

$$T(\rho) = \sum_{k=1}^{d'} \sum_{j=1}^{d'} \pi(j,k) \Xi(i,j) \frac{P_k}{|S_k|}. \quad (30)$$

Furthermore, denote by $\Xi' \in M_{d'}$ the stochastic matrix

$$\Xi'(i,j) = P(X_2 = j \mid Y_2 = E_i).$$
From Eq. (30) it then follows that the probability that the second label is \( l \) given that the first label was \( i \) is

\[
P(X_2 = l | X_1 = i) = \sum_{k,j,l=1}^{d'} \Xi'(k, l) \pi(j, k) \Xi(i, j). \tag{31}
\]

From Eq. (31) it is clear that the transition matrix for the labels is given by

\[
\pi' = \Xi' \pi \Xi \tag{32}
\]

when we have faulty phase estimation.

As mentioned before, we expect \( P(X_1 = i | Y_1 = E_j) \simeq \delta_{i,j} \), that is, that the distribution peaks around the right outcome. To quantify this we define

\[
\xi = \min_{i \in \mathcal{d}'} \Xi_{i,i},
\]

and \( \xi' \) analogously. We then have

Lemma 4.1. Let \( \xi \) and \( \xi' \) be defined as above and \( \{F_i\}_{i \in I} \) a POVM. For a primitive lumpable channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) for a Hamiltonian \( H \) and inverse temperature \( \beta > 0 \), let \( p(i) = \text{tr} \left( F_i \frac{e^{-\beta H}}{Z_\beta} \right) \) and \( p'(i) \) be the probability of observing \( F_i \) at the output of algorithm 4 with faulty phase estimation. Then

\[
\|p - p'\|_1 \leq 1 - \xi' + 2 (\kappa(T) + 2) \| (1 - \xi' \xi + (1 - \xi) \xi' + \xi (1 - \xi') + (1 - \xi)(1 - \xi') \).
\]

Proof: As discussed in Eq. (32), the transition matrix for the observed energy labels is given by \( \pi' = \Xi' \pi \Xi \). It easily follows from the definition of \( \xi \) and \( \xi' \) that

\[
\Xi = \xi \mathbb{1} + (1 - \xi) \tilde{\Xi},
\]

\[
\Xi' = \xi' \mathbb{1} + (1 - \xi') \tilde{\Xi}',
\]

where \( \tilde{\Xi} \) and \( \tilde{\Xi}' \) are again stochastic matrices. We may therefore write

\[
\pi' = \xi' \pi + \xi (1 - \xi') \tilde{\Xi}' \pi + (1 - \xi) \xi' \pi \tilde{\Xi} + (1 - \xi)(1 - \xi') \tilde{\Xi}' \pi \tilde{\Xi}.
\]

This transition matrix will still be primitive for \( \xi \) and \( \xi' \) sufficiently large. Let \( \mu \) be the stationary distribution of \( \pi \) and \( \mu' \) the one of \( \pi' \). Observe that, as \( \kappa(p) \leq \kappa(QTQ) \), we may use the bound \( \kappa(QTQ) \leq 2 + \kappa(T) \) from the proof of theorem 4.1 and obtain

\[
\|\mu - \mu'\|_1 \leq (\kappa(T) + 2) \| \xi' \pi + \xi (1 - \xi') \tilde{\Xi}' \pi + (1 - \xi) \xi' \pi \tilde{\Xi} + (1 - \xi)(1 - \xi') \tilde{\Xi}' \pi \tilde{\Xi} - \pi \|_{1 \to 1}
\]
\[
\leq 2 (\kappa(T) + 2) \| (1 - \xi' \xi + (1 - \xi) \xi' + \xi (1 - \xi') + (1 - \xi)(1 - \xi')) \|.
\]
Here we have used that \(\|\pi\|_1 \rightarrow 1 \leq 1\) for a stochastic matrix \(\pi\). At the output of the algorithm, we would be measuring the POVM on the state \(\rho' = \sum_{i=1}^d \mu'(i) \frac{P_i}{|S_i|}\) if no error occurs at step 6 of algorithm 4. But as an error might occur when we try to identify a given eigenstate, we will be measuring the state \(\rho_{EM} = \sum_{i=1}^d (\Xi')^{(i)}(i) \frac{P_i}{|S_i|}\). By the definition of \(\xi'\), we have \(\Xi'\mu' = \xi'\mu' + (1 - \mu')\Xi\mu'\). We will measure the POVM on the state

\[
\rho_{EM} = \xi'\rho' + (1 - \xi')\rho''.
\]

Here \(\rho''\) is some density matrix. It then follows that

\[
\|\rho_{EM} - \frac{e^{-\beta H}}{Z_\beta}\|_1 \leq 1 - \xi + 2(\kappa(T) + 2)(1 + \xi)(1 - \xi) + \xi(1 - \xi) + (1 - \xi)(1 - \xi').
\]

The claim then follows from the variational expression for the trace distance as in the proof of theorem 4.1.

Using Bayes’ rule it is possible to express the entries of the matrix \(\Xi\) in terms of those of \(\Xi'\), which are more readily accessible. We have

\[
\Xi(i, j) = P(Y_1 = E_j) \frac{P(X_1 = i|Y_1 = E_j)}{\sum_{i' = 1}^d P(X_1 = i'|Y_1 = E_i)P(Y_1 = E_i)}. \tag{35}
\]

As the initial state is the maximally mixed one, we have that \(P(Y_1 = E_j) = |S_j|d^{-1}\). From this discussion it follows that:

**Theorem 4.2.** Let \(\xi\) be defined as in Eq. (33). Then

\[
\xi = \min_{j \in [d]} \frac{P(X_1 = j|Y_1 = E_j)}{|S_j|^{-1} \sum_{i = 1}^d P(X_1 = j|Y_1 = E_i)|S_i|}.
\]

**Proof:** See the discussion above.

This shows that the algorithm is stable if we do not have eigenvalues that we can misidentify with considerable probability and s.t. the degeneracy levels are of different order.

We now give estimates of \(\xi\) and \(\xi'\) for the implementation of phase estimation considered in [17, Section 5.2] in case we have an \(\epsilon\)-spectral covering of the Hamiltonian or know that different eigenvalues are \(\epsilon\) apart. In [17] it is shown that if we use

\[
t \geq n + \log \left(2 + (2\delta)^{-1}\right)
\]

qubits to perform phase estimation, then we obtain \(E_i\) accurate to \(n\) bits with probability at least \(1 - \delta\). This implies that \(\xi' \geq 1 - \delta\). To estimate \(\xi\) we need to control the terms of the form \(P(X_1 = i|Y_1 = E_j)\) for \(i \neq j\). To this end we define

\[
\Delta(i, j) = \inf\{|2^i x - 2^j y \mod 2^n||(x, y) \in A(i, j)\|
\]

with

\[
A(i, j) = \{x \in \sigma(H) \cap (E_i - \epsilon, E_i + \epsilon)\} \times \{y \in (E_j - \epsilon, E_j + \epsilon)\}.
\]
Lemma 4.2. Let $H \in \mathcal{M}_d$ be a Hamiltonian and $\{e_1, \ldots, e_{d'}\}$ be an $\epsilon$-spectral covering of it. Suppose we implement phase estimation for $H$ using $t$ qubits. Then

$$P(X_1 = j | Y_1 = e_i) \leq \frac{2^{t+1} \epsilon + 1}{\Delta(i, j)^2}$$

for $j \neq i$ and $\Delta_{i, j}$ defined as in Eq. (36).

Proof: In [17, Section 5.2] it is shown that given that the eigenstate of the system is $E_i$, we have that the probability that the observed outcome is $E_i$ is bounded by

$$\left| 2^t (E_i - E) \right| = 2^t \left( E_i - E \right) \mod 2^t.$$ 

For any point of the spectrum of $H$ in $(e_i - \epsilon, e_i + \epsilon)$ and for a point in $E \in (e_j - \epsilon, e_j + \epsilon)$ we have that $|2^t (e_i - E) \mod 2^t| \geq \Delta(i, j)$. There are at most $2 \epsilon 2^t + 1$ possible outcomes that lie in the interval $(e_j - \epsilon, e_j + \epsilon)$. We therefore have

$$P(X_1 = j | Y_1 = e_i) \leq \frac{2^{t+1} \epsilon + 1}{\Delta(i, j)^2}. \quad \Box$$

Note that we have $2^t \leq \Delta(i, j)$, so the probability of misidentifying the labels goes to zero exponentially fast with the number of qubits for fixed $\epsilon$. We then obtain for $\xi$ and $\xi'$:

Corollary 4.1. Let $H \in \mathcal{M}_d$ be a Hamiltonian and $\{e_1, \ldots, e_{d'}\}$ be an $\epsilon$-spectral covering of it with $\epsilon \geq 2^{-n}$. Suppose we implement phase estimation for $H$ using $t \geq n + 1 + \log (2 + (2 \delta)^{-1})$ qubits. Then $\xi' \geq 1 - \delta$ and

$$\xi \geq \min_{j \in [d']} \frac{1 - \delta}{1 - \delta + \frac{(2^{t+1} \epsilon + 1)|S_j|^{-1} \sum_{(j, l) \neq j} \Delta(j, l)^{-2} |S_l|}{2^n}}. \quad (37)$$

Proof: As $\epsilon \geq 2^{-n}$ and with probability at least $1 - \delta$ we will obtain an output which is accurate up to $n + 1$ bits, with probability at least $1 - \delta$ we will correctly identify in which element of the covering we are from the output. From this, it follows that $\xi' \geq 1 - \delta$. As the function $(x, y) \mapsto \frac{x}{x+y}$ is monotone increasing in $x$ and decreasing in $y$ for $x, y > 0$, we obtain Eq. (37) by inserting the bound on $\xi'$ and the result of Lemma 4.2 into the expression we derived for $\xi$ in theorem 4.2. \quad \Box

Corollary 4.1 clarifies that the algorithm requires a larger number of qubits to be reasonably stable if we have close $E_j$ and $E_{j'}$ s.t. $|S_j| \ll |S_{j'}|$. The converse is also true; if $|S_j| \overset{\sim}{=} |S_{j'}|$ for all $j, j'$ the algorithm is already stable with a small precision.

5 Expected run-time, Memory Requirements and Circuit Depth

We will now address the expected run-time of algorithm 4. To this end, we will only consider the number of calls of the phase estimation and eigenbasis preserving or lumpable channel and not the necessary classical post-processing, as we consider the quantum routines the more expensive resources.
In [13, Theorem 5], it was shown that the expected time to obtain a sample using algorithm 1 is $O(t_{\text{mix}}|S|^2)$ steps, where again $t_{\text{mix}}$ is the time such that the chain is $e^{-1}$ close to stationarity and $|S|$ the size of our state space. In the case of Hamiltonians with degenerate spectrum $t_{\text{mix}}$ will denote the mixing time of the classical lumped chain induced by the lumpable channel (see Eq. (7)).

Recall that $d'$ denotes the number of distinct eigenvalues of the Hamiltonian or the size of the $\epsilon$-spectral covering being used. That is, $d'$ is just the number of different labels of the graph. We will say that a column indexed by $k \in -\mathbb{N}$ of $G$ is complete if $\forall i \in [d']$ $G(k,i) \neq 0$. In [13], it is shown that we need to complete on average $O(t_{\text{mix}}d')$ columns of the graph $G$ before the labels on a column become constant. As each step to complete a column needs $O(d')$ calls of RandomSuccessor, this leads to a total of $O(t_{\text{mix}}d'^2)$ calls of RandomSuccessor. The dynamics in the eigenbasis of $H$ is classical, so we may use the exact same reasoning to conclude that we will need an expected $O(t_{\text{mix}}d')$ number of complete columns until we obtain one perfect sample.

But in our case, we may need more uses of the channel and phase estimation, as we may not prepare an arbitrary eigenstate of $H \in \mathcal{M}_d$ which might be necessary to complete a column deterministically. We will denote the expected number of measurements necessary to complete a column by $\phi(H)$ and in theorem A.1 in the Appendix A we give an explicit expression for this quantity.

In Appendix A we prove bounds on $\phi(H)$ for various cases of interest and remark that in the worst case, namely Hamiltonians with a non-degenerate spectrum, $\phi(H) = O(d \log(d))$. Preparing the initial states probabilistically does not significantly change the overall efficiency of the algorithm, as illustrated by the next theorem.

**Theorem 5.1.** Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a lumpable quantum channel for a Hamiltonian $H$ at inverse temperature $\beta > 0$ with mixing time $t_{\text{mix}}$. Then the expected number of steps until algorithm 4 returns a perfect sample is $O(t_{\text{mix}}d'\phi(H))$.

**Proof:** We will need an average of $\phi(H)$ measurements to complete a column. From the result [13, Theorem 5] we know that we will need an expected number of $O(t_{\text{mix}}d')$ number of complete columns to obtain a sample. As the number of measurements needed to complete a column and complete columns to obtain a sample are independent, we have an expected $O(t_{\text{mix}}d'\phi(H))$ number of steps to obtain a sample. \hfill \square

It should be clear from theorem 5.1 that algorithm 4 is considerably less efficient than other algorithms such as quantum Metropolis [7] if we are willing to settle for an approximate sample for Hamiltonians with a non-degenerate spectrum. In this case we have $d' = d$ and $\phi(H) = O(d \log(d))$, giving a total complexity of $O(t_{\text{mix}}d^2 \log(d))$ in the worst case. After all, to obtain a sample that is $e^{-1}$ close in trace distance to the Gibbs state, one only needs $t_{\text{mix}}$ steps of the Metropolis algorithm instead of the $O(t_{\text{mix}}d^2 \log(d))$ needed for CFTP. Therefore, it is important to stress again that these algorithms are very different in nature. Algorithm 4 provides us with perfect, not approximate samples, and it is the first algorithm of this form for quantum Gibbs states to the best of our knowledge. It provides a certificate that we are indeed sampling from the right distribution when it terminates, while most other algorithms
require some mixing time bounds to obtain a sample that can be considered close to the target distribution. Moreover, it only requires us to be able to implement one step of the chain.

However, for the case of Hamiltonians with a highly degenerate spectrum, our algorithm is efficient, as is illustrated by the next theorem:

**Theorem 5.2.** Let \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \) be a lumpable quantum channel for a Hamiltonian \( H \in \mathcal{M}_d \) at inverse temperature \( \beta > 0 \) with mixing time \( t_{\text{mix}} \). Moreover, assume that we have \( d \leq |S_i|r(d) \) for some function \( r : \mathbb{R} \rightarrow \mathbb{R} \) and all eigenspaces \( S_i \). Then the expected number of steps until algorithm 4 returns a perfect sample is \( \mathcal{O}(t_{\text{mix}}r(d)^2 \log(r(d))) \).

**Proof:** From \( d \leq |S_i|r(d) \) it follows that \( d' \leq r(d) \). It follows from theorem A.2 that we will need an average of \( \mathcal{O}(r(d) \log(r(d))) \) measurements to complete a column. From the result [13, Theorem 5] we know that we will need an expected number of \( \mathcal{O}(t_{\text{mix}}d') \) number of complete columns to obtain a sample. As the number of measurements needed to complete a column and complete columns to obtain a sample are independent, we have an expected \( \mathcal{O}(t_{\text{mix}}r(d)^2 \log(r(d))) \) number of steps to obtain a sample. \( \square \)

In particular, for the cases \( r(d) = c \) for some \( c \in \mathbb{R} \), which corresponds to having eigenspaces with a degeneracy proportional to the dimension, we have that we only need \( \mathcal{O}(t_{\text{mix}}) \) steps to obtain a perfect sample. That is, the time necessary to obtain perfect samples with our algorithm and approximate ones are the same up to a constant factor. Slightly more generally, for \( r(d) = c \log(d)^m \) our algorithm still has a polylogarithmic runtime and is efficient. Admittedly such level of degeneracy is not usual for Hamiltonians of physical relevance. One could use the strategy discussed in section 3.3 and still obtain certifiably good samples by lumping together eigenvalues that are close. Moreover, as we will only need to run a \( r(d) \) dimensional version of classical CFTP, the classical part of the algorithm will be efficient.

Although the worst case \( \mathcal{O}(t_{\text{mix}}d^2 \log(d)) \) scaling is prohibitive for applications, this is still more efficient than explicitly diagonalizing \( H \) as long as \( t_{\text{mix}} \log(d) = \mathcal{O}(d^{\omega-2}) \). Here \( 2 < \omega < 2.373 \) is the optimal exponent of matrix multiplication, which has the same complexity as diagonalization [35]. That is, as long as approximate sampling is efficient, obtaining perfect samples is faster than diagonalizing even in the worst case.

We now analyze the circuit depth and memory requirements to obtain a sample.

**Theorem 5.3.** Let \( C_{\text{PT}} \) and \( C_T \) be the circuit depth needed to implement the phase estimation for \( H \) and the eigenbasis preserving channel, respectively. Then one needs to implement a quantum circuit of depth \( \mathcal{O}(C_{\text{PT}} + C_T) \) to obtain a sample and moreover an expected \( \mathcal{O}(\phi(H)) \) classical memory.

**Proof:** The circuit length part follows easily from just going through the steps of algorithm 4, as to label the new vertex we need to implement two phase estimation steps and apply the eigenbasis preserving channel once.

To see the that we only need \( \mathcal{O}(\phi(H)) \) classical memory, notice that we only need to store the information contained in the last complete column to perform the later steps. This is
because it contains all possible labels for future columns. By corollary A.2, we have that the expected number of labels we obtain before completing a column is $O(\phi(H))$, and so we need a total classical memory of size $O(\phi(H))$.

The quantum part of algorithm 4 can be easily parallelized, as we could use different quantum computers feeding a classical computer with valid transitions. Note that the classical resources necessary to run the algorithm are also not very large in the cases in which we have a highly degenerate spectrum, as discussed before.

6 Adapting other Variations of CFTP

In [13] the authors discuss other variations of CFTP that can be more efficient, such as the cover time CFTP algorithm. We will not discuss in detail how to adapt these other proposals, but it should be straightforward to do so from the results in the last sections. In this section, we will just mention the main ideas. Note that the only thing necessary to implement all these variations is a valid RandomSuccessor function and the outputs of the measurements in steps 6 and 13 of algorithm 4 do exactly that. This information could then be fed to a classical computer running a variation of CFTP. The only difference to the classical case is that we may not choose arbitrary initial states, but do so probabilistically. However, by waiting until each initial state is observed, we may circumvent this and do not have a significant overhead by the result of corollary A.2.

For some variations of CFTP, like again the cover time CFTP, one needs to iterate RandomSuccessor. This is also straightforward. If we want to obtain a given number of iterations of RandomSuccessor, we just apply an eigenbasis preserving or lumpable channel $T$ to the first register, repeated by a phase estimation step and a measurement in the computational basis. We then repeat this procedure to obtain the iterations.

One could then repeat the analysis done in this section and see that the run-time is again of the same order of magnitude as the classical version of the CFTP algorithm and obtain a perfect sampling algorithm with a run-time proportional to the cover time of the lumped chain.

7 Conclusion and Open Problems

We have shown how to adapt perfect sampling algorithms for classical Markov chains to obtain perfect samples of quantum Gibbs states on a quantum computer. These algorithms have an average run-time which in the worst case is similar to their classical counterparts. For highly degenerate Hamiltonians this algorithm gives an efficient sampling scheme and in the extreme case of having degeneracies proportional to the dimension, the time required to sample perfectly is even proportional to the time necessary to obtain an approximate sample. In these cases, the classical post-processing required can be done efficiently. We showed how to increase the efficiency of the sampling scheme and still obtain certifiably good samples by lumping close eigenstates together. We argue that one of its main advantages is its short circuit depth. We show that the algorithm is stable under noise in different steps of the implementation. It would be interesting to find sampling applications or models that satisfy the conditions under which our algorithms are efficient. Moreover, it would be worthwhile to investigate if there is a class of models to which we can tailor the perfect sampling algorithms
to be efficient, as was done with success for attractive spin systems [12].
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Appendix A  Expected number of observations to sample all possible outputs

To estimate the expected run-time of algorithm 4, we need to determine how often, on average, we must measure projections $\{P_i\}_{1 \leq i \leq d'}$ on the state $|\psi\rangle$ until we observe all possible outcomes $i$. Here the $P_i$ correspond to projections onto different eigenspaces of the Hamiltonian Gibbs state $e^{-\beta H}/Z_\beta$ we are trying to sample from. The number of measurements corresponds to the time necessary to complete a column in algorithm 4 and will be denoted by $\phi(H)$.

One can see that this corresponds to the classical problem of determining how many coupons one must collect to obtain at least one of each, the coupon collector problem [36]. But in our case, we have unequal probabilities for the coupons or outcomes, as the probability $q(i)$ of observing $i$ is given by

$$q(i) = \text{tr} \left( P_i \frac{1}{d} \right) = \frac{|S_i|}{d}. \quad (38)$$
Theorem A.1 (Coupon collector with unequal probabilities). Let \( q \in \mathbb{R}^{d'} \) be the probability distribution of the measurement outcomes as in Eq. (38). Let \( Y \) be the random variable given by the number of measurements necessary to observe all possible outputs. Then

\[
\phi(H) = E(Y) = \sum_{j=0}^{d'-1} (-1)^{d'-1-j} \sum_{|J|=j} (1 - Q_J)^{-1},
\]

(39)

where \( Q_J \) is defined as \( Q_J = \sum_{i \in J} q(i) \) for \( J \subset [d'] \) and the second sum is over all subsets of size \( j \).

Proof: We refer to [37, Corollary 4.2] for a proof.

Although the expression in Eq. (39) is exact, its asymptotic scaling is not clear from it. Therefore, we show the following bound which is more directly accessible.

Theorem A.2. Let \( q \in \mathbb{R}^{d'} \) be the probability distribution of the measurement outcomes as in Eq. (38). Let \( Y \) be the random variable given by the number of measurements necessary to observe all possible outputs. Moreover, assume that \( d \leq |S_i| r(d) \) for some \( r(d) : \mathbb{R} \rightarrow \mathbb{R} \). Then

\[
\phi(H) = E(Y) \leq r(d) \varphi_{d'} = O\left( r(d) \log \left( r(d) \right) \right),
\]

where \( \varphi_{d'} = \sum_{l=1}^{d'} \frac{1}{l} \).

Proof: We mimic the proof of the classical result for the coupon collector problem with uniform probability distribution. Denote by \( t_l \) the expected time to collect a new coupon after \( l-1 \) have been collected. We then have

\[
E(Y) = \sum_{l=1}^{d'} E(t_l).
\]

We clearly have \( E(t_1) = 1 \). Define \( k(d) = \frac{d}{r(d)} \). For \( l \geq 2 \), note that as we have that we get each coupon with probability at least \( \frac{k(d)}{d'} \), the probability of getting a new coupon after having collected \( l-1 \) is at least \( (d' - l + 1) \frac{k(d)}{d} \). From this, it follows that \( E(t_l) \leq \frac{d'}{k(d)} (d' - l + 1)^{-1} \) and so

\[
E(Y) \leq 1 + \frac{d'}{k(d)} \sum_{l=2}^{d'} \frac{1}{d' - l + 1} \leq \frac{d'}{k(d)} \sum_{l=1}^{d'} \frac{1}{l}.
\]

The claim follows from observing that \( \varphi_{d'} = O\left( \log(d) \right) \) and that \( d' \leq r(d) \).

From this, it is easier to get estimates for cases that might be of interest. Here we collect the bounds for the extreme cases of highly degenerate spectra, that is, with each eigenspace having dimension \( \Omega \left( d \log(d)^{-m} \right) \) for \( m \in \mathbb{N} \) and the non-degenerate case.
Corollary A.1. Let $q \in \mathbb{R}^{d'}$ be the probability distribution of the measurement outcomes as in Eq. (38). Let $Y$ be the random variable given by the number of measurements necessary to observe all possible outputs. Moreover, assume that $|S_i| \geq c \frac{d}{\log(d)m}$ for some $c \in \mathbb{R}$ and all $i \in [d']$. Then

$$
\phi(H) = E(Y) \leq \frac{\log(d)^m}{c} \varphi c^{-1}\log(d)m = O\left(\log(d)^m \log \left[m \log(d)\right]\right).
$$

Proof: Just take $r(d) = c^{-1}\log(d)m$ in theorem A.2.

Corollary A.2. Let $q \in \mathbb{R}^{d'}$ be the probability distribution of the measurement outcomes as in Eq. (38). Let $Y$ be the random variable given by the number of measurements necessary to observe all possible outputs. Moreover, assume that $q(i) = \frac{1}{d}$. Then

$$
\phi(H) = E(Y) = O\left(d \log(d)\right)
$$

Proof: Just take $r(d) = d$ in theorem A.2.

That is, we might go from a constant number of samples necessary to complete a column in the case of degeneracies proportional to the dimension to a scaling like $d \log(d)$. One should note that applying the bound in corollary A.2 to analyze the runtime of algorithm 4 probably leads to bounds that are too pessimistic for spectra that are not very degenerate. To see why this is the case, note that in algorithm 4 we do not discard measurements outcome we have already observed, but rather use them to complete other columns, which we do not take into account in this analysis.
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D. Stilck França, A. Bluhm

Semidefinite programs (SDPs) are a natural framework to formulate and solve many optimization problems encountered in quantum information theory. One of the main bottlenecks for their more widespread application in practice is the prohibitive amount of memory required to solve them. In this work, we investigate if one can apply concepts from quantum information theory to solve SDPs using less memory. In particular, we show how to construct positive maps whose output dimension is much smaller than its input and that approximately preserve the Hilbert Schmidt scalar product between matrices based on Johnson-Lindenstrauss transforms. We call such maps positive linear sketches. We then use them to approximately solve SDPs with inequality constraints using substantially less memory, as such map approximately preserve feasibility sets of SDPs. The effectiveness of our methods depends on the Schatten 1–norm of the matrices that define the constraints. We show how to apply similar ideas to linear matrix inequality feasibility problems. Moreover, we show some no-go results that clarify the limitations of this approach to the solution of SDPs and the limitations of positive, linear sketches, results which might be of independent interest to the quantum information community.

C.1.1 SDPs and Quantum Information

Many optimization problems in quantum information theory can be naturally cast as SDPs. Examples related to the problems discussed here before are e.g. upper bounds on the classical capacity of quantum channels [58]. Other interesting problems related to the convergence of (classical) semigroups can be cast as SDPs, such as the fastest mixing Markov chain on a certain graph [59]. Although SDPs are solvable in polynomial time, the large amount of memory required to solve them limits their application in practice to problems of moderate dimension. It is therefore of great importance to develop methods that can (approximately) solve larger instances of SDPs using fewer resources. Although the previous works in this dissertation are concerned with how noisy a certain semigroup of quantum channels is, here it will be central to see how much we can compress matrices while approximately preserving positivity and the geometry induced by the Hilbert-Schmidt scalar product. We will focus on real matrices now, but note that all results can be generalized to complex matrices. Given a matrix $A \in \mathcal{M}_d$, we will denote its transpose by $A^T$. Moreover, we denote the set of symmetric matrices, i.e. $A$ such that $A = A^T$, by $\mathcal{M}^{ym}_d$.

Given that in SDPs one optimizes a linear functional over positive matrices that satisfy linear constraints, one natural approach to “compress” SDPs and reduce their dimension is to apply positive linear maps that approximately project the feasible set to a set of smaller dimension without changing the target value too much. To find such positive maps we drew inspiration from the field of sketching [60]. Sketching is an idea that is currently studied intensively in theoretical computer science and mathematics.

C.1.2 Sketching the HS scalar product

The main idea in sketching is to (probabilistically) compress the input to a problem and to give a (probabilistic) algorithm that yields an approximate solution to the original problem with high probability. A handy set of tools in this setting are Johnson-Lindenstrauss transforms, which we also explore in this work.

Definition C.1.1 (Johnson-Lindenstrauss transforms). A random matrix $S \in \mathcal{M}_{d,D}$ is a JLT with parameters $(\epsilon, \delta, k)$ if with probability at least $1 - \delta$ for any $k$-element subset $V \subset \mathbb{R}^D$ and for all $v, w \in V$ it holds that

$$|\langle Sv, Sw \rangle - \langle v, w \rangle| \leq \epsilon \|v\|_2 \|w\|_2.$$
It is known that there are \((\epsilon, \delta, k)\)-JLT with \(d = O(\epsilon^{-2} \log (\delta k))\). Those can also be chosen sparse.

As mentioned before, we want to construct random maps that approximately preserve the HS scalar product, and the following construction delivers exactly that.

**Lemma C.1.2.** Let \(B_1, \ldots, B_m \in M_d^{\text{sym}}\) and \(S \in M_{d,D}\) be an \((\epsilon, \delta, k)\)-JLT with \(\epsilon \leq 1\) and \(k\) such that

\[ k \geq \sum_{i=1}^{m} \text{rank}(B_i). \]

Then

\[ P \left[ \forall i, j \in [m] : |\text{Tr} (SB_i S^T SB_j S^T) - \text{Tr} (B_i B_j)| \leq 3\epsilon \|B_i\|_1 \|B_j\|_1 \right] \geq 1 - \delta. \quad (C.1) \]

This claim follows immediately if we diagonalize the matrices \(B_i\) and apply the JLT property to their eigenvectors combined with the Cauchy-Schwarz inequality. The usual JLT theorem gives a scaling of the error with the Schatten 2-norm, which is smaller than the 1-norm, and thus the scaling in Equation (C.1) is worse than expected. Given that this proof is admittedly crude, it is natural to ask if it is possible to obtain better bounds using more sophisticated techniques or a better family of positive maps. Some no-go theorems in this direction were already proved in [14], but we also prove the following theorem that shows that our results cannot be improved significantly:

**Theorem C.1.3 (No-go for Sketching HS).** Let \(\Phi : M_d \to M_d\) be a random positive map such that with positive probability for any \(Y_1, \ldots, Y_{D+1} \in M_D\) and \(0 < \epsilon < \frac{1}{4}\) we have

\[ |\text{Tr} (\Phi(Y_i)^T \Phi(Y_j)) - \text{Tr} (Y_i^T Y_j)| \leq \epsilon \|Y_i\|_2 \|Y_j\|_2. \quad (C.2) \]

Then \(d = \Omega(D)\).

The proof of this statement uses the fact that for any set \(\{P_i\}_{i \in I}\) of \(|I| \geq d\) positive semidefinite matrices in \(M_d\) such that \(\text{Tr} (P_i^2) = 1\) we have that

\[ \sum_{i \neq j} \text{Tr} (P_i P_j)^2 \geq \frac{|I| - d^2}{|I| - 1} d^2. \]

We then use this to show that if \(d\) is not \(\Omega(D)\) we could violate this bound.

**C.1.3 Sketching SDPs to approximate the optimum value**

The kind of SDPs we consider are given in terms of inequality constraints, i.e. they have the form

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} (AX) \\
\text{subject to} & \quad \text{Tr} (B_i X) \leq \gamma_i, \quad i \in \{1, \ldots, m\} \\
& \quad X \geq 0
\end{align*}
\]

where \(A, B_i \in M_d^{\text{sym}}\) and \(\gamma_i \in \mathbb{R}\) for all \(i \in \{1, \ldots, m\}\). We will always assume that our SDPs satisfy Slater’s condition. The sketched SDP for this problem will be:

**Definition C.1.4 (Sketched SDP).** Let \(A, B_i \in M_d^{\text{sym}}\) and \(\gamma, \gamma_i \in \mathbb{R}\) for all \(i \in \{1, \ldots, m\}\) and \(\epsilon > 0\). Given the existence of an optimal solution \(X^* \geq 0\) satisfying \(\text{Tr} (X^*) \leq \eta\) and given further an \((\epsilon, \delta, k)\)-JLT \(S \in M_{d,D}\), we call the \(d\)-dimensional optimization problem

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} (SAS^T Y) \\
\text{subject to} & \quad \text{Tr} (SB_i S^T Y) \leq \gamma_i + 3\epsilon \|B_i\|_1, \quad i \in \{1, \ldots, m\} \\
& \quad Y \geq 0
\end{align*}
\]

the sketched SDP. Here, \(k \geq \text{rank}(X^*) + \text{rank}(A) + \sum_{i=1}^{m} \text{rank}(B_i).\)
The sketched SDP gives an approximation of the value of the original problem with high probability.

**Theorem C.1.5 (Bounds on sketched value).** Let $\alpha_S$ be the value of the sketched SDP defined by $A$, $B_i$, and $S$. Then

$$\alpha_S + 3\eta \|A\|_1 \geq \alpha$$  \hspace{1cm} (C.4)

with probability at least $1 - \delta$. Moreover, we also have

$$\alpha \geq \alpha_S - \epsilon C.$$  \hspace{1cm} (C.5)

Here $C$ scales linearly with $\|B_i\|_1, \eta, (\alpha - \text{Tr}(X_0A))$ and $\max_i (\gamma_i - \text{Tr}(X_0B_i))^{-1}$. $X_0$ is a strictly feasible solution to the original problem.

The upper bound in Equation (C.4) follows from noting that by our result on sketching the HS norm and our choice of the JLT $S$ we have that $\text{Tr}(SB_i S^T S X^* S^T) \leq \gamma_i + 3\eta \|B_i\|_1$ for all $1 \leq i \leq m$. This implies that $S X^* S^T$, which is again positive semidefinite, will be a feasible point of the sketched SDP with value at least $\alpha - 3\eta \|A\|_1$, from which the claim follows. The lower bound follows from observing that, by the cyclicity of the trace, $S^T X^*_S$, where $X^*_S$ is an optimal point of the sketched SDP, will be a feasible point of a perturbed version of the sketchable SDP. Using continuity estimates for SDPs we obtain the claim.

These results suggest the following simple algorithm to solve SDPs approximately. Sample a JLT $S$ with the desired parameters, compute the sketched matrices $SB_i S^T$ and $SAS^T$ and solve the sketched SDP. The previous Theorem then guarantees that the error will not be significant.

We also note that we can obtain approximately optimal points of the original SDP in the case that all $\gamma_i \geq 0$.

**C.1.4 Linear Matrix Inequality feasibility problems**

Using similar ideas, we can also handle linear matrix inequality feasibility problem.

**Theorem C.1.6.** Let $A, B_1, \ldots, B_m \in M_{d,D}^{\text{sym}} \setminus \{0\}$ such that

$$\sum_{i=1}^m c_i B_i - A \not\succeq 0$$

for all $c \in \mathbb{R}_m^+$. Suppose further that

$$\Lambda = \text{cone}\{B_1, \ldots, B_m\}$$

is pointed and $\Lambda \cap S_D^+ = \{0\}$. Moreover, let $\rho \in S_D^+$ be such that for all $i \in [m]$

$$\text{Tr}(\rho B_i) < 0, \quad \text{Tr}(-A\rho) < 0 \quad \text{and} \quad \text{Tr}(\rho) = 1.$$

Set

$$\epsilon = \frac{1}{2} \min\left\{ \frac{\text{Tr}(\rho B_1)}{\|B_1\|_1}, \ldots, \frac{\text{Tr}(\rho B_m)}{\|B_m\|_1} \right\}$$

and take $S \in M_{d,D}$ to be an $(\epsilon, \delta, k)$-JLT. Here,

$$k \geq \text{rank}(A) + \text{rank}(\rho) + \sum_{i=1}^m \text{rank}(B_i).$$

Then

$$\sum_{i=1}^m c_i SB_i S^T - SAS^T \not\succeq 0$$ \hspace{1cm} (C.6)

for all $c \in \mathbb{R}_m^+$, with probability at least $1 - \delta$. 

The proof relies on the fact that under these assumptions such a $\rho$ always exists and defines a hyperplane that separates the LMI and the cone of positive semidefinite matrices. It follows from our result on positive sketches of the HS scalar product that $S\rho S^T$ will also define a separating hyperplane with high probability. This results suggest an algorithm to certify that a certain LMI is not feasible. We first check if the LMI
\[
\sum_{i=1}^{m} c_i SB_i S^T - SAS^T \not\geq 0
\]
is feasible. If it is not, then the original problem was not feasible as well, as any feasible point remains feasible when we conjugate with $S$. The results of the last theorem assure that we will be able to detect that the original problem was not feasible with a high enough probability if we choose $\epsilon$ small enough.

C.1.5 Complexity and Memory Considerations

The main bottleneck of the algorithm is to compute the matrices $SB_i S^T$. For a fixed error $\epsilon$, probability of success $\delta$, $\|B_i\|_1 = O(1) = \|A\|_1$, $m = \text{poly}(D)$ and solving SDPs to a fixed accuracy we have:

<table>
<thead>
<tr>
<th>Complexity</th>
<th>General Solver</th>
<th>Sketched</th>
<th>Ellipsoid method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SDP$(m,D)$</td>
<td>$O(D^2 m \log(mD)) + \text{SDP}(m,\log(mD))$</td>
<td>$O(\max{m,D^2} D^\mu)$</td>
</tr>
<tr>
<td>Memory</td>
<td>$O(D^2 m)$</td>
<td>$O(m \log(mD))$</td>
<td>$O(D^2 m)$</td>
</tr>
</tbody>
</table>

We obtain further improvements in the complexity and memory if we suppose that the $B_i$ are sparse. If the SDP can be sketched, doing so gives a speedup as long as $\text{SDP}(m, D) = \Omega(mD^{2+\mu}), \mu > 0$.

C.1.6 Individual Contribution

The project’s idea was motivated by discussions between Andreas Bluhm and me. I am the principal author of this article. I had the idea that one could use conjugations with JLTs to reduce the dimensionality of SDPs while approximately preserving their feasible set. I proved and formulated Lemma C.1.2 (Lemma 3.1 in the article) and Theorem C.1.3 (Theorem 3.2 in the article). A further no-go result not included in this summary, Theorem 5.1 in the article, was also formulated and proved by me. In the case of Theorem C.1.5, I was responsible for proving and formulating the upper bound on the value, which corresponds to Theorem 5.3 in the article, while A. Bluhm formulated and proved the lower bound, which corresponds to Theorem 5.5, although the idea of obtaining the bound through continuity bounds on the relaxed SDP was mine. He then observed that duality of SDPs would deliver the desired bound. The idea of relaxing the original SDP as done in the sketched SDP also goes back to me. The observation that we can also obtain a point which is close to optimal from SDP-packing problems, formulated in Theorem 5.6, goes back to me and I formulated and proved the theorem. Regarding Theorem C.1.6 (Lemma 4.1 in the article), I was responsible for formulating and proving a slightly less general version of it and A. Bluhm for arguing that the same proof would apply to the current more general setting. A. Bluhm was responsible for the discussion on complexity and memory considerations and I was responsible for the numerics and applications section. I wrote all the code necessary for our examples and thought of the applications. I wrote sections 1, 2, 3, 4, 5, 7 and Appendix B. A. Bluhm was responsible for the appendices on complexifying JLTs and we contributed equally to the section on random feasibility problems. After the completion of the first draft, we discussed together how we could improve the presentation of the article, leading to its current form.
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1. Introduction

Semidefinite programs (SDPs) are a prominent class of optimization problems [LA16]. They have applications across different areas of science and mathematics, such as discrete optimization [WA02] or control theory [BEFB94].

However, although there are many different algorithms that solve an SDP up to an error $\epsilon$ in a time that scales polynomially with the dimension and logarithmically with $\epsilon^{-1}$ [Bub15], solving large instances of SDPs still remains a challenge. This is not only due to the fact that the number and cost of the iterations scale superquadratically with the dimension for most algorithms to solve SDPs, but also due to the fact that the memory required to solve large instances is beyond current capabilities. This has therefore motivated research on algorithms that can solve SDPs, or at least obtain an approximate solution, with less memory requirements. One such example is the recent [YUAC17], where ideas similar to ours were applied to achieve optimal storage requirements necessary to solve a certain class of SDPs. While their work proposes a new way to solve an SDP using linear sketches, our approach relies on standard convex optimization methods.

In this work, we develop algorithms to estimate the value of an SDP with linear inequality constraints and to determine if a given linear matrix inequality (LMI) is feasible or not. These algorithms convert the original problem to one of the same type, but of smaller dimension, which we call the sketched problem. Subsequently, this new problem can be solved with the same techniques as the original one, but potentially using less memory and achieving a smaller runtime. Therefore, we call this a black box algorithm. With high probability an optimal solution to the sketched problem allows us to infer something about the original problem.

In the case of LMIs, if the sketched problem is infeasible, we obtain a certificate that the original problem is also infeasible. If the sketched problem is feasible, we are able to infer that the original problem is either “close to feasible” or feasible with high probability, under some technical assumptions.

In the case of estimating the value of SDPs, we are able to give an upper bound that holds with high probability and a lower bound on the value of the SDP from the value...
of the sketched problem, again under some technical assumptions. For a certain class of SDPs, which includes the so-called semidefinite packing problems [IPS05], we are able to find a feasible point of the original problem which is close to the optimal point and most technical aspects simplify significantly. For this class it can be checked whether this feasible point is indeed optimal.

Our algorithms work by conjugating the matrices that define the constraints of the SDP with Johnson-Lindenstrauss transforms [Woo14], thereby preserving the structure of the problem. Similar ideas have been proposed to reduce the memory usage and complexity of solving linear programs [VPL15]. While those techniques aim to reduce the number of constraints, our goal is to reduce the dimension of the matrices involved.

Unfortunately, the dimension of the sketch needed to have a fixed error with high probability scales with the Schatten 1-norm of the constraints and that of an optimal solution to the SDP, which significantly restricts the class of problems to which these methods can be applied. We are able to show that one cannot significantly improve this scaling and that one cannot sketch general SDPs using linear maps.

This paper is organized as follows: in Section 2, we fix our notation and recall some basic notions from matrix analysis, Johnson-Lindenstrauss transforms, semidefinite programs and convex analysis which we will need throughout the paper. We then proceed to show how to sketch the Hilbert-Schmidt scalar product with positive maps in Section 3. We apply these techniques in Section 4 to show how to certify that certain LMIs are infeasible by showing the infeasibility of an LMI of smaller dimension. In Section 5, we apply similar ideas to estimate the value of an SDP with linear inequality constraints by solving an SDP of lower dimension. This is followed by a discussion of the possible gains in the complexity of solving these problems and for the memory requirements in Section 6. Furthermore, we make some numerical simulations in Section 7 to benchmark our findings by applying our techniques to a problem from the field of optimal designs of experiments and to a random LMI with matrices sampled from the Gaussian unitary ensemble.

2. Preliminaries

We begin by fixing our notation. For brevity, we will write the set \{1, \ldots, d\} as \([d]\). The set of \(d \times D\) matrices over some field \(K \in \{\mathbb{R}, \mathbb{C}\}\) will be written as \(\mathcal{M}_{d,D}(K)\) and just \(\mathcal{M}_d(K)\) if \(d = D\). We will often omit the underlying field if it is not relevant for the statement. We will denote by \(\mathcal{M}_d^{\text{sym}}\) the set of symmetric \(d \times d\) matrices in the real case and the set of Hermitian matrices in the complex case. For \(A \in \mathcal{M}_d\), \(A^T\) will denote the transpose of \(A\) in the real case and the Hermitian conjugate in the complex case. To avoid cumbersome notation and redundant theorems, we will prove most of the statements only for real matrices. However, note that all statements translate to the complex case in a straightforward fashion. We will state most of the definitions just for real matrices, but it should be clear how to generalize them to the complex case. For \(A \in \mathcal{M}_d^{\text{sym}}\) we will write \(A \geq 0\) if \(A\) is positive semidefinite. We will denote the cone of \(d \times d\) positive semidefinite matrices by \(\mathcal{S}_d^+\) and its interior, the positive definite matrices,
Definition 2.1 (Schatten $p$-norm and Hilbert-Schmidt scalar product). Let $A \in M_d$ and $s_1, \ldots, s_d$ be its singular values. We define the Schatten $p$-norm of $A$ for $p \geq 1$, denoted by $\|A\|_p$, to be given by

$$\|A\|_p^p = \sum_{i=1}^d s_i^p$$

and for $p = \infty$ by $\|A\|_\infty = \max_{1 \leq i \leq d} s_i$. The Schatten 2–norm is induced by the Hilbert-Schmidt scalar product, which is given by

$$\langle A, B \rangle_{HS} = \text{Tr}(A^T B)$$

for $A, B \in M_d$.

We will sometimes refer to the case $p = 2$ as the Hilbert-Schmidt (HS) norm and $p = \infty$ as the operator norm.

Definition 2.2 (Positive Map). A linear map $\Phi : M_D \to M_d$ is called positive if $\Phi(S_D^+ \Sigma D^+ \Sigma)$ $\subseteq S_D^+$.

The structure of the set of positive maps is still not very well understood [Stø13]. For our purposes, however, we will only need maps of the form $\Phi(X) = XSXT$ with $S \in M_{d,D}$, which are easily seen to be positive.

We will adopt the standard Big $O$ notation for the asymptotic behavior of functions. That is, for two functions $f, g : \mathbb{R} \to \mathbb{R}$, we will write $g = O(f)$ if there exists a constant $M > 0$ such that for all $x > x_0$ we have $|g(x)| \leq M|f(x)|$. Analogously, we write $g = \Omega(f)$ if there exists a constant $M > 0$ such that for all $x > x_0$ we have $|g(x)| \geq M|f(x)|$.

The following families of matrices will play a crucial role for our purposes:

Definition 2.3 (Johnson-Lindenstrauss transform). A random matrix $S \in M_{d,D}(\mathbb{K})$ is a Johnson-Lindenstrauss transform (JLT) with parameters $(\epsilon, \delta, k)$ if with probability at least $1 - \delta$, for any $k$-element subset $V \subseteq \mathbb{K}^D$, for all $v, w \in V$ it holds that

$$|\langle Sv, Sw \rangle - \langle v, w \rangle| \leq \epsilon \|v\|_2 \|w\|_2.$$ 

Note that one usually only demands that the norm of the vectors involved is distorted by at most $\epsilon$ in the definition of JLTs, but this is equivalent to the definition we chose by the polarization identity. There are many different examples of JLTs in the literature and we refer to [Woo14] and references therein for more details. Most of the constructions of JLTs focus on real matrices, but in Section A we show how to lift some of these results to cover complex matrices. The most prominent JLT is probably the following:

Theorem 2.4. Let $0 < \epsilon, \delta < 1$ and $S = \frac{1}{\sqrt{d}} R \in M_{d,D}(\mathbb{R})$, where the entries of $R$ are i.i.d. standard Gaussian random variables. If $d = \Omega(\epsilon^{-2} \log(k \delta^{-1}))$, then $S$ is an $(\epsilon, \delta, k)$-JLT.
We refer to [Woo14, Lemma 2.12] for a proof.

The main drawback of using Gaussian JLTs is that these are dense matrices. We will denote by \( \text{nnz}(X) \) the number of nonzero elements of a matrix \( X \in \mathcal{M}_D \). As we later want to compute products of the form \( SXS^T \), it will be advantageous to have a sparse \( S \) to speed up the computation of this product. The computational cost of forming this product will most often be the bottleneck of our algorithms. Fortunately, there has been a lot of recent work on sparse JLTs. In particular, we have the following almost optimal result.

**Theorem 2.5** (Sparse JLT [KN14, Section 1.1]). There is an \((\epsilon, \delta, k)\)-JLT \( S \in \mathcal{M}_{d,D} \) with \( d = O\left(\epsilon^{-2} \log(\frac{k}{\delta})\right) \) and \( s = O\left(\epsilon^{-1} \log(k \delta^{-1})\right) \) nonzero entries per column.

**Proof.** We refer to [KN14, Section 1.1] for a proof and remark that the proof is constructive.

Given some JLT \( S \in \mathcal{M}_{d,D} \), the positive map \( \Phi : \mathcal{M}_D \to \mathcal{M}_d, X \mapsto SXS^T \) will be called the sketching map and \( d \) the sketching dimension.

We will now fix our notation for semidefinite programs. Semidefinite programs are a class of optimization problems in which a linear functional is optimized under linear constraints over the set of positive semidefinite matrices. We refer to [LA16] for an introduction to the topic. There are many equivalent ways of formulating SDPs. In this work, we will assume w.l.o.g. that the SDPs are given in the following form:

**Definition 2.6** (Sketchable SDP). Let \( A, B_1, \ldots, B_m \in \mathcal{M}_{D}^{\text{sym}} \) and \( \gamma_1, \ldots, \gamma_m \in \mathbb{R} \). We will call the constrained optimization problem

\[
\begin{align*}
\text{maximize} & \quad \text{Tr}(AX) \\
\text{subject to} & \quad \text{Tr}(B_i X) \leq \gamma_i, \quad i \in [m] \\
& \quad X \succeq 0,
\end{align*}
\]

(1)

a sketchable SDP.

Sometimes we will also refer to a sketchable SDP as the original problem. We will see later how to approximate the value of these SDPs. SDPs have a rich duality theory, in which, instead of optimizing over positive semidefinite matrices that satisfy certain constraints, one optimizes over the points that satisfy a linear matrix inequality (LMI). The dual problem of a sketchable SDP is given by the following:

\[
\begin{align*}
\text{minimize} & \quad \langle c, \gamma \rangle \\
\text{subject to} & \quad \sum_{i=1}^m c_i B_i - A \succeq 0 \\
& \quad c \in \mathbb{R}^m_+,
\end{align*}
\]

(2)

where \( \gamma \in \mathbb{R}^m \) is the vector with coefficients \( \gamma_i \). Here, \( \mathbb{R}^m_+ = \{ x \in \mathbb{R}^m : x_i \geq 0 \} \). SDPs and LMIs will be called feasible if there is at least one point satisfying all the constraints,
otherwise we will call it infeasible. A sketchable SDP will be called strictly feasible if there is a point \( X \geq 0 \) such that all the constraints in (1) are satisfied with strict inequality.

Under some conditions the primal problem (1) and the dual problem (2) have the same value. One widely used sufficient condition is Slater’s condition [LA16], which asserts that if we have a strictly feasible point of full rank for the primal problem and if the dual problem is feasible, then the primal and the dual have the same value and there is an optimal solution to the dual problem.

We will need some standard concepts from convex analysis. Given \( a_1, \ldots, a_n \in V \) for a vector space \( V \), we denote by \( \text{conv}\{a_1, \ldots, a_n\} \) the convex hull of the points. By \( \text{cone}\{a_1, \ldots, a_n\} \) we will denote the cone generated by these elements and a convex cone \( C \) will be called pointed if \( C \cap -C = \{0\} \).

3. Sketching the Hilbert-Schmidt product with positive maps

One of our main ingredients to sketch an SDP or LMI will be a random positive map \( \Phi : \mathcal{M}_D \to \mathcal{M}_d \) that preserves the Hilbert-Schmidt scalar product with high probability. We demand positivity to assure that the structure of the SDP or LMI is preserved. Below, we first consider the example \( \Phi(X) = SXS^T \) with \( S \) a JLT.

**Lemma 3.1.** Let \( B_1, \ldots, B_m \in \mathcal{M}_D^{\text{sym}} \) and \( S \in \mathcal{M}_{d,D} \) be an \((\epsilon, \delta, k)\)-JLT with \( \epsilon \leq 1 \) and \( k \) such that
\[
k \geq \sum_{i=1}^m \text{rank} B_i.
\]

Then
\[
P \left[ \forall i, j \in [m] : |\text{Tr}(SB_iS^T SB_jS^T) - \text{Tr}(B_iB_j)| \leq 3\|B_i\|_1\|B_j\|_1 \right] \geq 1 - \delta.
\] (3)

**Proof.** Observe that the eigenvectors of the \( B_i \) corresponding to nonzero eigenvalues of the \( B_i \) form a subset of cardinality at most \( k \) of \( \mathcal{K}^D \). Let \( A, B \in \{B_1, \ldots, B_m\} \). As \( S \) is an \((\epsilon, \delta, k)\)-JLT, with probability at least \( 1 - \delta \) we have for all normalized eigenvectors \( a_i \) of \( A \) and \( b_j \) of \( B \) that
\[
||\langle S a_i, S b_j \rangle| - |\langle a_i, b_j \rangle|| \leq \epsilon
\]
by the reverse triangle inequality. We also have that for any \( a_i, b_j \)
\[
\|Sa_i\|_2; \|Sb_j\|_2 \leq \sqrt{1 + \epsilon},
\]
again by the fact that \( S \) is a JLT. As \( \epsilon \leq 1 \) and by the Cauchy-Schwarz inequality, it follows that
\[
|\langle S a_i, S b_j \rangle| + |\langle a_i, b_j \rangle| \leq 3
\]
and hence
\[
||\langle S a_i, S b_j \rangle|^2 - |\langle a_i, b_j \rangle|^2| \leq 3\epsilon.
\] (4)
Now let $\lambda_i$ and $\mu_j$ be the eigenvalues of $A$ and $B$, respectively. We have:

$$|\text{Tr} \left( SAS^T SBS^T \right) - \text{Tr} \left( AB \right)| = \left| \sum_{i,j=1}^{D} \lambda_i \mu_j (\langle Sa_i, Sb_j \rangle^2 - (\langle a_i, b_j \rangle)^2) \right|$$

$$\leq 3\epsilon \sum_{i,j=1}^{D} |\lambda_i||\mu_j| \leq 3\epsilon \left\| A \right\|_1 \left\| B \right\|_1$$

with probability at least $1 - \delta$. As $A, B$ were arbitrary, the claim follows.

The scaling of the error with the Schatten 1-norm of the matrices involved in Lemma 3.1 is highly undesirable and the estimates used to prove it are admittedly crude. We note that a similar estimate was proved in [SH15]. Moreover, just using the fact that $\mathcal{M}_D^{\text{sym}}(\mathbb{R}) \simeq \mathbb{R}^{D(D+1)/2}$ as a Hilbert space, we could use an $(\epsilon, \delta, k)$-JLT $L$ for $\mathbb{R}^{D(D+1)/2}$ and isometrically embed the resulting vector into a symmetric matrix. Denoting this transformation by $\tilde{L}$, we obtain

$$\mathbb{P} \left[ \forall i, j \in [n]: |\text{Tr} \left( \tilde{L}(B_i) \tilde{L}(B_j) \right) - \text{Tr} (B_i B_j) | \leq 3\epsilon \left\| B_i \right\|_2 \left\| B_j \right\|_2 \right] \geq 1 - \delta.$$

That is, if only demand the sketching map to map symmetric matrices to symmetric matrices, we clearly obtain a better scaling of the error with this procedure. Note, however, that the map $L$ may not be positive, one of the requirements to later sketch SDPs. The next theorem shows that a scaling of the error with the Schatten 2-norm of the matrices involved is not possible with positive maps if we want to achieve a non-trivial compression.

**Theorem 3.2.** Let $\Phi : \mathcal{M}_D \rightarrow \mathcal{M}_d$ be a random positive map such that with strictly positive probability for any $Y_1, \ldots Y_{D+1} \in \mathcal{M}_D$ and $0 < \epsilon < \frac{1}{4}$ we have

$$|\text{Tr} \left( \Phi(Y_i)^T \Phi(Y_j) \right) - \text{Tr} (Y_i^T Y_j)| \leq \epsilon \left\| Y_i \right\|_2 \left\| Y_j \right\|_2.$$  \hspace{1cm} (5)

Then $d = \Omega(D)$.

**Proof.** We refer to Appendix B for a proof.

One could hope to achieve a better bound for low rank matrices, but we note that this does not significantly improve our bound, as for $A \in \mathcal{M}_D$ of rank $r$ we have $\|A\|_1 \leq \sqrt{r} \|A\|_2$. That is, by choosing an $(\epsilon, \delta, k)$-JLT, we may ensure that inequality (3) holds with the HS norm if the rank of the matrices involved is bounded by $r \ll d$. This just increases the dimension of the involved JLT matrices by a factor of $r^2$ if we have the usual $\epsilon^{-2}$ dependence on the dimension for the JLTs. It remains open if one could achieve a better compression for a sublinear number of matrices.
4. Sketching linear matrix inequality feasibility problems

In this section we will show how to use JLTs to certify that certain linear matrix inequalities (LMI) are infeasible by showing that an LMI of smaller dimension is infeasible. We will consider inequalities like the ones in the following lemma:

**Lemma 4.1.** Let \( A, B_1, \ldots, B_m \in M_D^{\text{sym}} \setminus \{0\} \) such that

\[
\sum_{i=1}^{m} c_i B_i - A \not\geq 0
\]

for all \( c \in \mathbb{R}_+^m \). Suppose further that \( \Lambda = \text{cone}\{B_1, \ldots, B_m\} \) is pointed and \( \Lambda \cap S_D^+ = \{0\} \). Then there exists a \( \rho \in S_D^+ \) such that for all \( i \in [m] \)

\[
\text{Tr} (\rho B_i) < 0, \quad \text{Tr} (-A \rho) < 0 \quad \text{and} \quad \text{Tr} (\rho) = 1.
\]

**Proof.** Let \( E = \text{conv}\{-A, B_1, \ldots, B_m\} \). We will show that \( S_D^+ \cap E = \emptyset \). Suppose there exists an \( X = -p_0 A + \sum_{i=1}^{m} p_i B_i \in S_D^+ \cap E \) with \( p \in [0, 1]^{m+1} \). If \( p_0 > 0 \), we could rescale \( X \) by \( p_0^{-1} \) and obtain a feasible point for (6), a contradiction. If \( p_0 = 0 \) and \( X \neq 0 \), this would in turn contradict \( \Lambda \cap S_D^+ = \{0\} \). And if \( X = 0 \), the cone \( \Lambda \) would not be pointed. From these arguments it follows that \( 0 \not\in E \). The set \( E \) is therefore closed, convex, compact and disjoint from the convex and closed set \( S_D^+ \). We may thus find a hyperplane that strictly separates \( S_D^+ \) from \( E \). That is, a \( \rho \in M_D^{\text{sym}} \) such that w.l.o.g. \( \text{Tr} (\rho X) \geq 0 \) for all \( X \in S_D^+ \), as \( 0 \in S_D^+ \), and \( \text{Tr} (Y \rho) < 0 \) for all \( Y \in E \). As \( \text{Tr} (\rho X) \geq 0 \) for all \( X \geq 0 \), it follows that \( \rho \) is positive semidefinite and it is clear that by normalizing \( \rho \) we may choose \( \rho \) with \( \text{Tr} (\rho) = 1 \). \( \square \)

The main idea is now to show that under these conditions we may sketch the hyperplane in a way that it still separates the set of positive semidefinite matrices and the sketched version of the set \( \{\sum_{i=1}^{m} \gamma_i B_i - A | \gamma_i \geq 0\} \).

**Theorem 4.2.** Let \( A, B_1, \ldots, B_m \in M_D^{\text{sym}} \setminus \{0\} \) such that

\[
\sum_{i=1}^{m} c_i B_i - A \not\geq 0
\]

for all \( c \in \mathbb{R}_+^m \). Suppose further that \( \Lambda = \text{cone}\{B_1, \ldots, B_m\} \) is pointed and \( \Lambda \cap S_D^+ = \{0\} \). Moreover, let \( \rho \in S_D^+ \) be such that for all \( i \in [m] \)

\[
\text{Tr} (\rho B_i) < 0, \quad \text{Tr} (-A \rho) < 0 \quad \text{and} \quad \text{Tr} (\rho) = 1.
\]
Set
\[ \epsilon = \frac{1}{2} \min \left\{ \left| \frac{\text{Tr} (\rho B_1)}{\| B_1 \|_1} \right|, \ldots, \left| \frac{\text{Tr} (\rho B_m)}{\| B_m \|_1} \right|, \left| \frac{\text{Tr} (\rho A)}{\| A \|_1} \right| \right\} \]

and take \( S \in \mathcal{M}_{d,D} \) to be an \((\epsilon, \delta, k)\)-JLT. Here,

\[ k \geq \text{rank } A + \text{rank } \rho + \sum_{i=1}^{m} \text{rank } B_i. \]

Then
\[ \sum_{i=1}^{m} c_i S B_i S^T - S A S^T \not\geq 0 \quad (7) \]

for all \( c \in \mathbb{R}_+^m \), with probability at least \( 1 - \delta \).

Proof. It should first be noted that \( \rho \) exists and \( \epsilon > 0 \) by Lemma 4.1. The matrix \( \rho \) defines a hyperplane that strictly separates the set

\[ E = \left\{ \sum_{i=1}^{m} c_i B_i - A \mid c \in \mathbb{R}_+^m \right\} \]

and \( S_D^+ \). We will now show that \( S \rho S^T \) strictly separates the sets

\[ E_S = \left\{ \sum_{i=1}^{m} c_i S B_i S^T - S A S^T \mid c \in \mathbb{R}_+^m \right\} \]

and \( S_d^+ \) with probability at least \( 1 - \delta \), from which the claim follows. Note that by our choice of \( \rho \) and \( \epsilon \), it follows from Lemma 3.1 that we have

\[ \text{Tr} \left( S \rho S^T S B_i S^T \right) \leq \text{Tr} (\rho B_i) + \epsilon \| B_i \|_1 < 0 \]

with probability at least \( 1 - \delta \) and similarly for \(-A\) instead of \( B_i \). Therefore, it follows that \( \text{Tr}(ZS \rho S^T) < 0 \) for all \( Z \in E_S \). As \( S \rho S^T \) is a positive semidefinite matrix, it follows that \( \text{Tr} (Y S \rho S^T) \geq 0 \) for all \( Y \in S_d^+ \). We have therefore found a strictly separating hyperplane for \( E_S \) and \( S_D^+ \) and the LMI (7) is infeasible. \( \square \)

Theorem 4.2 suggests a way of sketching feasibility problems of the form

\[ \sum_{i=1}^{m} c_i B_i - A \geq 0, \quad c \in \mathbb{R}_+^m. \quad (8) \]
If we are interested in the case in which it is infeasible, we investigate if the LMI
\[ \sum_{i=1}^{m} c_i S B_i S^T - S A S^T \geq 0, \quad c \in \mathbb{R}^m \tag{9} \]
is feasible, for \( S \) a suitably chosen JLT as in Theorem 4.2. If Equation (9) is infeasible, we know that Equation (8) is infeasible, as any choice of a feasible \( c \) leads to a feasible \( c \) for Equation (9). Moreover, it follows from Theorem 4.2 that if the cone spanned by the \( B_i \) is well-behaved enough and the JLT is suitably chosen, it only happens with very low probability that Equation (9) is feasible and Equation (8) is not. To obtain more concrete bounds on the probability that the original problem is feasible, one would need to know the parameter \( \epsilon \), which is not possible in most applications. We emphasize that this is a black box algorithm. That is, we can decide whether a large instance of an LMI is infeasible by showing that a smaller instance of an LMI is infeasible. In Section 6 we will discuss the implications for the complexity and memory usage of the last theorems.

5. Approximating the value of semidefinite programs through sketching

We will now show how to approximate with high probability the value of a sketchable SDP by conjugating the target matrix and the matrices that describe the constraints with JLTs and subsequently solving a smaller instance of an SDP. The next theorem shows that in general it is not possible to approximate the value of a sketchable SDP using linear sketches with high probability and that we need to make further assumptions on the problem to achieve a non-trivial compression using linear maps.

**Theorem 5.1.** Let \( \Phi : \mathcal{M}_{2D} \rightarrow \mathbb{R}^d \) be a random linear map such that for all sketchable SDPs there exists an algorithm which allows us to estimate the value of an SDP up to a constant factor \( 1 \leq \tau < \frac{2}{\sqrt{3}} \) given the sketch \( \{ \Phi(A), \Phi(B_1), \ldots, \Phi(B_m) \} \) with probability at least \( 9/10 \). Then \( d = \Omega(D^2) \).

**Proof.** By the duality relations for Schatten \( p \)-norms, it is easy to see that the value of the SDP

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} (AX) \\
\text{subject to} & \quad \text{Tr} (X) \leq 1 \\
& \quad X \succeq 0
\end{align*}
\tag{10}
\]

with

\[
A = \begin{pmatrix} 0 & G \\ G^T & 0 \end{pmatrix}
\]

is twice the operator norm of the matrix \( G \in \mathcal{M}_D \). In [Woo14, Theorem 6.5] it was shown that any algorithm that estimates the operator norm of a matrix from a linear sketch
with probability larger than 9/10 must have sketch dimension \( \Omega(D^2) \). As the sketch \( \{ \Phi(A), \Phi(1) \} \) would thus allow to sketch the operator norm, the assertion follows.

The above result remains true even if we restrict to SDPs that have optimal points with small Schatten 1-norm and low rank. This follows from the fact that the SDP given in Equation (10) has an optimal solution with rank 1 and trace 1.

We may even restrict to SDPs whose value scales sublinearly. To see that, notice that to show that the operator norm cannot be sketched, [Woo14] constructs two families of random matrices whose operator norm is of order \( \sqrt{D} \) (cf. [Woo14, Lemma 6.3]). As the class of SDPs considered here covers this problem, we obtain the claim.

As we will see soon, the main hurdle to sketch SDPs and thus overcome the last no-go theorem is that we also need to suppose that the matrices that define the constraints and the target function have a small Schatten 1-norm, not only one optimal solution. To this end, we define:

**Definition 5.2 (Sketched SDP).** Let \( A, B_1, \ldots, B_m \in \mathcal{M}_D^{\text{sym}}, \eta, \gamma_1, \ldots, \gamma_m \in \mathbb{R} \) and \( \epsilon > 0 \). Given that an optimal point \( X^* \in \mathcal{S}_D^+ \) of the sketchable SDP defined through these matrices satisfies \( \text{Tr}(X^*) \leq \eta \) and given a random matrix \( S \in \mathcal{M}_{d,D} \), we call the optimization problem

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} \left( SAS^T Y \right) \\
\text{subject to} & \quad \text{Tr} \left( SB_i S^T Y \right) \leq \gamma_i + \mu \|B_i\|_1, \quad i \in [m] \\
& \quad Y \geq 0
\end{align*}
\]

with \( \mu = 3\epsilon \eta \) the sketched SDP.

The motivation for defining the sketched SDP is given by the following theorem.

**Theorem 5.3.** Let \( A, B_1, \ldots, B_m \in \mathcal{M}_D^{\text{sym}}, \eta, \gamma_1, \ldots, \gamma_m \in \mathbb{R} \) and \( \epsilon > 0 \). Denote by \( \alpha \) the value of the sketchable SDP and assume it is attained at an optimal point \( X^* \) which satisfies \( \text{Tr}(X^*) \leq \eta \). Moreover, let \( S \in \mathcal{M}_{d,D} \) be an \((\epsilon, \delta, k)\)-JLT, with

\[
k \geq \text{rank} \, X^* + \text{rank} \, A + \sum_{i=1}^m \text{rank} \, B_i.
\]

Let \( \alpha_S \) be the value of the sketched SDP defined by \( A, B_i \) and \( S \). Then

\[
\alpha_S + 3\epsilon \eta \|A\|_1 \geq \alpha
\]

with probability at least \( 1 - \delta \).

**Proof.** It follows from Lemma 3.1 that \( SX^*S^T \) is a feasible point of the sketched SDP with probability at least \( 1 - \delta \). Again by Lemma 3.1, we have that

\[
\text{Tr} \left( SAS^T SX^*S^T \right) \geq \text{Tr}(AX^*) - 3\epsilon \eta \|A\|_1.
\]
It then follows that $\alpha_S + 3\epsilon\eta\|A\|_1 \geq \alpha$. \hfill \qed

In Section 6, we will discuss the implications for memory usage and complexity of approximating the value of an SDP.

Note that the optimal value of an SDP is not necessarily attained. We could also demand $X^*$ to be only close to optimality which would slightly increase the error made by the sketch. Since this makes notation more cumbersome, we assume the existence of such an optimal point.

Although it is not customary to assume a bound on the Schatten 1-norm of an optimal solution to an SDP, it is common to assume that for example the solution lies in a given ellipsoid when using the ellipsoid method to solve SDPs [LA16]. From such assumptions it is straightforward to derive bounds on the HS norm of the solution. If we are also given that an optimal solution to the SDP is low rank, the HS norm gives a good upper bound on the Schatten 1-norm, as remarked after the proof of Lemma 3.1. Solutions of low rank of SDPs have been extensively studied over the past years and there are many results available in the literature which guarantee that the optimal solution to an SDP has low rank. In general, it has been shown [Bar95, Pat98] that if we have $m$ constraints and the SDP is feasible, there is an optimal solution with rank at most $r = \lfloor \sqrt{8m+1} - 1 \rfloor / 2$.

Notice that Theorem 5.3 does not rule out the possibility that the value of the sketched problem is much larger than that of the sketchable SDP. To investigate this issue, we introduce the following:

**Definition 5.4 (Relaxed SDP).** Let $A, B_1, \ldots, B_m \in \mathcal{M}_D^{\times m}$, $\eta, \gamma_1, \ldots, \gamma_m \in \mathbb{R}$ and $\epsilon > 0$. Given that an optimal point $X^*$ of the sketchable SDP defined through these matrices satisfies $\text{Tr}(X^*) \leq \eta$, we call the optimization problem

\[
\begin{align*}
\text{maximize} & \quad \text{Tr}(AX) \\
\text{subject to} & \quad \text{Tr}(B_iX) \leq \gamma_i + \mu\|B_i\|_1, \quad i \in [m] \\
& \quad X \geq 0
\end{align*}
\]

(12)

with $\mu = 3\epsilon\eta$ the relaxed SDP.

Notice that, given a feasible point $Y$ to the sketched SDP, $S^TYS$ is a feasible point for the relaxed problem by the cyclicity of the trace. It follows that if the values of the original and the relaxed are close, the values of the original and the sketched problem are close as well. We formalize this intuition and prove the following bound in Appendix C.

**Theorem 5.5.** We are in the setting of Definition 2.6. Assume that there exists an $X_0 > 0$ such that all the constraints of the sketchable SDP are strictly satisfied and that the dual problem is feasible. Then the value of the sketched SDP $\alpha_S$ is bounded by

$$
\alpha_S \leq \alpha(0) + \epsilon C_1 (\alpha(0) - \text{Tr}(AX_0)) / C_2.
$$
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Here

\[ C_1 = \max \{ 3\eta \| B_i \|_1 \mid i \in [m] \}, \]
\[ C_2 = \min \{ (\gamma_i - \text{Tr}(B_iX_0)) \mid i \in [m] \}, \]

where \( \eta \geq \text{Tr}(X^*) \) for an optimal point \( X^* \) of the sketchable SDP.

**Proof.** We refer to Appendix C for the proof. \(\square\)

Note that this statement is not probabilistic and holds regardless of the choice of the sketching map. It could also be the case that \( \text{Tr}(AX_0) \) itself gives a better lower bound on the value than the one in Theorem 5.5. One can therefore say that Theorem 5.5 guarantees that in general the value of the sketched SDP cannot differ significantly from the value of the original one if we have feasible points which are not too close to the boundary. Combining Theorem 5.3 and Theorem 5.5 it is possible to pick \( \epsilon \) small enough to have an arbitrarily small additive error under some structural assumptions on the SDP. That is, we need bounds on the Schatten 1-norms of \( A \) and \( B_i \), be given a strictly feasible point for the relaxed SDP and a bound on the Schatten 1-norm of an optimal solution to the sketchable SDP.

In the case that all the \( \gamma_i > 0 \) for a sketchable SDP we may obtain a bound on the value and an approximate solution to it in a much simpler way. This class includes the so-called semidefinite packing problems [IPS05], where we have in addition that \( B_i \geq 0 \).

Note that we may set all \( \gamma_i = 1 \) w.l.o.g. by dividing \( B_i \) by \( \gamma_i \). We then obtain:

**Theorem 5.6.** For a sketchable SDP with \( \gamma_i = 1 \) and \( \kappa = \max_{i \in [m]} \|B_i\|_1 \), we have that

\[
\frac{\alpha_S}{1 + \nu} \leq \alpha, \tag{13}
\]

where \( \nu = 3\epsilon\eta\kappa \). Moreover, denoting by \( X^*_S \) an optimal point of the sketched SDP, we have that \( \frac{1}{1 + \nu}S^TX^*_S \) is a feasible point of the sketchable SDP that attains this lower bound. Furthermore, if \( \|B_i\|_1 = \kappa \) for all \( i \in [m] \) it can be checked if this lower bound is the optimal value.

**Proof.** The lower bound in Equation (13) follows immediately from the cyclicity of the trace, as \( \frac{1}{1 + \nu}S^TX^*_S \) is a feasible point of the sketchable SDP. Given an optimal solution \( \{c_i\}_{i \in [m]} \) to the dual of the sketched SDP and that \( \|B_i\|_1 = \kappa \) for all \( i \in [m] \), it is possible to check if the lower bound given by the sketched SDP is indeed optimal as follows. Slater’s condition holds for the sketched and sketchable SDP, as \( \vartheta > 0 \) small enough. If we have

\[
\sum_{i=1}^m c_i B_i - A \geq 0,
\]

then the obtained feasible point is indeed optimal for the sketchable SDP by strong duality. \(\square\)
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It is possible to relax the condition that all the Schatten 1-norms of the matrices that define the constraints are the same and still obtain a lower bound for which it can be checked whether it is indeed optimal. To achieve this, it is necessary to modify all the constraints of the sketched SDP, as in Equation (11), to $1 + \mu \kappa$ instead of $1 + \mu \|B_i\|_1$. In the primal picture, we will find an optimal point of the sketched SDP through the sketched SDP whenever there is a $Y \in S_D^+$ such that $S^T Y S = X^*$, for $X^*$ an optimal point of the sketched SDP. Note that for semidefinite packing problems it is possible to derive a bound on the Schatten 1-norm of an optimal solution in a straightforward way.

**Lemma 5.7.** Let $B_1, \ldots, B_m \in \mathcal{M}_D$ be positive semidefinite matrices such that the smallest strictly positive eigenvalue of $\sum_{i=1}^m B_i$ is given by $\lambda$. Then for a sketchable SDP with constraints $B_i, \gamma_1, \ldots, \gamma_m \in \mathbb{R}_+$, $A \geq 0$ and finite value there exists an optimal point $X^*$ such that

$$\text{Tr} (X^*) \leq \frac{1}{\lambda} \sum_{i=1}^m \gamma_i. \quad (14)$$

**Proof.** As we assume that the SDP has a finite value, we may restrict to solutions whose support is contained in the support of $\sum_{i=1}^m B_i$. Denote by $P$ the projection onto the support of $\sum_{i=1}^m B_i$. We then have

$$\lambda P \leq \sum_{i=1}^m B_i. \quad (15)$$

Conjugating both sides with $(X^*)^{1/2}$ and taking the trace we obtain

$$\lambda \text{Tr} (X^*) \leq \sum_{i=1}^m \text{Tr} (X^* B_i),$$

as we supposed w.l.o.g. that the support of $X^*$ is contained in the support of $\sum_{i=1}^m B_i$. As $X^*$ is a feasible point, we have $\text{Tr} (X^* B_i) \leq \gamma_i$ and we obtain the claim. \hfill \Box

Of all the assumptions we needed for the results of Theorem 5.3, the bound on the Schatten 1-norm of an optimal solution to the SDP is arguably the most difficult to show, as bounds of this form are not readily available in the literature. Moreover, some SDPs have $\text{Tr} (X) \leq \eta$ as constraint and would be natural candidates to apply these methods to. As $\text{Tr} (I) = D$ we will not be able to obtain any non-trivial compression with the scheme discussed so far. However, if one is only interested in obtaining an upper bound on the value of the SDP, it is still possible to have 1 as a constraint or as the target matrix and achieve a non-trivial compression.

**Theorem 5.8.** Let $A, B_1, \ldots, B_{m-1} \in \mathcal{M}_D^{\text{sym}}$, $B_m = 1$. Further, let $\gamma_1, \ldots, \gamma_{m-1} \in \mathbb{R}$, $\gamma_m = \eta$ and $\epsilon > 0$. Denote the value of the sketchable SDP by $\alpha$ and assume it is attained
at an optimal point $X^*$. Moreover, let $S \in M_{d,D}$ be an $(\epsilon, \delta, k)$-JLT, with

$$k \geq \text{rank } X^* + \text{rank } A + \sum_{i=1}^{m} \text{rank } B_i.$$

Let $\alpha'_S$ be the value of the modified sketched SDP defined by $A$, $B_i$ and $S$, given by

\[\begin{align*}
&\text{maximize} & \text{Tr} \left( SAS^T X \right) \\
&\text{subject to} & \text{Tr} \left( SB_i S^T X \right) \leq \gamma_i + \mu \|B_i\|_1, & i \in [m-1] \\
& & \text{Tr} (X) \leq (1 + \epsilon) \eta, \\
& & X \geq 0
\end{align*}\]

with $\mu = 3\epsilon \eta$. Then

$$\alpha'_S + 3\epsilon \|A\|_1 \geq \alpha$$

with probability at least $1 - \delta$.

**Proof.** The proof is essentially the same as the one of Theorem 5.3, as we have that

$$|\text{Tr} \left( SX^* S^T \right) - \text{Tr} \left( X^* \right)| \leq 3c \text{Tr} \left( X^* \right)$$

and so $SX^* S^T$ is a feasible point with probability at least $1 - \delta$. \hfill \square

The main difference between the modified sketched SDP and the sketched SDP is that here we do not conjugate the identity with $S$, only the other constraints. With this, we do not have that $S^T X^* S$ is a feasible point of the relaxed SDP, but we do not need the assumption $\text{Tr} \left( X^* \right) \leq \eta$ to obtain an upper bound. It should be clear from Theorem 5.8 that we may also optimize over the trace, i.e. $A = 1$, without conjugating with $S$ and still have an upper bound and non-trivial compression.

We may therefore summarize the results of this section as follows. If we want to obtain an upper bound on the value of the sketchable SDP with our techniques, it is necessary to have upper bounds on the Schatten 1-norm of all the matrices that define the constraints, the target matrix and of an optimal solution. We may then choose a JLT of suitable dimension to solve the sketched SDP, whose value will allow us to infer an upper bound to the original problem with high probability. If we are additionally given a strictly feasible point of the sketchable SDP or if we are solving a semidefinite packing problem, we also obtain a lower bound on the value of the sketchable SDP in terms of the sketched one. In the case of semidefinite packing problems, we even obtain a feasible point of the sketchable SDP whose value is close to the sketched value. If we are not given a bound on the Schatten 1-norm of an optimal solution, we may impose it as a constraint as in Theorem 5.8 and obtain an upper bound on the value of the sketchable SDP constrained to points which have their Schatten 1-norm bounded by $\eta$. Although we are able to drop the assumption on the Schatten 1-norm of an optimal solution, we are not able to prove that this upper bound cannot differ significantly from the true value in this case.
6. Complexity and memory gains

In this section, we will discuss how much we gain by considering the sketched SDP instead of the sketchable SDP. We focus on the results of Section 5, but the discussion carries over to the results of Section 4. Throughout this section we will assume that we are guaranteed that the Schatten 1-norm of an optimal solution to our SDP and of the matrices that define the constraints is \( O(1) \). It is therefore Theorem 5.3 for which we need a sketch of appropriate size. The theorem states that we need an \((\epsilon, \delta, k)\)-JLT for the upper bound on \( \alpha \) to hold with probability at least \( 1 - \delta \). As stated in Theorem 5.3, we can choose a sketching matrix \( S \in \mathcal{M}_{d,D} \) with \( d = O(\epsilon^{-2} \log(k\delta^{-1})) \) and \( s = O(\epsilon^{-1} \log(k\delta^{-1})) \) nonzero entries per column. Here \( k \) is as in Theorem 5.3. The cost of generating \( S \) is at most \( O(dD) \), which will be of smaller order than the necessary matrix multiplications. We will therefore not take this cost into account for the rest of the analysis.

One could argue that one needs to know the Schatten 1-norm of the different matrices that define our constraints for estimating the value or obtaining more concrete bounds for the feasibility problems. We will, however, suppose that an upper bound on the Schatten 1-norm of an optimal solution and the constraints is given or that this can be computed in a time which is \( O(D^2) \). This is the case if for example we have a semidefinite packing problem, where the matrices are positive semidefinite and we can compute their Schatten 1-norm in \( O(D) \) time.

To generate the sketched SDP, we need to compute \( m + 1 \) matrices of the form \( SBS^T \), where \( B \in \mathcal{M}_D \). Each of this computations needs \( O(\max \{ \text{nnz}(B), Dd \} \epsilon^{-1} \log(k\delta^{-1})) \) operations. In the worst case, when all matrices \( \{A, B_1, \ldots, B_m\} \) are dense and have full rank, this becomes \( O(mD^2 \log(mD)) \) operations to generate the sketched SDP for fixed \( \epsilon \) and \( \delta \).

Let us collect these considerations in a proposition:

**Proposition 6.1.** Let \( A, B_1, \ldots, B_m \in \mathcal{M}_D^{\text{sym}}, \gamma_1, \ldots, \gamma_m \in \mathbb{R} \) of a sketchable SDP be given. Furthermore, let \( z := \max \{ \text{nnz}(A), \text{nnz}(B_1), \ldots, \text{nnz}(B_m) \} \) and \( \text{SDP}(m, d, \zeta) \) be the complexity of solving a sketchable SDP (up to accuracy \( \zeta \)) of dimension \( d \). Then a number of

\[
O(\max \{ z, D\epsilon^{-2} \log(k\delta^{-1}) \} \epsilon^{-1} m \log(k\delta^{-1}) + \text{SDP}(m, \epsilon^{-2} \log(k\delta^{-1}), \zeta))
\]

operations is needed to generate and solve the sketched SDP, where \( k \) is defined as in Theorem 5.3.

It is easy to see that we can parallelize computing the matrices \( SB_iS^T \). Typically, the costs of forming the sketched matrices \( SB_iS^T \) dominates the overall complexity. For example, using the ellipsoid method [GS88, Chapter 3], the complexity of solving an SDP becomes \( \text{SDP}(m, D, \zeta) = O(\max \{ m, D^2 \} D^6 \log(1/\zeta)) \) (cf. [Bub15, p.250]). Assuming that \( \epsilon, \delta \) and \( \zeta \) are fixed, we need \( O(\max \{ m, D^2 \} D^6) \) operations to solve the sketchable SDP, compared to \( O(mD^2 \log(mD)) \) operations to obtain an approximate solution via first forming the sketched problem and then solving it. Admittedly, the
ellipsoid method is not used in practice, but using interior point methods, we still need
\( \text{SDP}(m,D,\zeta) = \mathcal{O}( \max \{ m^3, D^2m^2, mD^2 \} D^{0.5} \log(D/\zeta)) \) operations [dK02, Chapter 5], where \( \omega \) is the exponent of matrix multiplication. The best known algorithms achieve \( \omega \approx 2.37 \) [LG14]. If the SDP can be sketched, doing so gives a speedup as long as the complexity of solving the SDP directly is \( \Omega(mD^{2+\mu}) \), where \( \mu > 0 \).

A great advantage is that for the sketched problem, we only need to store \( m + 1 \) matrices of size \( d \times d \) instead of \( D \times D \). We collect this in a proposition.

**Proposition 6.2.** Let \( A, B_1, \ldots, B_m \in \mathcal{M}_D^{\text{sym}}, \gamma_1, \ldots, \gamma_m \in \mathbb{R} \) be a sketchable SDP. Then we need only store \( \mathcal{O}(m\epsilon^{-4} \log(mk/\delta)^2) \) entries for the sketched problem, where \( k \) is defined as in Theorem 5.3.

7. Applications and numerical examples

7.1. Estimating the value of a semidefinite packing problem

Inspired by [Sag11] we will test our techniques on an SDP stemming from the field of optimal design of experiments. The problem is the following: an experimenter wishes to estimate the quantity \( \langle c, \theta \rangle \), where \( \theta \in \mathbb{R}^D \) is an unknown \( D \)-dimensional parameter and \( c \in \mathbb{R}^D \) is given. To this end, one is given linear measurements of the parameter \( y_i = A_i \theta \), up to a (centered) measurement noise for \( A_i \in \mathcal{M}_D \). We refer to [Puk06] for more details on the topic. To find the amount of effort to spend on the \( i \)-th experiment to minimize the variance is given by the SDP

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} (cc^T X) \\
\text{subject to} & \quad \text{Tr} (M_i X) \leq 1, \quad i \in [m] \\
& \quad X \geq 0
\end{align*}
\]

with \( M_i = A_i^T A_i \). This problem always admits optimal solutions of rank 1 [Sag11]. We generated random instances of this SDP in the following way:

1. We sampled four matrices \( A_i \) distributed as follows: the first three rows of \( A_i \) are sampled independently from the uniform distribution on the unit sphere in \( \mathbb{R}^D \). The other \( D - 3 \) rows of \( A_i \) are set to 0.

2. Given the \( A_i \), we generate \( c \) by getting four samples \( k_1, k_2, k_3, k_4 \) from the uniform distribution on \( \{1, 2, 3\} \) and four samples \( x_1, x_2, x_3, x_4 \) from the standard normal distribution. \( c \) is then given by \( \sum_{i=1}^{4} x_i (A_i)_{k_i} \), where \( (A_i)_{k_i} \) is the \( k_i \)-th row of \( A_i \).

This gives matrices \( M_i \) of rank 3 almost surely and Schatten 1-norm equal to 3. The fact that \( c \) is a linear combination of the rows of \( A_i \) ensures that the problem is bounded, as can be easily seen by looking at the dual problem [Sag11]. Note that this is a semidefinite packing problem, so we are able to use the results of Theorem 5.6 to obtain a lower bound. There exists an optimal solution whose Schatten 1-norm is bounded by 8 with very high
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>2.52</td>
<td>0.0880</td>
<td>0.156</td>
<td>1.27</td>
<td>0.324</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>2.50</td>
<td>0.00</td>
<td>0.250</td>
<td>1.17</td>
<td>0.305</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>2.69</td>
<td>0.00</td>
<td>0.269</td>
<td>6.50</td>
<td>0.299</td>
</tr>
<tr>
<td>200</td>
<td>40</td>
<td>2.53</td>
<td>0.00</td>
<td>0.00102</td>
<td>6.82</td>
<td>0.375</td>
</tr>
<tr>
<td>500</td>
<td>50</td>
<td>2.55</td>
<td>0.00</td>
<td>0.255</td>
<td>98.0</td>
<td>0.453</td>
</tr>
<tr>
<td>500</td>
<td>100</td>
<td>2.66</td>
<td>0.00</td>
<td>0.266</td>
<td>97.6</td>
<td>1.23</td>
</tr>
<tr>
<td>700</td>
<td>70</td>
<td>2.57</td>
<td>0.00</td>
<td>0.257</td>
<td>557</td>
<td>1.38</td>
</tr>
<tr>
<td>700</td>
<td>140</td>
<td>2.49</td>
<td>0.00</td>
<td>0.249</td>
<td>548</td>
<td>3.53</td>
</tr>
</tbody>
</table>

Table 1: For each combination of the sketchable dimension ($D$) and dimension of the sketch ($d$) we have generated 40 instances of the SDP in Equation (17). Here “M.R.T.” stands for mean running time, “L.B.” stands for lower bound and “U.B.” for upper bound and each column shows the mean of the sample. The column “Value” stands for the optimal value of the sketchable SDP.

probability. This easily follows from Theorem 5.7 and the fact that i.i.d. unit vectors are almost orthogonal. To obtain the upper bound we have used the results of Theorem 5.3 and for the lower bound Theorem 5.6. We have chosen $\eta = 0.1$ to generate these results. We used sparse JLTs with sparsity parameter $s = 1$ [KN14] to obtain faster matrix multiplications to form the sketches. We define the error of the lower bound to be given by $\alpha - \frac{1}{1+\eta}\alpha_S$ and of the upper to be $\alpha_S - \alpha$. To solve the SDP given in Equation (17) we used cvx, a package for specifying and solving convex programs [GB14, GB08].

As we can see, the results of Table 1 show that, excluding the case where the sketching dimension was 10, we were able to find feasible points which were numerically indistinguishable from being optimal by using our sketching methods. Moreover, the time needed to find an optimal solution was smaller by 1 or 2 orders of magnitude.

7.2. Linear matrix inequality feasibility problems

We will now apply our techniques to an LMI feasibility problem. Let $G_i \in \mathcal{M}_d$, $i \in [m]$, be random matrices sampled independently from the Gaussian unitary ensemble (GUE). See for example [AGZ10, Section 2.2] or Section D for their definition. Consider the rescaled and shifted matrices $\tilde{G}_i(\alpha) = \frac{1}{\sqrt{d}}G_i + \alpha I$ for some $\alpha \in \mathbb{R}$. For $V : \mathcal{M}_d \to \mathcal{M}_D$ a random isometry, we will test our techniques on the feasibility of the LMI

$$\sum_{i=1}^{m} t_i V\tilde{G}_i(\alpha)V^* -VV^* \geq 0, \quad t \in \mathbb{R}_+^m$$

(18)

depending on $\alpha$. As $V$ is an isometry, Equation (18) is clearly feasible if and only if the LMI

$$\sum_{i=1}^{m} t_i \tilde{G}_i(\alpha) - I \geq 0, \quad t \in \mathbb{R}_+^m$$

(19)
is feasible. Using standard techniques from random matrix theory, we show that Equation (19), and so Equation (18), is feasible with high probability for \( \alpha > \frac{2}{\sqrt{m}} \) and infeasible with high probability for \( \alpha < \frac{2}{\sqrt{m}} \) in case \( m \ll d' \).

We refer to Appendix Section D for a proof of this claim. This therefore allows us to quantify “how close to feasible” the LMI inequality is in terms of how close \( \alpha \) is to \( \frac{2}{\sqrt{m}} \) and to know whether the LMI was feasible or not. We will choose \( d' \ll D \), as this way we avoid having a Schatten 1-norm of the matrices that define the LMI which is of the same order as the dimension. The technique we used to solve Equation (18) is the same as discussed in Section 4. That is, we will check for the feasibility of

\[
\sum_{i=1}^{m} t_i S V \tilde{G}_i(\alpha) V^* S^T - S V V^* S^T \geq 0, \quad t \in \mathbb{R}^m_{+}
\]  

(20)

for a complex Gaussian JLT \( S \). That is, \( S = \frac{1}{\sqrt{2}} (S_1 + i S_2) \) with \( S_1 \) and \( S_2 \) independent Gaussian JLTs. We refer to Section A for a proof that this choice of random matrices indeed gives a JLT with the same scaling of the parameters as the real one. We refer to Theorem D.4 for a proof that the LMI defined in Equation (20) satisfies the assumptions of Theorem 4.2 with high probability. To solve the SDP given in Equation (20) we used cvx, a package for specifying and solving convex programs [GB14, GB08]. The results are summarized in Table 2. We can observe that by using our methods we were able to show that the LMI is infeasible in a much smaller running time or even show that certain LMI were infeasible when a direct computation was not possible due to memory constraints in most choices of the parameters. In some cases it was, however, necessary to increase the sketch dimension to show that the inequality was infeasible.

8. Conclusion

We have shown how to obtain sketches of the HS product using positive maps obtained from JLTs, how to apply these to show that certain LMI are infeasible and to obtain approximations of the value of certain SDPs. In some cases, these techniques can lead to significant improvements in the runtime necessary to solve the instances of the SDPs and significant gains in the memory needed to solve them. However, the class of problems to which these techniques can be applied is significantly restricted by the fact that the matrices that define the constraints of the problems and a solution must have Schatten 1-norms which do not scale with the dimension for them to be advantageous. Moreover, the no-go theorems proved here show that one cannot significantly improve our results using positive linear maps to sketch the HS norm or to approximate the value of SDPs.
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<table>
<thead>
<tr>
<th>$D$</th>
<th>$d$</th>
<th>$d'$</th>
<th>$\alpha$</th>
<th>M.R.T. Original [s]</th>
<th>M.R.T. Sketch [s]</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>50</td>
<td>100</td>
<td>0.3</td>
<td>452</td>
<td>4.65</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>100</td>
<td>0.4</td>
<td>407</td>
<td>4.31</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>100</td>
<td>0.5</td>
<td>383</td>
<td>5.71</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>100</td>
<td>0.6</td>
<td>407</td>
<td>6.46</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>0.3</td>
<td>449</td>
<td>66.3</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>0.4</td>
<td>344</td>
<td>86.6</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>0.5</td>
<td>393</td>
<td>102</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>0.6</td>
<td>457</td>
<td>91.4</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>200</td>
<td>0.3</td>
<td>-</td>
<td>4.02</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>200</td>
<td>0.4</td>
<td>-</td>
<td>7.04</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>200</td>
<td>0.5</td>
<td>-</td>
<td>3.39</td>
<td>0.975</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>200</td>
<td>0.6</td>
<td>-</td>
<td>2.35</td>
<td>1.0</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>200</td>
<td>0.3</td>
<td>-</td>
<td>114</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>200</td>
<td>0.4</td>
<td>-</td>
<td>122</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>200</td>
<td>0.5</td>
<td>-</td>
<td>118</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>200</td>
<td>0.6</td>
<td>-</td>
<td>115</td>
<td>0</td>
</tr>
</tbody>
</table>
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A. Complexifying Johnson-Lindenstrauss transforms

In this Appendix we will generalize some of the results we need concerning JLTs to complex vector spaces. We will see that, up to a constant, most of the statements that hold in the real case also hold in the complex case. We will consider matrices of the form $\frac{1}{\sqrt{2d}}(S + iT)$, with $S, T$ independent and with i.i.d. entries that are sub-gaussian and show that they give us complex JLTs. Note that these constructions clearly give sparse JLTs if the real JLTs used are sparse.

**Definition A.1 (Sub-Gaussian Distribution).** The probability distribution of a random variable $X$ is called sub-gaussian if there exist $C, v > 0$ such that for all $t > 0$

$$\Pr(|X| > t) \leq Ce^{-vt^2}.$$ 

A random variable is sub-gaussian if and only if for $p \geq 1$, $E(|X|^p) = O(p^{\frac{5}{2}})$ and the sub-gaussian norm of $X$ is defined as:

$$\|X\|_{\psi_2} = \sup_{p \geq 1} p^{-\frac{3}{2}}(E(|X|^p)^{\frac{1}{2}}). \quad (21)$$

See for example [Ver12, Section 5.2.3] for more details on this. The main ingredient to show how to generalize JLTs to the complex case will be the following theorem.

**Theorem A.2 ([RV13, Theorem 2.1]).** Let $A \in \mathcal{M}_{d,D}(\mathbb{R})$ be fixed. Consider a random vector $X = (X_1, \ldots, X_D)$, where $X_i$ are independent random variables satisfying $E[X_i] = 0$, $E[X_i^2] = 1$ and $\|X_i\|_{\psi_2} \leq K$. Then for any $t \geq 0$, we have

$$\Pr[\|AX\|_2 - \|A\|_{HS}| > t] \leq 2 \exp\left[-\frac{ct^2}{K^4\|A\|_{\infty}^2}\right].$$

Using this, we have a different way of proving the Johnson-Lindenstrauss lemma which generalizes to the complex case. We follow the proof of [RV13, Theorem 3.1].

**Lemma A.3.** Let $S, T \in \mathcal{M}_{d,D}(\mathbb{R})$ have independent sub-gaussian entries with $E[X_{ij}] = 0$, $E[X_{ij}^2] = 1$ and $\|X_{ij}\|_{\psi_2} \leq K$, for all $X \in \{S, T\}$. Then for $d = O\left(e^{-2 \ln(2/\delta)}\right)$, we have

$$\Pr\left[\left\|\frac{S + iT}{\sqrt{2d}}x\right\|_2 \in (1 \pm \epsilon)\|x\|_2\right] \geq 1 - \delta$$

for any fixed $x \in \mathbb{C}^D$.  

[23]
Proof. Define the linear operator $\Phi : \mathcal{M}_{d,D}(\mathbb{C}) \to \mathbb{C}^d$, $G \mapsto Gx$, where $x \in \mathbb{C}^d$ is a fixed vector. We use the standard isomorphisms $\mathcal{M}_{d,D}(\mathbb{C}) \simeq \mathbb{R}^{2dD}$ and $\mathbb{C}^d \simeq \mathbb{R}^{2d}$ and denote by $\tilde{\Phi}$ the map $\Phi$ composed with these isomorphisms, which is now a linear map from a real vector space to another real vector space. Moreover, observe that a matrix of the form $X + iY \in \mathcal{M}_{d,D}(\mathbb{C})$ with $X,Y \in \mathcal{M}_{d,D}(\mathbb{R})$ is mapped to $(X,Y)$ under the isomorphism. The map $\tilde{\Phi}$ will play the role of $A$ in the statement of Theorem A.2. It is straightforward to compute the norms involved in the statement, as explained in [RV13, Section 3.1]. We have

$$\|\tilde{\Phi}\|_2^2 = 2d\|x\|_2^2, \quad \|\tilde{\Phi}\|_\infty^2 = \|x\|_2^2, \quad \|\tilde{\Phi}((S,T)^T)\|_2^2 = 2\|(S + iT)x\|_2^2.$$

As $S,T$ have sub-gaussian entries, the vector $(S,T)$ satisfies the assumptions of Theorem A.2 and the statement follows. \qed

Unfortunately, the sparse JLTs discussed in Theorem 2.5 are not of this form. The entries of these JLTs are not independent from each other, one of the assumptions of Lemma A.3.

B. Proof of Theorem 3.2

**Theorem 3.2.** Let $\Phi : \mathcal{M}_D \to \mathcal{M}_d$ be a random positive map such that with positive probability for any $Y_1, \ldots, Y_{D+1} \in \mathcal{M}_D$ and $0 < \epsilon < \frac{1}{4}$ we have

$$|\text{Tr} (\Phi(Y_i)^T\Phi(Y_j)) - \text{Tr} (Y_i^TY_j)| \leq \epsilon \|Y_i\|_2 \|Y_j\|_2. \quad (22)$$

Then $d = \Omega(D)$.\newline

**Proof.** Let $\{e_i\}_{1 \leq i \leq D}$ be an orthonormal basis of $\mathbb{C}^D$ and define $X_i = e_i e_i^T$. As Equation (22) is satisfied with positive probability, there must exist a positive map $\Phi : \mathcal{M}_D \to \mathcal{M}_d$ such that Equation (22) is satisfied for $Y_i = X_i$, $i \in [D]$, and $Y_{D+1} = 1$. As the $X_i$ are orthonormal w.r.t. the Hilbert-Schmidt scalar product and by the positivity of $\Phi$ we have for $i,j \in [D]$

$$\text{Tr} (\Phi(X_i)\Phi(X_j)) = \left\{ \begin{array}{ll} [0, \epsilon], & \text{for } i \neq j \\ [1-\epsilon, 1+\epsilon], & \text{for } i = j. \end{array} \right. \quad (23)$$

Define the matrix $A \in \mathcal{M}_D$ with $(A)_{ij} = \text{Tr} (\Phi(X_i)\Phi(X_j))$ for $i,j \in [D]$. It is clear that $A$ is Hermitian and that its entries are positive. We have

$$\sum_{i,j \in [D]} A_{ij} = \text{Tr} (\Phi(1)^T\Phi(1)) \in [(1-\epsilon)D, (1+\epsilon)D].$$

As $A_{ii} \geq (1-\epsilon)$, it follows that

$$\sum_{i \neq j} A_{ij} \leq 2\epsilon D. \quad (24)$$

As $S,T$ have sub-gaussian entries, the vector $(S,T)$ satisfies the assumptions of Theorem A.2 and the statement follows. \qed
Let

\[ J = \{ (i, j) \in [D] \times [D] \mid i \neq j, A_{ij} \leq \frac{1}{D} \}. \]

It follows from Equation (24) that \(| \{ (i, j) \in [D] \times [D] \mid i \neq j, (i, j) \notin J \} | \leq 2D^2 \epsilon \) and so

\[ |J| \geq ((1 - 2\epsilon)D^2 - D). \]

Since for \((i, j) \in J\) also \((j, i) \in J\), we can write

\[ J = (I \times I) \setminus \{(i, i) \mid i \in I\} \text{ for } I \subseteq [D]. \]

Thus, we infer for \( D \geq 2 \)

\[ |J| = |I|(|I| - 1) \geq ((1 - 2\epsilon)D^2 - D) \geq \left( \frac{1}{2} - 2\epsilon \right) D^2. \]

From this it follows that

\[ |I|^2 \geq |I|(|I| - 1) \geq \left( \frac{1}{2} - 2\epsilon \right) D^2, \]

and we finally obtain

\[ |I| \geq \sqrt{1/2 - 2\epsilon D}. \quad (25) \]

Notice that it follows from Equation (23) that we may rescale all the \( X_i \) to \( X'_i \) such that \( \text{Tr} \left( \Phi(X'_i)^2 \right) = 1 \) and the pairwise scalar product still satisfies \( \text{Tr} \left( \Phi(X'_i)\Phi(X'_j) \right) \leq \frac{1}{(1 - \epsilon)} \) for \((i, j) \in J\). If there is an \( N \in \mathbb{N} \) such that \( d > \sqrt{1/2 - 2\epsilon D} \) for all \( D \geq N \), the claim follows. We therefore now suppose that \( d \leq \sqrt{1/2 - 2\epsilon D} \). Hence, \( d \leq |I| \) by Equation (25). By the positivity of \( \Phi \) and the fact that the \( X'_i \) are positive semidefinite, we have that \( \Phi(X'_i) \) is positive semidefinite. In [Wol12, Proposition 2.7] it is shown that for any set \( \{ P_i \}_{i \in I} \) of \(|I| \geq d \) positive semidefinite matrices in \( \mathcal{M}_d \) such that \( \text{Tr}(P_i^2) = 1 \) we have that

\[ \sum_{i \neq j} \text{Tr}(P_i P_j)^2 \geq \frac{|I| - d^2|I|}{(|I| - 1)d^2}. \]

By the definition of the set \( J \), we have that

\[ \sum_{(i, j) \in J} \text{Tr}(X'_i X'_j)^2 \leq \frac{|J|}{(1 - \epsilon)^2 D^2} \leq \frac{1}{(1 - \epsilon)^2}; \]

as \(|J| \leq D^2 \). From Equation (25) it follows that

\[ \frac{1}{(1 - \epsilon)^2} \geq \left( \frac{\sqrt{1/2 - 2\epsilon D}}{d} - 1 \right)^2 \]

and after some elementary computations we finally obtain

\[ d \geq \frac{(1 - \epsilon) \sqrt{1/2 - 2\epsilon}}{2 - \epsilon} D. \]
C. Lower bound on the value of SDPs through sketching

We will obtain lower bounds on the value of the sketchable SDP in terms of the value of the sketched SDP through continuity bounds on the relaxed SDP. As the continuity bound we use is for SDPs given in equality form, we begin by giving an equivalent formulation of a sketchable SDP with equality constraints. The method of using duality to derive perturbation bounds on a convex optimization problem used here is standard and we refer to [BV04, Section 5.6] for a similar derivation. Given a sketchable SDP, define the maps \( \Phi : \mathcal{M}_D \to \mathcal{M}_m \)

\[
\Phi(X) = \sum_{j=1}^{m} \text{Tr} \left( B_j X \right) e_j e_j^T
\]

for \( \{ e_j \}_{j=1}^{m} \) an orthonormal basis of \( \mathbb{R}^m \) and \( \Psi : \mathcal{M}_{D+m} \to \mathcal{M}_m \)

\[
\Psi \left( \begin{bmatrix} X & * \\ * & Z \end{bmatrix} \right) = \Phi(X) + [Z_{jj}]_j.
\]

With the help of the matrix

\[
G = \sum_{j=1}^{m} \gamma_j e_j e_j^T,
\]

the sketchable SDP can be written in equality form as

\[
\begin{align*}
\text{maximize} & \quad \text{Tr} \left( \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} X & * \\ * & Z \end{bmatrix} \right) \\
\text{subject to} & \quad \Psi \left( \begin{bmatrix} X & * \\ * & Z \end{bmatrix} \right) = G \\
& \quad \begin{bmatrix} X & * \\ * & Z \end{bmatrix} \succeq 0,
\end{align*}
\]

(27)

where * are submatrices which are not relevant for our discussion. The dual problem of Equation (27) may be written as

\[
\begin{align*}
\text{minimize} & \quad \sum_{j=1}^{m} \gamma_j Y_{jj} \\
\text{subject to} & \quad \sum_{j=1}^{m} B_j Y_{jj} \geq A \\
& \quad Y_{jj} \geq 0, \quad \forall j \in [m],
\end{align*}
\]

(28)
Lemma C.1. If there is an $X > 0$ such that the sketchable SDP is satisfied with strict inequality and the dual problem is feasible, then both the primal problem given in Equation (27) and dual in Equation (28) are feasible, there is no duality gap and there is a dual solution which attains the optimal value. Furthermore, this condition is equivalent to Slater’s condition.

Proof. If we can show equivalence with Slater’s condition, the first statement follows automatically. Slater’s condition for the primal problem is the following. If there is a $[X^* Z] > 0$ which satisfies the constraints, then the duality gap is zero and there is a $Y$ which attains the optimal value. For such a block matrix, we also need $X > 0, Z > 0$. Hence, we can formulate Slater’s condition with off-diagonal entries $*=0$. We observe

$$\Psi \left( \begin{bmatrix} X & * \\ * & Z \end{bmatrix} \right) = G \Leftrightarrow \begin{bmatrix} 
\gamma_1 - \text{Tr} \left( B_1 X \right) \\
\cdot \\
\cdot \\
\gamma_m - \text{Tr} \left( B_m X \right) 
\end{bmatrix} = Z > 0.$$ 

Hence $X > 0$ satisfies the constraints with strict inequality. The converse is clear. □

Now we can bound the optimal solution to Equation (11). We denote by $A(\epsilon)$ the feasible set of the relaxed SDP as in Definition 5.4 for some $\epsilon > 0$. With this notation, $A(0)$ is the feasible set for the primal problem. Analogously, we denote by $\alpha(\epsilon)$ the optimal value of the relaxed problem, by $\alpha(0)$ the optimal value of the sketchable SDP.

Lemma C.2. Assume that there exists $X_0 \in A(0)$ such that $X_0 > 0$ and the constraints are strictly satisfied. Then

$$\alpha(0) \leq \alpha(\epsilon) \leq \alpha(0) + \langle \bar{\epsilon}, y^* \rangle,$$

where $y^*$ is an optimal solution to the dual problem to the sketchable SDP and $\bar{\epsilon} \in \mathbb{R}^m$ with $\bar{\epsilon}_i = 3\epsilon \eta \|B_i\|$.

Proof. The first inequality is obvious, since any $X \in A(0)$ is also in $A(\epsilon)$. By Lemma C.1, strong duality holds and there is a $y^* \geq 0$ which achieves the optimal value. Hence

$$\alpha(0) = \sum_{j=1}^{m} y_j^* \gamma_j$$
$$\geq \sum_{j=1}^{m} y_j^* \gamma_j - \text{Tr} \left( \sum_{i=1}^{m} y_i^* B_i - A \right) X, \quad X \geq 0$$
$$= \text{Tr} (AX) - \sum_{i=1}^{m} y_i^* \left[ \text{Tr} (B_i X) - \gamma_i \right]. \quad (29)$$
The first line holds by duality. If we take the supremum over \( X \in A(\epsilon) \), we infer
\[
\alpha(0) \geq \alpha(\epsilon) - \sum_{i=1}^{m} y_i^* \tilde{\epsilon}_i,
\]
since \( y_i^* \geq 0 \).

\textbf{Corollary C.3.} Assume that there exists \( X_0 \in A(0) \) such that \( X_0 > 0 \) and the constraints are strictly satisfied. Then
\[
\alpha(\epsilon) \leq \alpha(0) + \left[ \max_{i \in [m]} \tilde{\epsilon}_i \right] \left( \alpha(0) - \text{Tr}(AX_0) \right) / \left( \min_{k} (\gamma_k - \text{Tr}(B_kX_0)) \right),
\]
where \( \tilde{\epsilon} \in \mathbb{R}^m \) is defined as in Lemma C.2.

\textbf{Proof.} By Equation (29), we have that
\[
\alpha(0) \geq \text{Tr}(AX_0) - \sum_{i=1}^{m} y_i^* [\text{Tr}(B_iX_0) - \gamma_i].
\]
Since \( [\text{Tr}(B_iX_0) - \gamma_i] < 0 \), it follows that
\[
\sum_{i=1}^{m} y_i^* \leq (\alpha(0) - \text{Tr}(AX_0)) / \min_{i \in [m]} [\gamma_i - \text{Tr}(B_iX_0)].
\]
With \( \langle \tilde{\epsilon}, y^* \rangle \leq [\max_{i \in [m]} \epsilon_i] \sum_{i=1}^{m} y_i^* \) for \( y^* \geq 0 \), the Corollary follows. \( \square \)

\textbf{Theorem C.4.} Assume that there exists \( X_0 \in A(0) \) such that \( X_0 > 0 \) and the constraints are strictly satisfied. Then the value of the sketched SDP \( \alpha_S \) is bounded by
\[
\alpha_S \leq \alpha(0) + \epsilon C_1 (\alpha(0) - \text{Tr}(AX_0)) / C_2.
\]
Here
\[
C_1 = \max \{ 3\eta \| B_i \|_1 \mid i \in [m] \},
C_2 = \min \{ (\gamma_i - \text{Tr}(B_iX_0)) \mid i \in [m] \},
\]
where \( \eta = \text{Tr}(X^*) \) for an optimal point \( X^* \) of the sketchable SDP.

\textbf{Proof.} The key step is to recognize that \( \text{Tr}(SCS^T X) \) is equal to \( \text{Tr}(CS^T XS) \) by the cyclicity of the trace. Thus, the relaxed SDP gives an upper bound for the sketched SDP. The theorem then follows by Corollary C.3. \( \square \)

Note that this result is not probabilistic and holds regardless of the sketching matrix \( S \) used.
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D. Random feasibility problems

In this section, we investigate under which conditions the convex hull of \( m \) random GUE [AGZ10, Section 2.2] matrices shifted by a multiple of the identity both contains a positive semidefinite matrix and the cone they define is pointed. This is used in Section 7.2.

Let \( G_i \in M_{d'} \), \( i \in [m] \), be random matrices sampled independently from the GUE. This means that \( G_i \) is Hermitian and that

\[
(G_i)_{kl} = \begin{cases} 
(G_i)_{kl} = Y_k & \text{for } k = l \\
(G_i)_{kl} = Z_{kl} & \text{for } k > l 
\end{cases}
\]

where \( Y_k \) is a real normal random variable with mean 0 and variance 1 and \( Z_{kl} \) is a complex normal random variable with mean 0 and variance 1. Since we will need similar matrices with different variance, we will call this distribution GUE(0, \( \sigma^2 \)). Consider the rescaled and shifted matrices \( \tilde{G}_i(\alpha) = \frac{1}{\sqrt{d'}} G_i + \alpha I \) for some \( \alpha \in \mathbb{R} \). We call the convex hull of these matrices

\[
\mathcal{X}_\alpha := \text{conv} \left( \{ \tilde{G}_i(\alpha) \mid i \in [m] \} \right).
\]

**Lemma D.1.** Let \( \alpha \geq \frac{2}{\sqrt{m}} (1 + \epsilon) \). Then

\[
\mathbb{P}[\mathcal{X}_\alpha \cap \mathcal{S}_{d'}^{++} \neq \emptyset] \geq 1 - Ce^{-2d'\epsilon^3/2}/C,
\]

where \( C \) is a numerical constant independent of \( m, d', \epsilon \).

**Proof.** Let \( t \in \mathbb{R}_m^+ \) such that \( \sum_{i=1}^{m} t_i = 1 \). By the definition of the GUE,

\[
G(t) := \sum_{i=1}^{m} t_i G_i
\]

is again in GUE(0, \( \sum_{i=1}^{n} t_i^2 \)). By [LR10, Theorem 1] and the fact that the GUE is invariant under unitary transformations, it holds that

\[
\mathbb{P}\left[ \lambda_{\min}(G(t)/\sqrt{d'}) \leq -2\|t\|_2 (1 + \epsilon) \right] \leq Ce^{-2d'\epsilon^3/2}/C.
\]

The expression \(-2\|t\|_2 (1 + \epsilon)\) is maximized by \( t_{\min} = (1/m, \ldots, 1/m) \), for which we obtain the value \(-2/\sqrt{m}\) (see [Bha97, Remark II.3.7]). Hence, for \( \alpha \geq 2(1+\epsilon)/\sqrt{m} \), we infer that

\[
\mathbb{P}\left[ \lambda_{\min}(G(t_{\min})/\sqrt{d'} + \alpha I) \leq 0 \right] = \mathbb{P}\left[ \lambda_{\min}(G(t_{\min})/\sqrt{d'}) \leq -\alpha \right] \\
\leq \mathbb{P}\left[ \lambda_{\min}(G(t_{\min})/\sqrt{d'}) \leq -\frac{2}{\sqrt{m}} (1 + \epsilon) \right] \\
\leq Ce^{-2d'\epsilon^3/2}/C.
\]
As \( \lambda_{\min}(G(t_{\min})/\sqrt{d'} + \alpha \mathbb{1}) > 0 \) implies that \( G(t_{\min})/\sqrt{d'} + \alpha \mathbb{1} \) is positive definite, the assertions follows.

\[ \Box \]

**Lemma D.2.** Let \( \alpha \leq \frac{2}{\sqrt{m}}(1 - \epsilon) \) with \( \epsilon \in (0, \frac{1}{2}) \). Then

\[
P \left[ \mathcal{X}_a \cap \mathcal{S}_{d'}^+ = \emptyset \right] \geq 1 - m \left( 1 + \frac{8\sqrt{m}}{\epsilon} \right)^m C^4 e^{-\frac{1}{2}(8 + d'\epsilon^{3/2})\epsilon^{3/2}d'},
\]

where \( C \) is a numerical constant independent of \( m, d', \epsilon \).

**Proof.** Take an \( \epsilon/(4\sqrt{m}) \)-net \( \mathcal{N} \) for the \( \ell_1 \)-sphere \( S_1^{m-1} \) in \( \mathbb{R}^m \). This means that for all \( t \in S_1^{m-1} \), there is an \( s \in \mathcal{N} \) such that \( \|t - s\|_1 < \epsilon/(4\sqrt{m}) \). It can be shown as in [Ver12, Section 5.2.2] that we can choose \( \mathcal{N} \) such that \( |\mathcal{N}| \leq (1 + 8\sqrt{m}/\epsilon)^m \). Now assume that

\[
\lambda_{\max}(G_i/\sqrt{d'}) \leq 2(1 + \epsilon) \wedge \lambda_{\min}(G_i/\sqrt{d'}) \geq -2(1 + \epsilon) \quad \forall i \in [m].
\]

This implies that \( \|G_i/\sqrt{d'}\|_\infty \leq 2(1 + \epsilon) \). By Weyl’s perturbation theorem [Bha97, Theorem II.2.6], it follows that for \( t \in S_1^{m-1} \cap \mathbb{R}_+^m \).

\[
|\lambda_{\min}(G(t)/\sqrt{d'}) - \lambda_{\min}(G(s)/\sqrt{d'})| \leq \|G(t)/\sqrt{d'} - G(s)/\sqrt{d'}\|_\infty \\
\leq \sum_{i=1}^m |t_i - s_i| \|G_i/\sqrt{d'}\|_\infty \\
\leq 2(1 + \epsilon)\|t - s\|_1 \leq \frac{\epsilon}{\sqrt{m}}.
\]

Now assume further that \( \lambda_{\min}(G(s)/\sqrt{d'} + \alpha \mathbb{1}) \leq -\epsilon/\sqrt{m} \) for all \( s \in \mathcal{N} \). Then clearly \( \mathcal{X}_a \cap \mathcal{S}_{d'}^+ = \emptyset \) by the above. We thus have to estimate the probability with which our assumptions are met. Using a union bound, we obtain

\[
P \left[ \mathcal{X}_a \cap \mathcal{S}_{d'}^+ = \emptyset \right] \\
\geq P \left\{ \lambda_{\min} \left( \alpha \mathbb{1} + \frac{G_i}{\sqrt{d'}} \right) \leq -\frac{\epsilon}{\sqrt{m}} \right\} \forall s \in \mathcal{N} \wedge \left\{ \|G_i/\sqrt{d'}\|_\infty \leq 2(1 + \epsilon) \right\} \forall i \in [m] \\
\geq 1 - \prod_{s \in \mathcal{N}} P \left[ \lambda_{\min} \left( \frac{G(s)}{\sqrt{d'}} \right) \geq -\frac{2}{\sqrt{m}} \left( 1 - \frac{\epsilon}{2} \right) \right] \prod_{i \in [m]} P \left[ \lambda_{\min} \left( \frac{G_i}{\sqrt{d'}} \right) \leq -2(1 + \epsilon) \right] \\
P \left[ \lambda_{\max} \left( \frac{G_i}{\sqrt{d'}} \right) \geq 2(1 + \epsilon) \right].
\]
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Using again [LR10, Theorem 1] we infer that for all $i \in [m]$,

$$
P \left[ \lambda_{\min} \left( \frac{G_i}{\sqrt{d'}} \right) \leq -2(1 + \epsilon) \right] \leq C e^{-2d'\epsilon^3/2/C},
$$

$$
P \left[ \lambda_{\max} \left( \frac{G_i}{\sqrt{d'}} \right) \geq 2(1 + \epsilon) \right] \leq C e^{-2d'\epsilon^3/2/C},
$$

$$
P \left[ \lambda_{\min} \left( \frac{G(s)}{\sqrt{d'}} \right) \geq \frac{2}{\sqrt{m}} \left( 1 - \frac{\epsilon}{2} \right) \right] \leq P \left[ \lambda_{\min} \left( \frac{G(s)}{\sqrt{d'}} \right) \geq -2\|s\|_2 \left( 1 - \frac{\epsilon}{2} \right) \right]
$$

$$\leq C^2 e^{-2d'(\epsilon/2)^3/C}.$$

For the last estimate, we have used that $G(s)$ is again a GUE element with different variance (cf. proof of Lemma D.1). Combining this with the estimates concerning $|N|$, the assertion follows.

We obtain as a corollary that the cone generated by the $\tilde{G}(\alpha)$ is pointed with high probability if $m << d'$.

**Corollary D.3.** Let $\alpha \leq \frac{2}{\sqrt{m}}(1-\epsilon)$ for $\epsilon \in (0, \frac{1}{2})$ and denote by $C_\alpha = \text{cone} \{ \tilde{G}_1(\alpha), \ldots, \tilde{G}_m(\alpha) \}$. Then

$$P [ C_\alpha \cap -C_\alpha = \{ 0 \} ] \geq 1 - m \left( 1 + \frac{8\sqrt{m}}{\epsilon} \right) C^4 e^{-\frac{1}{2}(8d'\epsilon^3/2)\epsilon^3/2d'},$$

where $C$ is a numerical constant independent of $m$, $d'$, $\epsilon$.

**Proof.** We know from Lemma D.2 that we have the same lower bound for the probability of the event $A = \{ X_\alpha \cap S_{d'}^+ = \emptyset \}$. But note that the event $A$ implies that the cone is pointed. That is because if the cone was not pointed, there would exist $\gamma, \mu \in \mathbb{R}^m_+ \setminus \{ 0 \}$ such that

$$\sum_{i=1}^m \gamma_i \tilde{G}_i(\alpha) = - \sum_{i=1}^m \mu_i \tilde{G}_i(\alpha)$$

and so

$$\frac{1}{m} \sum_{i=1}^m (\gamma_i + \mu_i) G_i(\alpha) = 0,$$

which implies that $X_\alpha \cap S_{d'}^+ \neq \emptyset$. □

**Theorem D.4.** Consider the LMI

$$\sum_{i=1}^m t_i \tilde{G}_i(\alpha) - 1.$$

Let $\epsilon \in (0, \frac{1}{2})$. Then for $\alpha \geq \frac{2}{\sqrt{m}}(1 + \epsilon)$, this LMI is feasible with probability at least

$$1 - C e^{-2d'\epsilon^3/2/C}.$$

(30)
Moreover, for $\alpha \leq \frac{2}{\sqrt{m}}(1 + \epsilon)$, this LMI is infeasible, the cone generated by the $\tilde{G}(\alpha)$ is pointed and we have $X_{\alpha} \cap S_+^{d'} = \emptyset$ with probability at least

$$1 - m \left( 1 + \frac{8\sqrt{m}}{\epsilon} \right)^m C^4 e^{-\frac{1}{4}(8+d'\epsilon^{3/2})\epsilon^{3/2}d'}.$$  

(31)

Proof. For the first assertion, by Lemma D.1 $X_{\alpha}$ contains a positive definite element $\sum_{i=1}^m r_i \tilde{G}_i(\alpha)$ with probability lower bounded by the expression in Equation (30). Then $G(\mu r)$ is feasible for $\mu \in \mathbb{R}_+$ large enough. For the second assertion, we note that the LMI being infeasible is equivalent to $X_{\alpha}$ not containing a positive definite element. From Lemma D.2 the lower bound in (31) for the probability that the LMI is infeasible. Moreover, the fact that the same lower bound holds for the probability that the cone is pointed follows from Corollary D.3. \qed
C.2 Approximate Randomized Benchmarking for Finite Groups
We extend and generalize the randomized benchmarking protocol in three directions. First, we show how to adapt the protocol to estimate the average gate fidelity of a set of gates forming a representation of a finite group. With a few exceptions, the previous literature only focused on implementing Clifford gates. The usual randomized benchmarking protocol works under the assumption that we may sample from the Haar measure of the group. We relax this assumption and show that the protocol also works using approximate Haar samples, which allows us to use Markov chain Monte Carlo techniques to obtain the samples. Inspired by these results, we show how to implement the protocol only implementing gates from a set of generators of the group that is closed under inverses and one arbitrary element of the group. Proceeding this way significantly reduces the experimental cost of implementing the protocol and is a more natural framework for the error model. This last version of the protocol works under the assumption that the quantum channel that describes the noise is close to being covariant. Moreover, we discuss some sets of quantum gates that might be relevant for applications and fit into our framework and perform numerical tests of our results.

C.2.1 Main Results

Randomized benchmarking \cite{15} is a protocol to efficiently estimate the average fidelity of the implementation of a set of quantum gates \(U_g\) that is a representation of a finite group \(G\). The protocol works under the assumption that the quantum channel \(T: \mathcal{M}_d \to \mathcal{M}_d\) that describes the noise in the implementation is independent of the gates. It works by applying random sequences of gates \(U_k\) from the group to the system initially in a state \(\rho\) and measuring a POVM element \(E\) on it afterward. The decay of the probability of observing the particular outcome with the sequence length \(m\) is called the survival probability and we denote it by \(F(m, E, \rho)\).

**Lemma C.2.1.** Let \(G\) be a finite group and \(\{U_g\}_{g \in G} \subset U(d)\) be a representation such that \(U_g \otimes \bar{U}_g \in \bigoplus_{\alpha \in \hat{G}} C_{d_{\alpha}} \otimes 1_{m_{\alpha}}\) is the decomposition of \(U_g \otimes \bar{U}_g\) into irreps. Then there exist \(\lambda_1, \ldots, \lambda_k \in B_1(0)\) and \(a_0, a_1, \ldots, a_k\) with \(k \leq \sum_{\alpha \in \hat{G}} m_{\alpha}\) such that for all \(m \geq \max_{\alpha} m_{\alpha}\)

\[
F(m, E, \rho) = a_0 + \sum_{l=1}^{k} a_l e^{\lambda_l m}. \tag{C.7}
\]

The proof of this Lemma follows from the fact that channels \(T: \mathcal{M}_d \to \mathcal{M}_d\) that are covariant with respect to this representation can be diagonalized for \(m \geq \max_{\alpha \in \hat{G}} m_{\alpha}\) with a block structure which is determined by the decomposition of the representation \(U_g \otimes \bar{U}_g\). After diagonalizing the channel, Equation (C.7) follows immediately. Given the \(\lambda_l\), it is then possible to obtain estimates on the average fidelity of the quantum channel \(T\).

The usual randomized benchmarking protocol assumes one has access to Haar distributed samples of the group. We relax this to samples that are close to Haar.

**Theorem C.2.2.** Let \(\mu\) be the Haar measure on \(G\) and \(\nu_1, \ldots, \nu_m\) probability measures on \(G\) s.t.

\[
||\mu - \nu_k||_1 \leq \epsilon_k. \tag{C.8}
\]

for all \(1 \leq k \leq m\) and \(\epsilon_k \geq 0\). Suppose we pick the \(U_k\) independently from \(\nu_k\) and denote the resulting expectation value for the survival probability by \(\bar{F}(m, E, \rho)\). Then

\[
|\bar{F}(m, E, \rho) - F(m, E, \rho)| \leq 4 \sqrt{\frac{\log(|G|)}{1 - |G|}} \sum_{k=1}^{m} \epsilon_k.
\]
The proof of this statements estimates the $1 \rightarrow 1$ norm of the channel $\mathcal{T}(T)^m$ and the expected channel if we perform randomized benchmarking with the gates chosen approximately at random. This is done by exploring the invariance of the total variation distance under permutations and a tight reverse Pinsker inequality. From the estimate on the $1 \rightarrow 1$ norm, it is then straightforward to obtain the claim using Hölder’s inequality.

Moreover, for quantum channels that are close to being covariant, we show that one can also perform randomized benchmarking by just implementing a set of generators $A$ of the group closed under taking inverses and one arbitrary element. The channels are close to being covariant in the sense that there is a $\delta > 0$ such that $T = (1 - \delta)T_c + \delta T_n$ with $T_c, T_n$ quantum channels and $T_c$ covariant, which we call $\delta$-covariance. The protocol requires that we first apply a random sequence of gates from $A$ of length $b$, with $b$ being proportional to the time it takes for the random walk generated by $A$ on $G$ to mix. We can then show:

**Theorem C.2.3.** Let $T$ be $\delta$–covariant w.r.t. a representation $U_\mu$ of a group $G$, $A$ a subset of $G$ that generates $G$ and is closed under taking inverses and $\delta > 0$. Suppose we run the protocol above with $b = t_{\text{mix}}(m^{-1}\epsilon)$ for some $\epsilon > 0$. denote the resulting expectation value for the survival probability for the protocol by $F_{\text{gen}}(m, E, \rho)$. Then

$$|F_{\text{gen}}(m, E, \rho) - F(m, E, \rho)| \leq \epsilon + O(\delta^2 m).$$

We prove this Theorem by expressing powers of $\mathcal{T}(T)$ in terms of $T_c$ and $T_n$ and noting that by choosing $b$ this way all terms of first order in $\delta$ vanish.

**C.2.2 Applications**

We applied our generalized benchmarking protocol to the group of unitaries generated by products of $d$–dimensional permutation matrices and diagonal unitaries with entries that are $n$–th roots of unity. This group contains the $T$ gate for $n \geq 8$ and thus these gates together with Cliffords allow for universal quantum computation. We show that one only needs to estimate two parameters when performing randomized benchmarking with these gates and one can multiply and invert them with complexity $O(d)$, which makes it feasible to perform the protocol for a moderate number of qubits. Additionally, we test our results for approximate samples and generator based benchmarking numerically using the Clifford group and random quantum channels that are approximately covariant. We take the set of generators to be given by the Hadamard $H$, the $\pi$–gate and its inverse and the $\text{CNOT}$ between different qubits. The numerical results for the approximate sampling benchmarking protocol and the usual protocol were indistinguishable. For the range $\delta < 0.3$ the generator randomized benchmarking performance was comparable to the usual protocol.

**C.2.3 Individual Contribution**

This project started after Anna-Lena K. Hashagen asked me to review a paper of hers on a similar topic. I realized that many techniques could be generalized and some assumptions of the usual randomized benchmarking protocol were too strong and should be relaxed. Therefore, I proposed to pursue these ideas. I am the principal author of this article. We formulated the protocol, which can be found in Section 4, for general groups together after discussions and she derived the expression in Lemma 11 of the article for the case of irreducibly covariant representations. I then generalized the expression to arbitrary representations of finite groups in the version that can now be found in Lemma C.2.1 of this summary or Lemma 11 of the article. I was responsible for proving that the protocol also works using approximate samples of the Haar measure. That is, I proved and formulated all results of Section 5, and the idea of generalizing the randomized benchmarking in this direction was also mine. Furthermore, I formulated and proved the version of the protocol using generators of the group discussed in Section 6. The idea of implementing the protocol only using generators goes back to me. A.K. Hashagen initially suggested the group of monomial unitary matrices as a possible application of our protocol. However, as this is not a finite group, it did not fit our framework properly.
I was then responsible for showing that the protocol would also work if we considered the finite subgroup of monomial matrices with entries that are $n$–th roots of unity. Applying our techniques to the Clifford group was a natural choice, and we both had this in mind. I was responsible for all the numerics in the article and wrote all the code necessary for it. I was also responsible for the contents of Appendix A and B, as the statistical and numerical considerations included there were inspired by some observations I made during the process of writing this article. A.K. Hashagen wrote section 2 on Notation and Preliminaries, and I wrote all other sections but the Introduction, which we wrote together. After the first draft of the paper was ready, we had many discussions on how to improve the presentation until we arrived at the present form of the article.
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1. Introduction

One of the main obstacles to build reliable quantum computers is the need to implement quantum gates with high fidelity. Therefore, it is key to develop techniques to estimate the quality of quantum gates and thus certify the quality of a quantum computer. To this end, one could perform tomography for the underlying noise in the implementation and in principle obtain a complete description of it [1, 2]. However, in general, the number of measurements necessary to estimate for a complete tomography of the noise scales exponentially with the system size and is not a practical solution to the problem. Thus, it is vital to develop techniques to estimate the level of noise in systems more efficiently, even if we only obtain partial information.

Randomized benchmarking (RB) is a protocol to estimate the average fidelity of a set of quantum gates forming a representation of a group [3, 4, 5, 6]. The very important case of Clifford gates has already been widely studied and some rigorous results that show its efficiency under some noise scenarios are available [7, 8], such as when the noise is independent of the gate and time. Besides its efficiency, another highlight of the protocol is that it is robust against state preparation and measurement errors. This makes it very attractive from an experimental point of view and its applicability was demonstrated successfully [9, 10, 11, 12, 13, 14, 15, 16, 17].

In this work, we show how to extend these protocols to gates that are representations of a finite group‡; these must not necessarily be irreducible or form a 2-design. Although other works, such as [18, 19, 20, 21], already extended the protocol to other specific groups of interest, we focus on showing how to estimate the average fidelity based on properties of the particular representation at hand for arbitrary finite groups. To this end, we investigate the structure of quantum channels that are covariant under a unitary representation of a group and derive formulas for their average fidelity in terms of their spectra. We then show that one can use RB to estimate the average fidelity of these gates under the assumption that they are subject to time and gate independent noise.

In order for this procedure to be efficient, it is necessary that we may multiply, invert and sample uniformly distributed elements of the group efficiently and that the given representation does not decompose into too many irreducible unitary representations, as we will discuss in more detail later. This is the case for the well-studied case of Cliffo.

The usual RB protocol assumes that we can implement sequences of gates that are sampled from the Haar distribution of the group [3, 4, 5, 6]. We further generalize the RB protocol by showing that it is possible to implement sequence gates that are approximately Haar distributed instead. Therefore, it is possible to use Markov chain Monte Carlo methods to obtain the samples, potentially more efficiently. This result is of independent interest to the RB literature, as it shows that the protocol is stable

‡ Most of the results in this work can easily be extended to compact groups. However, as it is not clear that implementing the RB protocol for compact groups is relevant for applications and given that this would make some proofs less accessible, we restrict to finite groups here.
Moreover, we show how one can perform RB by just implementing gates that generate the group and one arbitrary element of the group. This might provide a more natural framework to the protocol, as often one is only able to implement a certain number of gates that generate the group and must, therefore, decompose the gates into generators. However, this protocol works under the assumption that the noise affecting the gates is already close to being covariant w.r.t. the group and not for arbitrary quantum channels, as in the usual setting.

To illustrate our techniques, we apply them to subgroups of the monomial unitary matrices, i.e., products of $d$-dimensional permutation and diagonal unitary matrices. These can be seen as a generalization of stabilizer groups [22]. We focus on the subgroup of monomial unitary matrices whose nonzero entries are roots of unity. We show that we only need to estimate two parameters and multiplying and inverting elements of it can be done in time $O(d)$. Moreover, they include the $T$ gate, which is known to form a universal set for quantum computation together with the Clifford gates [23]. Therefore, one can use the protocol described here to estimate the noise from $T$ gates more efficiently. We make numerical simulations for our protocol and these subgroups and show that it is able to reliably estimate the average gate fidelity. Moreover, we numerically compare our techniques based on approximate Haar samples and implementation of generators to the usual protocol for Cliffords and show that the three yield indistinguishable results in the high fidelity regime.

This paper is structured as follows: we start by fixing our notation and reviewing basic results on Markov chains and covariant quantum channels; needed in section 2. In section 3 we derive the average fidelity of quantum channels in terms of their spectra and we give basic results on the decay of the probability of measurement outcomes under covariant quantum channels. These form the basis for the RB protocol for general groups, which we discuss and analyze in section 4. In section 5 we prove that it is also possible to implement the protocol using approximate samples. We then discuss the generalized RB protocol based on implementing random sequences of gates that generate the group in section 6. In this section, we also discuss the conditions under which this protocol applies. Finally, in section 7, we apply our techniques to the subgroup of monomial unitary matrices and perform numerical experiments for it. In the same section, we also compare numerically the RB protocols developed here with the usual one in the case of the Clifford group.

2. Notation and Preliminaries

We will be interested in finite dimensional quantum systems. Denote by $\mathcal{M}_d$ the space of $d \times d$ complex matrices. We will denote by $\mathcal{D}_d$ the set of $d$-dimensional quantum states, i.e., positive semi-definite matrices $\rho \in \mathcal{M}_d$ with trace 1. We will call a linear map $T : \mathcal{M}_d \to \mathcal{M}_d$ a quantum channel if it is trace preserving and completely positive. We will call a collection of positive semidefinite matrices $\{E_i\}_{i=1}^l$ a positive operator
valued measure (POVM) if the POVM elements $E_i$, called effect operators, sum up to the identity. Throughout this paper, we will use the channel-state duality that provides a one-to-one correspondence between a quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ and its Choi-Jamiolkowski state $\tau_T \in \mathcal{M}_{d^2}$ obtained by letting $T$ act on half of a maximally entangled state, i.e.,

$$\tau_T := (T \otimes \text{id}_d)(|\Omega\rangle \langle \Omega|),$$

where $|\Omega\rangle \langle \Omega| \in \mathcal{M}_{d^2}$ is a maximally entangled state, that is,

$$|\Omega\rangle \langle \Omega| = \frac{1}{d} \sum_{i,j=1}^d |ii\rangle \langle jj|,$$

where $\{|i\rangle\}_{i=1}^d$ is an orthonormal basis in $\mathbb{C}^d$. Please refer to [24] for more on these concepts. To measure the distance between two states we will use the Schatten 1-norm for $A \in \mathcal{M}_d$, denoted by $\|\cdot\|_1$ and given by

$$\|A\|_1 := \text{Tr} \left( (A^*A)^{\frac{1}{2}} \right),$$

where $*$ denotes the adjoint. Then, given two states $\rho, \sigma \in \mathcal{D}_d$, their trace distance is given by $\|\rho - \sigma\|_1/2$. This norm on $\mathcal{M}_d$ induces a norm on linear operators $\Phi : \mathcal{M}_d \to \mathcal{M}_d$ through

$$\|\Phi\|_{1\to 1} := \sup_{X \in \mathcal{M}_d, X \neq 0} \frac{\|\Phi(X)\|_1}{\|X\|_1}.$$  

(4)

Given a random quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$, we will denote its expectation value by $\mathbb{E}(T)$.

We will also need some basic facts from the representation theory of finite groups. We refer to e.g. [25] for more on this and the proofs of the statements we use here. We will be particularly interested in the commutant of the algebra generated by the group. To this end we introduce:

**Definition 1** (Commutant). Let $\mathcal{A}$ be an algebra of operators on a Hilbert space $\mathcal{H}$. Then the commutant $\mathcal{A}'$ of $\mathcal{A}$ is defined by

$$\mathcal{A}' := \{ B | BA = AB \text{ for all } A \in \mathcal{A} \}.$$  

(5)

Let $U : G \to \mathcal{M}_d$ be a unitary representation of a finite group $G$ on a finite-dimensional Hilbert space $\mathcal{H} \cong \mathbb{C}^d$. We will denote the unitary corresponding to $g$ by $U_g$. From basic results of representation theory, we know that there exists distinct $\alpha_1, \ldots, \alpha_k \in \hat{G}$, where $\hat{G}$ denotes the set of equivalence classes of irreducible unitary representations (irreps), such that the unitary representation can be written as a direct sum of irreps, i.e. $U \cong \oplus U^{\alpha_i} \otimes I_{m_\alpha}$ with $m_\alpha > 0$ denoting the degeneracy of the $\alpha_i$-th irrep. The structure of the commutant is then described in the following theorem.
Theorem 2 ([25, Theorem IX.11.2]). Let $U$ be a unitary representation of a finite group $G$ on $\mathcal{H}$. Write $\mathcal{H} = \bigoplus_{\alpha \in \hat{G}} (\mathbb{C}^{d_\alpha} \otimes \mathbb{C}^{m_\alpha})$ so that $U_g = \bigoplus_{i=1}^k U_{g_i}^{\alpha_i} \otimes I_{m_\alpha}$ with $\{\alpha_i\}_{i=1}^k$ distinct elements in $\hat{G}$. Let $A(U)$ be the algebra of operators generated by the $\{U_g\}_{g \in G}$, and $A(U)'$ its commutant. Then

$$A(U) = \left\{ \bigoplus_{i=1}^k A_i \otimes I_{m_\alpha} \Big| A_i \in \mathcal{M}_{d_\alpha} \right\},$$

$$A(U)' = \left\{ \bigoplus_{i=1}^k I_{d_\alpha_i} \otimes B_i \Big| B_i \in \mathcal{M}_{m_\alpha} \right\}.$$  \hspace{1cm} (6a, 6b)

Given a finite group $G$, we will call the uniform probability distribution on it its Haar measure. For a proof of its existence and basic properties, we refer to [25, Section VII.3]. We will denote the character of a unitary representation $\alpha \in \hat{G}$ by $\chi^\alpha$ and remark that one can find the decomposition in theorem 2 through characters [25, Section III.2].

2.1. Covariant Quantum Channels and Twirls

The definition of covariance of quantum channels is central to the study of their symmetries and will be one of the building blocks of the generalized RB protocol:

Definition 3 (Covariant quantum channel [26]). A quantum channel $T : \mathcal{M}_d \to \mathcal{M}_d$ is covariant with respect to a unitary representation $U : G \to \mathcal{M}_d$ of a finite group $G$, if for all $g \in G$

$$T\left(U_g \cdot U_g^*\right) = U_g T (\cdot) U_g^*.$$  \hspace{1cm} (7)

In general, one allows different unitary representations of the group in the input and output of the channel in the definition of covariance, but here we will restrict to the case when we have the same unitary representation. There are many different and equivalent characterizations of covariance. Here we mention that covariance is equivalent to the Choi-Jamiołkowski state $\tau_T$ commuting with $U_g \otimes \bar{U}_g$ for all $g \in G$. To see this, note that given a unitary representation $U$ of $G$ we may define its adjoint representation $U : G \to \text{End}(\mathcal{M}_d)$ through its action on any $X \in \mathcal{M}_d$ by conjugation,

$$U_g(X) = U_g X U_g^*.$$ \hspace{1cm} (8)

Through the Choi-Jamiołkowski isomorphism, it is easy to see that the adjoint representation is equivalent to the unitary representation $U_g \otimes \bar{U}_g \in \mathcal{M}_{d^2}$. As we can rephrase (7) as $T$ commuting with the adjoint representation, this translates to the Choi-Jamiołkowski state commuting with $U_g \otimes \bar{U}_g$. This means in particular that we may use structural theorems, like theorem 2, to investigate covariant channels, as covariance implies that the channel is in the commutant of the adjoint representation.

Theorem 4. Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel that is covariant w.r.t. a unitary representation $U$ of a finite group $G$ and let $\bigoplus_{\alpha \in \hat{G}} (\mathbb{C}^{d_\alpha} \otimes \mathbb{C}^{m_\alpha})$ be the decomposition of the underlying Hilbert space into irreps $\alpha$ of $G$ with multiplicity $m_\alpha$ for the unitary representation $U \otimes \bar{U}$. Then:

$$T = \bigoplus_{\alpha \in \hat{G}} I_{d_\alpha} \otimes B_\alpha$$ \hspace{1cm} (9)

with $B_\alpha \in \mathcal{M}_{m_\alpha}$. 
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Proof. As \( T \) is covariant, it must be an element of the commutant of the adjoint representation, i.e. \( T \in \mathcal{A}(U)' \). The decomposition then follows from theorem 2. \( \square \)

This decomposition further simplifies when no multiplicities in the decomposition of the unitary representations into its irreducible components are present. We call such channels irreducibly covariant. Here we briefly mention some of the results of [27], where the structure of such channels is investigated.

**Theorem 5** ([27, Theorem 40]). A quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) is irreducibly covariant with respect to an irrep \( U : G \to \mathcal{M}_d \) of a finite group \( G \) if and only if it has a decomposition of the following form:

\[
T = l_{\text{id}}P_{\text{id}} + \sum_{\alpha \in \hat{G}, \alpha \neq \text{id}} l_{\alpha}P_{\alpha},
\]

with \( l_{\text{id}} = 1 \), \( l_{\alpha} \in \mathbb{C} \) and where \( P_{\text{id}} : \mathcal{M}_d \to \mathcal{M}_d \) are projectors defined as

\[
P_{\alpha} (\cdot) = \frac{\chi_{\alpha}(e)}{|G|} \sum_{g \in G} \chi_{\alpha}(g^{-1}) U_g \cdot U_{g}^* \chi_{\alpha}(e) \sum_{g \in G} \chi_{\alpha}(g^{-1}) U_g \cdot U_{g}^*,
\]

with \( \alpha \in \hat{G} \) and \( e \in G \) the identity of the group. They have the following properties:

\[
P_{\alpha} P_{\beta} = \delta_{\alpha\beta} P_{\alpha}, \quad (P_{\alpha})^* = P_{\alpha} \quad \text{and} \quad \sum_{\alpha \in \hat{G}} P_{\alpha} = \text{id}_d,
\]

where \( \text{id}_d : \mathcal{M}_d \to \mathcal{M}_d \) is the identity map and the coefficients \( l_{\alpha} \) are the eigenvalues of the quantum channel \( T \).

That is, in the case of an irreducibly covariant channel we can also write down the projections onto different eigenspaces and diagonalize the channel.

One of the most important concepts in this paper is that of the twirl of a channel.

**Definition 6** (Twirl). Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel, \( G \) a finite group with Haar measure \( \mu \) and \( U : U \to \mathcal{M}_d \) a unitary representation of \( G \). We define the twirl of \( T \) w.r.t. \( G \), denoted by \( \mathcal{T}(T) : \mathcal{M}_d \to \mathcal{M}_d \), as

\[
\mathcal{T}(T)(\cdot) = \int_{G} U_g^* \circ T \circ U_g(\cdot) d\mu.
\]

Strictly speaking the twirled channel, of course, depends on the particular group and unitary representation at hand. However, we will omit this in the notation, as the group in question should always be clear from context. It is then easy to show that \( \mathcal{T}(T) \) is a quantum channel that is covariant w.r.t. this representation.

2.2. Random Walks on Groups

We will need some basic tools from the field of random walks on groups to motivate and explain our protocol to perform RB with generators or with approximate samples.
Therefore, we review these basic concepts here and refer to e.g. [28, Chapter 2.6] for more details and proofs. Given a finite group $G$ and a probability measure $\mu$ on $G$, we denote the set of probability measures on $G$ by $\mathcal{P}(G)$. If $X, Y$ are two independent random variables on $G$ with distributions $\mu, \nu \in \mathcal{P}(G)$, respectively, we denote their joint distribution on $G \times G$ by $\mu \otimes \nu$. Analogously, we will denote the joint distribution of $Y_1, \ldots, Y_n$ i.i.d. variables with distribution $\nu$ by $\nu \otimes n$ and the $m$-fold Cartesian product of $G$ with itself by $G^m$. The random walk on $G$ with increment distribution $\nu$ is defined as follows: it is a Markov chain with state space $G$. Given that the current state $X_n$ of the chain is $g$, the next state $X_{n+1}$ is given by multiplying the current state on the left by a random element of $G$ selected according to $\nu$. That is, we have

$$P(X_{n+1} = g_2|X_n = g_1) = \nu(g_2g_1^{-1}).$$

(14)

Another way of tracking the transition probabilities for these chains is through the transition matrix of the chain, $\pi$. For $g_1, g_2 \in G$, this matrix is defined as

$$\pi(g_1, g_2) = \nu(g_2g_1^{-1}).$$

(15)

If $X_0$ is distributed according to $\mu \in \mathcal{P}(G)$, we have that the distribution of $X_n$ is given by $\pi^n\mu$, where we just expressed $\mu$ as a vector in $\mathbb{R}^{[G]}$. We recall the following fundamental result about random walks on groups:

**Theorem 7.** Let $G$ be a finite group and $A$ be a set of generators of $G$ that is closed under inversion. Moreover, let $\nu$ be the uniform distribution on $A$ and $X_1, X_2, \ldots$ be a random walk with increment distribution $\nu$. Then the distribution of $X_n$ converges to the Haar distribution on $G$ as $n \to \infty$.

**Proof.** We refer to e.g. [28, Section 2.6.1] for a proof and more details on this. \qed

Given a generating subset $A$ of $G$ that is closed under inverses and $\nu$ the uniform distribution on $A$, we will refer to the random walk with increment $\nu$ as the random walk generated by $A$. This result provides us with an easy way of obtaining samples which are approximately Haar distributed if we have a set of generators by simulating this random walk for long enough. The speed of this convergence is usually quantified in the total variation distance. Given two probability measure $\mu, \nu$ on $G$, we define their total variation distance to be given by:

$$\|\mu - \nu\|_1 := \frac{1}{2} \sum_{g \in G} |\mu(g) - \nu(g)|.$$ 

(16)

We then define the mixing time of the random walk as follows:

**Definition 8** (Mixing Time of Random Walk). Let $G$ be a finite group and $A$ a set of generators closed under inverses and $\mu$ be the Haar measure on the group. For $\epsilon > 0$, the mixing time of the chain generated by $A$, $t_1(\epsilon)$, is defined as

$$t_1(\epsilon) := \inf \{n \in \mathbb{N}|\forall \nu \in \mathcal{P}(G) : \|\pi^n\nu - \mu\|_1 \leq \epsilon\}.$$ 

(17)
We set \( t_{\text{mix}} \) to be given by \( t_1(4^{-1}) \). One can then show that \( t_1(\epsilon) \leq \lceil \log_2 (\epsilon^{-1}) \rceil t_{\text{mix}} \) (see [28, Section 4.5] for a proof). There is a huge literature devoted to determining the mixing time of random walks on groups and we refer to [29] and references therein for more details. For our purposes it will be enough to note that in most cases we have that \( t_1(\epsilon) \) scales logarithmically with \( \epsilon^{-1} \) and \(|G|\). Another distance measure which is quite useful in the study of convergence of random variables is the relative entropy \( D \).

For two probability measures \( \mu, \nu \) on \( \{1, \ldots, d\} \) we define their relative entropy to be

\[
D(\mu||\nu) := \begin{cases} 
\sum_{i=1}^d \mu(i) \log \left( \frac{\mu(i)}{\nu(i)} \right), & \text{if } \mu(i) = 0 \text{ for all } i \text{ s.t. } \nu(i) = 0, \\
+\infty, & \text{else.}
\end{cases}
\]

One of its main properties is that for \( \mu, \nu \in \mathcal{P}(G) \) we have

\[
D(\mu^\otimes n||\nu^\otimes n) = nD(\mu||\nu).
\]  

3. Fidelities

Given a quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \) and a unitary channel \( U : \mathcal{M}_d \to \mathcal{M}_d \), the average fidelity between them is defined as

\[
F(T, U) = \int \text{Tr} \left( T(\ket{\psi}\bra{\psi}) U(\ket{\psi}\bra{\psi}) \right) d\psi,
\]

where we are integrating over the Haar measure on quantum states. In case \( U \) is just the identity, we refer to this quantity as being the average fidelity of the channel and denote it by \( F(T) \). As shown in [30], the average fidelity of a channel is a simple function of its entanglement fidelity, given by

\[
F_e(T) = \text{Tr} \left( T \otimes \text{id} \left( \ket{\Omega}\bra{\Omega} \right) \ket{\Omega}\bra{\Omega} \right),
\]

with \( \ket{\Omega}\bra{\Omega} \) the maximally entangled state. One can then show that

\[
F(T) = \frac{dF_e(T) + 1}{d + 1}.
\]

Thus, we focus on estimating the entanglement fidelity instead of estimating the average fidelity. This can be seen to be just a function of the trace of the channel and the dimension, as we now show.

**Lemma 9.** Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel. Then \( F_e(T) = d^{-2} \text{Tr} (T) \). Here we mean the trace of \( T \) as a linear operator between the vector spaces \( \mathcal{M}_d \).

**Proof.** The entanglement fidelity is

\[
F_e(T) = \text{Tr} \left( T \otimes \text{id} \left( \ket{\Omega}\bra{\Omega} \right) \ket{\Omega}\bra{\Omega} \right)
= \frac{1}{d^2} \sum_{i,j,k,l=1}^d \text{Tr} \left( \left( \ket{i}\bra{j} \otimes \ket{i}\bra{j} \right) \ket{l}\bra{k} \otimes \ket{l}\bra{k} \right)
= \frac{1}{d^2} \sum_{i,j=1}^d \text{Tr} \left( T (\ket{i}\bra{j} \ket{i}\bra{j}^*) \right).
\]
Note that \( \{|i\langle j|\}_{i,j=1}^d \) is an orthonormal basis of \( \mathcal{M}_d \) and \( \text{Tr} (T (|i\langle j|)) (|i\langle j|)^* ) \) corresponds to the Hilbert-Schmidt scalar product between \( T (|i\langle j|) \) and \( |i\langle j| \). Therefore, we have that

\[
\sum_{i,j=1}^d \text{Tr} (T (|i\langle j|)) (|i\langle j|)^* ) = \text{Tr} (T) ,
\]

where again \( \text{Tr} (T) \) is again meant as the trace of \( T \) as a linear operator.

That is, if we know the eigenvalues or the diagonal elements of \( T \) w.r.t. some basis, we may determine its entanglement and average fidelity. The RB protocol explores the fact that twirling a channel does not change its trace and that the trace of covariant channels has a much simpler structure, as made clear in the next corollary.

**Corollary 10.** Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel that is covariant w.r.t. a unitary representation \( U : G \to \mathbb{C}^d \) of a finite group \( G \) and let \( \oplus_{\alpha \in \hat{G}} (\mathbb{C}^d \otimes \mathbb{C}^{m_\alpha}) \) be the decomposition of \( \mathbb{C}^d \otimes \mathbb{C}^d \) into irreps \( \alpha \) of \( G \) with multiplicity \( m_\alpha \) for the unitary representation \( U \otimes \bar{U} \). Choose a basis s.t.

\[
T = \oplus_{\alpha \in \hat{G}} \mathbb{I}_{d_\alpha} \otimes B_{m_\alpha} \quad \text{(23)}
\]

with \( B_\alpha \in \mathcal{M}_{m_\alpha} \). Then

\[
F_e(T) = d^{-2} \sum_{\alpha \in G} d_\alpha \text{Tr} (B_\alpha) . \quad \text{(24)}
\]

**Proof.** The claim follows immediately after we combine theorem 4 and lemma 9.

This shows that the spectrum of quantum channels that are covariant with respect to a unitary representation of a finite group has much more structure and is simpler than that of general quantum channels. In particular, if the unitary representation \( U \otimes \bar{U} \) is such that \( \sum_\alpha m_\alpha \ll d^2 \), then we know that the spectrum of the quantum channel is highly degenerate and we only need to know a few points of it to estimate the trace. We will explore this fact later in the implementation of the RB protocol.

We will now show in lemma 11 the probability of measurement outcomes has a very simple form for covariant channels and their powers.

**Lemma 11.** Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel that is covariant w.r.t. a unitary representation \( U : G \to \mathbb{C}^d \) of a finite group \( G \) and let \( \oplus_{\alpha \in \hat{G}} (\mathbb{C}^{d_\alpha} \otimes \mathbb{C}^{m_\alpha}) \) be the decomposition of \( \mathbb{C}^d \otimes \mathbb{C}^d \) into irreps \( \alpha \) of \( G \) with multiplicity \( m_\alpha \) for the unitary representation \( U \otimes \bar{U} \). Moreover, let \( \rho \in \mathcal{D}_d, \ E \in \mathcal{M}_d \) be a POVM element and \( m \geq \max m_\alpha \). Then there exist \( \lambda_1, \ldots, \lambda_k \in \mathbb{B}_1(0) \), the unit ball in the complex plane, and \( a_0, a_1, \ldots, a_k \in \mathbb{C} \) s.t.

\[
\text{Tr} (T^m (\rho) E) = a_0 + \sum_{i=1}^k a_k \lambda_i^m . \quad \text{(25)}
\]
Moreover, 

\[ k \leq \sum_{\alpha \in \hat{G}} m_\alpha - 1 \]  

(26)

corresponds to the number of distinct eigenvalues of \( T \) and \( \lambda_i \) are its eigenvalues.

Proof. As \( T \) is a linear map from \( \mathcal{M}_d \) to \( \mathcal{M}_d \) it has a Jordan decomposition [31]. That is, there exists an invertible linear operator \( X : \mathcal{M}_d \rightarrow \mathcal{M}_d \) such that

\[
X^{-1} \circ T \circ X = D + N, \quad [D, N] = 0.
\]

Here \( D : \mathcal{M}_d \rightarrow \mathcal{M}_d \) is diagonal in the standard basis \( \{|i\rangle\langle j|\}_{i,j=1}^d \) of \( \mathcal{M}_d \) with diagonal entries given by the eigenvalues of \( T \) and \( N : \mathcal{M}_d \rightarrow \mathcal{M}_d \) nilpotent. As we have that \( T \) is covariant, it follows from the decomposition in theorem 4 that the eigenvalues can be at most \( \max m_\alpha = m_0 \)-fold degenerate and \( N^{m_0} = 0 \). Thus, it follows that \( T^m \) is diagonalizable, as \( m \geq \max m_\alpha \). We then have

\[
X^{-1} \circ T^m \circ X = D^m.
\]

We can then rewrite the scalar product

\[
\text{Tr} \left( T^m(\rho)E \right) = \text{Tr} \left( X \circ D^m \circ X^{-1}(\rho)E \right) = \text{Tr} \left( D^m(X^{-1}(\rho))X^*(E) \right).
\]

Let \( b_{i,j} \) and \( c_{i,j} \) be the matrix coefficient of \( X^*(E) \) and \( X^{-1}(\rho) \), respectively, in the standard basis. That is

\[
X^*(E) = \sum_{i,j=1}^d b_{i,j} |i\rangle\langle j|, \quad X^{-1}(\rho) = \sum_{i,j=1}^d c_{i,j} |i\rangle\langle j|.
\]

Exploring the fact that \( D \) is diagonal in this basis we obtain

\[
\text{Tr} \left( T^m(\rho)E \right) = \sum_{i,j=1}^d b_{i,j}c_{i,j}d_{i,j}^m,
\]

where \( d_{i,j} \) are just the eigenvalues of \( T \), including multiplicities. To arrive at the curve in (25), we group together all terms corresponding to the same eigenvalue \( \lambda_i \). Moreover, note that quantum channels always have 1 in their spectrum, which gives the \( a_0 \) term that does not depend on \( m \). The fact that \( \lambda_i \in \mathbb{B}_1(0) \) follows from the fact that they are given by the eigenvalues of the channel and these are always contained in the unit circle of the complex plane [32].

Finally, we show that twirling does not change the entanglement fidelity and thus does not change the average fidelity, as observed in [30] and elsewhere in the literature. Thus, when we want to estimate the average fidelity of a channel \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \) we may instead work with the twirled channel \( T(T) \) and explore its rich structure.
Theorem 12. Let \( T : \mathcal{M}_d \to \mathcal{M}_d \) be a quantum channel, \( G \) be a finite group and \( U : G \to \mathcal{M}_d \) be a unitary representation. Then

\[
F_e(T) = F_e(T(T)).
\]

Proof. We present a slightly different proof of this fact here. Note that \( U^*_g \circ T \circ U_g \) is just a similarity transformation of \( T \) and thus \( \text{Tr} (U^*_g \circ T \circ U_g) = \text{Tr} (T) \), where again we mean the trace of these channels as linear operators. Thus, integrating over all \( U_g \) does not change the entanglement fidelity, as \( F_e(T) = d^{-2} \text{Tr} (T) \).

4. Randomized benchmarking protocol

The RB protocol, as discussed in \([3, 4, 5, 6, 8, 33, 34, 35, 36, 37, 38]\) is a protocol to estimate the average fidelity of the implementation of gates coming from some group \( G \). Its usual setting is the Clifford group, but we discuss it for general groups here. Other papers have investigated the protocol for gates beyond Cliffords, such as \([18, 19, 21]\). But all of these have restricted their analysis to some other specific group. As we will see later, we can analyse the protocol for arbitrary groups by just investigating properties of the given unitary representation. We mostly follow the notation of \([37]\). We assume that the error quantum channel is gate and time independent. That is, whenever we want to implement a certain gate \( U_g \), where \( U_g(\cdot) = U_g \cdot U_g^* \) with \( U_g \in U(d) \), we actually implement \( U_g \circ T \) for some quantum channel \( T : \mathcal{M}_d \to \mathcal{M}_d \). We assume that we are able to multiply and invert elements of \( G \) and draw samples from the Haar measure on \( G \) efficiently to implement this protocol, but will later relax this sampling condition. The protocol is as follows:

**Step 1** Fix a positive integer \( m \in \mathbb{N} \) that varies with every loop.

**Step 2** Generate a sequence of \( m + 1 \) quantum gates. The first \( m \) quantum gates \( U_{g_1}, \ldots, U_{g_m} \) are independent and Haar distributed. The final quantum gate, \( U_{g_{m+1}} \) is chosen such that in the absence of errors the net sequence is just the identity operation,

\[
U_{g_{m+1}} \circ U_{g_m} \circ \ldots \circ U_{g_2} \circ U_{g_1} = \text{id},
\]

where \( \circ \) represents composition. Thus, the whole quantum gate sequence is

\[
S_m = \bigcirc_{j=1}^{m+1} U_{g_j} \circ T,
\]

where \( T \) is the associated error quantum channel.

**Step 3** For every sequence, measure the sequence fidelity

\[
\text{Tr} (S_m(\rho)E),
\]

where \( \rho \) is the initial quantum state, including preparation errors, and \( E \) is an effect operator of some POVM including measurement errors.
Step 4 Repeat steps 2-3 and average over \( M \) random realizations of the sequence of length \( m \) to find the averaged sequence fidelity given by

\[
\bar{F}(m, E, \rho) = \frac{1}{M} \sum_{m} \text{Tr} (S_m(\rho) E) .
\] (31)

Step 5 Repeat steps 1-4 for different values of \( m \) and obtain an estimate of the expected value of the sequence fidelity

\[
F(m, E, \rho) = \text{Tr} (E(S_m)(\rho) E) .
\] (32)

4.1. Analysis of the Protocol

We will now show how we can estimate the average fidelity from the data produced by the protocol, that is, an estimate on the curve \( F(m, E, \rho) = \text{Tr} (E(S_m)(\rho) E) \).

Theorem 13. Let \( T: \mathcal{M}_d \rightarrow \mathcal{M}_d \) be a quantum channel and \( G \) a group with a unitary representation \( U: G \rightarrow \mathcal{M}_d \). If we perform the RB protocol for \( G \) we have

\[
\mathbb{E}(S_m) = T(T)^m .
\] (33)

Proof. Although the proof is identical to the case in which \( G \) is given by the Clifford group, we will cover it here for completeness. Given some sequence \( \{U_{g_1}, \ldots, U_{g_{m+1}}\} \) of unitary gates from \( G \), define the unitary operators

\[
D_i = \bigcirc_{j=1}^i U_{g_j} .
\]

Note that we have

\[
S_m = U_{g_{m+1}} \circ T \circ U_{g_m} \circ T \circ \ldots \circ U_{g_2} \circ T \circ U_{g_1}
\]

\[
= U_{g_{m+1}} \circ (U_{g_m} \circ \ldots \circ U_{g_2} \circ U_{g_1}) \circ T \circ U_{g_m} \circ T \circ \ldots \circ T \circ U_{g_2} \circ U_{g_1}
\]

\[
= D_1 \circ T \circ D_2 \circ \ldots \circ D_m \circ T \circ D_2 \circ D_1
\]

\[
= \bigcirc_{j=1}^m (D_j^* \circ T \circ D_j) .
\] (34)

As we have that each of the \( U_{g_j} \) is independent and Haar-distributed, it follows that the \( D_i \) are independent and Haar distributed as well. It then follows from (34) that

\[
\mathbb{E}(S_m) = \mathbb{E}\left( \bigcirc_{j=1}^m (D_j^* \circ T \circ D_j) \right) = \bigcirc_{j=1}^m \mathbb{E}(D_j^* \circ T \circ D_j) = T(T)^m .
\]

We can then use our structural results on covariant quantum channels to obtain a more explicit form for the curve \( F(m, E, \rho) \).
Corollary 14. Suppose we perform RB for a unitary representation $U : G \to \mathcal{M}_d$ of a finite group $G$ s.t. $U \otimes \bar{U} = \oplus_{\alpha \in \hat{G}} (\mathbb{C}^{d_\alpha} \otimes \mathbb{C}^{\bar{m}_\alpha})$ and a channel $T$. Then there exist $\lambda_1, \ldots, \lambda_k \in \mathcal{B}_1(0)$ and $a_0, a_1, \ldots, a_k \in \mathbb{C}$ s.t.

$$F(m, E, \rho) = a_0 + \sum_{i=1}^{k} a_k \lambda_i^m. \quad (35)$$

for $m \geq \max m_\alpha$. Moreover, $k \leq \sum \alpha m_\alpha$ corresponds to the number of distinct eigenvalues of $T(T)$ and $\lambda_i$ are its eigenvalues.

Proof. The claim follows immediately from theorem 13 and lemma 11. \qed

That is, by fitting the curve to experimental data we may obtain estimates on the $\lambda_i$ and thus on the spectrum of $T(T)$. If we know the multiplicity of each eigenvalue, then we can estimate the trace as well and thus the average fidelity. However, in the case in which we have more than one parameter to estimate, it is not clear which eigenvalue corresponds to which irrep and we therefore cannot simply apply the formula in corollary 10. Thus, given an estimate $\{\hat{\lambda}_1, \ldots, \hat{\lambda}_k\}$ of the parameters, we define the minimal fidelity, $F_{\text{min}}$, to be given by

$$F_{\text{min}} = \min \sum d_\alpha \hat{\lambda}_i \quad (36)$$

and the maximum fidelity, $F_{\text{max}}$, to be given by

$$F_{\text{max}} = \max \sum d_\alpha \hat{\lambda}_i. \quad (37)$$

That is, we look at the pairings of $d_\alpha$ and $\hat{\lambda}_i$ that produces the largest and the smallest estimate for the fidelity. These then give the most pessimistic and most optimistic estimate, respectively. The fact that we cannot associate a $\lambda_i$ to each irrep causes some problems in this approach from the numerical point of view and we comment on them in appendix A. Moreover, we also offer some preliminary ideas of how to overcome these issues.

5. Approximate Twirls

In the description of our RB protocol, we assume that we are able to obtain samples from the Haar measure of the group $G$. It is not possible or efficient to obtain samples of the Haar measure for most groups, but a lot of research has been done on how to obtain approximate samples efficiently using Markov chain Monte Carlo methods, as discussed in section 2.2. Here we discuss how to use samples which are approximately Haar distributed for RB. Note that these results may also be interpreted as a stability result w.r.t. not sampling exactly from the Haar measure of $G$. We will assume we are able to pick the $U_{g_k}$ independently and that they are distributed according to a measure $\nu_k$ s.t.

$$\|\nu_k - \mu\|_1 \leq \epsilon_k, \quad (38)$$
for $\epsilon_k \geq 0$. Our goal is to show that under these assumptions we may still implement the RB protocol discussed before and obtain measurement statistics that are close to the ones obtained using Haar samples.

Motivated by this, we define the $\tilde{\nu}$-twirl of a channel.

**Definition 15** ($\tilde{\nu}$-twirl to the power $m$). Let $\tilde{\nu}$ be a probability measure on $G^m$, $T : \mathcal{M}_d \to \mathcal{M}_d$ a quantum channel and $U : G \to \mathcal{M}_d$ a $d$-dimensional unitary representation of $G$. We define the $\tilde{\nu}$-twirl to the power $m$ to be given by

$$T_{\tilde{\nu},m}(T) = \sum_{i_1, \ldots, i_m = 1}^{[G]} \tilde{\nu}(g_{i_1}, \ldots, g_{i_m}) \bigotimes_{k=1}^{m} U_{g_{ik}} \circ T \circ U_{g_{ik}}^*.$$  \hspace{1cm} (39)

This definition boils down to the regular twirl for $\tilde{\nu} = \mu^\otimes m$, $\mu$ the Haar measure on $G$. We will now show that by sampling $U_{g_k}$ close to Haar we have that the $\tilde{\nu}$-twirl of a channel is also close to the usual twirl.

**Lemma 16** (Approximate Twirl). Let $T : \mathcal{M}_d \to \mathcal{M}_d$ be a quantum channel, $G$ a finite group with a $d$-dimensional unitary representation $U : G \to \mathcal{M}_d$ and $\tilde{\nu}$ a probability measure on $G^m$. Let $T_{\tilde{\nu},m}(T)$ be the $\tilde{\nu}$-twirl to the power $m$ and $T(T)$ be the twirl w.r.t. the Haar measure on $G$ given by $\mu$. Moreover, let $\| \cdot \|$ be a norm s.t. $\|T\| \leq 1$ for all quantum channels. Then

$$\|T_{\tilde{\nu},m}(T) - T(T)^m\| \leq 2\|\tilde{\nu} - \mu^\otimes m\|_1.$$  \hspace{1cm} (40)

**Proof.** Observe that we may write

$$\|T_{\tilde{\nu},m}(T) - T(T)^m\| = \left\| \sum_{i_1, \ldots, i_m = 1}^{[G]} \left( \tilde{\nu}(g_{i_1}, \ldots, g_{i_m}) - \frac{1}{[G]^m} \bigotimes_{k=1}^{m} U_{g_{ik}} \circ T \circ U_{g_{ik}}^* \right) \right\|.$$  

The claim then follows from the triangle inequality and the fact that $\| \bigotimes_{k=1}^{m} U_{g_{ik}} \circ T \circ U_{g_{ik}}^* \| \leq 1$.

Thus, in order to bound $\|T_{\tilde{\nu},m}(T) - T(T)^m\|$ in any norm in which quantum channels are contractions, it suffices to bound $\|\tilde{\nu} - \mu^\otimes m\|_1$. Examples of such norms are the $1 \to 1$ norm and the diamond norm [39, Theorem 2.1]. We remark that other notions of approximate twirling were considered in the literature [38, 40], but these works were mostly concerned with the case of the unitary group and not arbitrary finite groups. Although it would be straightforward to adapt their definitions to arbitrary finite groups, it is not clear at first sight that their notions of approximate twirls behave well when taking powers of channels that have been twirled approximately. This is key for RB. Given random unitaries $\{U_i\}_{i=1}^m$ from $G$, let $D_k = \bigotimes_{i=1}^{k} U_i$, as before.

**Theorem 17.** Let $\mu$ be the Haar measure on $G$ and $\nu_1, \ldots, \nu_m$ probability measures on $G$ s.t.

$$\|\mu - \nu_k\|_1 \leq \epsilon_k.$$  \hspace{1cm} (41)
for all $1 \leq k \leq m$ and $\epsilon_k \geq 0$. Denote by $\tilde{\nu}$ the distribution of $(D_1, \ldots, D_m)$ if we pick the $U_k$ independently from $\nu_k$. Then

$$\|T_{\tilde{\nu},m}(T) - T(T)^m\|_{1 \to 1} \leq 4\sqrt{\frac{\log(|G|)}{1 - |G|^{-1}}} \sum_{k=1}^{m} \epsilon_k. \quad (42)$$

**Proof.** We refer to appendix C for a proof. \qed

Note that the same result holds for any norm that contracts under quantum channels, such as the diamond norm.

**Corollary 18.** Let $\mu$ be the Haar measure on $G$ and $\nu_1, \ldots, \nu_m$ probability measures on $G$ s.t.

$$\|\mu - \nu_k\|_1 \leq \epsilon_k, \quad (43)$$

for all $1 \leq k \leq m$ and $\epsilon_k \geq 0$. Denote by $\tilde{\nu}$ the distribution of $(D_1, \ldots, D_m)$ if we pick the $U_k$ independently from $\nu_k$. Then

$$|\text{Tr} (T_{\tilde{\nu},m}(T)(\rho)E) - F(m, E, \rho)| \leq 4\sqrt{\frac{\log(|G|)}{1 - |G|^{-1}}} \sum_{k=1}^{m} \epsilon_k. \quad (44)$$

**Proof.** It follows from H"older’s inequality that

$$|\text{Tr} (T_{\tilde{\nu},m}(T)(\rho)E) - F(m, E, \rho)| = |\text{Tr} (E (T_{\tilde{\nu},m}(T)(\rho) - T(T)^m(\rho)))| \leq \|E\|_\infty \|T_{\tilde{\nu},m}(T) - T(T)^m\|_{1 \to 1}.$$ 

As $E$ is the element of a POVM, we have $\|E\|_\infty \leq 1$ and the claim then follows from theorem 17. \qed

This shows that we may use approximate twirls instead of exact ones and obtain expectation values that are close to the perfect twirl. Given that we want to assure that the statistics we obtain for some $m \in \mathbb{N}$ are $\delta > 0$ close to our target distribution, we would have to sample the $U_{g_k}$ such that

$$\|\mu - \nu_k\|_1 \leq \frac{\delta^2(1 - |G|^{-1})}{16 \log(|G|)m}, \quad (45)$$

as can be seen by plugging in this bound in the result of corollary 18. If we use a random walk on a group to sample from the Haar distribution we have to run each chain for $t_1 \left(\frac{\delta^2(1 - |G|^{-1})}{16 \log(|G|)m}\right)$ steps, which gives a total runtime of $O \left(t_{\text{mix}} \log \left(\frac{16 \log(|G|)m}{\delta^2(1 - |G|^{-1})}\right)\right)$. For a fixed $\delta$, this will be efficient if the chain mixes rapidly, that is, $t_{\text{mix}}$ is small, and we choose $m$ to be at most of the order of the dimension.
6. Randomized benchmarking with generators

One of the downsides of the usual RB protocol [3, 4, 5, 6, 33, 34, 35, 36, 37, 38] is that we assume that we may implement any gate of the group. Usually, gates have to be broken down into generators, as discussed in [41, Section 1.2.3 and Chapter 8]. Therefore, it would be desirable both from the point of view of justifying the noise model and the implementation level of the protocol to mostly need to implement gates from a set of generators. We describe here a protocol to perform RB by just implementing gates from a set of generators closed under inversion and one arbitrary gate. We also make the additional assumption that the quantum channel that describes the noise is already approximately covariant in a sense we will make precise soon. This protocol is inspired by results of the last section that suggest a way of performing RB by just implementing gates coming from a set $A$ that generates the group $G$ and is closed under inversion and one additional arbitrary gate from $G$ at each round of the protocol. From the basic results of random walks discussed in section 2.2, we know that if we pick gates $U_{g_1}, U_{g_2}, \ldots$ uniformly at random from $A$, it follows that $U_{g_b} U_{g_{b-1}} \ldots U_{g_1}$ will be approximately distributed like the Haar measure on $G$ for $b \simeq t_{\text{mix}}$. However, one should note that in this setting the $D_i$ will not be independent of each other. To see this, note that given $D_i = U_{g_i}$, we know that the distribution of the $D_{i+1}$ is restricted to elements $h \in G$ of the form $h = ag$ with $a \in A$, which clearly show that they are not independent in general. However, if we look at $D_{i+l}$ for $l \sim t_{\text{mix}}$, then their joint distribution will be close to Haar. That is, looking at $D_i$ and $D_j$ which are far enough apart from each other, we may again assume that they are both almost Haar distributed and if we look at each $D_i$ individually we may assume that they are almost Haar distributed. One way to explore this observation for RB protocols only having to implement the generators is to look at the following class of quantum channels:

**Definition 19 ($\delta$-covariant quantum channel).** A quantum channel $T : \mathcal{M}_d \rightarrow \mathcal{M}_d$ is called $\delta$-covariant with respect to a unitary representation $U : G \rightarrow \mathcal{M}_d$ of a group $G$, if there exist quantum channels $T_c, T_n : \mathcal{M}_d \rightarrow \mathcal{M}_d$ such that

$$T = (1 - \delta)T_c + \delta T_n,$$

and $T_c$ is covariant with respect to $U$.

That is, $T$ is almost covariant with respect to the group. Similar notions of approximate covariance were also introduced in [42]. The standard example for our purposes are quantum channels that are close to the identity channel, i.e., we have $\delta$ small and $T_c$ the identity channel.

We will need to fix some notation before we describe the protocol. For a given sequence of unitaries $s_i = (U_{g_1}, U_{g_2}, \ldots)$ we let $S_{s_i,c,d} = \bigodot_{j=d}^{d} U_{g_j} \circ T$ for $c, d \in \mathbb{N}$ and the gates chosen according to the sequence.

Thus, if we apply random generators $b$ times as an initialization procedure and only start fitting the curve after this initialization procedure we may also estimate the average fidelity.
This yields the following protocol.

**Step 1** Fix a positive integer $m \in \mathbb{N}$ that varies with every loop and another integer $b \in \mathbb{N}$.

**Step 2** Generate a sequence of $b + m + 1$ quantum gates, $s_i$. The first $b + m$ quantum gates $U_{g_1}, \ldots, U_{g_{b+m}}$ are chosen independently and uniformly at random from $A$. The final quantum gate, $U_{g_{b+m+1}}$ is chosen as

$$U_{g_{b+m+1}} = (U_{g_{b+m}} \circ \cdots \circ U_{g_2} \circ U_{g_1})^{-1}. \quad (47)$$

**Step 3** For each sequence $s_i$, measure the sequence fidelity

$$\text{Tr} \left( S_{s_i,b+1,b+m+1}(S_{s_i,1,b}((\rho)) E) \right), \quad (48)$$

where $\rho$ is the initial quantum state and $E$ is an effect operator of a POVM.

**Step 4** Repeat steps 2-3 and average over $M$ random realizations of the sequence of length $m$ to find the averaged sequence fidelity

$$\bar{F}(m, E, \rho) = \frac{1}{M} \sum_{i=1}^{M} \text{Tr} \left( S_{s_i,b+1,b+m+1}(S_{s_i,1,b}((\rho)) E) \right). \quad (49)$$

**Step 5** Repeat steps 1-4 for different values of $m$ to obtain an estimate of the expected value of the average survival probability

$$F(m, E, \rho) = \mathbb{E} \left( \text{Tr} \left( S_{s_i,b+1,b+m+1}(S_{s_i,1,b}((\rho)) E) \right) \right). \quad (50)$$

We will now prove that this procedure gives rise to the same statistics as if we were using samples from the Haar distribution up to $O(\delta^2)$.

**Theorem 20.** Let $T$ be $\delta-$covariant w.r.t. a unitary representation $U : G \to \mathcal{M}_d$ of a finite group $G$, $A$ a subset of $G$ that generates $G$ and is closed under inversion and $\delta > 0$. Suppose we run the protocol above with $b = t_{\max}(m^{-1} \epsilon)$ for some $\epsilon$. Furthermore, let $\pi$ be the doubly-stochastic matrix associated with the random walk induced by $A$ and suppose that

$$\|\pi(\nu) - \mu\|_1 \leq \lambda \quad (51)$$

for all $\nu \in \mathcal{P}(G)$ and some $\lambda \in [0, 1)$. Then

$$\|T(T)^m - \mathbb{E}(S_{b,b+m+1})\|_{1 \to 1} \leq \epsilon + O \left( \frac{\delta^2 \lambda}{1 - \lambda} m \right). \quad (52)$$

**Proof.** We refer to appendix D for a proof. \qed

Using standard methods from Markov chains it is possible to show that one can always choose $\lambda = (|G| - |A|)|G|^{-1}$. 
Corollary 21. Let $S_{b,m+b+1}$ and $\lambda$ be as in theorem 20. Then for any POVM element $E$ and state $\rho \in M_d$:

$$|\text{Tr}((S_{b,m+b+1})(\rho)E) - F(m, E, \rho)| \leq \epsilon + O\left(\delta^2 \frac{\lambda}{1 - \lambda} m\right).$$ (53)

Proof. The proof is essentially the same as that of corollary 18. \qed

This shows that performing RB by only implementing the generators is feasible as long as we have a $\delta$--covariant channel with $\delta$ small and a rapidly mixing set of generators.

7. Numerics and Examples

Here we show how to apply our methods to groups that might be of special interest and discuss some numerical examples. Many relevant questions for the practical application of our work are still left open and have two different flavors: the numerical and statistical side. From the numerical point of view, it is not clear at first how to fit the data gathered by a RB protocol to an exponential curve if we have several parameters. We refer to appendix A for a discussion of these issues and some proposals of how to overcome them. From a statistical point of view, it is not clear how to derive confidence intervals for the parameters and how large we should choose the different parameters of the protocol, such as $m$ and $M$. We refer to appendix B for a discussion of these issues and preliminary results in this direction.

7.1. Monomial Unitary Matrices

We consider how to apply our methods of generalized RB to some subgroups of the monomial unitary matrices $MU(d)$.

Definition 22. Let $\{|i\rangle\}_{i=1}^d$ be an orthonormal basis of $\mathbb{C}^d$. We define the group of monomial unitary matrices, $MU(d)$ to be given by $U \in U(d)$ of the form $U = DP$ with $D, P \in U(d)$ and $D$ diagonal w.r.t. $\{|i\rangle\}_{i=1}^d$ and $P$ a permutation matrix.

Subgroups of this group can be used to describe many-body states in a formalism that is broader than the stabilizer formalism of Paulis and have other applications to quantum computation (see [22]). As the group above is not finite and it is unreasonable to assume that we may implement diagonal gates with phases of an arbitrary precision, we focus on the following subgroups:

Definition 23. We define $MU(d,n)$ to be the subgroup of the monomial unitary matrices of dimension $d$ whose nonzero entries consist only of $n$--th roots of unity.

Another motivation to consider these subgroups is that they contain the $T$-gate [23],

$$T = |0\rangle\langle 0| + e^{i\frac{\pi}{4}} |1\rangle\langle 1|$$ (54)

in case $n \geq 8$. Thus these gates, together with Cliffords, constitute a universal set of quantum gates [23]. We now show that we have to estimate two parameters for them.
Lemma 24 (Structure of channels covariant w.r.t. monomial unitaries). Let $MU(d,n)$ be such that $n \geq 3$ and $T : M_d \rightarrow M_d$ a quantum channel. Then the following are equivalent:

(i) $T(\rho) = UT(U^* \rho U)U^* \quad \forall U \in MU(d,n), \rho \in S_d$.

(ii) There are $\alpha, \beta \in \mathbb{R}$ so that

$$T(\cdot) = \text{Tr}(\cdot) \frac{I}{d} + \alpha \left( \text{id} - \sum_{i=1}^{d} |i\rangle\langle i| \cdot |i\rangle \right) + \beta \left( \sum_{i=1}^{d} |i\rangle\langle i| \cdot |i\rangle - \text{Tr}(\cdot) \frac{I}{d} \right).$$

Moreover, the terms in the r.h.s. of (55) are projections of rank 1, $d^2 - d$ and $d - 1$, respectively.

Proof. We refer to appendix E for a proof.

This result shows that we only need to estimate two parameters when performing RB with these subgroups. They are therefore a natural candidate to apply our methods to and we investigate this possibility further. We begin by analyzing the complexity of multiplying and inverting elements of $MU(d,n)$. We show this more generally for $MU(d)$, as it clearly gives an upper bound for its subgroups as well. We may multiply and invert elements of $MU(d)$ in time $O(d)$. To multiply elements in $MU(d)$ we need to multiply two permutations of $d$ elements, which can be done in time $O(d)$, multiply a vector $u \in \mathbb{C}^d$ with a permutation matrix, which can be done in time $O(d)$, and multiply $d$ elements of $U(1)$ with each other, which again can be done in time $O(d)$. This shows that multiplying elements of this group takes $O(d)$ operations. To invert an element of $MU(d)$ we need to invert a permutation, which again takes $O(d)$, invert $d$ elements of $U(1)$ and apply a permutation to the resulting vector. This also takes $O(d)$ operations. Moreover, one can generate a random permutation and an element of $U(1)^d$ in time $O(d)$, giving $O(Mmd)$ complexity for the classical part of the RB procedure. Although this scaling is not efficient in the number of qubits as in the case of Clifford gates [3], the fact that it is linear in the dimension and not superquadratic as in the general case still allows for our method to be applied to high dimensions.

To exemplify our methods, we simulate our algorithm for some dimensions and number of samples $M$. We run the simulations for $MU(d,8)$, as it is the smallest one that contains the $T$ gate. We consider the case of a quantum channel $T$ that depolarizes to a random state $\sigma \in \mathcal{D}_d$ with probability $(1 - p)$, that is

$$T(\rho) = pp + (1 - p)\sigma,$$

where $\sigma \in \mathcal{D}_d$ is chosen uniformly at random from the set of states. It is not difficult to see that in this case the entanglement fidelity $F_e(T) = (p(d^2 - 1) + 1)/d^2$ and we, therefore, measure our error in terms of the parameter $p$. The results are summarized in table 1. These numerical results clearly show that we may estimate the fidelity to a good degree with our procedure.
### Table 1.
Error analysis of the RB protocol described in section 4 to the group $MU(d, 8)$. We take the initial state to be $|0\rangle\langle 0|$, the POVM element to be $|0\rangle\langle 0|$, $p = 0.9$ and we always choose $m = 40$. Moreover, we generate 100 different channels for each combination of dimension and number of samples. The table shows the resulting mean and median error as well as the standard deviation for different values of $d$ and $M$.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$M$</th>
<th>Mean Error $(\times 10^{-3})$</th>
<th>Median Error $(\times 10^{-3})$</th>
<th>Standard Deviation $(\times 10^{-3})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>1000</td>
<td>9.17</td>
<td>2.14</td>
<td>3.93</td>
</tr>
<tr>
<td>128</td>
<td>100</td>
<td>6.08</td>
<td>1.48</td>
<td>2.14</td>
</tr>
<tr>
<td>128</td>
<td>1000</td>
<td>5.17</td>
<td>1.01</td>
<td>1.13</td>
</tr>
<tr>
<td>1024</td>
<td>100</td>
<td>9.17</td>
<td>2.14</td>
<td>3.93</td>
</tr>
<tr>
<td>1024</td>
<td>1000</td>
<td>4.55</td>
<td>1.13</td>
<td>1.77</td>
</tr>
</tbody>
</table>

### 7.2. Clifford Group

As mentioned before, the Clifford group is the usual setup of RB, as we only have to estimate one parameter and it is one of the main building blocks of quantum computing [23]. Thus, we apply our protocols based on approximate samples of the Haar distribution and generator based protocols to Clifford gates. It is known that the Clifford group on $n$ qubits, $C(n)$, is generated by the Hadamard $H$, the $\pi-$gate and the $CNOT$ gate between different qubits. We refer to e.g. [43, Section 5.8] for a proof of this claim. We need a set of generators that is closed under taking inverses for our purposes. All but the $\pi-$gate are their own inverse, so we add the inverse of the $\pi-$gate to our set of generators to assure that the random walk converges to the Haar measure on the Clifford group. That is, we will consider the set $A$ of generators of the Clifford group $C(n)$ consisting of Hadamard gates, $\pi-$gates and its inverse on each individual qubit and $CNOT$ between any two qubits,

$$A = \{\pi_i, \pi_i^{-1}, H_i, CNOT_{i,j}\}. \quad (57)$$

To the best of our knowledge, there is no rigorous estimate available for the mixing time of the random walk generated by $A$ and it would certainly be interesting to investigate this question further. However, based on our numerical results and the results of [40], we conjecture that it is rapidly mixing, i.e. $t_{\text{mix}} = O(n^2 \log(n))$. This would be more efficient than the algorithm proposed in [44], which takes $O(n^3)$ operations. To again test our methods we perform similar numerics as in the case of the monomial unitaries.

We simulate the following noise model: We first pick a random isometry $V : (\mathbb{C}^2)^{\otimes n} \to (\mathbb{C}^2)^{\otimes n} \otimes (\mathbb{C}^2)^{\otimes n}$ and generate the quantum channel $T(\rho) = p\rho + (1-p)\text{tr}_2(V\rho V^*)$, where $\text{tr}_2$ denotes the partial trace over the second tensor factor. That is, $T$ is just the convex combination of the identity and a random channel and is $\delta$-covariant w.r.t. to a group with $\delta = p$. From the discussion in section 6 we expect this to work best for $p$ close to 1. The results for $p$ close to 1 are summarized in table 2. The average
Table 2. For each combination of $p$, $M$ and $b$ we generate 20 different random quantum channels and perform generator RB for the Clifford group on 5 qubits. In all these cases we pick $m = 20$. The average error is defined as the average of the absolute value between the exact fidelity and the one estimated using our protocol. The table shows the average error and its standard deviation in terms of different choices of $b$, $M$ and $p$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$b$</th>
<th>$M$</th>
<th>Average Error ($\times 10^{-3}$)</th>
<th>Standard Deviation of Error ($\times 10^{-4}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.98</td>
<td>10</td>
<td>10</td>
<td>5.49</td>
<td>1.38</td>
</tr>
<tr>
<td>0.95</td>
<td>10</td>
<td>100</td>
<td>1.44</td>
<td>3.92</td>
</tr>
<tr>
<td>0.95</td>
<td>5</td>
<td>100</td>
<td>1.52</td>
<td>7.94</td>
</tr>
<tr>
<td>0.95</td>
<td>5</td>
<td>20</td>
<td>1.56</td>
<td>7.44</td>
</tr>
<tr>
<td>0.90</td>
<td>10</td>
<td>20</td>
<td>3.20</td>
<td>1.58</td>
</tr>
<tr>
<td>0.80</td>
<td>10</td>
<td>50</td>
<td>8.63</td>
<td>6.01</td>
</tr>
</tbody>
</table>

Error increases as the channel becomes noisier, but generally speaking we are able to obtain an estimate which is $10^{-3}$ close to the true value with $M$ around 20 and $m = 20$.

We also performed some numerical experiments for $p$ significantly away from 1, which are summarized in table 3.

Table 3. For each combination of $p$, $M$ and $b$ we generate 20 different random quantum channels and perform generator RB for the Clifford group on 5 qubits. In all these cases we pick $m = 20$. The average error is defined as the average of the absolute value between the exact fidelity and the one estimated using our protocol. The table shows the average error and its standard deviation in terms of different choices of $b$, $M$ and $p$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$b$</th>
<th>$M$</th>
<th>Average Error ($\times 10^{-2}$)</th>
<th>Standard Deviation of Error ($\times 10^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>5</td>
<td>100</td>
<td>2.07</td>
<td>1.15</td>
</tr>
<tr>
<td>0.65</td>
<td>5</td>
<td>100</td>
<td>2.29</td>
<td>1.95</td>
</tr>
<tr>
<td>0.60</td>
<td>5</td>
<td>100</td>
<td>27.1</td>
<td>52.30</td>
</tr>
<tr>
<td>0.55</td>
<td>5</td>
<td>100</td>
<td>44.5</td>
<td>67.30</td>
</tr>
</tbody>
</table>

These results show that these methods are effective to estimate the average fidelity under less restrictive assumptions on the gates we may implement using RB if we have a high fidelity, as indicated in table 2. However, in case we do not have a high fidelity, these methods are not reliable, as can be seen in table 3. This should not severely restrict the applicability of these methods, as one is usually interested in the high fidelity regime when performing RB.

Finally, in figure 1 we compare the three different RB protocols discussed in this paper. We compare the usual RB protocol, which we call the perfect sampling protocol, to the one with approximate samples and the generator RB. The curve makes clear that using approximate and exact samples leads to virtually indistinguishable estimates and
Figure 1. Plot of the average error (a) and mean error (b) as a function of $p$ for different versions of the RB protocol. For each value of $p$ we generated 20 with $M = 100$ and $m = 20$. For the generator RB we chose $b = 5$ and to obtain the approximate samples we ran the chain for 20 steps.
that all protocols have similar performance for $p$ close to 1.

8. Conclusion and Open Problems

We have generalized the RB protocol to estimate the average gate fidelity of unitary representations of arbitrary finite groups. Our protocol is efficient when multiplying, inverting and sampling elements from the group can be done efficiently and we have shown some potential applications that go beyond the usual Clifford one. Moreover, we showed that using approximate samples instead of perfect ones from the Haar measure on the group does not lead to great errors. This can be seen as a stability result for RB protocols w.r.t. sampling which was not available in the literature and is also relevant in the Clifford case. We hope that this result can be useful in practice when one is not given a full description of the group but rather a set of generators. Moreover, we have shown how to perform RB by just implementing a set of generators and one arbitrary gate under some noise models. This protocol could potentially be more feasible for applications, as the set of gates we need to implement is on average simpler.

However, some questions remain open and require further work. It is straightforward to generalize the technique of interleaved RB to this more general scenario and this would also be a relevant development. It would be important to derive confidence intervals for the estimates as was done for the Clifford case in [7]. Moreover, it would be relevant to estimate not only the mean fidelity but also the variance of this quantity. The assumption that the noisy channel is the same for all gates is not realistic in many scenarios and should be seen as a 0-order approximation, as in [36]. It would be desirable to generalize our results to the case in which the channel depends weakly on the gate.
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Appendix

A. Numerical Considerations

Here we gather some comments on the numerical issues associated with the RB procedure when estimating more than one parameter.

A.1. Fitting the Data to Several Parameters

In order to be able to estimate the average fidelity following the protocols discussed so far, it is necessary to fit noisy data points \( \{ x_i \}_{i=1}^m \subset \mathbb{R} \) to a curve \( f : \mathbb{R} \rightarrow \mathbb{R} \) of the form

\[
 f(x) = a_0 + \sum_{k=1}^{n} a_k e^{-b_k x},
\]  
(A.1)

with \( a_0, a_1, \ldots, a_n, b_1, \ldots, b_n \in \mathbb{C} \). Although this may look like an innocent problem at first sight, fitting noisy data to exponential curves is a difficult problem from the numerical point of view for large \( n \). It suffers from many stability issues, as thoroughly discussed in [45]. Here we are going to briefly comment on some of the issues and challenges faced when trying to fit the data, although we admittedly only scratch the surface. For a more thorough analysis of some methods and issues, we refer to [45, 46].

We assume that we know the maximum number of different parameters, \( 2n + 1 \), which we are fitting. This is given by the structure of the unitary representation at hand, as discussed in lemma 11. Luckily, significant progress has been made in the recent years to develop algorithms to overcome the issues faced in this setting and it is now possible to fit curves to data with a moderate number of parameters. It is also noteworthy that for \( n = 2 \) there exist stable algorithms based on geometric sums [46] which works for equispaced data, as is our case. For estimating more than two parameters one can use the algorithms proposed in [45], available at [47]. It should be said that the reliability and convergence of most algorithms found in the literature depends strongly on the choice of a good initial point. This tends not to be a problem, as we might have some assumptions where our fidelity approximately lies and choose the initial \( b_k \) accordingly.

What could be another source of numerical instabilities is the fact that we have to input the model with a number of parameters, \( n \). In case the eigenvalues of \( T \) are very close for different irreps, then this will lead to numerical instabilities. This is the case if the noise is described by a depolarizing channel, for example. Furthermore, it might be the case that the initial state in our protocol does not intersect with all eigenspaces of the channel. This may lead to some parameters \( a_k \) being 0 and we are not able to estimate some of the \( b_k \) from them.

Moreover, it is in principle not possible to tell which parameter corresponds to which irrep given the decomposition in lemma 11, which is again necessary to estimate the trace of the channel. So even in the case in which we have a small number of parameters, it is important that the different irreps associated to our parameters have a similar dimension or to assume that the spectrum of the twirled channel contains
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eigenvalues that are very close to each other. In this way, the most pessimistic estimate
on the fidelity, as defined in (36), is not very far from the most optimistic, defined in
(37). This is one of the reasons we focus on examples that only have a small number
of parameters, say 1 or 2, and irreps of a similar dimension to avoid having numerical
instabilities or estimates that range over an interval that is too large.

It is therefore important to develop better schemes to fit the data in the context
of RB for more than one or two parameters. This is important from a statistical point
of view, as it would be desirable to obtain confidence intervals for the parameters from
the RB data. We will further develop this issue in appendix B. It would be worthwhile
pursuing a Bayesian approach to this problem, as was done in [48] for the usual RB
protocol.

A.2. Isolating the parameters

One way to possibly deal with issue is to isolate each parameter, that is, by preparing
states that only have support on one of the irreps that are not the trivial one. In the
case of non-degenerate unitary representations, discussed in theorem 5, we have the
following:

**Theorem 25** (Isolating parameters). Let \( U : G \rightarrow \mathcal{M}_d \) be a simply irrep of a finite
group \( G \) and \( T : \mathcal{M}_d \rightarrow \mathcal{M}_d \) a channel which is covariant w.r.t. \( U \). Then, for all
eigenvalues \( \lambda_\alpha \) there is a quantum state \( \rho_\alpha = \frac{1}{d} + X \), where \( X = X^* \) and \( \text{Tr}(X) = 0 \),
such that

\[
T^m(\rho_\alpha) = \frac{1}{d} + \lambda_\alpha^m X.
\]

**Proof.** Consider the projections to the irreducible subspaces \( P_\alpha \) defined in (11). For a
self-adjoint operator \( X \in \mathcal{M}_d \) we have that

\[
P_\alpha(X)^* = \frac{\chi_\alpha^*(e)}{|G|} \sum_{g \in G} \chi_\alpha^*(g) U_g^* X U_g = P_\alpha(X),
\]
as we are summing over the whole group and \( \chi_\alpha^*(g^{-1}) = \chi_\alpha^*(g) \). Therefore, we have that
the \( P_\alpha \) are hermiticity preserving. As the image of \( P_\alpha \) is the eigenspace corresponding
to the irreps, we thus only have to show that there exists a self-adjoint \( X \) such that
\( P_\alpha(X) \neq 0 \). But the existence of such an \( X \) is clear, as we may choose a basis of \( \mathcal{M}_d \)
that consists of self-adjoint operators. Moreover, as for \( \alpha \) not the trivial representation
all eigenvectors are orthogonal to \( I_d \), it follows that \( \text{Tr}(X) = 0 \) and that for \( \epsilon > 0 \) small
enough \( \frac{1}{d} + \epsilon X \) is positive semidefinite. To finish the proof, note that simply irreducible
channels always satisfy

\[
T(I) = I.
\]

Note that this also proves that the spectrum of irreducibly covariant channels is
always real. That is, if we can prepare a state such as in (A.2), then we can perform the
RB with this as an initial state and estimate the eigenvalue corresponding to each irrep. This would bypass the problems discussed in appendix A.1. The proof of theorem 25 already hints a way of determining how to isolate the parameter: just apply the projector $P_\alpha$ to some states $\rho_i$. If the output is not 0, then we can in principle write down a state that “isolates” the parameter as in the proof of theorem 25. But we admit that it is not clear at this stage how to prepare such states in a simple and efficient way or how to extend such results to unitary representations which are not simply irreducible, although it is certainly a direction which could be further investigated. This approach would also lose one of the main advantages of the RB protocol, namely that it does not assume that we are able to prepare a specific initial state [7]. However, in the case of the monomial unitary matrices discussed in section 7.1, we can examine the projections and see how to isolate the parameters. To isolate the parameter $\alpha$ in (55), we can prepare initial states $\rho \in \mathcal{D}_d$ that have $1/d$ as their diagonal elements and at least one nonzero off-diagonal element, as then the projector corresponding to $\beta$ vanishes on $\rho$ and does not vanish on the one corresponding to $\alpha$. To isolate the parameter $\beta$, one can prepare states $\rho$ that are diagonal in the computational basis but are not the maximally mixed state, as can be seen by direct inspection.

B. Statistical Considerations

One of the main open questions left in our work is how to derive good confidence intervals for the average fidelity. For the case of the Clifford group, discussed in section 7.2, one can directly apply the results of [7, 8], but it is not clear how one should pick $m$ and $M$ for arbitrary finite groups. Especially in the case in which we are not working with Cliffords, it is not clear how many samples per point, $M$, we should gather and how big $m$ should be, as it depends on the choice of the algorithm picked for fitting the curve. As noted in appendix A.1, this is not a trivial problem from a numerical point of view. However, it is possible to obtain estimates on how much the observed survival probability deviates from its expectation value by just using Hoeffding’s inequality:

**Theorem 26.** Let $\bar{F}(m, E, \rho)$ be the observed average fidelity with $M$ samples and $F(m, E, \rho)$ the average fidelity for any of the protocols discussed before and $\epsilon > 0$. Then:

$$\mathbb{P}(|F(m, E, \rho) - \bar{F}(m, E, \rho)| \geq \epsilon) \leq e^{-2M\epsilon^2}. \quad (B.1)$$

**Proof.** This is just a straightforward application of Hoeffding’s inequality [49], as $\bar{F}(m, E, \rho)$ is just the empirical average of a random variable whose value is contained in $[0, 1]$ and whose expectation value is $F(m, E, \rho)$. □

This bound is extremely general, as we did not even have to use any property of the random variables or of the group at hand. One should not expect it to perform well for specific cases and the scaling it gives is still undesirable for applications. Indeed, to assure we are $10^{-4}$ close to the expectation value with probability of 0.95, we need

$$m \geq \frac{2}{\epsilon^2} \log\left(\frac{2M}{1-0.95}\right).$$
Approximate randomized benchmarking for finite groups

around \(6 \times 10^8\) samples, which is not feasible. Thus, it is necessary to derive more refined bounds for specific groups.

C. Proof of Theorem 17

Proof. From lemma 16 it suffices to show

\[
\| \tilde{\nu} - \mu^\otimes m \|_1 \leq 2 \sqrt{\log(|G|) \sum_{k=1}^{m} \epsilon_k},
\]

as the 1 \(\to\) 1 norm contracts under quantum channels [39].

We will first show that

\[
\| \tilde{\nu} - \mu^\otimes m \|_1 = \| \otimes_{k=1}^{m} \nu_k - \mu^\otimes m \|_1.
\]

We may rewrite the distribution \(\tilde{\nu}\) in terms of the \(\nu_k\) as follows:

\[
\mathbb{P}(D_1 = g_1, D_2 = g_2, \ldots, D_m = g_m) = \mathbb{P}(U_1 = g_1, U_2 = g_2 g_1^{-1}, \ldots, U_m = g_m g_{m-1}^{-1})
\]

\[
= \nu_1(g_1) \nu_2(g_2 g_1^{-1}) \ldots \nu_m(g_m g_{m-1}^{-1}),
\]

as the \(U_g\) are independent.

Note that the map \(\sigma : G^m \to G^m, (g_1, \ldots, g_m) \mapsto (g_1, g_2 g_1^{-1}, \ldots, g_m g_{m-1}^{-1})\) is bijective. Moreover, we have \(\tilde{\nu} = \otimes_{k=1}^{m} \nu_k \circ \sigma\). As the total variation norm is invariant under compositions with bijections on the state space, we have

\[
\| \tilde{\nu} - \mu^\otimes m \|_1 = \| \otimes_{k=1}^{m} \nu_k \circ \sigma - \mu^\otimes m \|_1 = \| \otimes_{k=1}^{m} \nu_k - \mu^\otimes m \circ \sigma^{-1} \|_1 = \| \otimes_{k=1}^{m} \nu_k - \mu^\otimes m \|_1,
\]

where the last equality follows from the fact that the Haar measure is invariant under bijections. We will now bound \(\| \otimes_{k=1}^{m} \nu_k - \mu^\otimes m \|_1\). By Pinsker's inequality [50], we have

\[
\| \otimes_{k=1}^{m} \nu_k - \mu^\otimes m \|_1^2 \leq 4D(\otimes_{k=1}^{m} \nu_k \| | \mu^\otimes m) = 4 \sum_{k=1}^{m} D(\nu_k \| \mu).
\]  

(C.1)

Here \(D\) is the relative entropy. In [50, Theorem 1] they show that

\[
D(\nu_k \| \mu) \leq \frac{\log(|G|)}{1 - |G|^{-1}} \| \mu - \nu_k \|_1
\]

and from Equation (41) it follows that

\[
D(\nu_k \| \mu) \leq \frac{\log(|G|)}{1 - |G|^{-1}} \epsilon_k.
\]  

(C.2)

Combining (C.2) with (C.1) and taking the square root yields the claim. \(\Box\)
Approximate randomized benchmarking for finite groups

D. Proof of Theorem 20

Proof. Let $T_c$ and $T_n$ be as in definition 19. Then we have

$$\mathcal{T}(T) = (1 - \delta)T_c + \delta \mathcal{T}(T_n),$$

as $T_c$ is already covariant, and

$$\mathcal{T}(T)^m = (1 - \delta)^m T_c^m + \delta (1 - \delta)^{-1} \sum_{j=0}^{m-1} T_c^j \mathcal{T}(T_n) T_c^{m-j-1}$$

$$+ \delta^2 (1 - \delta)^{m-2} \sum_{j_1+j_2+j_3=m-2} T_c^{j_1} \mathcal{T}(T_n) T_c^{j_2} \mathcal{T}(T_n) T_c^{j_3} + O(\delta^3). \quad (D.1)$$

Moreover, as $T_c$ is covariant with respect to this unitary representation, we have

$$\mathbb{E} (\mathcal{S}_{b,m+b+1}) = (1 - \delta^m) T_c + \delta (1 - \delta)^{-1} \sum_{j=0}^{m-1} \mathbb{E} (T_c^j \mathcal{D}_{m-j} T_n \mathcal{D}_{m-j}^* T_c^{m-j-1})$$

$$+ \delta^2 (1 - \delta)^{m-2} \sum_{j_1+j_2+j_3=m-2} \mathbb{E} (T_c^{j_1} \mathcal{D}_{j_2+1} T_n \mathcal{D}_{j_2+1}^* T_c^{j_2} \mathcal{D}_{j_3+1} T_n \mathcal{D}_{j_3+1}^* T_c^{j_3}) + O(\delta^3) \quad (D.2)$$

It is clear that the terms of 0-order in $\delta$ in (D.1) and (D.2) coincide. Comparing each of the summands of first order we obtain:

$$\mathbb{E} (T_c^j \mathcal{D}_{m-j} T_n \mathcal{D}_{m-j}^* T_c^{m-j-1}) - T_c^j \mathcal{T}(T_n) T_c^{m-j-1}$$

$$= \sum_{g \in G} \left( \nu_{m-j}(g) - \frac{1}{|G|} \right) T_c^j \mathcal{U}_n T_n \mathcal{U}_g^* T_c^{m-j-1},$$

where $\nu_{m-j}$ is the distribution of $\mathcal{D}_{m-j}$. Comparing the terms of second order we obtain:

$$\mathbb{E} (T_c^{j_1} \mathcal{D}_{j_2+1} T_n \mathcal{D}_{j_2+1}^* T_c^{j_2} \mathcal{D}_{j_3+1} T_n \mathcal{D}_{j_3+1}^* T_c^{j_3}) - T_c^{j_1} \mathcal{T}(T_n) T_c^{j_2} \mathcal{T}(T_n) T_c^{j_3}$$

$$= \sum_{g_1,g_2 \in G} \left( \tau_{j_1+1,j_2+1}(g_1,g_2) - \frac{1}{|G|^2} \right) T_c^{j_1} \mathcal{U}_{g_1} T_n \mathcal{U}_{g_1}^* T_c^{j_2} \mathcal{U}_{g_2} T_n \mathcal{U}_{g_2}^* T_c^{j_3}.$$
By the construction of the \(D_j\), it holds that

\[
\mathbb{P}(D_{j2} = U_{g2} | D_{j1} = U_{g1}) = \pi^{j2-j1}(g_1, g_2),
\]

where \(\pi\) is the stochastic matrix of the chain generated by \(A\). From this we obtain

\[
\left| \sum_{g_1, g_2 \in G} \tau_{j1,j2}(g_1, g_2) - \frac{1}{|G|^2} \right| = \sum_{g_1, g_2 \in G} \left| \nu_{j1}(g_1) \pi^{j2-j1}(g_1, g_2) - \frac{1}{|G|^2} \right|
\]

\[
\leq \sum_{g_1, g_2 \in G} \left| \nu_{j1}(g_1) - \frac{1}{|G|} \right| \pi^{j2-j1}(g_1, g_2) + \frac{1}{|G|} \pi^{j2-j1}(g_1, g_2) - \frac{1}{|G|^2}. \tag{D.3}
\]

As the matrix \(\pi\) is doubly stochastic, summing over \(g_2\) first

\[
\sum_{g_1, g_2 \in G} \left| \nu_{j1}(g_1) - \frac{1}{|G|} \right| \pi^{j2-j1}(g_1, g_2) = \sum_{g_1 \in G} \left| \nu_{j1}(g_1) - \frac{1}{|G|} \right| \leq \epsilon m^{-1},
\]

which again follows from our choice of \(b\). We now estimate the other term in (D.3). From our assumption in (51) we have that

\[
\sum_{j=1}^{m-1} \sum_{l=j+1}^{m} \sum_{g_1, g_2 \in G} \frac{1}{|G|} \left| \pi^{j2-j1}(g_1, g_2) - \frac{1}{|G|^2} \right| \leq \sum_{j=1}^{m-1} \sum_{l=j+1}^{m} \lambda^{l-j}. \tag{D.4}
\]

Summing up both geometrical series which come up in the last expression of (D.4), we finally obtain

\[
\sum_{j=1}^{m-1} \sum_{l=j+1}^{m} \sum_{g_1, g_2 \in G} \frac{1}{|G|} \left| \pi^{j2-j1}(g_1, g_2) - \frac{1}{|G|^2} \right| \leq \frac{\lambda}{1-\lambda} (m-1).
\]

Putting all inequalities together, we obtain the claim. \(\square\)

**E. Proof of Lemma 24**

*Proof.* (2) \(\Rightarrow\) (1) can be seen by direct inspection. In order to prove the converse, we consider the Choi-Jamiolkowski state \(\tau_T := \frac{1}{d} \sum_{i,j=1}^{d} T(|i\rangle\langle j|) \otimes |i\rangle\langle j|). Then (1) is equivalent to the statement that \(\tau_T\) commutes with all unitaries of the form \(U \otimes \bar{U}, U \in MU(d, n)\). That is, we have

\[
\sum_{i,j=1}^{d} U \otimes \bar{U} (T(|i\rangle\langle j|) \otimes |i\rangle\langle j|) (U \otimes \bar{U})^* = \sum_{i,j=1}^{d} T(|i\rangle\langle j|) \otimes |i\rangle\langle j|.
\]

Restricting to the subgroup of diagonal unitaries in \(MU(d, n)\), for which \(U^* = \bar{U}\), we have

\[
\sum_{i,j=1}^{d} e^{i(\phi_j - \phi_i)} U T(|i\rangle\langle j|) \bar{U} \otimes |i\rangle\langle j| = \sum_{i,j=1}^{d} T(|i\rangle\langle j|) \otimes |i\rangle\langle j|,
\]
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where $e^{i\phi_i}$ is the $i$-th diagonal entry of $U$. Comparing the tensor factors it follows that
\[ e^{i(\phi_j - \phi_i)}UT |i\rangle\langle j| U = T |i\rangle\langle j| . \] (E.1)

We will now show that we have
\[ \tau_T = \sum_{i,j=1}^d A_{ij} |i\rangle \otimes |j\rangle + B_{ij} |i\rangle \otimes |i\rangle . \] (E.2)

We have
\[ T |i\rangle\langle j| = \sum_{k,l=1}^d a_{k,l} |k\rangle\langle l| \]
for some $a_{k,l} \in \mathbb{C}$. From (E.1) it follows that
\[ \sum_{k,l=1}^d e^{i(\phi_k - \phi_l)} a_{k,l} |k\rangle\langle l| = e^{i(\phi_i - \phi_j)} \sum_{k,l=1}^d a_{k,l} |k\rangle\langle l| \] (E.3)
for all diagonal unitaries. Again comparing both sides of (E.3) we have $a_{k,l} e^{i(\phi_i - \phi_j)} = e^{i(\phi_k - \phi_l)} a_{k,l}$. Suppose now $i \neq j$. For $a_{k,l} \neq 0$ we have
\[ e^{i(\phi_i - \phi_j)} = e^{i(\phi_k - \phi_l)} \] (E.4)
for all diagonal entries of diagonal unitaries. If $k,l,i$ and $j$ are all pairwise distinct, we have $i = k$ and $j \neq l$ or $i \neq k$ and $j = l$, then it is clear that we may always find a combination of $\phi_k, \phi_l, \phi_i$ and $\phi_j$ such that (E.4) is not satisfied, a contradiction. For $i = l$ and $k = j$, it is only possible to find such a combination for $n > 2$, as otherwise $\phi_i - \phi_j = -(\phi_i - \phi_j)$ always holds. This proves that we have
\[ T |i\rangle\langle j| = B_{ij} |i\rangle\langle j| \] (E.5)
for $i \neq j$. For $i = j$ we have analogously that
\[ UT |i\rangle\langle i| U = \sum_{k,l=1}^d e^{i(\phi_k - \phi_i)} a_{k,l} |k\rangle\langle l| = \sum_{k,l=1}^d a_{k,l} |k\rangle\langle l| . \]

In this case, we have $a_{k,l} = e^{i(\phi_k - \phi_i)} a_{k,l}$ for all possible phases of the form $e^{i(\phi_k - \phi_i)}$. It is then clear that $a_{k,l} = 0$ unless $k = l$ by a similar argument as before. This gives
\[ T |i\rangle\langle i| = \sum_{j=1}^d A_{ij} |j\rangle\langle j| . \] (E.6)

Putting together (E.6) and (E.5) implies (E.2). Next, we will exploit that $\tau_T$ commutes in addition with permutations of the form $U_\pi \otimes U_\pi$ for all $\pi \in S_d$. For $i \neq j$ this implies that $A_{i,j} = A_{\pi(i),\pi(j)}$ and $B_{i,j} = B_{\pi(i),\pi(j)}$ so that there is only one independent
off-diagonal element for each $A$ and $B$. The case $i = j$ leads to a third parameter that is a coefficient in front of $\sum_\alpha |ii\rangle\langle ii|$. Translating this back to the level of projections then yields (55). The fact that the terms of (55) are projections can be seen by direct inspection. Note that the term corresponding to $\alpha$ is the difference of two projections, the identity and projection onto diagonal matrices. As the rank of the identity is $d^2$ and the space of diagonal matrices has dimension $d$, we obtain the claim. The same reasoning applies to the term corresponding to $\beta$, as it is the difference of the projection onto diagonal matrices and the projection onto the maximally mixed state. The latter is a projection of rank 1, which yields a rank of $d - 1$ for their difference.
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