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1 Introduction 
 
 
Energy storage is undoubtedly one of the most important current research areas, fueled 
by several rapidly growing fields of application. On the one hand, a gigantic new market 
for portable electronic devices has sprung up in the last decade, initiated by the 
remarkable success of smartphones. The resulting development of increasingly powerful 
mobile computer hardware led to the design of completely new product families from 
smart wearable devices such as watches and glasses to tablet computers. A common 
denominator for all these products is their requirement for small and light batteries. 
Therefore, their most important property is a high energy density. And because these 
devices are usually carried or worn almost continuously battery safety is another key 
factor.  
 
On the other hand, the growing acceptance of the fact that the activities of humanity have 
an influence on global warming has instigated many countries to begin replacing CO2 
emitting fossil energy sources such as coal and gas with renewable sources such as solar, 
wind and water power. However, while conventional coal and nuclear power plants can 
deliver electricity continuously or, in case of gas, can be kept on stand-by, the electricity 
generation of renewable sources is much less constant and depends on mostly 
uncontrollable external factors. With their portion of the total generated electricity 
increasing, it is becoming important to store excess electricity when the generated 
amount exceeds the demand and to release it into the grid when the demand is higher. 
The requirements for batteries to store this energy are very different from the previous 
example. They have to be able to store large amounts of energy in one place and 
therefore, size and weight are generally not important factors. Cheaper batteries with a 
lower energy density can be employed. On the other hand, these storage solutions need 
a long lifetime over many charge-discharge cycles to reduce the cost of the stored energy. 
Because of the lower energy densities, safety is a less critical issue.  
 
Another large contribution to CO2 emissions comes from the combustion engines of most 
cars, planes, ships and other modes of transportation. Furthermore, several cities are 
beginning to ban certain types of cars from their centers to combat air pollution. A 
solution to both of these problems is a switch to electrically powered vehicles. While their 
numbers on the roads are still relatively small compared to conventional cars, the market 
has been growing steadily in recent years. A major shortcoming of the current generation 
is the still limited range before the battery needs to be recharged, combined with long 
charging times. To establish a viable alternative to combustion engines, the batteries must 
be improved in several areas. The most critical factor here is a high energy density, which 
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will increase the car’s range. Safety, affordability, a long lifetime and short charging times 
are also significant factors.  
 
When comparing these three examples, it becomes evident that each area of energy 
storage has very different requirements for batteries. It is questionable that a single ideal 
battery can be realized as the solution for all applications. Instead, highly specialized 
batteries must be developed that fulfill all requirements of a single type of application. To 
achieve this, improvements have to be made in electrode and electrolyte materials, which 
is only possible if their physical and electrochemical properties are understood on a 
fundamental level. While many different methods are available for an electrochemical 
analysis of these materials, they can usually only obtain general information about 
electrodes and electrolytes. However, many processes can only be fully understood when 
they are observed on a molecular scale. This is where Scanning Probe Microscopy (SPM) 
can show its strengths. SPM is a group of non-optical microscope techniques including the 
well-known Scanning Tunneling Microscope (STM) and Atomic Force Microscope (AFM) 
which are able to record images at sub-nanometer resolution. The technology was 
invented in 1982 by G. Binnig and H. Rohrer in the form of STM [1], for which they were 
awarded with the Nobel prize in 1986. Only few years later, Sonnenfeld and Hansma 
showed that the technique can also be performed in a liquid environment [2]. Their 
discovery soon paved the way for Electrochemical STM (EC-STM), where the transfer of 
microscope probe and sample into a small electrochemical cell allows in-situ 
measurements under full potential control [3]. Previously, all attempts of localized 
electrochemical measurements could only resolve much larger areas due to the size of 
the available electrodes and therefore were not able to analyze the surface in much detail. 
With the development of EC-STM, it became possible for the first time to directly observe 
the electrochemical processes, as they occur inside a battery, on a molecular or even 
atomic scale. 
 
The aim of this work is to use these unique capabilities of electrochemical scanning probe 
microscopy, the combination of electrochemical measurements with high-resolution 
surface imaging, to investigate materials with promising properties for energy storage 
applications. After this introduction, important background information will be presented 
first, the fundamental knowledge necessary to understand the theoretical background 
and the experimental methods in chapter 2 and a description of the experimental setup 
and sample preparation as well as of the used materials in chapter 3. In chapter 4, 
different aspects of Scanning Electrochemical Potential Microscopy (SECPM) will be 
investigated, a variation of STM that records images by mapping potential differences in 
the sample’s Electrochemical Double Layer (EDL, introduced in section 2.1.2) at the 
electrode-electrolyte interface to gain a better understanding of this powerful but not 
widely used experimental technique. The influence of trace amounts of water on the 
double layer capacitance of Ionic Liquids (ILs) will be analyzed in chapter 5 to analyze the 
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cause of contradicting reports [4], [5], using a combination of electrochemical impedance 
spectroscopy and electrochemical STM. Furthermore, in chapter 6 the adsorption 
behavior of a class of molecules called Polyoxometalates (POMs) will be analyzed 
thoroughly. The properties of POMs are highly tunable and they can undergo multiple 
redox reactions [6], [7], making them a promising candidate as charge carriers for energy 
storage applications. How the properties of POMs and of the electrolyte influence the 
adsorption will be analyzed with electrochemical AFM and AFM in air.  
  



 4 

  



 

 5 

2 Fundamental Knowledge 
 
 
Batteries store electric energy through electrochemical processes and therefore, research 
in this field consists largely of experiments in an electrochemical environment. This 
section will give a brief introduction into the fundamental electrochemical concepts and 
processes this work is based on. Because electrochemical SPM measurements take place 
inside the electrochemical double layer, located at the interface between sample and 
electrolyte, we will focus on the properties of that region and also introduce the 
experimental methods and provide the necessary theoretical knowledge to understand 
the results of the experiments. 
 
 

2.1 Electrochemistry 
 
2.1.1 Definition of Fermi Level and Potentials 
 
All electrochemical processes are the result of electric charges being transported between 
two electrodes through an electrolyte, driven by potential differences in the system. 
Electrolytes are solutions that conduct electronic charges through the movement of 
charged ions. In order to fully understand these processes and to “bridge the gap between 
the terminology of solid state physics and electrochemistry” [8], the concept of potentials 
must be introduced. The argumentation in this section will closely follow the work of H. 
Gerischer and W. Ekardt [8] which helped to define the Fermi energy in electrolytes.  
 
In an electronic conductor/metal, the Fermi energy EF can be expressed through the work 
function W. It describes the minimum energy necessary to move an electron from its 
position in the bulk metal into a vacuum outside the conductor:  

 𝐸" = 	−𝑊  ( 2.1 ) 

It is possible to measure the work function directly with photoelectron emission 
experiments [9]. During its journey from bulk metal to vacuum, the electron has to pass a 
dipole barrier at the metal surface which is caused by a relaxation process that manifests 
itself in a different atomic spacing of the outermost atomic layers [10]. Therefore, the 
work function is generally composed of two parts [11], [12]. The first part describes the 
work needed to pass the dipole barrier c and the second part to overcome the chemical 
potential µe of electrons in the bulk electrode material.  

 𝑊 = 𝜇( + 𝑒𝜒  ( 2.2 ) 
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Here e, is the electric charge of a single electron. The energy of the electron can be 
described by the electrostatic potential Vi. Using Vi, the Fermi energy can now be defined 
in relation to Vi(-¥), the energy of an electron in the conduction band of the bulk metal. 
After an increase from passing through the surface dipole layer, the energy becomes 
constant again once the electron reaches a larger distance from the surface. At this point, 
the energy is defined as Vi(+¥) as is illustrated in Fig. 2.1. Because of the dipole layer, the 
vacuum level energy differs from Vi(+¥) by ej(z), where j(z) is called the Galvani 
potential. In absence of excess charges on the surface, the dipole layer contribution can 
be expressed as: 

 𝜒 = 𝜑(−∞) − 𝜑(+∞)  ( 2.3 ) 

In conclusion, the Fermi energy can be expressed through the chemical potential and the 
Galvani potential, resulting in the electrochemical potential 𝜇(000:  

 𝐸" = 	𝜇( − 𝑞𝜑 ≡ 𝜇(000  ( 2.4 ) 

Here, j is the actual Galvani potential and equals c in the absence of excess surface 
charges and q the electric charge, in this case q = e. 

 
Fig. 2.1: Illustration of the energy levels of electrons at the interface between a conductor (z < 0) 
and vacuum (z > 0). The surface is assumed to have no excess charge. This image was adapted 
from [8]. 
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In the case a redox electrolyte is used instead of a metal, the reduced and oxidized species 
have different chemical potentials. This also affects the expression for the Fermi energy, 
changing it to:  

 𝐸",5(678 = 	𝜇5(6 − 𝜇78 − 𝑞𝜒  ( 2.5 ) 

Here, µred and µox are the chemical potentials of the reduced and oxidized species and c 
the surface potential of the electrolyte. Alternatively, the Fermi energy can also be 
expressed through the ionization energy I and the free energies of solvation of the two 
species O and R, which incorporate all interactions with the solution. 

 𝐸",5(678 = −𝐼 + 𝑂 − 𝑅 − 𝑞𝜒  ( 2.6 ) 

When the metal and the electrolyte are brought into contact with each other, a current 
will start to flow that causes their electrochemical potentials to shift until 𝜇(000 is constant 
across the interface. The exchange of charge between the two phases results in a 
difference between their electrostatic potentials. This so-called Volta potential difference 
DU can be expressed as: 

 Δ𝑈 = 𝑈> − 𝑈? = (𝑊> −𝑊?)/𝑞  ( 2.7 ) 

If the surface dipoles are unaffected by the current flow and potential changes, DU 
describes the relative change of the two Galvani potentials. Using the vacuum next to the 
surface as a reference point, the electronic states in the metal are shifted downward upon 
contact with the electrolyte. Therefore, it can be concluded that it is possible to measure 
the Fermi level in the electrolyte if the difference in Volta potentials at equilibrium and 
the work function of the metal are known: 

 𝐸",5(678 = −𝑊A − 𝑞(𝑈A − 𝑈()  ( 2.8 ) 

The subscripts m and e stand for metal and electrolyte respectively. Above considerations 
allow the definition of an experimentally determinable absolute scale of electrode 
potentials with a point in vacuum as reference, as suggested by B. Trasatti et al. [13]. 
However, from an experimental point of view it is generally not practical to employ an in-
vacuum reference point for measuring potentials. Therefore, in most experiments a 
reference electrode (RE) is used instead. These are electrodes that are specifically 
designed to possess a well-known and stable potential which is often realized by the 
means of a redox system with constant concentrations of each component [14]. While 
there are many different types of reference electrodes, a widely used potential scale has 
been established, based on the hypothetical standard hydrogen electrode (SHE) through 
which potentials for all other reference electrodes can be defined. Its absolute potential 
(vs. the vacuum state) is estimated to be located around -4.43 V [15]. The SHE consists of 
a platinized sheet that is immersed in an acid containing exactly 1 M of H+ ions with unit 
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activity (pH = 0) and is continuously flushed with Hydrogen gas with a pressure of 1 bar 
[16]. The defining electrode reaction is: 

 2𝐻D(𝑎𝑞) + 2𝑒F ⇌ 𝐻>(𝑔)  ( 2.9 ) 

However, it is common practice in most publications to state potentials against the normal 
hydrogen electrode (NHE) as a reference instead. The NHE is an experimentally realizable 
variation of the SHE. Its potential U0 is slightly shifted from the SHE due to unavoidable 
interactions of H+ with other ions. This changes the activity of the H+ ions to approximately 
0.8 [16].  
 
2.1.2 The Electrochemical Double Layer  
 
As explained in section 2.1.1, when a conducting electrode is immersed into an 
electrolyte, a current begins to flow between them to establish a constant 
electrochemical potential across the interface. Because of the resulting Volta potential 
difference DU (for simplicity from here on referred to as U), electric charges accumulate 
at the electrode surface. This charge is compensated by ions of opposite polarity 
accumulating at the electrolyte side of the interface. In 1853, H. von Helmholtz used the 
analogy of a plate capacitor to describe this effect and named it the electrochemical 
double layer [17]. In his model, the charged electrode surface forms one plate of the 
capacitor and the layer of accumulated ions in the electrolyte the other. Treating the ions 
as point charges, he expressed the differential double layer capacitance CDL, in this model 
referred to as Helmholtz capacitance CH, with the total stored charge q as: 

 𝐶JK = 𝐶L =
𝑑𝑞
𝑑𝑈 =

𝜀𝐴
𝑑   ( 2.10 ) 

CH is directly proportional the electrochemically active surface area A and the effective 
dielectric constant of the electrolyte e = e0er, where e0 is the dielectric permittivity of free 
space and er the specific dielectric constant of the electrolyte. Also, CH is inversely 
proportional to the distance d between surface and ionic layer which can be 
approximated from the radii of the ions, including their solvation shell of water molecules.  
 
While the Helmholtz model provides a useful template for the understanding the basic 
concept of the electrochemical double layer, it has several critical flaws when it comes to 
describing real systems. For instance, thermal disorder prevents the EDL from forming a 
single, two-dimensional monolayer and causes it to extend in z-direction, away from the 
interface. Also, CH was found to vary with changes in electrode potential and ion 
concentration. L. Gouy [18] and D. Chapman [19] realized that instead of the rigid ionic 
layer proposed by Helmholtz, the solvated ions form an extended diffuse layer that 
reaches from the surface into the bulk electrolyte with decreasing density. These 
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nonspecifically adsorbed ions are interacting with the charged surface exclusively through 
long-ranged electrostatic forces and are still treated as point charges.  
 
The diffuse layer forms because of interactions between electrostatic forces, thermal 
motion and diffusion. The latter is caused by a lower concentration of ions in the bulk 
electrolyte than at the interface and distributes the counterions over a three-dimensional 
region within the electrolyte. Because the model of a simple plate capacitor is no longer 
valid here, a new formalism for CDL must be established. We begin with the charge density 
in the electrolyte s at a distance x from the interface. It follows a Boltzmann distribution 
[14]:  

 𝜎(𝑥) =R𝑐T𝑛T𝑒	exp Y
−𝑛T𝑒𝑈(𝑥)
𝑘[𝑇

]
T

  ( 2.11 ) 

In this equation, ci is the bulk concentration of ionic species i, ni its charge in multiples of 
the electronic charge e, kB the Boltzmann constant and T the absolute Temperature. At 
large distances from the interface, U = 0 and dU/dx = 0. Therefore, equation ( 2.11 ) 
combined with the Poisson equation yields the important Poisson-Boltzmann equation 
which describes the behavior of the system as [14]: 

 Y
𝑑𝑈
𝑑𝑥]

>

=
2𝑘𝑇
𝜀 R𝑐T 	^exp Y

−𝑛T𝑒𝑈
𝑘[𝑇

] − 1`
T

  ( 2.12 ) 

In the case of a symmetrical electrolyte where n1 = -n2 = n and c1 = c2 = c0, the Poisson-
Boltzmann equation can be simplified to:  

 𝑑𝑈
𝑑𝑥 = −a

8𝑘[𝑇𝑐c
𝜀 sinh Y

𝑛𝑒𝑈
2𝑘[𝑇

]  ( 2.13 ) 

Using the Gauss law and integrating over the whole electrode surface, the total charge q 
in the diffuse layer can be expressed as:  

 𝑞 = 𝜀𝐴 Y
𝑑𝑈
𝑑𝑥]8hc

  ( 2.14 ) 

Substituting from equation ( 2.13 ) and using the charge density in solution sS = -sM =q/A 
with sM being the charge density in the metal, it can be concluded for the Gouy-Chapman 
capacitance of the diffuse layer CGC [14]: 

 𝐶ij =
𝑑𝜎k
𝑑𝑈 = a

2(𝑛𝑒)>𝜀𝑐c
𝑘[𝑇

cosh Y
𝑛𝑒𝑈
2𝑘[𝑇

] = 	𝜀𝜅 cosh Y
𝑛𝑒𝑈
2𝑘[𝑇

]  ( 2.15 ) 

Here, k is the inverse of the Debye length lD which describes the characteristic thickness 
of the diffuse layer and is defined as:  
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 𝜆J = 𝜅F? = a
𝜀𝑘[𝑇

2𝑐c(𝑛𝑒)>
  ( 2.16 ) 

 
Therefore, the width of the diffuse layer increases when the ion concentrations in the 
electrolyte are lowered. Even though the Gouy-Chapman (GC) model is an important 
improvement compared to the original Helmholtz model, it has one critical flaw. With 
increasing potential, CGC would rise towards infinity, a direct consequence of describing 
the ions as point charges. The resulting capacitance vs. potential curve assumes a typical 
U-shape (Fig. 2.2). In this unrealistic scenario, the distance between ions and surface 
would decrease towards zero at high potentials.  

 
Fig. 2.2: Normalized CDL vs. potential curve in the GC model, calculated from eq. ( 2.15 ) in arbitrary 
units. The graph shows that the double layer capacitance would start increasing towards infinity 
at higher potentials. 

 
To address this issue, O. Stern refined the GC-model by treating the electrolyte side of the 
double layer as two separate regions [20]. His formalism merges the idea of a rigid ionic 
layer at the interface from the Helmholtz model with the diffuse layer suggested in by 
Gouy and Chapman. The resulting formalism is commonly referred to as the Gouy-
Chapman-Stern (GCS) model. The two ionic layers can be treated as two capacitors in 
series and the total double layer capacitance CDL, now called the Gouy-Chapman-Stern 
capacitance CGCS can be expressed as: 

 𝐶JK = 𝐶ijp =
1
𝐶L

+
1
𝐶ij

  ( 2.17 ) 

The ions in the rigid first ionic layer are no longer treated as point charges and are assigned 
a finite size instead. The assumed ion size not only includes the diameter of the ion itself 
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but also its solvation shell of water molecules that become attached to it due to their 
polar nature. The smallest possible distance x2 of the centers of these solvated ions from 
the electrode surface defines the so called Outer Helmholtz Plane (OHP) [21]. David 
Grahame proposed that a layer of polarized solvent molecules (e.g. H2O) is located 
between the OHP and the electrode surface, in direct contact with the latter. It also 
contains small amounts of ions that have (partially) shed their solvation shells [22]. The 
plane defined by the centers of these specifically adsorbed ions, at a distance x1 from the 
surface, is known as the Inner Helmholtz Plane (IHP). At distances larger than x2, the 
diffuse layer of the Gouy-Chapman model is used to describe the system.  
 
While there are many extensions and additions to the GCS model, it defines a commonly 
used basis for the description of the molecular structure and the according potential 
profile of the EDL. An illustration is shown in Fig. 2.3. While the GCS model already 
provides a sufficiently accurate description of the EDL in many dilute electrolyte systems, 
several aspects that can still be refined and improved. Factors such as the dielectric 
structure within the Helmholtz planes and its full polarization in the strong electric fields 
that exist near the surface at high potentials, different values of x2 for anions and cations 
as well as ion-ion interactions can influence the double layer structure and its capacitance.  
 

 
Fig. 2.3: Illustration of the molecular structure and potential distribution inside the EDL, according 
to the GCS model. The dotted curve represents the potential vs. distance from the surface. The 
image was adapted from [14]. 
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An important value for the description of the EDL is the so-called Potential of Zero Charge 
(PZC), sometimes also referred to as Point of Zero Charge. It marks the transition between 
positive and negative electrode polarization. At the PZC, the electrode surface is free of 
excess charges and therefore does not attract or repulse the cations and anions in the 
electrolyte. Therefore, the double layer capacitance is at a minimum here. An example for 
this effect can be seen in Fig. 2.2. 
 

2.1.3 Electrochemical Double Layer in Ionic Liquids 
 
Ionic liquids, more accurately also sometimes referred to as Room Temperature Ionic 
Liquids (RTILs), consist completely of ions. Because of the high concentration of ions, the 
absence of solvents and the comparatively large size of the individual ions, the GCS model 
fails to correctly describe the EDL structure of ionic liquids. However, since the intrinsic 
properties of ILs make them a promising alternative to conventional electrolytes in many 
electrochemical applications, it is crucial to understand the processes and structure of 
their EDL. The description in this section mostly follows the comprehensive review of ionic 
liquids at electrified interfaces by M. Fedorov and A. Kornyshev [23].  
 
Since the early 2000s, much attention has been given to the topic and has led to a good 
basic understanding of their EDL. A first simple approach was made using mean field 
theory, describing the system with a lattice gas model at a flat, metallic interface [24]. An 
important finding of this model was that the distribution of anions and cations as a 
function of the electrostatic potential depends on the so called compacity parameter g. 
The compacity is defined as the ratio of the average ion concentration in the neutral 
region c0, far away from the interface to their highest possible concentration cmax, which 
is generally limited by the ion size. 

 𝛾 =
2𝑐c
𝑐Ar8

  ( 2.18 ) 

It describes the amount of available space within the ionic liquid that could theoretically 
be filled with more ions. The addition of water or organic solvents decreases g, which 
equals 1 in a hypothetical maximally dense IL. In the unrealistic limiting case of g = 0, the 
potential distribution j(x) within the EDL would follow the curve defined by the GC model. 
For higher values of g, around g = ½ is a realistic estimate for many ILs, the potential 
decreases more slowly with x. This is caused by the counterions approaching maximum 
density near the interface. Therefore, their distribution begins to extend over a larger 
distance from the surface to counter the surface charge, an effect known as crowding or 
lattice saturation. Crowding has a strong influence on the potential dependence of the 
differential capacitance [25], [26]: 
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 𝐶JK = 𝐶J(st( cosh u
𝑢
2w

1

1 + 2𝛾 sinh>(𝑢2)
	x

2𝛾 sinh>(𝑢2)

ln	[1 + 2𝛾 sinh>(𝑢2)]
	  ( 2.19 ) 

 
with the Debye capacitance CDebye, the Debye length lD and the potential drop expressed 
through the thermal voltage u: 

 𝐶J(st( =
𝜀∗

4𝜋𝜆J	
, 𝜆J = a

𝜀∗𝑘[𝑇
2𝑐c(𝑛𝑒)>

, 	𝑢 =
𝑒𝑈
𝑘[𝑇

  ( 2.20 ) 

In contrast to the formalism for dilute electrolytes introduced in section 2.1.2, the high 
frequency dielectric constant 𝜀∗ is used here instead of the effective dielectric permittivity 
e. The first two factors of eq. ( 2.19 ) are equivalent to the Gouy-Chapman capacitance 
CGC. The remaining two factors change the voltage dependence of the capacitance 
drastically. Instead of the U-shaped capacitance-voltage curve of the GC model from Fig. 
2.2, the capacitance now decreases at high electrode polarizations. The behavior at small 
and medium voltages depends on the value of g. For g > 1/3, the capacitance curve has a 
single maximum around the PZC and therefore is usually referred to as a bell shape curve. 
Interestingly, for g < 1/3, the capacitance has a minimum at the PZC instead that is located 
between two maxima. Due to its appearance with two peaks, this plot is generally referred 
to as camel shape curve [24]. Fig. 2.4 shows capacitance vs. potential curves calculated 
with eq. ( 2.14 ) for different values of g. The change from bell- to camel-shape is clearly 
visible. 
 
The camel shape is the result of a combination of the effects causing the U- and bell-
shaped behaviors. At small voltages, the ion density in the EDL grows when U is increased 
because the compacity is relatively small. Therefore, the counter-ions can occupy empty 
space or replace solvent molecules that are shifted away from the interface which 
increases the double layer capacitance [27]. The two maxima and the following decrease 
of capacitance occur at potentials further from the PZC, when the IL reaches the maximum 
density near the surface and is in the state of lattice saturation. Any counterion reaching 
the interface when the potential is further increased must end its approach at greater 
distance from the electrode. This increases the EDL’s thickness and in consequence causes 
its capacitance to decrease. In reality, the critical value between bell and camel shape is 
not always exactly 1/3 and depends on intrinsic properties of IL and electrode [25], [27]. 
In most ILs, the cations are significantly larger than the anions and should therefore 
possess a lower cmax [24], [28]. According to eq. ( 2.18 ), this results in different values for 
g at negative and positive electrode polarizations with a higher g on the negative side. 
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Fig. 2.4: Double layer capacitance vs. voltage curves of an ionic liquid, calculated with eq. ( 2.19 ) 
for different values of the compacity parameter g. When g > 1/3, the curve assumes a bell-shape 
(red), for g < 1/3 the so-called camel-shape (blue). An intermediate shape is found at g = 1/3 (black). 

 
This asymmetry can be implemented into the EDL model by attributing a voltage 
dependence to the compacity: 

 𝛾(𝑢) = 𝛾F +
𝛾D − 𝛾F
1 + 𝑒�   ( 2.21 ) 

The adjustment of g has two distinct effects on the appearance of the capacitance vs. 
potential curves. On the one hand, all minima and maxima are shifted to more positive 
potentials. On the other hand, differences between the positive and negative wing of the 
curve emerge. The positive side now has an overall higher capacitance than the negative 
side. It has to be noted that the presence of even small amounts of solvent in the IL 
drastically decreases its compacity and therefore also has a strong direct influence on the 
capacitance. Fig. 2.5 shows calculated capacitance curves from eq. ( 2.19 ), adjusted with 
the potential dependent g(u) from eq. ( 2.21 ). 
 
The adjusted capacitance curves show the expected asymmetry between positive and 
negative wing when different sizes for cation and anion are assumed. In the case of the 
dark blue curve, where g+ = g-, the curve again assumes the symmetric shape of the 
unadjusted system with a constant value of g = 0.2. The red curve shows that, if both g+ 
and g- are larger than 0.3, the camel-shape changes into an asymmetric version of the bell-
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shaped curve. Both bell and camel shaped capacitance curves have been reported from 
experiments on the EDL structure in several ionic liquids. However, it is difficult to use 
these results to verify the theoretical models because, due to the varying and complicated 
ion shapes, the compacity parameter of the ionic liquids cannot be obtained or even 
reliably estimated [39]. It has also been found that changes in the atomic structure of the 
electrode surface and the adsorption of ions can strongly influence the measured double 
layer capacitance [40]. 

 
Fig. 2.5: Double layer capacitance vs. voltage curves of an ionic liquid, calculated with eq. ( 2.19 ). 
The model has been adjusted with a potential dependent g(u) from eq. ( 2.21 ) and different values 
of g for cations and anions. 

 
This simple mean field model, while providing a good qualitative description of the double 
layer structure, does not take into account more complicated effects such as multibody 
correlations between the ions, their molecular structures as well as geometry and 
material composition of the electrode. Computer simulations are better suited to 
implement those factors and show a strong dependence of the double layer structure on 
the ion size and on the addition of solvents or another ionic liquid. The simulations also 
predict a structure of ionic layers close to the electrode surface that can extend several 
nanometers into the electrolyte at lower potentials [29], [30] which was not predicted by 
the mean-field model. It is called overscreening and is known from dipolar liquids such as 
water [31]–[33] and high temperature molten salts [34] and has also already been 
observed experimentally [35], [36]. The layered ion structure is created because the first 
layer of ions overcompensates for the charge of the electrode, resulting in a net charge 
that causes a second ion layer of opposite sign to assemble beyond it. This again 
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overcompensates for the net charge of the combination of electrode and first ionic layer, 
continuing for several layers of decreasing charge until the bulk electrolyte state is 
reached. At higher electrode polarizations, the layers disappear as the structure is 
reorganized once the lattice saturation effect takes over [37]. The exact structure of the 
ionic layers depends on the ion shape. Especially long organic tails that are often part of 
IL-cations were found to play an important role. While ions with shorter tails form the 
alternating cation-anion monolayer structure described above, it was discovered that ions 
with longer alkyl chain lengths rather accumulate in a bilayer structure [38].  
 
In a publication in 2013, by Gebbie at al. [109] found “that pure ionic liquids are expected 
to behave as dilute weak electrolyte solutions, with typical effective dissociated ion 
concentrations of less than 0.1% at room temperature”, using direct surface force 
measurements and thermodynamic arguments. This has recently sparked a discussion 
about the dependence of the screening length on the ion concentration which also affects 
the understanding of the EDL structure in ionic liquids. It has for instance been suggested 
that the charges are transported by solvent molecules instead of ions [110] or that the 
formation of large ion clusters limits the number of free ions available for screening the 
electrode charge [111], both resulting in a much flatter potential curve than in an 
environment of mainly dissociated ions. This discussion is still ongoing and no final 
conclusions have been made yet. 
 
2.1.4 Electrode Reactions 
 
Electrode reactions are electrochemical processes in which an electron is transferred 
across the interface between an electrode and a chemical species in the electrolyte. The 
equations and theories presented here provide the basis for many electrochemical 
experimental methods. In the following, we will use a simple example to describe the 
physical and chemical processes involved. An electrode is immersed into an electrolyte 
that contains a redox species S in its oxidized form Ox and its reduced form Red. The 
electrode reaction that converts one form to the other through a transfer of n electrons 
can then be expressed as:  

 𝑂𝑥 + 𝑛𝑒F ⇌ 𝑅𝑒𝑑  ( 2.22 ) 

When examined in more detail, three steps are necessary to complete the reaction. In the 
case of Ox being converted into Red, in the first step, the reagent Ox must be transported 
from its position in the electrolyte to the electrode surface where the electron transfer 
can take place. In the second step, an electron is transferred from the electrode to Ox, 
reducing it to Red. Finally, in the third step of the reaction, the product Red is transported 
away from the surface. In other, more complicated reactions, different reaction steps 
such as coupled chemical reactions and adsorption on the electrode surface can also play 
a role. The rate at which the reaction takes place is determined by its slowest step. In this 
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simple case, this can be either the electron transfer or the mass transport to/from the 
reaction site. Generally, mass transport is the result of a combination of three types of 
particle motion [14]: 
 

• Diffusion: The motion of particles under the influence of a concentration gradient. 
This effect occurs when the electron transfer changes the concentrations of Ox 
and Red at the interface in relation to their bulk concentrations.  

 
• Migration: The gradient of an electric field, for example of the charged electrode, 

exhibits a Coulomb force on charged particles in the electrolyte. 
 

• Convection: The motion of the whole fluid. This can be the result of temperature 
or density gradients within the electrolyte or external mechanical forces such as 
stirring.  

 
However, in controlled reaction environments, the influence of migration and convection 
can generally be controlled and therefore ignored. The only influence on the reaction that 
has to be taken into account is diffusion. The first quantum-mechanical descriptions of 
the electron transfer process were developed starting in the 1950s by R. A. Marcus, R. 
Dogonadze, V. G. Levich and others [41]–[45]. These models are based on the Franck-
Condon principle which states that, because electron transfer can be considered 
instantaneous compared to nuclear motion, it takes place via vertical transitions between 
nuclear vibrational states [46], [47]. In terms of a redox reaction, the transition must occur 
between local minima of the Gibbs free energy of reduced and oxidized states. Between 
the two minima, a maximum must exist. In classical terms, the maximum describes the 
activation energy Ea that the electron must overcome [14]. From a quantum-mechanical 
perspective, the situation can be described as an energy barrier that the electron can pass 
by tunneling. 
 
At this point, we revisit the case described in section 2.1.1, where a current starts to flow 
after electrode and electrolyte are brought into contact to establish a constant 
electrochemical potential across the interface. Given enough time, the potential 
difference stabilizes at U0 and the current flow diminishes. However, this is only true for 
the net current, the forward and backward reactions now simply have reached an 
equilibrium and compensate each other. The current I0 of either one of these half-
reactions is known as the exchange current. Normalized by the concentration of the redox 
species (for equal concentrations of Ox and Red) and the electrode area A, it yields the 
electron transfer constant k0: 

 𝑘c =
𝐼c

𝑛𝐹𝐴𝑐  ( 2.23 ) 
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Here, F is the Faraday constant and n the number of transferred electrons. For a system 
at equilibrium, where no net current flows, the relation between U0 and the 
concentrations c or activities a of the redox couple is established through the chemical 
potentials by the Nernst equation [48]: 

 𝑈c = 𝑈� +
𝑅𝑇
𝑛𝐹 ln Y

𝑐�
𝑐�
] = 𝑈� +

𝑅𝑇
𝑛𝐹R𝑛�

�

ln	 𝑎�  ( 2.24 ) 

In this equation, 𝑈�  is the characteristic standard potential of the redox couple, a value 
that can be found in literature for most common redox reactions [49], aj is the activity of 
species j and R the gas constant. If an external potential is applied to the system or the 
equilibrium is disturbed in another way, a current I flows through the interface and its 
potential U will shift from U0. The resulting potential difference is called overpotential h: 

 𝜂 = 𝑈 − 𝑈c   ( 2.25 ) 

A positive overpotential decreases the Fermi level in the electrode, allowing electrons to 
transfer from occupied states of Red in the electrolyte into unoccupied states in the 
electrode and vice versa for negative potentials (illustrated in Fig. 2.6). 
 

 
Fig. 2.6: Illustration of the energy levels in electrode and electrolyte when different overpotentials 
are applied. The exchange currents are shown at the bottom of each image. (a) No overpotential, 
(b) positive (anodic) overpotential and (c) negative (cathodic) overpotential. EF,S and EF,E are the 
Fermi energies in solution and electrode. This graph was adapted from [48]. 

 
When the overpotential is increased further, at a certain point the current will reach a 
limiting value. The reaction is now consuming all reactants as soon as they reach the 
surface and the reaction rate becomes limited by the speed of mass transport in the 
electrolyte. If the reaction is kept in the kinetic regime, below this region, mass transport 
has no impact on the reaction rate. In this case, the correlation between net current and 
overpotential is defined by the Butler-Volmer equation: 
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 𝐼 = 𝐼c ^exp Y
𝛼r𝑛𝐹
𝑅𝑇 𝜂]−𝐼cexp Y−

𝛼�𝑛𝐹
𝑅𝑇 𝜂]`  ( 2.26 ) 

where aa and ac are the anodic and cathodic transfer coefficients with values between 0 
and 1. They are a measure for the symmetry of the potential barrier between the two 
states of the redox couple. Under certain conditions, the Butler-Volmer equation can be 
simplified. For very small overpotentials an approximation can be made using the Taylor 
expansion, where ex » 1 + x, changing eq. ( 2.26 ) into: 

 𝐼 = 𝐼c
(𝛼r + 𝛼�)𝑛𝐹

𝑅𝑇 𝜂  ( 2.27 ) 

Here, the ratio h / I = Rct is the so-called charge-transfer resistance. For high positive 
overpotentials, the cathodic side of the Butler-Volmer equation becomes negligible and 
can be omitted: 

 𝐼 = 𝐼cexp Y
𝛼r𝑛𝐹
𝑅𝑇 𝜂]  ( 2.28 ) 

Accordingly, for high negative overpotentials only the anodic part of the Butler-Volmer 
equation is relevant: 

 𝐼 = −𝐼cexp Y−
𝛼�𝑛𝐹
𝑅𝑇 𝜂]  ( 2.29 ) 

The solutions for high overpotentials are known as the Tafel equations and can be used 
to determine the electron transfer coefficient k0 and the exchange current I0.  
 
 

2.2 Electrochemical Methods 
 
All electrochemical measurements were performed in a three-electrode cell. Technically, 
in EC-STM and SECPM the microscope tip can be considered as a fourth electrode, but 
due to its much smaller surface area the general description of a three-electrode cells still 
applies. All reactions of interest take place at the sample surface which is called the 
working electrode (WE). Its potential is measured against a reference electrode that has 
a defined and stable potential (as described in section 2.1.1). Finally, a counter electrode 
(CE) is employed to pass the current flowing through the cell. The goal of this setup is to 
reduce the current flowing through the reference electrode, ideally to 0, to bring it as 
close as possible to the state of an ideal nonpolarized electrode. To achieve this, the 
counter electrode is placed close to the working electrode and possess a large surface 
area compared to the reference electrode. 
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2.2.1 Cyclic Voltammetry 
 
Cyclic voltammetry is a commonly used method for a first characterization of an 
electrochemical system. Not only does it provide a good overview of processes occurring 
at the electrode, it is also helps with the determination of more complicated reactions. 
These include coupled homogeneous reactions, adsorption on the electrode surface and 
multi-step processes [14], [21]. Starting from an initial potential U0, generally located in a 
region where no reactions take place, the potential is linearly increased at a sweep rate n 
up to a vertex point U1 and then reversed to a second vertex point U2 and finally reversed 
again back to U0. The current response of the system is recorded and plotted in an I vs. U 
curve know as Cyclic Voltammogram (CV). If reactions occur in the potential range 
between U1 and U2 under the applied conditions, the increased current results in peaks in 
the CV. By observing the changes in peak shape, size, position and number when 
parameters such as U1, U2, n, concentration of the redox couple and pH of the electrolyte 
are varied, information about the reaction mechanisms and kinetics as well as surface 
characteristics of the working electrode can be extracted.  
 

2.2.2 Electrochemical Impedance Spectroscopy 
 
The behavior of an electrochemical system in response to small perturbations from 
equilibrium depends on the frequency of the perturbation and thus cannot be described 
by an ohmic resistance. Instead, the concept of impedance must be applied. It uses a 
complex resistance Z = Re(Z) + i Im(z) with the imaginary number 𝑖 = 	√−1	 to for a realistic 
description of the. For the limiting case of zero frequency, the impedance equals the 
ohmic resistance. In Electrochemical Impedance Spectroscopy (EIS), this concept is used 
to gather information about the double layer capacitance CDL and the charge transfer 
resistance RCT of an electrochemical system. In EIS, the potential of the working electrode 
is modulated using a sine wave or another periodical signal with varying frequency f. The 
signal amplitude is kept small, generally 10 mV or less, to achieve a pseudo-linear 
response. This allows to disregard harmonic generation and frequency mix products [50]. 
However, EIS only returns reliable results when the system under study fulfills two 
conditions. The redox species in the electrolyte must be in an equilibrium state with the 
ideal case of cox = cred and the Open Circuit Potential (OCP) UOCP must be equal to U0. Also, 
the dispersion of the double layer capacitance should be small, which can be achieved by 
using flat and non-porous working electrodes [51]. 
 
An equivalent circuit in the form of electrical elements such as resistors and capacitors is 
used to create a model of the examined electrochemical system. From this circuit, the 
double layer capacitance and other values can be calculated. A simple example for an 
equivalent circuit, describing the system of a single electrochemical reaction at a flat 
electrode surface, contains a parallel combination of the double layer capacitance CDL and 
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the charge transfer resistance RCT, in series with an ohmic part ROhm. Another commonly 
used component in EIS equivalent circuits is the so called Constant Phase Element (CPE), 
a special case of a complex impedance that has a phase angle independent of frequency. 
It is the result of a current density distribution on inhomogeneous electrode surfaces [52]. 
More realistic circuits can quickly become much more complex, depending on the 
reactions and effects contributing to the measured current. For the proposed simple 
equivalent circuit, the total impedance can be expressed as: 

 𝑍 = 𝑅��A +
𝑅j�

1 + 𝑖	2𝜋	𝑓	𝑅j�	𝐶JK
  ( 2.30 ) 

By fitting experimental curves to suitable equivalent circuits, values for RCT, ROhm and CDL 
can be calculated. For the analysis of experimental data, a commonly used representation 
of the results is the Nyquist diagram [50], where –Im(Z) is plotted against Re(Z). Several 
Nyquist plots, calculated from eq. ( 2.30 ) for different values of the three circuit elements 
ROhm, RCT and CDL, are shown in Fig. 2.7.  

 
Fig. 2.7: Nyquist diagram of calculated curves with different values of RCT, ROhm and CDL, using eq. 
( 2.30 ). The two curves of the same color (red/blue) differ from each other in double layer 
capacitance but show no difference in the Nyquist plot. RCT can be extracted from the width of the 
semicircle and ROhm from its the distance of from the origin. 

 
Each point in the semicircular graph represents the measured impedance at one 
frequency. The second term of Z approaches RCT for very low frequencies and 0 for very 
high ones, the latter because the double layer does not become fully charged before the 
current direction is reversed. Therefore, the width of the semi-circle directly shows the 
charge transfer resistance RCT while the distance of the first data point from the origin 
equals ROhm. At frequencies between these two limiting cases, the imaginary part Im(Z) 
becomes relevant. However, the curve gives no information about the exact frequency, 
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at which each data point was recorded. Another shortcoming of the Nyquist diagram is 
the missing information about the double layer capacitance. The shape of the semi-circle 
does not change when only CDL is altered in the equation. Therefore, for measurements 
of the double layer capacitance, the Bode diagram is a more suitable method to visualize 
the data. It plots both the logarithm of the absolute value of the impedance |Z| and the 
phase angle j against the frequency on a logarithmic scale to the base of 10. This 
representation also has the advantage that the frequency is directly shown in the diagram. 
Fig. 2.8 shows a Bode representation of the same data sets used in Fig. 2.7. 

 
Fig. 2.8: Bode diagram of the same data sets as in Fig. 2.7. The red curves show the absolute 
impedance |Z|, the blue curves the phase angle j. Curves of the exact same color only differ 
in CDL. 
 
 
Although in the Bode diagram CDL still cannot be extracted from the curves directly, a 
difference between curves that only differ in CDL is visible now, as can be seen when 
comparing two curves of the exact same color. The upper limit of the absolute impedance 
curves (red color) represents RCT + ROhm and the lower limit equals ROhm. 
 
 

2.3 Scanning Probe Microscopy 
 
The underlying principle of all SPM is to create a map of the examined surface by raster 
scanning a sharp probe across the surface in parallel lines that ultimately form a two-
dimensional grid. During this scanning process, the movement is interrupted regularly to 
measure a physical or electrochemical parameter. The measured data points are then 
converted into a two-dimensional map of the surface by the measurement software. 
Because many data points are needed for an accurate representation of the surface, 
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measuring an SPM image often takes several minutes. In this work, most images were 
recorded at a 512 x 512 pixel resolution and a scan rate of 2 Hz, deviations will always be 
stated in the description. This accumulates to over 4 minutes for a single image. The slow 
scanning process often causes the images to appear stretched. The expansion or 
contraction of tip, sample or scanner materials slowly shift the center of the imaged area, 
caused by temperature changes, material relaxation or external influences is known as 
drift.  
 

2.3.1 Scanning Tunneling Microscopy 
 
The technique of STM makes use of the quantum mechanical effect of electron tunneling. 
If two materials in vacuum are brought in close enough proximity, electrons can tunnel 
through the vacuum gap via overlapping wave functions of atoms on each side. 
Statistically, this process takes place continuously at equal rates in each direction. The 
situation changes when a bias voltage Ubias is applied between the two materials. Now 
one direction of electron tunneling becomes favored over the other and a net tunneling 
current IT starts to flow which depends exponentially on the distance and linearly on Ubias. 
In STM, the tunneling current is measured between a sharp metal tip and the sample 
surface. The tip is moved across the surface in small steps by a three-axis piezo-scanner 
that is able to move the tip in x-, y- and z-direction. At each measuring position, the 
tunneling current is determined and the tip height adjusted by a feedback loop which 
reduces or increases the tunneling current until a setpoint value is reached. The z-distance 
travelled by the tip at each data point is then converted into the height information of the 
microscope image. Because this method is based on the measurements of currents, the 
operation of STM is limited to conductive samples. A detailed formalism of the tunneling 
effect can be found in many quantum mechanics textbooks such as [53]. 
 
Two major modes of operation exist for STM, generally known as the constant current and 
the constant height modes. In both modes, the tip is first slowly brought closer to the 
surface with UBias applied until it senses a pre-set tunneling current ISP. Once the tunneling 
current is established, in constant height mode the tip is only moved in xy-direction 
(parallel to the surface). The current measured at each data point is converted into 
distance information and therefore the height of the sample at that position. This method 
can cause problems when it is used on uneven samples. There, the tip might collide with 
larger surface features that stand out farther than the initial tip-surface distance. This can 
result in damage to both sample and tip. For this reason, the slightly slower constant 
current mode is used in most experiments. The tip-surface distance is adjusted through a 
feedback loop at each measuring position until the original setpoint current is reached 
again. The sensitivity of the feedback adjustments can be set in the measurement 
software with two feedback gain parameters - the integral (i) and the proportional (p) 
gain. If the gain values are set too high, the tip will become too sensitive to height changes, 
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creating strong noise in the image. At too low gains on the other hand, the sensitivity of 
the measurement decreases and surface features appear less sharp. Fig. 2.9 shows an 
illustration of these two modes of operation.  
 

 
Fig. 2.9: Illustration of the STM tip scanning across the surface in constant current and constant 
height mode. The inset shows a representation of the contributions to the tunneling current of 
different atoms in tip and surface. Larger arrows represent a larger IT due to the shorter distance 
from the surface. 

 
Another technique that can be performed by the STM setup is Tunneling Spectroscopy 
(TS). Here, instead of scanning a certain area of the sample, the tip’s position over the 
surface is fixed. Instead, Ubias is varied over a wide potential range while the current 
response is recorded. The resulting I-U curves contain information about the electronic 
states in the sample at the chosen position and can help to distinguish between adsorbed 
material and the substrate. 
 
2.3.2 Electrochemical Scanning Tunneling Microscopy 
 
Several modifications must be made to the experimental setup to function in a liquid 
environment and allow potential control of the system. For EC-STM, the sample is placed 
in an open electrochemical cell that holds the electrolyte but still allows access for the 
counter and reference electrodes as well as the microscope tip. Due to the dimensions of 
the STM setup, such a cell can only contain small amounts of electrolyte (in the range of 
several 100 µl). For a standard electrochemical microscope cell, a four-electrode setup is 
used. It consists of the standard three-electrode setup of working, reference and counter 
electrodes and the tip as an additional fourth electrode. The reference electrodes that are 
used in most electrochemical experiments are too large for the small electrochemical cells 
of the microscope. Therefore, quasi-reference electrodes made of metal wires are 
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commonly used. The potentials of tip Utip and sample/working electrode Usample are 
controlled separately by a bipotentiostat.  
 
Tunneling currents in STM experiments can range from below 50 pA up to several nA. 
Measuring these small currents in an electrochemical environment can be challenging 
because they cannot be experimentally distinguished from the Faradaic currents IF at the 
tip that are caused by electrochemical reactions. Therefore, these unwanted currents 
must be reduced to a value significantly below the expected tunneling current. Since IF is 
proportional to the surface area at which the reaction takes place, a simple method to 
reduce the IF is to reduce the area of the tip that is in contact with the electrolyte. IT 
decreases exponentially with the distance between sample and tip. Thus, only its apex 
contributes significantly to the tunneling current. By coating the tip in an insulating layer 
that only leaves its apex exposed, IF can be greatly reduced without any impact on IT.  
 

2.3.3 Scanning Electrochemical Potential Microscopy 
 
SECPM is a variation of EC-STM and generally uses the same experimental setup. Instead 
of a tunneling current, SECPM measures the potential difference between tip and sample 
within the EDL. SECPM was first introduced in 2004 by Veeco Instruments, based on the 
concept of EC-STM [54]. In the same year, Woo et al. used a similar setup for direct 
measurements of the potential distribution in the EDL in z-direction on an Au(111) surface 
in a NaBF4 solution [55]. Hurth et al. used the same technique in 2007 to investigate the 
influence of changes in surface potential and electrolyte concentration on the EDL 
structure at different surfaces [56]. To increase the accuracy of those approach curves, 
Yoon et al. developed a technique that modulates the tip-sample distance during the 
measurement to filter out time-dependent noise [57]. Their method yields more detailed 
information about the potential distribution in the EDL than conventional approach 
curves. The first two-dimensional SECPM images were published by Corbella et al. in 2005 
in an analysis of the deposition of tungsten on a diamond-like carbon surface [58]. In 2009, 
Baier et al. showed in a comparison of SECPM and EC-STM images of enzymes on HOPG 
that SECPM can have superior resolution and showed first experimental proof that even 
non-conductive adsorbates can be detected which remain hidden in EC-STM 
measurements [59]. Furthermore, various metal single crystal surfaces were analyzed by 
Wolfschmidt et al. in a comparison of AFM, EC-STM and SECPM [60] and by Traunsteiner 
et al. in a study of the oxidation of Cu(111) surfaces in an alkaline solution [61].  
 
The measured potentials at the tip are determined by complicated interactions between 
the electrochemical double layers of SECPM tip and sample and are also subject to other 
influences. Hamou et al. used finite element method simulations to analyze the influence 
of tip shape, Debye screening effects and overlapping EDLs on the SECPM measurements 
[40-43]. They discovered that the tip geometry and the dielectric permittivity of the tip’s 
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coating layer influence the tip potential and also discovered that the observed size of 
adsorbed particles in SECPM depends on the concentration of the electrolyte [65]. 
Dickinson showed in numerical simulations that for sharp tips with radii smaller than 50 
nm, the basic model describing the electrochemical double layer by Gouy, Chapman and 
Stern (GCS model, introduced in section 2.1.2) no longer accurately describes the diffuse 
layer of the EDL [66].  
 
For the measurements, the potential of the sample is controlled while the tip is at open 
circuit potential and therefore changes with the potential in the surrounding electrolyte. 
At a large distance from the surface, the tip has the same potential as the bulk electrolyte. 
When it is brought closer to the electrode surface, it enters the sample’s EDL and its 
potential gradually shifts towards that of the working electrode, following the EDL’s 
potential distribution. The measured potentials therefore depend on the distance 
between tip and sample and can be used as a feedback signal, just like the tunneling 
current in STM but in contrast to this method, the independence from currents gives 
SECPM a major advantage over STM. Even non-conductive samples or adsorbates can be 
examined, as long as an EDL is formed at their interface with the electrolyte. However, 
what makes SECPM truly remarkable and unique is the ability to locally probe the 
structure of the EDL which is still one of the least understood areas in the field. Measuring 
the potential during the approach towards the sample directly yields the potential 
distribution within the EDL. Potential maps of the surface can show how adsorbed 
molecules disturb the EDL structure and even changes in their oxidation state could be 
detected. 
 

2.3.4 Atomic Force Microscopy 
 
Atomic force microscopy is one of the most commonly used SPM methods because of its 
versatility. Several different modes of operation and many possible variations of tip 
properties allow measurements on almost any type of surface and topographic 
measurements can even be combined with the investigation of other properties of the 
sample such as conductivity, magnetic properties or rigidity. In all variations of AFM, a 
small tip attached to the bottom of a cantilever is scanned over the surface in the same 
manner as in STM. Different forces, such as van-der-Waals or direct contact, attract or 
repulse the tip, bending the cantilever in the process. This movement can be measured 
by reflecting a laser beam from the cantilever surface and using a laser detector to record 
changes in its position.  
 
The most basic AFM technique is the so-called contact mode in which the tip is physically 
dragged across the surface. Therefore, the motion of the cantilever is a direct translation 
of the surface topography. However, this method only gives good results when a stable 
sample is used, any adsorbates or soft and unstable areas are easily damaged. Therefore, 
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the less intruding tapping mode (TM) is often used. Here, the cantilever is oscillated near 
its resonance frequency during the measurement. The forces between tip and sample 
influence the oscillations. By monitoring the changes in the oscillation frequency, the 
surface structure can be deducted. Another mode of contactless AFM is the so-called 
ScanAsyst technique. In this case, a force vs. distance curve is recorded at each 
measurement point. From these curves, the software can precisely determine the tip-
sample distance. ScanAsyst mode has the additional advantage that most microscope 
parameters such as feedback gains and oscillation frequency do not need to be optimized 
manually because it already delivers the best possible image. It is also possible to operate 
AFM in liquids and perform in-situ electrochemical measurements (EC-AFM) by 
transferring the setup into an electrochemical cell.  
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3 Materials and Experimental Setup 
 
 
In this chapter, an overview of the experimental setup of all experiments and the 
necessary sample preparation methods will be provided. Also, the materials used in this 
work will be introduced. While the majority of the experiments were performed in the 
local laboratory at TUM-CREATE, some of the SECPM measurements discussed in chapter 
4 were conducted by or in cooperation with affiliated groups at the Technische Universität 
München (TUM) and at the Newcastle University (NU), which will be marked in the 
captions of the presented data. 
 
 

3.1 Microscope Setup 
 
The microscope used in this work was a Bruker MultiMode 8 that is able to perform STM, 
EC-STM, SECPM and AFM measurements. For AFM, the microscope head must be 
exchanged. The following descriptions of the experimental setup are all based on this 
model. The microscopes used at TUM and NU were a Bruker MultiMode 6 and another 
Bruker MultiMode 8 respectively. The design of the electrochemical cells and microscope 
head is the identical for all three machines. Any differences between these microscopes 
in setup and performance do not significantly influence the outcome of the experiments.  
 

3.1.1 Experimental Setup for EC-STM and SECPM 
 
The microscope is positioned inside a specially equipped glove-box by MBraun where it 
stands on an active vibration-cancelling device to shield the measurements from any 
external mechanical disturbances. Besides being modified to provide connections for all 
necessary cables, the glove-box also features a large metal plate that is built underneath 
the main chamber. It guarantees a firm stand on the floor to establish a more stable 
measurement environment that is less likely to pick up external vibrations. The glove-box 
itself is positioned on a slab of floor that is mechanically decoupled from the building 
through compressed air cushioning that are built directly onto the foundation of the 
building. The glove-box was only in operation when an inert atmosphere was needed for 
the experiment because the gas-flow inside the box can disturb the scanning process and 
distort the images. The MultiMode microscope consists of an arrangement of three major 
components (Fig. 3.1 (a)).  
 

• The microscope body holds the circuits that control the scanning process. It is 
equipped with a switch that changes between three different microscopy modes 
(STM, Tapping-mode AFM and all other AFM modes) and a second switch that is 
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used to move the sample up and down, bringing it closer to the tip. It is used 
before a measurement until they are close enough to initiate the software 
controlled engagement procedure.  
 

• The scanner is placed on top of the body. It holds the piezo-electronics that move 
the sample underneath the tip in sub-nanometer precision during the imaging 
process. A small step-motor is used for the final approach of sample and tip. The 
scanner used in this work is the E-model which is able to scan areas of up to 13.4 
µm edge length.  

 
• The microscope head, either for STM/SECPM or for AFM, is placed on top of the 

scanner (Fig. 3.1 (b)). The STM head contains the current and potential amplifiers 
for STM and SECPM respectively, a holding tube for the microscope tip and the 
contacts and positioning screws for the RE and CE wires. The AFM head is 
equipped with a laser, the tip holder and the laser detector, as well as a window 
on its upper side. The window is used for illuminating the sample and to monitor 
the sample with an optical microscope that allows precise positioning of the tip on 
the surface and alignment of the laser on the cantilever. 

 

 
Fig. 3.1: Illustration of the microscope components. (a) The whole MultiMode 8 microscope with 
the body at the bottom, the scanner in the middle and the STM/SECPM head on top. (b) 
STM/SECPM head. The cell is positioned in the round hole in the center. (c) The electrochemical 
STM/SECPM cell with a gold sample positioned between Teflon cell (white) and baseplate (grey). 

 
The electrochemical cell for EC-STM and SECPM is made of a Teflon ring with an inner 
diameter of 7 mm which slightly increases from bottom to top (Fig. 3.1(c)). To assemble 
the cell, the sample is positioned on a metal base plate that also serves as the electrical 
connection between scanner and sample. The Teflon cell is carefully placed on top of the 
sample to prevent gaps through which the electrolyte could leak out of the cell. The 

(a) Multimode Microscope 

Head 

Scanner

Body

(b) STM/SECPM Head (c) Electrochemical Cell 
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assembly is then fixed in place with four screws that enter through the base plate. A cross 
section of the setup of the cell is shown in Fig. 3.2. 
 

 
Fig. 3.2: Schematic cross-section of the electrochemical cell for EC-STM and SECPM. After the cell 
is fully assembled, the tip is brought close to the surface manually. Next, the electrolyte is filled in 
and finally CE and RE are put into position. 

 
After placing the cell on the scanner where it is held in position magnetically, the 
STM/SECPM head is positioned on top of cell and scanner and secured by two metal 
springs. The scanner must be retracted beforehand to make sure that the tip does not 
contact the surface during the positioning. Even the smallest contact would destroy the 
tip and could even damage the sample. Next, the electrolyte is filled in with a pipette and 
the RE and CE wires are bent into the measurement position, in which they enter the 
electrolyte but do not contact the sample, the tip or each other. The tip can now be 
manually brought close to the surface using the switch on the microscope body. The final 
few µm of the tip approach and all measurement parameters are controlled using the 
Nanoscope control-software. For the experiments in the different laboratories, different 
metal wires were used as reference and counter electrodes:  
 
Lab   CE   RE    Experiment  
 
TUM-CREATE  Pt (0.5 mm)  Pt (0.5 mm)   All 
TUM   Pt (0.25 mm)  Pt (0.25 mm)   Experiment in Fig. 4.2 
TUM   Au (0.5 mm)  Au (0.5 mm, oxidized)  All other experiments 
NU   Pt (0.5 mm)  Pt (0.5 mm)   All 
 
The gold wire reference electrode used at TUM was oxidized in a 1 M H2SO4 solution at a 
potential of 12 V for several seconds. The procedure was terminated once the wire was 
visibly fully coated with an oxide layer. The material of the counter electrode does not 
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influence the experiment, as long as the potentials are kept within its stable window. 
Since the wires are only quasi-reference electrodes, their potential is not stable when the 
pH value of the solution changes. However, in the SECPM studies of this work it is not 
necessary to know the exact reference potential for the interpretation of the results. 
Within each image series, the reference electrode remained the same and the images are 
comparable. Therefore, the potentials were not converted to a common reference, with 
the possibility of error due to not exactly known pH values, but rather stated against the 
reference electrode they were measured with. For comparison, the reference potentials 
in a 0.1 M H2SO4 solution in contact with air are 0.92 V vs. NHE for the Pt wire and 1.25 V 
vs. NHE for the Au/Au-oxide wire.  
 
Since the electrochemical cell, microscope tip and all electrodes can be used in both EC-
STM and SECPM, it is possible to switch between both modes without the physical 
modifications to the microscope setup. A command in the control software switches 
between the current amplifier for EC-STM and a high input-impedance potential amplifier 
for SECPM. This enables the user to subsequently record images of the same surface area 
in both modes. A comparison of these images can increase the amount of information 
about the surface.  
 

3.1.2 Tip Preparation 
 
The STM/SECPM tips were prepared from a Pt/Ir wire with a ratio of 80/20 and 0.25 mm 
diameter. An advantage of using this material is that sharp tips do not have to be etched 
electrochemically but can be cut manually, which reduces the time needed to produce 
one tip from several minutes to only a few seconds. For the cutting procedure, the end of 
the wire is held strongly with flat-nose pliers. Then, a set of clean and sharp pliers is used 
to cut and simultaneously pull the wire apart at an acute angle at a typical length of 
between 1 cm and 1.5 cm. If the cutting pressure is too high, the wire will only be cut, not 
pulled, which yields a lower ratio of good quality tips.  
 
For all electrochemical measurements, the tips must be coated with an insulating layer to 
reduce the influence of faradaic currents. At NU, a commercial clear nail polish was used 
for the tip coating. It is carefully applied by brushing it onto the wire towards the tip-end 
using the brush supplied with the nail polish. This is a cheap and simple method for tip 
insulation. However, the tips cannot be used immediately after coating because the nail 
polish must first dry completely to prevent any solvents from contaminating the cell. This 
process can take up to 30 minutes. Therefore, in all other experiments the tips were 
coated in a layer of insulating Apiezon wax instead, which is inert under the conditions 
used in the experiments for this study. For the coating procedure, a flat-tip soldering iron 
with a 1 mm wide slit cut into its tip was installed horizontally in a holding mechanism. A 
stick of Apiezon wax is brought into contact with the soldering iron. Set to a temperature 
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of 170 oC to create the right viscosity, a small portion of the wax melts and sticks to the 
iron, covering the slit. Now, the sharp microscope tip can slowly be inserted into the slit 
from the side with its top is always visible above the wax. Once fully surrounded by the 
wax, it is pulled down until the apex is covered and then pushed upwards again until the 
desired length of the tip wire is coated (between 2 mm and 4 mm). Finally, the tip is pulled 
out sideways through the slit. An illustration of the coating procedure is shown in Fig. 3.3. 
This coating procedure can normally be performed in less than 30 seconds. 
 

 
Fig. 3.3: Illustration of the tip coating procedure. After the soldering iron is heated to 170 oC, a 
small amount of Apiezon wax is melted over the slit. Once the wax has fully melted the tip is 
inserted from the side. The red arrows indicate the direction of tip-movement for each step. The 
whole procedure can be performed in less than 60 seconds.  

 
 
Due to its viscosity, the wax flows away from the tip’s apex when it is pushed upwards 
through the wax surface, exposing it in the process. Most tips fabricated with this process 
show leakage currents that are frequently below 50 pA and therefore well below the often 
used setpoint current of 1 nA. The wax hardens quickly enough that the tips can be used 
few minutes after they were coated. 
 

3.1.3 Experimental Setup for AFM and EC-AFM 
 
For the AFM techniques, a different head has to be mounted on the microscope after the 
sample is positioned on the scanner. This AFM head contains the laser and photodetector 
as well as the electronics to oscillate the tip for tapping mode measurements Fig. 3.4. The 
laser follows the orange path from its source1 through a mirror2, reflecting from the 
cantilever3 and a second, adjustable mirror4 until it reaches the photodetector5. The 
round knobs extending out from the head are to adjust the position of the tip over the 
sample6, the position of the laser on the cantilever7 and the position of the detector8. The 
laser positioning is necessary to align the beam with the front of the cantilever to obtain 
the strongest possible laser signal at the detector. A small window9 is built into the top of 
the head to allow the user to monitor the tip and laser during alignment and approach 
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through an optical microscope that is connected to the computer. After the head has been 
connected to the microscope, the tip holder10 with the installed cantilever is mounted 
inside the head.  
 

 
 

Fig. 3.4: Sketch of the AFM head. The orange line shows the path of the laser beam from its source 
to the photodetector. Image adapted from [67]. 

  
Due to its shape and because an unobstructed path for the laser beam must be 
guaranteed at all times, the design of the electrochemical cell for EC-AFM is more 
complicated than the EC-STM/SECPM cell. An illustration is shown in Fig. 3.5. The shape 
of an air-electrolyte interface would be subject to fluctuations caused by air flow and tip 
movement which would disturb the laser beam. Therefore, the electrolyte is encased in a 
chamber that is closed to all sides. The cell itself is made of glass5 to let the laser beam 
pass through undisturbed. An O-ring1, positioned in a ring-shaped groove on the bottom 
side of the cell, is used to seal the cell-chamber in order to keep the electrolyte inside. 
Three channels connect the chamber to the front of the cell, two of which are used to fill 
it with the electrolyte and as overflow for excess electrolyte10. The third channel gives 
access to the reference electrode2, made of the same 0.5 mm Pt-wire as for the EC-STM 
and SECPM experiments. The counter electrode3 is positioned inside the chamber through 
a small hole from the top surface of the cell and is held in place by tying it around a holding 
pole on top of the cell4. The cantilever9 itself is positioned in a small indentation in the 
center of the cell, secured in position by a metal hook9 that also functions as a connection 
to the microscope electronics. After tip, O-ring and electrode wires are firmly attached to 
the cell, it is positioned inside the AFM head, fixed by a clamping mechanism that also 
completes the connection from the tip to the microscope. The sample7, attached to the 
base plate6, is then positioned on the microscope scanner before the head is mounted on 
top of it and secured by the same metal springs that are used to hold the STM/SECPM 
head. 

1    Laser 
2    Mirror 
3    Cantilever with AFM tip 
4    Adjustable mirror  
5    Photodetector 
6    Head positioning knobs 
7    Laser positioning knobs 
8    Detector positioning knobs 
9    Window for observation 
10  Cantilever holder 
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Fig. 3.5: Illustration of the electrochemical glass cell for EC-AFM. Shown from below on the left and 
as a cross-section on the right. 

 
Now, the electrolyte can be carefully filled in through the channels, using a syringe. Any 
air bubbles inside the cell must be removed by inserting more electrolyte because they 
would obstruct the laser’s path. After setting up the cell and head, the laser has to be 
aligned on the cantilever and the detector and the cantilever tuned to the operation-
frequency. In a liquid environment, the laser alignment tends to drift and must be re-
aligned regularly during the measurements. 
 
 

3.2 Electrochemical Impedance Spectroscopy 
 
The EIS measurements as well as the CVs for the double layer capacitance study were 
performed in a highly symmetric Kel-F cell (Fig. 3.6). After filling the cell with the ionic 
liquid, it was immediately closed with the gold single crystal to prevent it from absorbing 
more water from the ambient air. To keep the liquid inside the cell, the sample is pressed 
onto the opening using a cell holder which consists of two plates held together by four 
screws. A folded piece of aluminum foil is positioned between the sample and the cell 
holder to establish the electrical contact between sample and potentiostat. The counter 
electrode, a 0.5 mm gold wire, was positioned at the opposite side of the cell. A 0.5 mm 
platinum wire quasi-reference electrode was used to keep the input impedance low. The 
gold surface was exposed to the ionic liquid through a circular opening in the cell with a 3 
mm radius. After the cell was set up, the aluminum foil and the reference electrode and 
counter electrode wires were connected to an SP-300 Bio-Logic potentiostat for the 
electrochemical measurements. After each experiment, the cell and electrode wires were 
thoroughly rinsed with acetone and left to dry completely before the next use. 
 

1   O-Ring 6   Base Plate 
2   RE-wire 7   Sample 
3   CE-wire 8   Connection Tip-Microscope 
4   CE-holder  9   Cantilever & Tip   
5   Glass Cell 10 Electrolyte Channels 

1 

8 

1 1 

2 

2 
3 

3 

4 

4 5 

5 

6 
7 

8 

9 

9 

10 10 



 36 

 
Fig. 3.6: Cross-section of the electrochemical cell used in the EIS measurements. The RE and CE 
were inserted into the IL through small holes in the Kel-F cell and then sealed with Teflon tape. 

 
 

3.3 Materials 
 

3.3.1 Ionic Liquids 
 
Ionic liquids can provide an interesting alternative to organic solvents in battery 
electrolytes. This is mainly due to their large stable potential window which would allow 
higher battery voltages. Their low flammability could also lead to much safer batteries, an 
important property for applications in electromobility. ILs are a group of mostly organic 
salts with low melting points around room temperature or in some cases up to 150 oC 
[68]–[70]. In contrast to dilute conventional electrolytes, where ions are surrounded by 
large amounts of solvent and thus mainly interact with each other through long range 
Coulomb forces, direct ion-ion interactions become an important factor in ILs. To obtain 
the properties necessary for a low melting point, the combination of cations and anions 
is chosen specifically to inhibit crystallization. In most cases, large organic cations are 
combined with smaller organic or inorganic anions that often have an asymmetric shape. 
Delocalized charges in the anions reduce the ion-ion Coulomb forces [71].  All these 
characteristics make the formation of a stable crystal lattice more difficult.  
 
A first ionic liquid with intrinsic conductivity – ethylammonium nitrate [EtNH3][NO3] - was 
already described in 1914 by Paul Walden [72], and in the following decades, several new 
ILs were discovered [73]. However, it took until the 1970s until they became subject of 
more extensive research, in this case on a class of chloroaluminate ionic liquids [74], [75]. 
The applicability of this class of ILs was limited due to their complicated and expensive 
synthesis and purification processes, as well as their high moisture sensitivity [74]. These 
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problems were only solved when a new generation of ILs was described in the 1990s, 
mostly based on ammonium salts or cyclic amines [69]. Since then, they have become a 
rapidly growing research field due to their versatility and easy adjustment of their 
properties. Their unique structure gives ILs a number of properties that, in their 
combination, cannot be found in any other material [23], [24], [26], [76]–[78]:  
 

• Due to the strong electrostatic forces between cations and anions in direct contact 
with each other, the volatility of ILs is so low that it can be ignored in most 
situations.  

 
• In general, ILs have a high thermal and electrochemical stability because they 

consist of rather inert ions. This gives them a large operable potential window that 
can reach up to 5 - 6 V and a high liquid temperature range of up to 200 oC.  

 
• Already, a large and still increasing number of easily modifiable ions is known and 

different ILs can be mixed with each other and with many polar solvents. 
Therefore, the properties of ILs can be tuned as desired in an almost infinite 
number of possible combinations.  

 
• Many ILs function as a nearly universal solvent. 

 
• Because of the absence of organic solvents, ILs exhibit a very low flammability.  

 
• Even though ILs basically consist completely of charge carriers, their conductivity 

is rather low. While conventional water-based electrolytes have conductivities 
between 200 and 800 mS cm-1, the conductivity of ILs at room temperature is 
mostly in a much lower range between 0.1 and 18 mS cm-1. This rather unintuitive 
property is caused by their comparatively high viscosity and therefore low ion 
mobility. 

 
In this work, the IL 1-Butyl-1-Methylpyrrolidinium Bis(Trifluoromethylsulfonyl)imide (BMP-
TFSI) was used for the double layer capacitance measurements in chapter 5 and in the 
SECPM experiment comparing the imaging capabilities in different electrolytes in chapter 
4.1.1. The molecular structures of the Pyrrolidinium cation and the TFSI anion are 
illustrated in Fig. 3.7. The high purity BMP-TFSI used for the impedance spectroscopy 
experiments was bought dried to a water content of 60 ppm. It was continuously stored 
in a sealed container inside a glove box under Argon atmosphere with a water content 
constantly below 1 ppm. For transport to the measurement, small amounts were 
transferred into a glass container and only exposed to ambient air directly before being 
used. For measurements with increased H2O content, drops of MilliQ water were added 
to the IL with a pipette. The resulting amount of water in the IL was determined by Karl-
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Fischer titration, using a Metrohm 831 KF Coulometer. It returns the water content in 
ppm, comparing the detected amount of water to the total weight of the inserted liquid. 
For a more meaningful expression of the water content, the results were converted into 
the ratio of BMP or TFSI ions to water molecules. It is then expressed as values in the form 
of 1000 : 100. In this example, the ionic liquid contains an average of 100 H2O molecules 
per 1000 BMP or TFSI ions.  
 

 
Fig. 3.7: Illustration of the molecular structures of the BMP-TFSI ionic liquid. On the left the 1-Butyl-
1-Methylpyrrolidinium cation and on the right the Bis(Trifluoromethylsulfonyl)imide anion. 

 

3.3.2 Polyoxometalates 
 
POMs are most commonly based on early transition metals like vanadium, molybdenum 
or tungsten [79] and often combined with a central heteroatom such as phosphorus, 
silicon, aluminum, arsenic or germanium [80]. POMs can reach astonishingly large sizes 
with molecules containing several hundred metal atoms, resulting in diameters up to 6 
nm [81], [82]. Consequently, they can be viewed as an intermediate construct between 
oxoanions of non-metals in aqueous solution and insoluble metal-oxides and possesses 
some unique properties [79]. The heteroatoms are predominantly surrounded by discrete 
MO6 octahedra, where M is the respective metal atom, with short M=O (dπ-pπ) terminal 
bonds that are directed outwards. Due to low surface charge densities and therefore weak 
anion-cation attraction compared to the cation solvation energies, POMs have an wide-
ranging solution chemistry in aqueous as well as non-aqueous solvents [79]. Interesting 
for the use in energy storage is their ability to undergo multiple redox reactions and 
therefore transport many electrons. 
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The first POM, the phosphomolybdate [PMo12O40]3-, was already synthesized nearly 200 
years ago by J. Berzelius [83]. However, more intensive research on them was only started 
around the beginning of the 20th century [84]. Important work on their molecular 
structure was done by J. Keggin in 1933. He analyzed the phosphotungstic acid 
H3[PO4W12O18(OH)36]nH2O using X-ray diffraction. He found that the central PO4 group is 
surrounded by a shell of twelve WO6 octahedra which are linked by shared oxygen atoms. 
These octahedra are also arranged in four trimetallic W3O13 groups that consist of three 
WO6 clusters with trigonal symmetry. Therefore, the complex anion can be expressed as 
[PW12O40]3- [85]. The general POM type of [XM12O40]n- is now commonly known as the 
Keggin structure with a typical ion size of around 1 nm, which is illustrated in Fig. 3.8.  
 

 
Fig. 3.8: Illustration of the molecular structure of the Keggin-type polyoxometalate with an orange 
heteroatom in the center, surrounded by the octahedral metal (pink) and oxygen (red) clusters. 
The image was adapted from [86]. 

 
The three axes of symmetry results in the existence of several rotational isomers of the 
Keggin ion. Out of the five possible structures, only three have to this point been realized 
experimentally. The most stable form, which is also the one originally analyzed by Keggin, 
is the a isomer [87]. By rotation of one of the M3O13 groups by π/3, the b isomer is formed. 
Further rotation each of the other trimetallic groups leads to the remaining isomers. 
Single or multiple metal centers of Keggin POMs can be removed experimentally in 
alkaline solutions under certain conditions [88]. Some of these lacunary Keggin species 
are still stable and especially the XM9 and XM11 types are commonly realized. Reacting 
with transition metals or similar elements, these vacant sites can be filled to form 
substituted Keggin POMs [80], [88]. Several other types of POM exist besides the Keggin 
structure. However, since only Keggin type POMs were used in this work, the other 
variations will not be discussed here. 
 
The large variety in usable elements, composition, shape and size of POMs results in a 
wide range of tunable properties and possible applications [89]. Soluble in aqueous 
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media, many POMs act as strong acids and can be used in homogeneous and 
heterogeneous catalysis [79], [87]. As a  consequence of the atomic structure, a single 
POM molecule can undergo many redox reactions [6], [7] which makes them a promising 
candidate as charge carriers for energy storage applications. Because of their relatively 
large molecule size, POMs are also expected to have a high electron transfer constant k0 
[90]. 
 

3.3.3 HOPG 
 
Highly oriented pyrolytic graphite is a pure form of graphite that exhibits a much smaller 
density of defects and material impurities than any other form of graphite. It possesses 
an oriented crystal structure of monoatomic graphene layers that are greatly larger than 
in common graphite. Atomically flat terraces with sizes over 1 µm can be found frequently 
on Highly Oriented Pyrolytic Graphite (HOPG) surfaces. It is produced by high temperature 
decomposition of hydrocarbon gas (acetylene is commonly used) or chemical vapor 
deposition at temperatures around 2100 oC, followed by a high pressure annealing step 
above 3000 oC [91], [92]. The inter-layer distance in an HOPG crystal is 0.335 nm and the 
in-plane distance between two carbon atoms is 0.141 nm. Taking a closer look at a 
graphene monolayer A within the HOPG, it exhibits a honeycomb structure where every 
atom has three nearest neighbors. The layer B, positioned underneath A, is shifted in a 
way that an atom of B is always positioned below the center of each hexagon in layer A, 
as illustrated in Fig. 3.9 (b). The overall HOPG structure is a series of ABABAB… layers. Each 
layer consists of two equivalent interpenetrating triangular sublattices [93] that differ 
slightly in their atomic density of states [94]. In most STM images, only one of those 
sublattices can be resolved, the other appears as dark areas. Each sublattice exhibits an 
apparent spacing between atoms of 0.246 nm in the STM images.  
 
HOPG is a widely-used sample in SPM experiments due to its unique properties. The large 
flat terraces are a highly useful background for deposition experiments, giving high 
contrasts between the graphite surface and any adsorbed materials. The surface is also 
mechanically stable and conductive enough for STM. The samples are comparatively 
inexpensive and can be re-used many times by simply removing damaged or 
contaminated surface layers which reveals a clean new surface. Finally, it is chemically 
inert under many circumstances which makes it a useful substrate for electrochemical 
measurements. The samples used in this work were of ZYB quality with a surface mosaic 
spread of 1.2o ± 0.2o and a grain size of up to 1 µm. A fresh HOPG surface was prepared 
before each measurement with the cleaving method, where adhesive tape is pressed on 
the HOPG and then slowly pulled off. The topmost layers stick to the tape because of the 
weak inter-layer binding forces and are therefore removed from the sample. The new 
surface revealed this way is automatically clean and can be used immediately. An AFM 
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image of a typical, freshly cleaved HOPG surface is shown in Fig. 3.9 (a), including an 
illustration of the lattice structure (b) and an atomic resolution image (c). 
 

 
Fig. 3.9: (a) AFM image (5 µm x 5 µm) of a freshly cleaved HOPG surface with large terraces. (b) 
Structural model of two atomic HOPG layers. The blue layer A is located on top of the red layer B. 
(c) Atomic resolution STM image of HOPG.  

 
In the large-area microscope image in in Fig. 3.9 (a), the typical combination of HOPG step 
edges and atomically flat terraces, also known as basal plane, can be observed. The 
structural drawing in Fig. 3.9 (b) shows the positions of the atoms in the two topmost 
graphene layers. An atom in the bottom (red) layer always occupies the position 
underneath the center of each hexagon of the top layer (blue). In Fig. 3.9 (c), an STM 
image of a HOPG surface with atomic resolution is shown. The drawn structural pattern 
marks the positions of the atoms in the two topmost layers for comparison with Fig. 3.9 
(b). The different sizes of the blue circles represent the two sublattices of the graphene 
layer. Only the atoms of one sublattice are seen in the microscope image. The whole 
surface appears stretched due to a drifting effect that can be caused by a not perfectly 
horizontal sample surface or material expansion/contraction from mechanical relaxation 
or temperature shifts. 
 
3.3.4 Au(111) Single Crystal 
 
The Au(111) single crystal surface can be prepared to contain large flat terraces suitable 
for SPM experiments and is often used in electrochemical experiments because of its large 
stable potential window. Gold crystallizes in a face centered cubic (fcc) lattice structure of 
individual hexagonally close packed layers, following an ABC stacking sequence [95], [96]. 
The (111)-surface plane used in this work has a hexagonal atomic structure. A typical 
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surface consists of atomically flat terraces that can reach sizes up to several 100 nm. The 
steps separating the terraces are mostly monoatomic and 0.24 nm high [97]. They exist in 
two different orientational varieties, the (111) or the (100) type, depending on their 
alignment with the underlying crystal structure. The (111) type step is structurally more 
stable than the (100) type [98]. 
 
The Au(111) surface layer undergoes a surface reconstruction that is caused by the low 
coordination number of the surface atoms compared to the bulk crystal atoms. The 
structure of the surface layer is compressed by 4.34 %, fitting 23 surface atoms into 22 
lattice sites [99]. A typical effect of this reconstruction is the so-called Herringbone 
structure, which appears as pairs of parallel lines and can sometimes be resolved in STM 
images. The distance between the two lines of each pair is 4.4 nm and the pairs have a 
distance of 6.3 nm from each other, the elevated structures appear ca. 0.02 nm higher 
than the surrounding atoms. If the terraces on the surface are large enough, the lines 
follow a zigzag pattern [100]. However, when immersed into electrolyte, the surface does 
not always form the Herringbone reconstruction, its structure depends on the applied 
potential. It was found that once the potential is increased over a certain value, the 
reconstruction is lifted. For example, observations of a Au(111) surface in a H2SO4 solution 
showed that the Herringbone pattern is visible at potentials below 0.5 V vs. NHE. 
However, it is lifted when the potential is increased over 0.5 V, where an adlayer of 
hydrogen sulfate anions forms instead. At 1.0 V, the anion adlayer undergoes a phase 
transition into a disordered phase. Each transition caused a sharp peak in the cyclic 
voltammogram of the system [101], [102]. 
 

 
Fig. 3.10: Scanning Tunneling Microscope images of the atomically flat terraces of the Au(111) 
surface after annealing. (a) 2 µm x 2 µm image, tunneling current IT = 1 nA, tunneling voltage UBias 
= 100 mV. (b) 200 nm x 200 nm image, IT = 1 nA, UBias = 100 mV. (This image has been adapted 
from our publication [103].  
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The surface of the Au(111) single crystal was freshly prepared before each experiment. 
After finishing the measurement, it was immediately rinsed, first with Acetone and 
followed by de-ionized water. The cleaned crystal was stored and freshly annealed shortly 
before the next measurement. The annealing process creates larger Au(111) terraces. 
Using a butane torch-burner, the gold was heated in a darkened room until it exhibited a 
dark-orange glow and kept at that temperature for 10-20 seconds. Next, it was allowed 
to cool down for 30 seconds under a stream of Argon gas. This procedure was then 
repeated two more times before completely cooling the crystal down to room 
temperature under the Argon stream, which usually took 10 - 15 minutes. The atomically 
flat terraces achieved with this preparation method reached sizes up to several 100 nm 
(Fig. 3.10).  
 

3.3.5 List of Materials 
 
The following list includes all chemicals and other materials used for this work. Because 
in some cases different vendors or material purities were used in the different 
laboratories, separate lists are shown for each university. 
 
 
TUM CREATE 
 
Material    Vendor  Purity/Quality 
 
Sulfuric Acid (H2SO4)   Sigma Aldrich  ≥ 99.99 % 
Lithium Sulfate (Li2SO4)  Sigma Aldrich  ≥ 99.99 % 
Hydrochloric Acid (HCl)  Sigma Aldrich  ≥ 99.99 % 
Lithium Perchlorate (LiClO4)  Sigma Aldrich  99.99 % 
Phosphoric Acid (H3PO4)  Sigma Aldrich  99.99 % 
MilliQ water (H2O)   Elga   R > 18.2 MΩ, TOC < 10 ppb 
Ferrocene (Fe(C5H5)2)   Sigma Aldrich  98% 
BMP-TFSI (C11H20F6N2O4S2)  IoLiTec   99% 
Gold wire    Goodfellow  99.99% 
Platinum/Iridium wire   Goodfellow  Ratio Pt/Ir = 80/20 
Platinum wire     Goodfellow  99.9% 
Au(111) single crystal   MaTecK  99.999% 
HOPG     Bruker   ZYB  
Argon     National Oxygen 99.99% 
Acetone (C3H6O)   Sigma Aldrich  p.a. 
Apiezon Wax    Bruker    
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TUM 
 
Material    Vendor  Purity/Quality 
 
Sulfuric Acid (H2SO4)   Merck   supra pure 
MilliQ water (H2O)   Millipore  R > 18.2 MΩ, TOC = 3 ppb 
Ethylene glycol   Sigma Aldrich  99.8%, anhydrous 
BMP-TFSI     IoLiTec   99.5% 
Gold wire    MaTecK  99.995% 
Platinum wire    MaTecK  99.99% 
Platinum/Iridium wire   MaTecK  Ratio Pt/Ir = 80/20 
HOPG     MicroMasch  ZYB 
Apiezon Wax    Plano 
 
NU 
 
Material    Vendor  Purity/Quality 
 
Sulfuric Acid (H2SO4)   Sigma Aldrich  ≥ 99.99 % 
MilliQ water (H2O)   Elga   R > 18.2 MΩ, TOC < 10 ppb 
Platinum/Iridium wire   Goodfellow  Ratio Pt/Ir = 80/20 
Platinum wire     Goodfellow  99.9% 
HOPG     Bruker   ZYB  
 
All POMs used in this study were synthesized and supplied by the group of Prof. Ulrich 
Kortz at the Jacob’s University Bremen in Germany.  
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4 Image Generation in SECPM  
 
 
The possibility of directly mapping the potential distribution within the EDL, either in z-
direction with approach curves or in x-y-direction with two-dimensional microscope 
images, should be interesting enough to be used in many studies. Therefore, it is quite 
surprising that since SECPM was developed, it has only been used in a very small number 
of publications. One reason might be that it is more difficult to obtain images of sufficient 
quality than in EC-STM and EC-AFM measurements because on the one hand, tips that 
produce sharp images in EC-STM often do not even engage in SECPM. On the other hand, 
the image quality greatly depends on the working electrode potential. The level of noise 
in the images increases rapidly when the potential approaches the PZC, up to a point 
where the surface is not recognizable anymore. Therefore, in a certain potential range 
around the PZC, SECPM cannot be performed at all. The size of this window depends on 
the quality of tip and tip-coating and can often extend over several 100 mV, preventing 
the use of SECPM if the potential of interest lies within that region. From many SECPM 
measurements, the center of the potential range can be estimated between 0 mV and 
100 mV vs. Pt for HOPG in a 0.1 M H2SO4 solution. Another possible reason for the small 
number of publications utilizing SECPM can be found in the complicated interactions 
between the double layers of tip and sample which overlap at during the measurements, 
preventing an easy deconvolution of the contributions of sample and tip to the measured 
images. Furthermore, a full description of the double layer structure of the sharp, 
irregularly shaped tips and the influence of the tip coating requires more complex models 
than the ones that are currently available. Several attempts have been made to gain a 
deeper insight into the topic. Hamou et al. analyzed the influence of the tip shape and the 
consequences of overlapping double layers with finite element method simulations to 
explain the behavior of previously measured potential-distance curves [62]–[65]. 
Traunsteiner et al. investigated the influence of leakage currents from electrochemical 
processes and electron tunneling on the measured tip potential and came to the 
conclusion that mainly a tunneling current, similar to the one measured in STM, 
determines the tip potential [61].  
 
Despite these efforts, not much is known about the influence of thickness and 
composition of the EDL on the measured SECPM images. Therefore, the effects of 
changing electrolyte concentration and of different types of liquids on the SECPM images 
will be analyzed, including the first atomic resolution images reported with this technique. 
In the second part of this chapter, the nature of an artifact that is often found in SECPM 
images of HOPG step edges in the form of an oscillation will be investigated. To 
understand its origin, changes in the oscillation pattern were monitored during the 
variation of different measurement parameters. For an easier distinction between SECPM 
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images and the images from other SPM methods, a different color scheme was selected 
for SECPM (blue/white instead of the traditional brown/yellow). This study was 
conducted in cooperation with our colleagues at TUM (Lukas Seidl, Yunchang Liang and 
Oliver Schneider) and NU (Jingying Gu). Measurements contributed by their laboratories 
are marked in the image captions. 
 
 

4.1 Influence of Parameter Variations 
 
SECPM relies on the potential gradient within the electrochemical double layer to guide 
its feedback mechanism. Therefore, it is important for the interpretation of all results of 
to understand how the resulting images are affected by the double layer structure itself.  
 
4.1.1 Electrolyte Composition 
 
The GCS model describes the reason for the formation of an EDL with the influence of the 
electric field of a polarized electrode on the ions within the electrolyte [14]. A positively 
charged electrode increases the concentration of anions near the interface while reducing 
the cation concentration in the same region, and vice versa for a negatively charged 
electrode. However, the resulting ion distribution and thus the potential profile also 
depends on the concentration of ions in the bulk electrolyte. To analyze how this affects 
the SECPM images, an image series in varying concentrations of sulfuric acid (Fig. 4.1) was 
recorded, with all other parameters and settings held at constant values. 
 

 
Fig. 4.1: SECPM images (500 nm x 500 nm, measured at NU) of a HOPG surface in different 
concentrations of H2SO4 (a) 0.01 M, (b) 0.1 M, (c) 1.0 M. For comparability, the same tip and 
measurement parameters were used to record each image. However, different areas were 
scanned because the tip position shifts when electrolyte is exchanged. Microscope settings: USP = 
50 mV, Scan Rate = 1 Hz, Gains (i/p) = 1/5, UWE = -400 mV vs. Pt. 

 
The measurement was based on a 0.1 M H2SO4 solution, because it was also used in most 
other SECPM experiments in this work. For the other images, the concentration was either 
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increased or lowered by one order of magnitude. In 1.0 M concentration (Fig. 4.1 (c)), all 
step edges appear clear and sharp and the terraces flat. When decreased to a 0.1 M 
concentration (Fig. 4.1 (b)), the step edges become rougher and image is generally noisier. 
After a further decrease to 0.01 M H2SO4 (Fig. 4.1 (a)), the noise at the edges becomes 
much stronger and extends further onto the terraces. Because of the small forces exerted 
on the tip when the electrolyte was removed and refilled, the position of the tip shifted, 
preventing imaging of the same area in each concentration.  
 
The conditions in each measurement vary slightly because of the Pt-wire reference 
electrode. Its potential changes with the pH value of the solution [104]. However, the total 
change in reference electrode potential between the lowest and highest concentration is 
only around 100 mV which does not affect the image quality much. Also, the effect of the 
RE potential would cause changes in the opposite direction to the observations made in 
the image series. A lower H2SO4 concentration shifts the potential further away from the 
PZC, which would increase the image quality but in the measured images the quality is 
clearly better at higher concentrations. Therefore, the effect can be ignored in the 
discussion of the images. 
 
While the EDL structure of ions in aqueous solution such as H2SO4 is sufficiently described 
by the GCS model, the circumstances can be more complicated in other types of 
electrolytes such as ionic liquids. To analyze how the EDL structure in other liquids affects 
the SECPM images, a series of measurements in three different types of liquids (Fig. 4.2) 
was performed:  
 

• De-ionized MilliQ water  
• The organic solvent ethylene glycol and  
• The ionic liquid BMP-TFSI   

 
MilliQ water and ethylene glycol contain only very small amounts of ions, mainly in the 
form of impurities or from autopyrolysis, where two water molecules react with each 
other to form an OH- and a H3O+ ion. The ionic liquid on the other hand consists purely of 
ions and contains only trace amounts of water. The parallel lines that appear in all three 
scans over the whole image, less pronounced in Fig. 4.2 (c), are 50 Hz oscillations that can 
be picked up from the local power grid under certain conditions and are not relevant for 
the interpretation of the images. In MilliQ water in Fig. 4.2 (a), the image quality is good 
with sharp step edges and no noise besides the 50 Hz oscillations. MilliQ water can be 
viewed as an extreme case of a sulfuric acid solution with a 0 M concentration. 
Considering this, the SECPM image is of unexpectedly good quality compared to the 
images in sulfuric acid in Fig. 4.1. However, a direct comparison between these images 
should not be made because they were obtained under very different conditions. The 
working electrode potentials differ by several 100 mV, the setpoint potential was much 
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lower in MilliQ water and most importantly, different tips were used. The image in 
ethylene glycol (Fig. 4.2 (b)) is slightly noisier but the step edges still appear sharp. Here, 
the tip was not coated but the resulting faradaic currents are low enough not to disturb 
the imaging process because of the nature of the solvent. The final image in BMP-TFSI 
(Fig. 4.2 (c)) appears much sharper, partly because the 50 Hz oscillations are less 
pronounced and partly because of the lower working electrode potential which places the 
measurement further from the potential region with reduced image quality. However, 
some step edges appear covered with brighter spots that might be adsorbed material or 
an effect of the feedback gains. These images show that SECPM measurements can be 
performed in a wide range of different liquids when the right combination of settings is 
found. 
 

 
Fig. 4.2: SECPM images (1 µm x 1 µm, measured at TUM) recorded in different electrolytes: (a) De-
ionized MilliQ water, microscope settings: USP = 20 mV, Scan Rate = 1 Hz, Gains = 1/2, UWE = 0 mV 
vs. Au/Au-oxide. (b) Ethylene glycol measured with an uncoated tip, microscope settings: USP = 
100 mV, Scan Rate = 1 Hz, Gains (i/p) = 1/2, UWE = 100 mV vs. Au/Au-oxide. (c) The ionic liquid 
BMP-TFSI, microscope settings: USP = 50 mV, Scan Rate = 1 Hz, Gains (i/p) = 0.2/0.3, UWE = -
1200 mV vs. Au/Au-oxide. 

 
The decreasing image quality in the less concentrated H2SO4 solutions in Fig. 4.1 can be 
explained by the differing extent of the EDLs in different concentrations. As described in 
section 2.1.2, the Debye length provides a measure for the thickness of the EDL and was 
used to estimate it for all three concentrations, using eq. ( 2.16 ): 
  

• k-1
1M  = 0.30 nm 

• k-1
0.1M  = 0.96 nm  

• k-1
0.01M = 3.04 nm 

 
The larger double layer thickness in lower concentrations (at constant electrode potential) 
results in a flatter potential vs. distance curve. In this case, when the SECPM tip travels a 
certain distance normal to the HOPG surface, it experiences a smaller potential change in 
lower electrolyte concentrations which directly decreases the z-resolution. The tip also 

(a)   MilliQ Water  
 

200 nm 

2.5 nm 
 
 
 
 
 
 

-2.5 nm 

(b) Ethylene Glycol 
 

200 nm 

2.5 nm 
 
 
 
 
 
 

-2.5 nm 

(c)   BMP-TFSI 
 

200 nm 
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reaches the setpoint potential at a larger distance from the surface which effectively 
reduces the lateral resolution. Within certain limits, the effects can be prevented by 
optimizing the SECPM settings. The setpoint potential can be decreased to bring the tip 
closer to the surface. Shifting the working electrode potential further away from the PZC 
generates a steeper potential curve.  
 
The images series in (Fig. 4.2) shows that an EDL with a sufficient potential gradient is 
present in each of the analyzed liquids. Because their structures cannot be described by 
the GCS model, different mechanisms must be responsible for the EDL formation. As 
explained in section 2.1.3, the ions in the double layer in ionic liquids are ordered in a 
layered structure of alternating anion and cation layers. As a result of the lattice 
saturation effect, where the ions reach maximum density near the surface (see section 
2.1.3), the potential curve often progresses flatter than in liquids with an EDL that follows 
the GCS model. Similar to the EDL structure in ionic liquids, in polar or polarizable liquids 
such as water the polar molecules align in layers of alternating orientation in the electric 
field around the electrode surface to form an EDL [105]–[107]. In this case, another factor 
contributing to the double layer structure are water molecules that become ionized in the 
strong electric field near the electrode surface [108]. Ethylene glycol on the other hand is 
not a polar liquid and does not contain any ions. It is possible here that enough impurities 
are present to still form a sufficient EDL for SECPM operation but further studies would 
be necessary to confirm this, using SECPM approach curves in different purity levels of 
ethylene glycol or similar liquids.  
 
A possible explanation for the unexpectedly high resolution and the images in ethylene 
glycol can be found in the work of Traunsteiner et al. [61]. They report that the potentials 
measured by the SECPM tip are in fact the result of various leakage currents in the system 
and do not represent the potential profile of the electrochemical double layer. The 
currents cause a potential drop across the gap between tip and electrode that determines 
the measured potential. At larger distances, the main contribution to the current is a 
result of faradaic processes. However, when tip and sample are brought sufficiently close 
together, an STM-like tunneling current becomes the major influence. Because this 
current depends exponentially on the distance, the achievement of atomic resolution 
might be a realistic consequence. This model could also explain the good image quality in 
water, where the potential gradient in the double layer is expected to be much flatter 
than in any concentration of H2SO4. However, if this model is accurate it would mean that 
SECPM is effectively a variant of EC-STM without control of bias voltage and tunneling 
current. On the other hand, several factors speak against the tunneling model. Firstly, the 
high input impedance amplifier in the SECPM setup is specifically designed to specifically 
prevent the flow of such currents. Another reason can be found in the SECPM study of 
enzyme adsorption by Baier et al. [59]. In Figure 3, they present a comparison between 
an EC-STM and a SECPM image of several enzymes adsorbed on an HOPG surface. One of 
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the enzymes is only visible in the SECPM image but could not be detected by EC-STM and 
the resolution of details in the molecular structure is better in SECPM.  
 

4.1.2 Atomic Resolution  
 
The highest previously reported resolution with SECPM was achieved in the detailed 
images of single molecules of the enzyme horseradish peroxidase on HOPG surfaces by 
Baier et al. [59]. It has been shown many times that the large, atomically flat terraces of 
an HOPG surface are ideal locations to achieve atomic resolution with STM [94]. 
Therefore, these surfaces were chosen to attempt the first atomic resolution with SECPM. 
Each tip was first tested in EC-STM. When a tip was found that repeatedly delivered 
atomic resolution images at several different positions on the HOPG surface, the 
microscope was switched to SECPM mode. Without changes to setup, an image was 
recorded at the same position under similar conditions. The working electrode potential 
was kept far from the potential window around the PZC to guarantee the best possible 
image quality. The scan rate was set very high and the gains were decreased close to zero 
for a quasi-constant height mode measurement. Only a small value was assigned to the 
integral gain to protect the tip from crashing into the surface. A low setpoint was chosen 
to position the tip close to the surface for optimal resolution (Fig. 4.3 (a)). Instead of the 
typically portrayed height information, the SECPM images in Fig. 4.3 (a) and (b) were 
measured in constant height mode and display the measured potentials directly. For 
atomic resolution, this mode of presentation often provides better contrast and makes 
the surface structure detectable more easily. Image (a) is relatively noisy and the influence 
of a fluctuating drift is evident. However, the periodic pattern of the atomic structure of 
the HOPG surface is clearly visible. 
 

 
Fig. 4.3: (a) Atomic resolution SECPM potential map of a HOPG surface in 0.1 M H2SO4, measured 
in quasi-constant height mode (3 nm x 3 nm, measured at TUM). Microscope settings: Scan rate = 
40 Hz, gains (i/p) = 0.1/0.0, USP = 15 mV, UWE = -1.0 V vs Au/Au-oxide. (b) Fourier noise-filtered 
image of the area marked by a white square in (a), showing the hexagonal structure of the 
graphene layer (1.5 nm x 1.5 nm). The inset shows the Fourier-transformed image. (c) STM image 
in air of a HOPG surface in atomic resolution for comparison (1.5 nm x 1.5 nm, measured at TUM 
CREATE). Microscope settings: Scan rate = 20 Hz, gains (i/p) = 0.1/0.0, ISP = 1 nA, UBias = 100 mV. 
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For (b), the area marked by the white square has been Fourier-transformed (FFT), noise 
filtered (inset) and finally transformed back with inverse FFT. For comparison, an atomic 
resolution STM image of a HOPG surface is shown in (c). It has been noise-filtered with 
the same method as (b). The striking similarities between SECPM and STM image confirm 
that SECPM is indeed capable of atomic resolution. The SECPM image appears sharper 
than the one recorded with EC-STM but because different tips were used for the 
measurements, this should not be interpreted as superior SECPM image quality over EC-
STM.  
  
 

4.2 Step Edge Oscillations  
 
During SECPM measurements on HOPG surfaces an oscillation effect can frequently be 
observed at step edges. Its amplitude slowly decreases with a larger distance from the 
edge until it disappears after several oscillations. The number of visible maxima and the 
distance between them appears to be influenced by various measurement parameters 
and microscope settings. To find the cause of the oscillations and to determine if they are 
a measurement artifact or an actual potential effect, several SECPM image series were 
recorded with a systematic variation of different parameters.  
 
4.2.1 Size and Shape 
 
The oscillations were mainly observed on HOPG surfaces but have also been found in 
SECPM measurements at step edges on Au(111) surfaces. Therefore, it can be excluded 
that the effect is material-specific to HOPG. Fig. 4.4 (a) shows an example SECPM scan of 
an HOPG step edge with large oscillations towards the left side of the step edge. For 
comparison, an EC-STM scan of the same area, recorded immediately before the SECPM 
image, is shown in Fig. 4.4 (b). The example images show that the oscillations can only be 
observed in SECPM which already indicates that the oscillations are an artifact. However, 
the possibility cannot be ruled out that a to this point unknown oscillation in the potential 
structure of the EDL, caused by the presence of the step edge and picked up by the SECPM 
tip, is the reason for the observed structures. To quantify the influence of each 
microscope parameter on the oscillations, a line profile perpendicular to the step edge 
was taken from each image. The amplitude and distance of the peaks were measured 
from these profiles and compared to each other. Fig. 4.5 shows a typical SECPM image of 
an HOPG step edge (a) and the line profile extracted from the marked area (b). Because 
the step edges often appear uneven und the oscillations can differ in intensity along a 
step edge, the line profiles were averaged over the width of around 100 nm along a 
straight step edge for a better comparability of the results. 
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Fig. 4.4: Comparison of an SECPM (a) and an EC-STM (b) image of the same HOPG step edge in a 
0.1 M H2SO4 solution (500 nm x 500 nm). The SECPM image was recorded immediately after the 
EC-STM image, using the same tip. Microscope parameters: (a) Scan rate = 1 Hz, Gains (i/p) =  5/8, 
UWE = -400 mV vs. Pt, USP = 5 mV (b) Scan rate = 2 Hz, Gains (i/p) = 0.5/1, UWE = -400 mV vs. Pt, ISP 
= 1 nA, UBias = 100 mV (measured at TUM-CREATE).  

 

 
Fig. 4.5: (a) SECPM image (trace) with step edge oscillations of a HOPG surface in 0.1 M H2SO4 
(500 nm x 500 nm). The white rectangle shows the area that was used to generate the averaged 
line profile which is shown in (b), the dashed line indicates its direction. Microscope settings: Scan 
rate = 2 Hz, USP = 5 mV, UWE = -400 mV vs. Pt, Gains (i/p) = 5/8 (measured at TUM-CREATE).  

 
It becomes evident from the line profile shown in Fig. 4.5 (b) that the amplitude of the 
oscillation peaks decreases with distance from the step edge until the profile flattens and 
turns into the HOPG basal plane. To obtain comparable values from the recorded images 
and line profiles, the peak amplitude and distance were measured as shown in the image. 
The amplitude of the first peak was measured between the small maximum directly at the 
step edge and the first minimum. The peak distance was recorded between the same 
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maximum and the following peak. The same values were also measured for the second 
maximum, on the one hand to obtain more data and on the other hand to locate possible 
differences between the result for the first and second peak. To analyze the oscillations, 
several image series were recorded, each with variation of a different microscope 
parameter. For comparable results, all experiments were performed in a 0.1 M H2SO4 
solution. 
 

4.2.2 Influence of Measurement Parameters 
 
As mentioned above, the oscillations always appear after the tip scans over a step edge. 
To determine if and how their appearance differs when the step edge is scanned from 
upper to lower terrace or vice versa, two images were recorded with opposite scan 
directions (Fig. 4.6), the so-called trace (scan direction from left to right) and retrace (scan 
direction from right to left) images. 
 

 
Fig. 4.6: SECPM images of an HOPG step in a 0.1 M H2SO4 solution (1 µm x 1 µm) showing the 
typical oscillation behavior ((a) Trace, (b) Retrace). The upper terrace is located to the right of the 
step edge, the lower terrace to the left. The line profiles perpendicular to the edge are shown as 
white curves over the images (not to scale). Microscope settings: UWE = -400 mV vs. Pt, Scan rate 
= 2 Hz, Gains (i/p) = 5/8, USP = 5 mV (recorded at TUM-CREATE). 

 
The most evident finding here is that the direction of the oscillations depends on the scan 
direction. They always proceed in the direction of the scan. This observation already 
confirms that the effect cannot be caused by a potential structure within the EDL and is 
also not a surface feature as was already shown by the comparison with EC-STM. Another 
interesting observation is that amplitude of the first maximum is much higher when 
scanning from the lower to the upper terrace (4 nm) than in the opposite direction (1.5 
nm). The following peaks show a similar amplitude ratio. The distance between the 
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maxima is not affected and remains the same throughout both images. The parallel 
diagonal lines found in both images are the known 50 Hz oscillations of the power grid 
that can in some situations be picked up by the imaging mechanism and are not relevant 
for this analysis. When a good tip is used and the microscope settings are optimized, their 
intensity can be reduced. However, this also reduces the probability of the step edge 
oscillations to appear. 
 
In the second image series, the scan rate was varied, i.e. the number of line scans 
performed per second. The resulting images with increasing scan rate are shown in Fig. 
4.7. The according line profile of each image is overlaid as a white curve in each image. 
Since the microscope automatically records a trace and a retrace scan each time, a rate of 
1 Hz corresponds to one line scan in trace direction and one in retrace direction within 
one second. In general, lower scan rates are expected to provide a better image quality 
with the drawback of longer imaging times. In this work, each image consists of 512 x 512 
data points. Therefore, it takes almost 9 minutes to record an image at 1 Hz where even a 
slow drift can cause large distortions in the images. Because the differences between trace 
and retrace images have already been examined in the previous section, only the trace 
images will be shown in the following image series. 
 

 
Fig. 4.7: SECPM image series (trace direction, 500 nm x 500 nm) of an HOPG surface in a 0.1 M 
H2SO4 solution with varied scan rates. The white curves show the averaged line profile extracted 
from each scan (not to scale). Microscope settings: Gains (i/p) = 3/4, USP = 50 mV, UWE = -400 mV 
vs. Pt, (recorded at TUM-CREATE). 
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At low scan rates, the oscillations are small, almost vanishing completely at 1 Hz. With 
increasing scan rates, they extend further away from the step edge until they cover a 
several 100 nm wide area. At the same time, the sharpness of the images decreases and 
fringe-like artifacts appear at the step edge. They point in scan direction and become more 
numerous and larger at faster scan rates as shown by the white arrows in Fig. 4.7 (7 Hz). 
This effect is most likely a direct cause of the high scan rate when the feedback loop is not 
able to adjust the tip height quickly enough to accurately resolve the sharp edge. Similar 
features have also been found in EC-STM measurements and therefore they are not 
considered relevant for this study. 
 
The next image series was recorded with varied feedback gains (Fig. 4.8). The gains control 
the height adjustments of the tip in response to changes in the distance to the surface 
during the scan. For this measurement, the proportional gain was kept two units higher 
than the integral gain. 
 

 
Fig. 4.8: SECPM image series (trace direction, 500 nm x 500 nm) of an HOPG step edge in a 0.1 M 
H2SO4 solution with increasing feedback gains (i/p), shown in the top left corner of each image. 
The line profiles for each scan are again shown as white curves (not to scale). Microscope settings: 
Scan rate = 2 Hz, UWE = 50 mV vs. Pt, USP = 5 mV (recorded at TUM-CREATE).  

 
These images were recorded under the same conditions as the previous scan rate series 
at the same position on the HOPG surface. In this case, while the size of the oscillations 
appears to remain constant, the number of visible maxima increases with the gains. The 
step edge appears sharper at higher gains due to the faster response by the feedback 
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loop. At very high gain values, the extent of the oscillations begins to vary with the number 
of visible maxima ranging from three to over ten. In extreme cases, they can even be 
found on both sides of the step edge (Magnified area in Fig. 4.8 (9/11)). This is a known 
effect that emerges when the gains are set too high, making the tip oscillate over large 
areas of the whole image with a similar appearance as the step edge oscillations.  
 
In Fig. 4.9, the setpoint potential of the measurement was varied. It describes the constant 
potential difference between tip and sample at which the image is recorded. Therefore, a 
higher USP stands for a larger distance. The dotted white line in the 10 mV image shows 
the step edge from which the line profiles were extracted. 
 

 
Fig. 4.9: SECPM image series (trace direction, 500 nm x 500 nm) of an HOPG step edge in a 0.1 M 
H2SO4 solution with varied setpoint potential. The dotted line in the 10 mV image marks the step 
edge at which the line profiles, embedded in each image as a white curve, were extracted (not to 
scale). Microscope settings: Scan rate = 2 Hz, Gains (i/p) = 1/3, UWE = -400 mV vs. Pt (recorded at 
NU). 

 
The 50 Hz oscillations can be observed again in this series. They are strongest at the lowest 
setpoint and their intensity decreases at higher USP at which also the white features at the 
step edge are observed again that were previously shown in Fig. 4.7 (7 Hz). The best image 
quality is achieved at USP between 30 mV and 50 mV. The size of the step edge oscillations 
does not appear to be affected much be the changes in setpoint potential. 
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In the final image series, the working electrode potential was varied in steps of 200 mV 
(Fig. 4.10). The bottom of the imaged area consists of several broken and folded graphene 
sheets and is therefore not ideal for an analysis of the oscillations. However, in the top 
half, a single step edge extending several 100 nm provides a good location (indicated by 
the dotted, white line in the -200 mV image). 
 

 
Fig. 4.10: SECPM image series (trace direction, 1 µm x 1 µm) of an HOPG step edge in a 0.1 M 
H2SO4 solution with varied working electrode potential. The white dotted line in the -200 mV image 
indicates the position the line profiles, embedded in each image as a white curve, were extracted 
from (not to scale). Microscope settings: Scan rate = 2 Hz, Gains (i/p) = 5/10, USP = 5 mV (recorded 
at TUM-CREATE).  

 
An attempt was also made to obtain another image at 0 mV, but at this potential the tip 
cannot engage. Most likely, the PZC is too close to the working electrode potential for 
SECPM measurements in that case. Interestingly, the oscillations are only clearly visible in 
the first two images with the highest setpoint potentials and the number of visible 
maxima decreases rapidly with UWE. At the lower potentials, horizontal lines start 
appearing around all edges instead.  
 

4.2.3 Line Profile Analysis 
 
To allow a direct comparison of the line profiles obtained from the microscope images, a 
quantifiable analysis of the oscillations is necessary. Using the method introduced in Fig. 
4.5, amplitude and distance of the first and second maximum were measured and plotted 
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against the according varied parameter. In Fig. 4.11, the peak analysis results of the scan 
rate image series for both trace and retrace images are presented.  
 

 
Fig. 4.11: Measured oscillation peak distance (a) and amplitude (b) of the scan rate image series 
(Fig. 4.7) using the method presented in Fig. 4.5. Analyzed were the first (circles) and second 
(triangles) maxima of both trace (blue) and retrace (red) images. 

 
The analysis of the peak distance (a) shows a linear increase with the scan rate in all cases. 
However, the increase is much stronger for the first peak in retrace direction, while the 
values for the other three measured peaks are very close to each other. A similar behavior 
can also be observed in the amplitude data (b). In this case, the difference is even stronger 
because only the first peak retrace curve shows any increase at all while the other three 
peaks remain at a constant value. This diverting behavior is caused by the 
disproportionately large first peak in retrace direction that was shown in Fig. 4.6. The 
effect is found in all line profiles of scans in which the step edge is passed in upward 
direction and becomes stronger when the scan rate is increased. At higher scan rates, the 
peak’s size increases enough that it also distorts the second maximum so much that 
reliable amplitude measurements are no more possible. Thus, at scan rates of 3 Hz and 
above, amplitude values for the second peak in retrace direction could not be extracted. 
Because the feedback gains were kept constant throughout the experiment, at higher 
scan rates the feedback loop is not able to adjust the tip height fast enough to clearly 
resolve the surface. After an initial overcompensation of the height change, the 
mechanism returns only slowly to the setpoint distance, making any surface structure 
appear both higher and wider than it actually is. This also causes the appearance of the 
typical lines and fringe-features after step edges or particles (e.g. Fig. 4.7 (7 Hz)). It can be 
concluded that the effect is not connected to the step edge oscillations and that the it is 
better to omit the deviating first peak retrace data in the evaluation of the data. The same 
line profile analysis method was used for an analysis of the oscillation peaks of the 
feedback gain image series (Fig. 4.12). 
 

(a) 
 

(b) 
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Fig. 4.12: Measured oscillation peak distance (a) and amplitude (b) of the feedback gain image 
series (Fig. 4.8) using the method presented in Fig. 4.5. Analyzed were the first (circles) and second 
(triangles) maxima of both trace (blue) and retrace (red) images.  

 
The peak distance decreases strongly with increasing feedback gains at lower gain values. 
At higher gains the curve exhibits an only slowly decreasing nearly constant behavior. 
Again, the first peak retrace curve deviates from the other three curves. However, the 
difference is much smaller than in the scan rate series. The effect causing the large first 
peak when the step edge is passed in upward direction is countered to a certain extent by 
increasing the feedback gains which causes a faster adjustment of the tip height. This 
explains the stronger deviation at lower gains, while at higher gains the values of all four 
curves are similar. As in the scan rate series, the peak amplitude is not affected by the 
feedback gain changes. The peak amplitude curves of the scan rate series only appear 
flatter in Fig. 4.11 than here because of the different height scales used in the graphs.  
 
Both scan rate and feedback gain are purely internal parameters of the microscope 
system, the setpoint and working electrode potentials on the other hand directly affect 
the conditions inside the electrochemical cell. This difference might provide further 
indications on the origin of the step edge oscillations. The line profile analysis for the 
setpoint potential image series is shown in Fig. 4.13. In the microscope images of the 
setpoint potential series in Fig. 4.9, an increasing number of oscillation peaks is observed 
at higher USP. However, the analysis of the maxima in the line profiles shows that both 
peak distance and amplitude are stable throughout the varied USP range. In this case, only 
images in trace direction were recorded. The small fluctuations in the measured values 
can be explained by the limited lateral resolution of the microscope images. The line 
profile analysis from each image series shows that the oscillation amplitude does not 
change from parameter variations in any experiment, only the distance between the 
maxima is affected. A measurement of the peak distance in nanometer is not suitable for 
a comparison when different scan rates are used. An oscillating tip would let the maxima 
appear closer to each other at lower scan rates, simply because it moves a shorter 
distance while it performs a single oscillation. Therefore, an effective oscillation frequency 

(a) 
 

(b) 
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neff (oscillation peaks per second) was calculated from the peak distance data for better 
comparison: 
 

 
Fig. 4.13: Measured oscillation peak distance (a) and amplitude (b) of the setpoint potential image 
series (Fig. 4.9) using the method presented in Fig. 4.5. Analyzed were the first (circles) and second 
(triangles) maxima in trace direction. 

 𝜈(�� =
2𝑎𝑟
𝑑   ( 4.1 ) 

using the image size a, the scan rate r and the peak distance d. The converted effective 
oscillation frequency curves from all three image series are plotted together in Fig. 4.14. 
Since the behavior of the data does not differ much for the individual analyzed maxima 
within each image series, an average curve was calculated for each series. The effective 
oscillation frequencies of scan rate (blue) and setpoint potential (green) does not show 
any dependence on the varied parameter. The variation of the feedback gains (red) on 
the other hand clearly influences the step edge oscillations with higher gain values 
resulting in a higher neff. With the feedback gain being the only parameter that affects the 
appearance of the step edge oscillations, it can be confirmed that the effect is indeed an 
artifact. The feedback loop, a component of the microscope that has no influence on the 
electrochemical conditions inside the cell, keeps the tip-sample distance constant during 
the measurement. The most probable explanation for their appearance is therefore that 
the scanning of a sharp step edge in SECPM can cause the feedback loop to 
overcompensate for the height change under certain conditions. The tip height is adjusted 
too much, causing the feedback-loop to initialize a counter-adjustment with lower 
amplitude that is too strong as well. This continues for several repetitions until the effect 
becomes too small to be observable. An examination of the final image series (Fig. 4.10) 
with varied working electrode potential gives some insight into the conditions under 
which the oscillations occur. The images indicate that the oscillations are only found in a 
certain range of UWE and that the number of visible maxima increases when the potential 
approaches the region around the PZC in which SECPM measurements are not possible. 
 

(a) 
 

(b) 
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Fig. 4.14: Effective oscillation frequency curves calculated from the measured peak distances of 
the scan rate, integral gain and setpoint potential series, each plotted over the according 
parameter. The thick, solid curves are calculated average values from the individual trace and 
retrace data (T = trace, RT = retrace) of the first and second peak, plotted as dashed lines.  

 
On a smaller scale, a similar behavior can also be found in the setpoint potential image 
series, where the number of visible maxima increases with USP. It appears that the step 
edge oscillations are more likely to appear and increase the number of visible maxima 
when the potential gradient in the EDL is smaller.  This is the case for higher USP as well as 
for UWE close to the PZC. These findings suggest that the feedback loop system only 
functions properly when the z-resolution is high enough and that under certain conditions 
in SECPM, the potential gradient falls below this threshold. It has been observed that the 
occurrence of the oscillations is also linked to the tip quality. With some tips, the 
parameters have to be adjusted to extremely high or low values in order to initiate the 
oscillations, while other tips would still oscillate at potentials far from the PZC at low 
setpoint values. This indicates that the shape of the tip, its exposed surface area and the 
length of the exposed part of the tip all affect the measured potentials and thus the z-
resolution.  
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5 Influence of Water on the Double Layer 
Capacitance of an Ionic Liquid 

 
 
The shapes of measured Double Layer Capacitance (CDL) vs. potential curves of several ILs 
by different groups showed unexpected deviations and, in some cases, were not even 
consistent throughout a single experiment [4], [5]. Suspected causes of the problem were 
varying levels of contamination, mainly with water, but also possible unwanted reactions 
occurring at certain potentials [112], [134]. To clarify the situation and confirm the actual 
cause of the deviations, the influence of the presence of water in an IL on its double layer 
capacitance will be investigated. The measurements are performed in a potential region 
in which no faradaic reactions occur. Small amounts of water were added to a dried ionic 
liquid and its double layer capacitance at an Au(111) single crystal electrode was 
measured with Electrochemical Impedance Spectroscopy (EIS). The resulting CDL vs. 
potential curves were then compared to curves derived from a simple mean field model. 
A peak found in the measured capacitance curves was suspected to be caused by a surface 
reconstruction of the Au(111) surface. The high resolution of EC-STM allows to detect the 
occurrence of a surface reconstruction. Therefore, the method was used to study 
potential dependent changes in the Au(111) surface. The results presented in this chapter 
were published in [113] and the supporting information [103]. 
 
 

5.1 Water in Ionic Liquids 
 
Although many ionic liquids are hydrophobic and therefore immiscible with water, they 
are often hygroscopic in reality and absorb water from the ambient air [114]. The 
presence of even small traces of water can have a strong influence on the properties of 
the IL such as its polarity, conductivity and viscosity. However, when it comes to the field 
of energy storage research, the most important effect is a drastic decrease of the width 
of the electrochemical window. Generally, the large window is considered one of the 
great advantages of ILs over conventional electrolytes [115]. Water as an impurity in 
different ILs and its effect on the physical properties of the bulk ionic liquid have been 
thoroughly studied [116]–[119]. Also, the structure and interactions of water molecules 
in ILs were analyzed [120]–[124]. The solubility of water depends mainly on the type of 
anion in the ionic liquid and the water molecules often form hydrogen-bonds with two 
anions simultaneously [121]. It was found that at low concentrations of water, the ionic 
liquid can be induced to form organized nanostructures until, with increasing water 
content, a turnover point is reached and the structural organization decreases again. At 
this point, when the water concentration is sufficiently low the water molecules disturb 
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the short range order of the IL by positioning themselves in the form of molecule clusters 
at the preferential ion-ion interaction sites, the hydrophilic moieties, where they form a 
hydrogen bonded network [120], [125]. 
 
The conditions at the electrode-ionic liquid interface can differ significantly from the bulk 
IL. Since it is practically impossible to completely remove water from an ionic liquid, it is 
of particular importance for electrochemical applications to understand how its presence 
affects structure and properties of the electrochemical double layer. Simulations of the 
water distribution near the electrode showed an enrichment of water at the surface that 
increases with the surface charge density and an asymmetry in the amount of adsorbed 
water between positively and negatively charged electrodes was discovered [126]–[128]. 
Molecular dynamics simulations by Feng et al. [126] of imidazolium-based ionic liquids on 
multi-layered graphene electrodes showed that the distribution of water molecules 
depends on their interaction with the electric field in the double layer, driving them 
towards the absolute maxima of the field. The water also accumulates at positions where 
it has access to highly charged moieties of the ions and at any available free space in the 
liquid near the surface. These factors also depend on the size, shape, structure and charge 
distribution of the ions which again are affected by the electrode polarization [126]. The 
theoretical models were confirmed experimentally by Motobayashi et al. [129] and Zhong 
et al. [130]. Motobayashi et al. used surface-enhanced infrared absorption spectroscopy 
in combination with electrochemical methods. They found that the water molecules 
accumulate at the interface and form a strong hydrogen-bond network, even at low 
concentrations. As predicted by the simulations, the water accumulation depends on the 
sign and strength of the electrode polarization. It is linked to the exchange between 
cations and anions in the first layer of ions which is also driven by the electrode potential. 
The stronger bonds between water and anion lead to an increased water content when 
the first ionic layer consists mainly of anions. They also found that the presence of water 
facilitates the anion-cation exchange in the EDL by reducing coulomb forces between 
them and between ions and electrode. Zhong et al. analyzed the layered structure of 1-
Butyl1-Methyl Pyrrolidinium Bis(trifluoromethylsulfonyl)amide (BMP-TFSA) near an 
Au(111) electrode surface with AFM force curves. They discovered ordered structures 
between three and five ionic layers wide. The two layers closest to the surface are charged 
while the remaining ones are neutral. The force required to penetrate the two charged 
layers closest to the surface varied with the potential because of the accumulation of 
water, with the first layer showing a stronger dependence than the second. The stiffness 
of these layers also decreased when the water content was increased which indicates that 
it causes a reduction of the coulomb forces between cations, anions and electrode. The 
thickness of the two charged layers increases with a higher water content while the 
thickness of the one to three remaining neutral layers is unaffected. 
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Electrochemical impedance spectroscopy is an important method for obtaining 
information about the EDL by determining the double layer capacitance and its 
dependence on the electrode potential. Much effort has been put into EDL capacitance 
measurements in ionic liquids with EIS [4], [5], [112], [131]–[133] and other methods. 
However, the results often contradict each other or in in some cases were not even 
reproducible within a single study [4], [5]. The resulting capacitance-potential curve 
shapes range from camel shape to bell shape and others (introduced in section 2.1.3). 
While this might be caused partially by the different ILs, other influences such as 
experimental methods, electrode interfaces and equivalent circuits used in the 
experiments, contaminations of the ILs with water or other substances and reactions 
taking place within the large potential window must also be considered as possible 
reasons [112], [133]. To avoid most of these problems, the potential range of the 
measurement was reduced to a region where no other reactions are taking place in the 
IL-electrode system and controlled the water content to analyze its influence on the 
double layer capacitance.  
 
 

5.2 Electrochemical Measurements 
 

5.2.1 Reference Electrode Stability 
 
Especially in longer experiments, it is important to use a stable reference electrode to 
obtain reliable results. Therefore, the stability of the Pt-wire’s potential that was used in 
the EIS measurements as quasi-RE was analyzed by measuring the equilibrium potential 
of the ferrocene/ferrocenium couple in the same cell setup used for impedance 
spectroscopy.  A 0.5 mM ferrocene solution was made from the dry BMP-TFSI inside the 
glove box. As in the double layer capacitance measurements, different amounts of water 
were added to the IL before it was filled into the cell. To determine the electrode’s stability 
over longer time, five subsequent cyclic voltammograms were recorded. The positions of 
the ferrocene/ferrocenium peaks were then compared between each of them (Fig. 5.1 
(a)). The influence of the water content was analyzed by comparing the peak positions in 
measurements with different water contents in the IL (Fig. 5.1 (b)). The stability 
measurements show that the Pt-wire potential remains stable during a single 
measurement (Fig. 5.1 (a)). The location of the ferrocene redox peaks does not change 
throughout several potential cycles. However, a comparison of the results from 
measurements with different water content in the IL (Fig. 5.1 (b)) revealed that the 
ferrocene redox peak potential varies from measurement to measurement. The position 
of the peaks seems to fluctuate randomly without any recognizable influence by the water 
content. Therefore, it has to be concluded that the Pt-wire’s potential, while being stable 
during a single measurement, changes between to separate measurements. In order to 
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compare the results from different samples, the capacitance-potential curves will 
therefore be normalized to a common feature (the method will be described in section 
5.2.3). 
 

 
Fig. 5.1: (a) CV (5 cycles) of BMP-TFSI with a water content of 1000 : 3.5 and 0.5 mM ferrocene. 
The ferrocene reaction redox peaks remain stable throughout the measurement. (b) CVs of BMP-
TFSI with 0.5 mM ferrocene and different amounts of water added. The potential of the ferrocene 
redox peaks changes from measurement to measurement. This graph has been published in [103]. 

 

5.2.2 Cyclic Voltammetry 
 
To determine a suitable potential region for the double layer capacitance measurements 
in the BMP-TFSI - Au(111) system, CVs in a fairly large potential window of -1.2 V to 1.2 V 
vs. Pt were recorded with different amounts of water added to the IL (Fig. 5.2). The thick 
blue curve shows the CV of the dry ionic liquid (1.4 water molecules for each 1000 BMP-
TFSI anions and cations) on a smaller current scale. The CVs are located completely within 
the stable potential window of BMP-TFSI and are therefore expected not to contain any 
major features. However, the curves show several peaks in the observed potential range. 
The simple explanation for this counterintuitive observation is that the flat non-faradaic 
region presented in many CVs of ILs has been shown to only appear flat due to the large 
scale generally used in their presentation [112]. Both anodic and cathodic currents 
increase when more water is added to the system and even the dry IL shows the presence 
of several redox waves. The anodic peak around -0.4 V vs. Pt is only observed after 
reduction at -1.0 V vs. Pt. In consequence, the relatively flat potential region between -
0.4 V and +0.1 V was chosen for the EIS measurements. Immediately before and after 
each EIS measurement, a CV in the same potential range was recorded at 20 mV/s to find 
out if the EIS experiments had caused any permanent changes in the system. Starting at 
OCP, the electrode potential was first decreased to -0.4 V vs. Pt and then reversed to 0.1 
V vs. Pt. As an example, a comparison of the CVs recorded before and after EIS at two 
different water contents is shown in Fig. 5.3. 
 

(a)
 

(b)
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Fig. 5.2: CVs of BMP-TFSI with different amounts of water added. The thick blue curve was 
measured in dry BMP-TFSI and is plotted with a smaller current scale (Current density axis on the 
right side of the graph). This graph has been published in [113]. 

 
 

 
Fig. 5.3: CVs (20 mV/s) of BMP-TFSI recorded immediately before and after the EIS measurements 
and in the same potential region. The blue curves were measured in dry BMP-TFSI (1000 : 1.4), the 
red curves with added water (1000 : 58.6). This graph has been published in [113]. 
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Since the CVs in dry BMP-TFSI (1000 : 1.4) before (light blue) and after (dark blue) the EIS 
measurement are very similar, it can be concluded the system does not undergo any 
significant changes during the impedance spectroscopy. Neither are any faradaic 
processes observed in any CV. In the more humid IL (1000 : 58.6) on the other hand, 
differences between the CVs recorded before (light red) and after (dark red) EIS are much 
more pronounced. It can be assumed that the higher currents in the CV after EIS are 
caused by products that were formed during the EIS measurement [134]. The current 
density is still rather low, as can be seen when compared to the 0.5 mM ferrocene peak 
in Fig. 5.1. Therefore, the effect is not expected to influence the results significantly. 
 

5.2.3 Electrochemical Impedance Spectroscopy 
 
Immediately after the initial CV was recorded, the EIS measurement was started in the 
same potential range. Each EIS data set consists of 51 data points, the first one recorded 
at +0.1 V vs. Pt. The potential was then subsequently decreased in steps of 20 mV until 
the final potential of -0.4 V vs. Pt was reached. For each data point, an EIS spectrum was 
measured in a frequency range between 200 kHz and 0.5 mHz with a 10 mV amplitude. 
After each potential step and before the next data point was measured, a two-minute 
waiting period was applied to allow the system to revert to an equilibrium state. After the 
last EIS measurement, the second CV was recorded with the same potential limits, but 
starting at the present cell potential of -0.4 V.  
 
The double layer capacitance can be calculated from the measured impedance data by 
fitting it to an equivalent circuit that correctly describes all processes in the 
electrochemical cell. Because finding the best equivalent circuit is not a straightforward 
task, three possible candidates were chosen and the the resulting fits compared for their 
quality (Fig. 5.4).  
 

• Orange: An ohmic resistor ROhm and a capacitor CHF in series, using a limited 
frequency range between 200 kHz and 100 Hz (Fig. 5.4(a)); 

 
• Green: An ohmic resistor ROhm and a CPE Q, using the whole recorded frequency 

range (Fig. 5.4 (b)); 
 

• Blue: An ohmic resistor ROhm in series with a parallel combination of a capacitor 
CHF and a CPE Q, using the whole frequency range [112] (Fig. 5.4 (c)). 

 
To determine the double layer capacitance from an equivalent circuit that contains a 
constant phase element, an effective capacitance CSurface must be calculated with a 
method developed by Hirschorn et al. [135], using an infinite charge transfer resistance. 
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Fig. 5.5 (a) shows a typical Bode plot of the Au(111) surface in BMP-TFSI with a water 
content of 1000 : 58.6 with fits from all three equivalent circuits in the respective colors. 
Fig. 5.5 (b) shows the resulting potential dependence of the calculated double layer 
capacitances. For equivalent circuit (c) the sum of CHF and CSurface is plotted. 
 

 
Fig. 5.4: Illustration of the three equivalent circuits that were tested for the fit of the EIS spectra. 
This graph has been adapted from [113]. 

 

 
Fig. 5.5: (a) Typical Bode plot of BMP-TFSI (1000 : 58.6) at 0.1 V vs. Pt fitted with the three options 
for the equivalent circuit. (b) Resulting fitted double layer capacitance vs. potential curves from all 
three equivalent circuits. This graph has been published in [113]. 

 
In general, the double layer capacitance vs. potential curves show a very similar behavior 
of an increasing capacitance with higher potential and two small ‘humps’ around -250 mV 
and -50 mV. To determine the most suitable equivalent circuit, the quality of each fit was 
estimated using the c2 test: 
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Here, si is the standard deviation, Zmeas(i) the measured impedance at frequency fi and 
Zmodel(f,param) the impedance calculated from the respective model used, a function of 
the model that depends on the models parameters param (Rohm, C, CPE). The calculated 
c2 values for all 51 spectra using each equivalent circuit are: c2

a = 0.011, c2
b = 0.040 and 
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c2
c = 0.012. Therefore, equivalent circuit (a) was selected for the evaluation of the EIS 

data. However, the treatment of the data and thus the results would be almost the same 
if the sum of CHF and Csurface from circuit (c) were used instead. Fig. 5.6 shows the 
capacitance vs. potential curves fitted from measured data for five different IL : water 
ratios. In Fig. 5.6 (a), the fitted CHF vs. potential curves are plotted as obtained from the 
experimental data. Each sample exhibits the same general behavior of a capacitance that 
increases with potential and a single peak in the lower half of the examined potential 
range. The second peak, which was clearly visible in Fig. 5.5, only appears in some of the 
data sets. As mentioned above, the potential of the reference electrode, while stable 
throughout a single measurement, shifted between measurements, causing the maxima 
to be located at different potentials in each curve. 
 

 
Fig. 5.6: (a) Double layer capacitance vs. potential curves of Au(111) in BMP-TFSI measured at 
different water contents. (b) The same data, shifted and normalized. This graph has been published 
in [113]. 

 
Another issue are the capacitance differences in capacitance between the various water 
contents. This inconsistency can be possibly attributed to changes in surface roughness of 
the Au(111) single crystal, a result of annealing the Au(111) single crystal after each 
measurement. To allow a comparison between the data, each curve’s potential was 
therefore shifted to bring the maximum of the first peak to 0 mV. Also, the capacitance of 
each sample was normalized to the value of the first peak of the driest curve at CHF = 9.42 
µF to compensate for the shifting reference electrode potential. While the potential 
region below the first peak is not affected much by the addition of water, the curves show 
significant differences at higher potentials. The double layer capacitance of the dry sample 
(red curve) stays constant after the first maximum for a potential range of ca. 250 mV 
before it starts rising again. With increasing water content, this onset appears at lower 
potentials and with a larger gradient, resulting in higher overall capacitance values 
throughout the curve.  
 

(a)
 

(b)
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The PZC of Au(111) in BMP-TFSI can be estimated by comparing the literature values for 
the PZC of similar systems. The position of the PZC in 1-Butyl-1-Methyl-Pyrrolidinium 
Bis(Trifluoromethylsulfonyl)amide has been reported in a range between -0.5 V and -0.1 
V vs. Pt. at an Au(111) electrode [130] and for 1-Butyl-3-Methyl-Imidazolium 
Hexafluorophosphate between -0.4 V and -0.2 V vs. Pt [112], [136]. It can therefore be 
assumed that the first peak, which was shifted to 0 mV, lies within ±100 mV of the PZC.  
 
 

5.3 Scanning Tunneling Microscopy 
 
It has previously been reported for both Au(100) [40] and Au(111) [133], [137] surfaces 
that features in the double layer capacitance vs. potential curves are sometimes caused 
by a potential induced surface reconstruction taking place on the single crystal surface. 
To verify that the peak in the measured capacitance curves is not merely caused by this 
effect but represents the behavior of CDL, the Au(111) surface in BMP-TFSI was also 
examined with EC-STM, which would detect changes in the surface structure. The 
potential range for the experiment was chosen larger than in the EIS measurements to 
ascertain that a shift in reference electrode potential would not cause the relevant 
potential region to be outside of the observed window. 
 
The series of EC-STM images was recorded in dry BMP-TFSI (1000 : 1.4) immediately after 
the IL was removed from the glove box (Fig. 5.7). After a suitable area on the gold surface 
was located that showed both a large atomically flat terrace and a region of monoatomic 
steps, images of the gold surface were recorded at different potentials. After each image, 
the potential was shifted by 200 mV, starting at 0 mV, decreasing down to -800 mV, 
increasing to +400 mV and a finally returning back to 0 mV (all vs. Pt). Before an image 
was recorded, one full scan of the sample was performed under the same conditions 
without recording the result. This allows the system to reach an equilibrium state after 
the potential change and the tip position can be adjusted manually to compensate for 
drift. Adjusting the center of the image manually after several scans is necessary in most 
longer measurements to keep a sufficiently large portion of the starting image visible in 
each micrograph. Because of this process, all displayed images were scanned from top to 
bottom and around 10 minutes passed between the start of consecutive measurements.  
 
The only major changes in the image series take place around the first step that separates 
the large terrace from the stepped region. The edge is rather curvy in the first images but 
becomes straighter at lower potentials. When the potential is increased again, the shape 
of the edge remains stable until the large hole on the terrace extends towards the edge 
until it opens up, forming a new curve in the edge. On the other hand, several small holes 
are visible on the terrace that slowly disappear when the potential is decreased and 
reappear when the potential is increased again.  
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Fig. 5.7: EC-STM image series (100 nm x 100 nm) of an Au(111) surface in dry BMP-TFSI (water 
content 1000 : 1.4) at different potentials. All potentials were measured against a Pt wire reference 
electrode. (Microscope parameters: IT = 1 nA, UBias = 100 mV). Parts of this graph have been 
published in [103]. 

 
At -200 mV, these holes merge into the single large hole that drifts into the step edge. The 
restructuring processes of Au (111) surfaces are a known effect caused by the high 
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mobility of the gold atoms on the surface which is enhanced by the influence of the STM 
tip’s electric field [138], [139]. A closer look at the large flat area reveals the previously 
described faint pattern of diagonal, parallel lines from picking up the 50 Hz frequency of 
the local power network. Besides these, no other significant changes were observed, 
especially no dependence on the potential of surface structures in the most interesting 
potential range between -400 mV and +100 mV that could have had an effect on the 
double layer capacitance curves from the EIS measurements [140]. In a similar experiment 
with a slightly different ionic liquid, a surface reconstruction into the herringbone 
structure was observed at -1.2 V vs. Pt [141], far outside of the potential range relevant 
for this study. Therefore, it can be concluded that the peaks in the double layer 
capacitance vs. potential curves are not the result of a surface reconstruction. 
 
 

5.4 Mean Field Theory 
 
Detailed studies about the effects of small amounts of water on the double layer of ionic 
liquids in general and the double layer capacitance in particular have not been published 
before. Because of these unknown influences, an accurate interpretation of 
measurements in the EDL of ionic liquids is still difficult. However, the general trends 
observed here can be well explained under the assumption that the adsorption of water 
into the double layer is stronger when positive potentials are applied to the electrode 
than at negative potentials. To test the plausibility of the interpretation of the 
experimental results, they were compared to calculated values using a simple mean-field 
theory [24], [142]. This section is a contribution by A. Kornyshev. The full details and 
calculations can be found in our publication [113] and supporting information [103]. 
 
The mean-field theory that describes the capacitance curves in ionic liquids [24] needs to 
be modified to incorporate the influences of the adsorption of water into the EDL because 
of potential differences, a process known as electrosorption, using several physical 
approximations: 
 

• At potentials near the PZC (-kBT / e < u < 0.5 kBT / e), a region of water depletion is 
assumed in which no electrosorption takes place.  

 
• At potentials outside the depletion range, water molecules are adsorbed into the 

EDL until their density is more than twice as high as in the bulk liquid. The 
electrosorption becomes stronger at potentials further away from the PZC and this 
increase is much steeper on the positive side than on the negative. 
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• The distribution of water in the EDL is assumed to be homogeneous, the discretely 
layered structures that have been reported elsewhere are not considered here. 
This affects the effective permittivity for the dielectric screening of ion-ion 
interactions and thereby the double layer capacitance which increases when more 
water is adsorbed in the double layer. 

 
• The asymmetry of the positive and negative sides of the capacitance curves was 

implemented into the model by assigning a four times higher maximum density to 
the anions than to the cations. For the positive potential range the compacity 
parameter, which indicates how much the ionic liquid can be compressed, was 
estimated as g = 0.4. The value originates from the ratio of the average ion 
concentration in the bulk IL to the highest possible cation concentration.  

 
• The possible effect of dielectric saturation of the water molecules, where all 

molecules are fully aligned and their orientation frozen in the strong electric field 
near the surface, has been ignored here because the effect is not understood well 
enough to make reliable predictions. If implemented, it would reduce the 
influence of water on the double layer capacitance and the impact would grow 
with increasing electrode polarizations.  

 
Using the potential dependent ratio of water molecules to the number of ions in the 
double layer X(u), the model was used to calculate the capacitance vs. potential curves in 
Fig. 5.8. In order to establish this simple mean-field model, several compromises had to 
be made. The resulting curves with different water contents all show the expected 
behavior. However, the effect of the humidity of the ionic liquid on X0, X- and X+ needs to 
be approximated since the absorption isotherm, which specifies the influence of the 
water concentration in the bulk IL on the average water content in the EDL, is unknown. 
The results indicate that these approximations are sufficiently accurate. On the other 
hand, the mean-field does not incorporate overscreening, which becomes particularly 
important at small electrode polarizations and has been taken into account in the more 
advanced model shown in [26]. Another shortcoming of the model is the exclusion of 
short ranged correlations. They were considered in the system’s free energy in the original 
model in all terms except the first ([24], Eq. 1) but were set to zero for simplicity in the 
deduction of the analytical solution. If these terms were considered as well, the 
decoupling of cation-anion pairs and the accumulation of ions of only one type would be 
hindered. In consequence, C0 and U would have to be re-normalized under the new 
conditions, resulting in a stretched potential axis. With around 50 µF/cm2, the calculated 
values of C0 are generally too high and would be reduced if the correlation terms were 
considered. The curves shown in Fig. 5.8 have been corrected with a reduction of C0. 
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Fig. 5.8: Calculated capacitance curves from the mean-field model. X0 describes the water content 
in the depletion, X- and X+ are the portions of water content in the positive and negative potential 
regions where saturation takes place. The red solid curve represents a completely dry ionic liquid. 
This graph is a contribution from A. Kornyshev and has been published in [113]. 
 
 

5.5 Interpretation  
 
A comparison of the results from the EIS measurements (Fig. 5.6 (b)) and the calculated 
curves from the mean-field model (Fig. 5.8) helps to improve the understanding of the 
data. The theoretical and experimental capacitance curves are in general very similar to 
each other, the capacitance increases when the potential becomes more positive and the 
shape and size of the peak is consistent throughout the data sets. Both studies show that 
the double layer capacitance increases with the amount of water added to the ionic liquid 
and therefore the amount of water adsorbed in the EDL. Also, water adsorption at the 
surface becomes stronger with increasing electrode polarization, an effect that is notably 
stronger in the positive potential wing of the curves. In the mean-field theory this 
behavior was achieved by attributing a lower compacity value to the anions than to the 
cations, which also confirms the prediction made in ref. [126]. On the other hand, there 
are also certain differences between the experimental and theoretical capacitance curves: 
 

• The second maximum in the theoretical curves assumes a bell shape and the curve 
approaching it therefore follows a concave course near the peak. The 
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experimental curves on the other hand appear convex instead and bend upwards 
towards the peak. 

 
• The value of the absolute double layer capacitance changes much faster in the 

calculated than in the experimental curves and the potential range is smaller in 
the curves from the mean-field model. As mentioned above, this is caused by 
neglecting the short-range correlations between the ions. The resulting stretched 
potential axis if the correlations were incorporated into the model would cause a 
smaller variation of the capacitance in return. A rescaled representation of the 
calculated curves that takes the short-range correlations into account is presented 
in Fig. 5.9.  

 

 
Fig. 5.9: Calculated capacitance curves with rescaled voltage dependence. U has been replaced by 
4 UT and the following parameters have been used to calculate the curves: 𝑐̅ 𝑐Ar8D⁄ = 0.4, 
𝑐̅ 𝑐Ar8F⁄ = 0.1. This graph is a contribution from A. Kornyshev and has been published in [103]. 

 
The mean-field model is only a simple starting point for the description of the influence 
of water on the double layer capacitance. Many parameters had to be approximated and 
simplifications had to be made. A realistic model could be created by computer 
simulations or Density Functional Theory (DFT) calculations, using a calculated isotherm 
for the potential dependent absorption and adsorption of water. However, the model 
achieves the goal to reproduce and explain the experimental results to a certain point. 
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In the ongoing theoretical research for a conclusive description of the EDL, Budkov, 
Kolesnikov and Kiselev recently developed an improved model [127] (BKK model) that 
incorporates a polarizable co-solvent, electrostatic interactions between ions and solvent, 
and, extending on the model used for the calculations shown here [24], the co-solvent 
molecules and their excluded volume. In a self-consistent density functional formalism, a 
modified Poisson-Boltzmann equation was developed and used to predict the distribution 
of co-solvent molecules and its influence on the double layer capacitance. According to 
the BKK model, a depletion of the co-solvent occurs near the electrode surface if its 
polarizability is lower than the IL’s. Instead, the opposite is the case - an adsorption layer 
forms if the co-solvents polarizability is higher. The adsorption increases with the surface 
potential until a saturation of water is reached. However, a depletion of the co-solvent 
concentration relative to the bulk concentration does not occur. Regardless of this 
difference, the general shape of the capacitance vs. potential curves from the BKK model 
([127], Fig. 4 (b)) is quite similar to the experimental curves presented here. That their 
model still agrees so remarkably with the experimental curves can be attributed to its 
sensitivity to the strong effect of dielectric screening, which increases with the amount of 
adsorbed polarizable co-solvent molecules. A remaining untreated issue in their theory is 
the possibility of the previously mentioned freezing of the orientation of the polarized co-
solvent molecules in the strong electric field near the electrode surface. Gongadze and 
Iglič [128] have developed a mean-field model (GI model) that incorporates the saturation 
of the orientational ordering of water molecules near the surface and its influence on the 
relative permittivity. However, it was not the focus of their work and was therefore not 
investigated in greater detail. Also, the influence on the double layer capacitance was not 
examined. For future work, a combination of the GI and the BKK model would yield more 
accurate results than any existing model. 
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6 Polyoxometalate Adsorption on HOPG  
 
 
The adsorption of POMs is known to be able to improve certain properties of electrodes. 
For instance, the POM H3PMo12O40, adsorbed on activated carbon as a hybrid electrode 
for supercapacitors, was shown to increase the cell capacitance compared to the pure 
carbon material, while retaining a good stability over many cycles [143]. Adsorption plays 
an important role in POM electrochemistry, either unwanted when dissolved POMs are 
required or intentional as in the previous example. However, many aspects of POM 
adsorption such as the influence of their charge and of the other ions in the electrolyte 
are not completely understood. Therefore, an in-depth analysis of several different 
factors that are known to influence the adsorption behavior. Although STM and SECPM 
have a better lateral resolution than AFM, AFM was chosen over imaging because the 
STM/SECPM tip was frequently found to scratch the adsorbed POMs off the imaged area 
which resulted in images of the uncovered HOPG surface in many measurements. EC-AFM 
in ScanAsyst mode, while not able to resolve the molecular lattice structure of an 
adsorbed POM monolayer, was found to be much less invasive and allowed to clearly 
identify adsorbed POM structures.  
  
The effect of the initial manganese oxidation state in MnII

3SiW9O34 and MnIII
3SiW9O34 and 

of changes in the oxidation state of MnII
3SiW9 are studied using a combination of Cyclic 

Voltammetry (CV) and ex-situ AFM. In a following experiment, the potential dependence 
of SiV3W9O40 adsorption on HOPG was measured by recording an image series with 
Electrochemical AFM (EC-AFM). In the second half of the chapter, the influence of 
different anions and cations in the electrolyte on the adsorption behavior will be analyzed,  
as well as the differences between several differently charged POMs. In contrast to 
previous microscope studies that focus on the molecular lattice structure of the adsorbed 
POM monolayer, the shape and distribution of the larger POM agglomerates will be in the 
focus of this investigation.  
 
 

6.1 POM Interactions  
 
Polyoxometalates are known to easily adsorb on many electrode surfaces. This effect can 
be useful for the design of electrochemical sensors [80] and for electrocatalysis, where 
the immobilization of POMs can help to increase their catalytic activity [144]. Through 
adsorption, and therefore the conversion of homogeneous into heterogeneous 
processes, the reactivity and selectivity of POMs can be enhanced [145]–[147]. First high-
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resolution SPM images of POMs were published in the early 90s by Keita et al. for which 
they used STM and AFM to image the surface of  POM single crystals [148], [149] and of 
thin POM layers, adsorbed on HOPG surfaces and deposited by drying a drop of 
methanolic POM solution on the substrate [149], [150]. The adsorbed POMs arranged in 
an ordered two-dimensional layer, forming a triangular lattice that resembles in shape 
the HOPG surface but with intermolecular distances that agree well with the size of the 
POM molecules. Barteau et al. confirmed these findings in similar experiments with 
several different POMs [151]. In the I-V curves of simultaneous tunneling spectroscopy 
measurements on the same samples, they observed a negative differential resistance 
(NDR) that was attributed to a resonant tunneling effect caused by the isolation of the 
POMs in a double barrier. They also recorded tunneling spectra at two different sites on 
the adsorbed lattice - the position of an adsorbed POM (Site A) and over a hole between 
POMs (Site B). The shape of the tunneling spectrum at site B closely resembles the shape 
of a spectrum recorded on a freshly cleaved HOPG surface (Fig. 6.1).  
 

 
Fig. 6.1: (a) Tunneling spectra of (NH4)6V10O28 × 6H2O, adsorbed on HOPG. The site A-curve was 
recorded on top of an adsorbed POM and exhibits the characteristic NDR peak. The site B-curve 
was recorded over the hole between adsorbed POMs and closely resembles the spectrum 
measured over a pristine HOPG surface in (b). The images were adapted from [151]. 

 
This led to the conclusion that the POMs adsorb in the form of a monolayer since 
tunneling spectra at site B of a multilayer of POMs would measure underlying POMs and 
thus still display the NDR peak. Both NDR and ordered POM monolayers have since been 
repeatedly observed by their group on many different samples [152]–[157]. In-situ STM 
measurements with simultaneous potential cycling by different groups revealed the 
electrodeposition of similar monolayer structures when the potential was cycled to strong 
negative values [158]–[160]. Choi et al. used cyclic voltammetry measurements to 
compare the adsorption and catalytic activities of four similar Keggin POMs (SiW12O40, 
SiMo12O40, PW12O40, PMo12O40,) on HOPG and glassy carbon (GC) and found that the 
molybdate POMs interact much stronger with each surface than the tungstate POMs 
[161]. In 2006, Alam et al. reported the first sub-molecular resolution images of POMs 
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tip formation and tunneling in air. Second, there is no 
particular reason to expect strong chemical and electronic 
interactions between adsorbed polyanions and the HOPG 
substrate. The basal plane of graphite is relatively inert 
chemically, and the formation of ordered arrays with pe- 
riodicites unrelated to that of the substrate argues against 
binding at  specific surface sites and against strong surface- 
adsorbate interactions. Physically adsorbed molecules on 
metal and semiconductor surfaces typically exhibit re- 
duced final state relaxation in photoelectron spectroscopy 
experiments, and one can interpret this as an absence of 
strong overlap between adsorbate and surface levels or as 
a barrier between them. In essence, in the absence of 
evidence for a structured STM tip or strong surface- 
adsorbate interactions, one is led to resonant tunneling as 
the explanation for our tunneling spectra requiring the 
fewest additional assumptions. I t  is also clear, however, 
that the observation of spatially resolved NDR behavior 
for these molecular arrays is, by itself, not a conclusive 
test for resonant tunneling. 

Conclusions 
Four polyanion derivatives were shown by STM to form 

ordered two-dimensional arrays on HOPG having peri- 
odicities consistent with the molecular dimensions of the 
molecules. Spatially resolved I-V spectroscopy afforded 
discrimination between the molecules in these arrays and 
the underlying HOPG substrate, visible at  interstitial 
positions in the array. This spatial resolution indicates 
that the arrays consist ,of a monolayer of these oxide 
molecules. Current maxima and negative differential 
resistance were also observed in the I-V spectra of 
(NH&VloOzs.6HzO and H7SiW9V3040. These observa- 
tions suggest that these molecules act as quantum dots, 
for which localized electronic structure is an essential 
requirement for NDR behavior. Resonant tunneling, 
owing to the isolation of these molecules in a double barrier 
structure, appears to be the most plausible explanation of 
NDR in these systems and suggests applications ranging 
from identification of individual polyanions to nanoscale 
devices based on their ordered arrays. 
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experiments, and one can interpret this as an absence of 
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the explanation for our tunneling spectra requiring the 
fewest additional assumptions. I t  is also clear, however, 
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test for resonant tunneling. 
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positions in the array. This spatial resolution indicates 
that the arrays consist ,of a monolayer of these oxide 
molecules. Current maxima and negative differential 
resistance were also observed in the I-V spectra of 
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tions suggest that these molecules act as quantum dots, 
for which localized electronic structure is an essential 
requirement for NDR behavior. Resonant tunneling, 
owing to the isolation of these molecules in a double barrier 
structure, appears to be the most plausible explanation of 
NDR in these systems and suggests applications ranging 
from identification of individual polyanions to nanoscale 
devices based on their ordered arrays. 

Acknowledgment. We gratefully acknowledge the 
support of the National Science Foundation (Grants CTS 
9100404 and CBT 8657185). Highly oriented pyrolytic 
graphite was supplied by Dr. A. W. Moore of Union 
Carbide, Cleveland, OH. 

Registry No, H3PMol2OU, 12026-57-2; Na&iW120a, 12027- 
47-3; H7SiWgV3O4,,, 101056-06-8; (NH4)6V1&-6H20,37355-92- 
3; graphite, 7782-42-5. 



 

 81 

with STM and current-imaging tunneling spectroscopy (CITS), a technique that combines 
STM imaging with the recording of a tunneling spectrum at each data point. In 
measurements of the large, wheel shaped Cu28P8W48, they were able to resolve the 
positions of individual Cu atoms within the molecule, and confirmed the results by 
comparing the images to X-ray crystallography data [162].  
 
The properties of POMs are known to be affected by the solvent they are dispersed in 
[163]–[167]. Also, their charge influences the interactions with surfaces, the solvent and 
other POMs [168]. Therefore, to explain the adsorption behavior, it is important to also 
understand their aggregation in solution. Alain Chaumont and Georges Wipff have 
extensively studied different aspects of POM interactions using MD simulations. They 
examined the influence of different counterions on PW12 (Cs+, NBu4

+, UO2
2+, Eu3+, H3O+ 

and H5O2
+) dissolved in water and methanol [169]. Despite their negative charge and 

expected repulsive electrostatic forces, the POMs were found to aggregate to form dimers 
and longer chains. Their numbers increase with higher POM concentration and counterion 
charge. This effect only occurred in aqueous solution and water molecules were found to 
play a crucial role in the assembly by forming bridges between two PW12 molecules. 
Counterions played no direct role and only stabilize the connection via long-range 
electrostatic interactions. Since ionic aggregation in water often causes an increased 
surface activity, they also analyzed the behavior of the same POM-counterion 
combinations at aqueous interfaces with HOPG, different ionic liquids and organic 
solvents [170]. They observed a strong interaction between the POM and an uncharged 
HOPG surface with 60 % of the PW12 molecules accumulating at the interface in the 
presence of H3O+ counterions. The POMs do not distribute uniformly at the interface but 
often aggregate there as well. In another study, they examined the interactions between 
Keggin POMs dissolved in water and depending on their charge, using the isostructural 
PW12

3-, SiW12
4- and AlW12

5- [171]. While the number of dimers and larger oligomers 
decreased from PW12 to SiW12 as expected due to the stronger electrostatic repulsion, the 
most negative AlW12 was found to aggregate even more than PW12. In this case, a different 
mechanism is mainly responsible for the POM-POM interactions. Instead of H2O bridging, 
the AlW12 molecules are mainly attached to each other through bridging H3O+ 
counterions. Comparing the influence of different counterions, they found that Li+ has a 
similar effect to H3O+, but Na+ and Cs+ do not stabilize AlW12 dimers due to different 
specific POM-counterion interactions. Comparing the condensation of all three POMs at 
the interface with graphite, the results were less conclusive. On average, PW12 showed a 
stronger affinity for the graphite surface (6.2 anions at the interface) than both other 
POMs (3.0 anions each). However, AlW12 produced the single most populated interface (7 
anions) and was found to still form dimers bridged by H3O+ at the surface. Bera et al. 
analyzed the same POMs in acidic solution (0.1 M HCl, pH = 1) with MD simulations and 
experimentally with Small-Angle X-ray Scattering (SAXS) [172]. In contrast to the results 
from Chaumont and Wipff, only PW12 formed close-contact aggregates while the higher 
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charged SiW12 and AlW12 only interact through non-contact long-range associations due 
to stronger electrostatic forces. They attributed the difference to Chaumont’s and Wipff’s 
observations to the changed pH of the solution [173] and the inclusion of other types of 
protons (Zundel, H5O2

+, Eigen, H9O4
+, ions) into their simulations. A control simulation 

without HCl indicated that the aggregation behavior is influenced by the pH of the system. 
From the changes of the SAXS correlation peaks with the variation of concentration and 
temperature, they concluded that PW12 exists as mixture of non-associated monomers 
and randomly percolated monomers at higher concentrations and only as non-associated 
monomers at lower concentrations (Fig. 6.2). The formation of the percolated monomers 
was attributed to short-range PW12-H2O and PW12-H3O+ correlations. On the other hand, 
PW12-Cl- correlations played no role. At low concentrations, the separation between the 
POMs is determined by their Debye length which is controlled by the distribution of the 
smaller protons and chloride ions. The higher charged SiW12 and AlW12 were only present 
as non-associated monomers in all simulations and measurements. Clusters and 
percolated clusters were not observed for any POM. 
 

 
Fig. 6.2: Possible correlation states of POMs in solution. (a) Dissociated monomers, (b) randomly 
percolated monomers, (c) clusters of contacting monomers, and (d) randomly percolated clusters 
of contacting monomers. The image was adapted from [172]. 

 
Serapian and Bo used MD simulations to compare the aggregation behavior of the plenary 
AlW12

5- to its monolacunary variation AlW11
9- and, to analyze the influence of the dipole 

moment introduced by the lacuna, to the fictitious AlW12
9- with Li+ counterions in aqueous 

solution [174]. The aggregation of AlW12
5- was minimal but AlW11

9- formed stable 
aggregates. Analysis of the dipole moment’s orientation and comparison with the equally 
charged but symmetrical AlW12

9- showed that the increased aggregation is not by the 
dipole moment of the lacunary POM but by the higher negative charge. In agreement with 
Chaumont and Wipff, they found the increased charge attract counterions that act as an 
“electrostatic glue”. Even as single monomers, AlW11

9- is surrounded by a much larger 

independent of concentration at high values; Stradner et al.
envisioned it to be due to “long-range cluster−cluster
correlations” as shown in Figure 1d. In contrast, Shukla et
al.,5 by repeating the experiments of Stradner et al.,2 observed a
concentration-dependence of the low-Q peak, which con-
founded the picture of the formation of stable clusters by
proteins in solutions and, hence, contradicts the assignment
that the low-Q peak is due to long-range cluster−cluster
correlations. Recently, Godfrin et al.9,12 and Liu et al.3,6,10 have
revisited the issue of SALR through experimentation and
coarse-grained simulations. Both groups found evidence for the
existence of two peaks in the scattering patterns (similar to
Stradner et al.2 and Shukla et al.5). But the low-Q peak was not
interpreted as sole evidence for the presence of long-range
correlations between stable clusters. Rather, it was attributed to
the formation of structures ranging from nonassociated
monomers (Figure 1b), randomly percolated monomers
(Figure 1c), clusters (Figure 1d), to randomly percolated
clusters (Figure 1e), depending upon solution conditions.
Furthermore, through neutron spin echo experiments, Porcar et
al.7 showed the formation of dynamic clusters of charged

particles in solutions instead of stable clusters as claimed by
Stradner et al.2 Subsequent studies15 revealed that the dynamic
properties of clusters in systems exhibiting SALR interactions
are time-scale dependent. Hence, the observation of peaks in
the structure factor response is not sufficient on its own to
determine the nature of the aggregation of particles with SALR.
Through a rigorous combination of simulations and theoretical
calculations, Godfrin et al.12 have recently developed a helpful
“rule-of-thumb” to identify the correlations in an aggregation
process. According to the rule, if the normalized magnitude of
the low-Q structure factor peak is larger than 3, then the
aggregates must consist of either clusters (Figure 1d) or
percolated clusters (Figure 1e). At this point, it is important to
note that all the experimental studies of SALR discussed so far
have involved either solutions of polydisperse (approximately
5%) micrometer-sized charged colloids or complex protein
molecules. Both are known to possess heterogeneous charge
distributions and/or patchy hydrophobic/hydrophilic regions
that elevate the system complexities16 and add complications to
the interpretation of experimental data. In order to arrive at a
better understanding of the aggregation of charged systems
with SALR in solutions, we have identified monodisperse
molecular systems of heteropolyacids in aqueous solutions that
do not have the complexities mentioned above for colloids and
proteins.
Heteropolyacids are well-known17−19 for their high solubility

in water and their Brønsted acidity. Upon dissolution,
heteropolyacids dissociate into negatively charged heteropo-
lyanions (HPAs) and protons. HPAs have garnered a great deal
of interest due to their applications in the fields of acid catalysis,
biochemistry, sensor applications, and new energy materi-
als.20,21 Because of their well-defined structures, sizes, and pH-
independent anionic charges over a wide range of solution
conditions, HPAs are also widely used as model systems for
fundamental research.17 HPAs, especially those constructed of
5d-transition metal oxide frameworks, provide excellent
electron density contrast and particle scattering;22 both of
which are desirable for obtaining high-quality SAXS data.
Moreover, the aggregation behaviors of HPAs have recently
attracted considerable attention due to the observation23,24 of
the formation of spherical shell-like aggregates (dubbed
“blackberries”) in solutions. Although the reasons for such
aggregation processes are still unclear,25 recent experiments26,27

and MD simulations28,29 have shown evidence of enhanced
associations of cations on the surfaces of HPAs. These
interactions are suggested to lead to the formation of
blackberries.
In order to understand structural phases in solutions, we have

explored the aggregation behaviors of Keggin-type HPAs with
different charges: α-[PW12O40]

3− (abbreviated P-HPA here-
after), α-[SiW12O40]

4− (abbreviated Si-HPA), and α-[Al-
W12O40]

5−(abbreviated Al-HPA). Each of these Keggin anions
has a sphere-like structure as shown in Figure 2a. The
interatomic distances between opposite terminal oxygen
atoms (10.4 Å) and between opposite corner-shared oxygen
atoms (7.4 Å) provide a means to measure the average
molecular diameter, which is approximately 8.8 Å and, most
important, is independent of charge. As such, Keggin-HPAs are
one of the most studied and well-known polyoxometalate
systems, particularly in terms of electrochemistry and energy-
related applications.19 Furthermore, aspects of the aggregation
behaviors of these HPAs have been studied through MD
simulations28 that suggest an enhancement of aggregation with

Figure 1. (a) A typical SAXS or SANS structure factor, S(Q), showing
two distinct peaks (a low-Q peak designated P1 and a high-Q
aggregation peak designated P2) corresponding to different correla-
tions in the solution of particles interacting via short-range attractions
and long-range repulsions (SALR). S(Q) approaches 1 at large Q as
shown by the solid horizontal line. Recent simulations and
experimental studies have illustrated that these two peaks arise from
correlations in the structures formed by (b) dissociated monomers, (c)
randomly percolated monomers, (d) clusters of contacting monomers,
and (e) randomly percolated clusters of contacting monomers.
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number of Li+ than AlW12
5- which they believe improves the probability of aggregate 

formation. 
 
It has been shown that STM and AFM are more capable in detecting very small amounts 
of adsorption than electrochemical methods [158] but most previous studies have been 
performed on POMs adsorbed by evaporation of a small amount of solution on the 
substrate. Therefore, the influence of the electrode potential on the adsorption behavior 
of POMs has only been addressed in few studies, all performed during continuous 
potential cycling. In the first half of this chapter, the potential dependent adsorption 
behavior of POMs with in-situ and ex-situ AFM imaging will be investigated in terms of 
reversibility and the POM’s oxidation state. The second half focusses on the different 
influences on POM aggregation and the sometimes-contradicting findings of previous 
studies about the role of the POM’s charge. For the first time, the effect of different other 
anions in the solution will also be analyzed. 
 
 

6.2 Potential Dependence of POM Adsorption 
 
6.2.1 Comparison of MnII

3SiW9 and MnIII
3SiW9 

 
Comparing the electrochemical properties of the two tri-Mn substituted POMs MnII

3SiW9 
and MnIII

3SiW9, which only differ in their initial oxidation states, differences in their 
adsorption behavior on a glassy carbon electrode were observed in their cyclic 
voltammograms. In this section, the mechanism behind the effect will be analyzed. The 
results presented here have been published in [7]. 
 
For the CVs, each POM was dissolved in a supporting electrolyte that contained a 0.5 mM 
concentration of the salts of the POMs, Na2.5K4.5[MnII

3(OH)3(H2O)3(a-SiW9O34]·15H2O and 
Na2.5K4.5[MnIII

3(OH)3(H2O)3(a-SiW9O34]·10H2O, with 0.5 M Li2SO4 and 0.02 M sodium 
acetate buffer from CH3COOH and NaCH3COO. It then was pH adjusted using diluted 
H2SO4. As reference electrode, Mercury/Mercurous sulfate in saturated K2SO4 (MSE, 
0.640 V vs. NHE) was used and all potentials were converted to vs. NHE. The 1.6 mm 
diameter GC electrode was polished before the measurement in a two-step process. First 
with a 50 nm alumina-particle slurry, followed by a 7 nm silica-particle slurry. After each 
polishing, the electrode was thoroughly rinsed with de-ionized water. The 
electrochemical cell was purged with argon gas prior to the experiment for 20 minutes 
and blanketed with the same gas during the measurement, which was performed with a 
Bio-Logic SP-300 potentiostat. For the AFM measurements, the POM concentration was 
reduced to 50 µM to decrease the surface coverage and the GC working electrode was 
replaced with HOPG, prepared as described in section 3.3.3. Each AFM image was 
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recorded on a freshly prepared HOPG sample, after the sample was removed from the 
electrochemical cell, rinsed with water and dried under ambient conditions. 
 

6.2.2 Cyclic Voltammetry and AFM 
 
CVs of both POMs in the potential region around the Mn redox reaction are shown in Fig. 
6.3. The redox peaks of MnII/MnIII and MnIII/MnIV were identified by comparing the results 
to studies of MnSiW11 by Sadakane and Steckhan [175], [176]. 

 
Fig. 6.3: CVs of 0.5 mM MnII

3SiW9 (blue) and MnIII
3SiW9 (orange) in supporting electrolyte (pH 5) in 

the potential region of the Mn redox reaction. This graph has been published in [7]. 

 
The main difference between the two CVs is a single peak in each curve that displays the 
typical shape of adsorbed species, marked by (III/IV)3

ads, accompanied by a second peak 
that appears diffusion controlled and was therefore linked to solvated POMs. For 
MnII

3SiW9, the peak from adsorbed species is an anodic wave at 1.02 V vs. NHE and for 
MnIII

3SiW9 a cathodic wave at 0.91 V vs. NHE. The presence of the two peaks indicates a 
partial adsorption of MnII

3SiW9. To confirm this hypothesis, the adsorption with AFM in 
air on an HOPG electrode was imaged by scanning the sample before and after oxidation 
of the POM (Fig. 6.4). The resulting images show varying amounts of particles adsorbed 
on the HOPG surface. They are around 5 nm high and have even larger lateral dimensions. 
Therefore, it can be assumed that the structures are clusters of POMs, not single 
molecules. Fig. 6.4(b) was measured on an HOPG sample that was immersed into the POM 
solution at OCP (0.442 V vs. NHE) for 60 seconds, keeping the POMs oxidation state at 
MnII. Here, the HOPG step edges are partially covered with the POM clusters while the 

360 J. Friedl et al. / Electrochimica Acta 141 (2014) 357–366

Fig. 3. (a) CVs for 0.5 mM of MnII
3SiW9 and MnIII

3SiW9 focusing on the Mn  redox reaction for direct comparison. (b) CV for 0.5 mM MnIII
3SiW9 at pH 4.2 at a scan-speed of

100  mV s−1. (c) Comparison of simulated three-electron oxidation wave, one-electron oxidation waves and experimental data.

MnII or MnIII to MnIV showed characteristics of adsorbed species
for scan-rates smaller than 20 mV  s−1, while for faster rates the
oxidation was diffusion controlled. No peak splitting was  reported,
however. In Fig. 2b the peak assigned to adsorbed species X appears
as an additional peak to the two other oxidation waves and also
a reduction peak for adsorbed species X* is observed, in addition
to the two other reduction waves. Appearance of both oxidation
and reduction waves suggests that the adsorbates are redox-active
and are in fact not decomposition products such as Mn oxides,
as reported for other Mn-substituted POMs [25]. Also, continuous
cycling led to no decrease of the signal in either buffer concentra-
tion. The reduction wave at U = -0.23 V vs. NHE is also present for
the blank electrolyte (Fig. 2a) and cycling in the potential range
associated with the Mn  centers revealed that it does not stem from
these.

The peaks marked with X or X* have not been observed by
Sadakane and Steckhan who investigated the molecule in1 M
acetate and phosphate buffer (also at pH 5.4) [26]. It seems as if
higher concentrations of the acetate buffer would suppress peaks
X and X*, maybe that is the reason why they were not observed
earlier. It was stated that MnIISiW11 can undergo ligand exchange
when the Mn-ion is in oxidation state MnII [27].

CVs of the two tri-Mn substituted Keggin-based polyanions are
shown in Fig. 2(c) and (d). While both of them show W redox
reactions similar to SiW9 in Fig. 2(a), their redox-behavior at poten-
tials higher than 0.3 V vs. NHE differs greatly from each other and
from MnIISiW11. In this potential domain only the Mn redox reac-
tions take place and Fig. 3(a) shows these processes in greater
detail. Chemically, MnII

3SiW9 and MnIII
3SiW9 should be very sim-

ilar, albeit in the latter the Mn-centers are in a higher oxidation
state. In a three-electrode cell no net-conversion of active species
is possible. The electrons for reduction at the WE are generated by
oxidation at the CE (and vice versa). Therefore, all the MnII

3SiW9
molecules can undergo ligand exchange, as the bulk is in oxida-
tion state MnII, while for MnIII

3SiW9 only the fraction within the
Nernst diffusion layer around the WE  is prone to this process when
a potential corresponding to MnII is applied.

In analogy to the work of Sadakane and Steckhan, we propose a
reaction mechansim that can explain the observed redox behavior,
for which thorough experimental evidence will be presented.

For the MnII/III redox reaction, which is marked with (II/III)3 in
Fig. 3(a), we assume the reaction to be a CCET:

Li7[MnII
3(OH)3SiW9 O34(L)3]

! Li4[MnIII
3 (OH)3SiW9 O34(L)3] + 3e− + 3Li+ (1)

L designates the ligand and represents CH3COOH in the case of
MnII

3SiW9 or H2O in the case of MnIII
3SiW9 . As 0.5 M Li2SO4 was

added to the supporting electrolyte we  expect most of the cations
to be Li+, some K+ might participate too. When the Li2SO4 in the
supporting electrolyte was replaced by K2SO4, no changes were
observed.

This CCET is very similar for the two  species under investigation,
L does not participate. However, the deviation is significant for the
MnIII/IV redox reaction which is assumed to be a PCET, which is con-
firmed by the Pourbaix diagram in Fig. 5. The protons are released
or taken up by the incorporated ligand L:

Li4[MnIII
3 (OH)3SiW9 O34(CH3COOH)3]

! Li4[MnIV
3 (OH)3SiW9 O34(CH3COO)3] + 3e− + 3H+ (2)

And:

Li4[MnIII
3 (OH)3SiW9 O34(H2O)3]

! Li4[MnIV
3 (OH)6SiW9 O34] + 3e− + 3H+ (3)

In Fig. 3(a) there is one oxidation peak and one reduction peak
that show the characteristic shape of adsorbed species, they are
marked with (III/IV)3

ads. Interstingly, each of the species exhibts
one very pronounced (III/IV)3

ads peak. At the same time, each of the
two species exhibits one peak which seems diffusion-controlled,
which is assgined to solvated, non-adsorbed species. These are
marked with (III/IV)3.

Looking at Fig. 3(b), which shows a CV of MnIII
3SiW9 at pH 4.2

and recorded with higher scan-rate of 100 mV s−1 one can dis-
tinguish three separate reduction peaks which are marked with
U1

red, U2
red and U3

red. However, the center reduction peak (U2
red)

is not very pronounced and hard to distinguish in most CVs. We
assume that the reduction process of equation (3) is a stepwise
reduction and not a simultaneous three-electron redox process.
Fig. 3(c) shows a qualitative analysis of the oxidation peak of same
redox reaction. The experimental data (orange scatter) is com-
pared to simulated curves. Simulation parameters electrode-area,
concentration of active species, scan-rate and temperature match
the experimental details. For the electron transfer constant k0 we
assumed a fairly high value of k0 = 0.01 cm s−1 and the diffusion
constant D was estimated at 2.56 10−6 cm s−2, as reported for
the Keggin-ion [51]. The red curve, which is the simulated value
for a concerted three-electron oxidation differs greatly from the
experimental data. The peak-current is higher, its slope is much
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terraces are mostly free of adsorbates. After a potential sweep to the vertex potential of 
1.29 V vs. NHE (c), the oxidation state is increased to MnIV (c). A much larger number of 
clusters is adsorbed at the step edges and some can even be found on the terraces. The 
inset shows a magnification of a large group of POM clusters at a step edge. After a full 
potential cycle to the vertex potential and back to OCP (d), the oxidation state is returned 
to MnII. The surface coverage is again much lower, similar to the initial image (b), which 
shows that the adsorption process indeed depends on the potential and is reversible. Even 
after several potential cycles within the same limits, no sign of permanent POM 
deposition was observed. 
 

 
Fig. 6.4: (a) CV of a HOPG surface in a 50 µM MnII

3SiW9 solution in supporting electrolyte (pH 5). 
The POM’s oxidation states are shown in the graph. (b,c,d) 5 µm x 5 µm AFM images (Scan Asyst 
mode) of the HOPG sample after removing it from the electrochemical cell. (b) AFM image after 
the HOPG was immersed in the POM solution at OCV (0.442 V vs. NHE) for 60 s. (c) AFM image 
after a linear potential sweep from OCV to 1.29 V vs. NHE at 10 mV/s. The inset shows a 400 nm x 
400 nm area of the same sample with POM clusters adsorbed at an HOPG step-edge. (d) AFM 
image after a full CV from OCV to 1.29 V vs. NHE and back to OCV at 10 mV/s. This graph has been 
adapted from [7]. 

 
While most POMs adsorb irreversibly on different surfaces, reversible adsorption has 
been reported in some cases [7], [177], [178] and molecular dynamics studies by 
Chaumont and Wipff predict reversible POM interactions with hydrophobic surfaces such 
as graphite and ionic liquids [171]. In an adsorption study with different Keggin POMs, 
Choi et al. observed that the interaction of tungstate POMs with carbon surfaces is 
relatively weak while molybdate POMs adsorb much stronger [161]. To explain the 
observed differences in the MnIII/MnIV oxidation peaks of both POMs and the reversible 

(b) OCV 
 

(c) OCV -> 1.29 V  

(d) OCV -> 1.29 V -> OCV 

(a)  

1 µm 
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adsorption imaged in AFM, a is proposed that MnII
3SiW9 POM undergoes a ligand 

exchange. At oxidation state MnII, MnII
3SiW9 exchanges its terminal water for CH3COOH 

while for MnIII
3SiW9, the H2O ligand remains. A net-conversion from one POM species to 

the other is not possible in a three-electrode cell. Every electron available for reduction 
at the working electrode must enter the system through oxidation at the counter 
electrode and vice versa. In consequence, even when the right potential is applied, only 
the MnIII

3SiW9 molecules within the Nernst diffusion layer near the working electrode can 
perform the exchange, which includes only an insignificantly small portion of all POMs. 
More detailed information and experimental evidence for the ligand exchange 
mechanism can be found in our publication [7].  
 
In aqueous solution, hydrophobic materials tend to aggregate to decrease the exposure 
to water. Therefore, the surface activity of POMs at hydrophobic surfaces such as HOPG 
and GC increases when they become more hydrophobic. The Born energy of solvation can 
be used to determine the hydrophobicity of the POM [171], [179]: 

 ∆𝐺[75� = 	
𝑧>𝑒>

8𝜋𝜀c𝑎
Y1 −

1
𝜀5
] ( 6.1 ) 

It is proportional to the ratio z2/a, where z is the POM’s charge and a its radius. Therefore, 
it increases for MnII

3SiW9 after the ligand substitution due to the increased effective 
radius from the larger ligand, rendering the molecule more hydrophilic. In combination 
with the decreasing charge upon oxidation from -7 at oxidation state MnII to -4 at MnIV, 
the molecule becomes hydrophobic enough to allow adsorption on the investigated 
carbon surfaces. The smaller MnIII

3SiW9 on the other hand does not adsorb, even in its 
oxidized state. This explains why the MnIII/MnIV oxidation peak in the CVs in Fig. 6.3 has 
the typical shape of adsorbed species for MnII

3SiW9 and for solvated species for 
MnIII

3SiW9. The reduction peak of adsorbed species in the CV of MnIII
3SiW9 has not been 

investigated yet.   
 

6.2.3 In-situ Imaging of SiV3W9  
 
To analyze the influence of the potential on POM adsorption in more detail, the HOPG 
surface was monitored in-situ with EC-AFM. MnII

3SiW9 was exchanged for the tri-
vanadium substituted SiV3W9, which was found to be less susceptible to removal by the 
AFM tip in the in-situ measurements. 
 
The POM salt a-K6HSiV3W9O40 (SiV3W9) was dissolved in 0.1 M sulfuric acid with varying 
concentration. All potentials were recorded against a Pt-wire quasi-reference electrode 
(0.92 V vs. NHE) and then converted to vs. NHE. The CV in the external cell was recorded 
with a Bio-Logic SP-300 potentiostat, for all AFM measurements the microscope’s 
potentiostat was used. As counter electrode, an Au-wire was used in the external cell and 
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a Pt-wire in the microscope cell. The HOPG samples were prepared as described in section 
3.3.3.  
 

6.2.4 Cyclic Voltammetry 
 

Before starting the microscopy experiments, a cyclic voltammogram of the system was 
recorded in a conventional electrochemical cell with a higher SiV3W9 concentration to 
achieve a better-quality CV that yields more detailed information about the redox 
reactions in the system (Fig. 6.5). 
 

 
Fig. 6.5: (a) Cyclic voltammogram of HOPG in a solution of 1 mM SiV3W9 and 0.1 M H2SO4, recorded 
at 50 mV/s in a conventional electrochemical cell with the same Pt-wire reference electrode used 
during the EC-AFM measurements. The set of redox waves around 0 V vs. NHE stem from the 
tungsten reduction and oxidation, the peaks around 1 V vs. NHE from vanadium, marked by the 
red circles in the graph. (b) Cyclic voltammogram of 0.5 mM SiV3W9 in 0.1 M H2SO4 on HOPG, 
recorded at 20 mV/s in the EC-AFM cell with a Pt-wire reference electrode. All potentials were 
converted to vs. NHE. 

 
Two groups of redox waves, separated by several hundred mV, were observed in the CV in 
the external EC-cell (a). In a study of the same POM for a flow battery, Pratt et al assigned 
the peaks around 0 V vs. NHE to the tungsten atoms in the POM while the group centered 
around 1 V is the contribution from the VIV/VV redox reaction [180]. The redox wave 
around 0.8 V was found to be a combination of two peaks with a total transfer of two 
electrons while the second wave around 1.0 V is the result of a single electron transfer 
[180], together changing the oxidation state of the POM from SiVV

3WVI
9O40

7- to 
SiVIV

3WVI
9O40

10-. The small reduction peak at 0.3 V was attributed to desorption of POMs 
from the electrode surface [164]. A second CV was recorded in the EC-AFM cell (b) with 
similar parameters. The observed potential range was chosen to only contain the 
vanadium redox peaks. They are not as clearly pronounced as in the external cell, which 
is a result of several changed factors such as a lower scan rate, decreased POM 

Vanadium 

Tungsten 

1 mM SiV3W9 and 0.1 M H2SO4 
measured in external cell 

(a) 

Vanadium 

0.5 mM SiV3W9 and 0.1 M H2SO4 
measured in EC-AFM cell 

(b) 
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concentration and a different potentiostat. However, the redox peaks can still be clearly 
identified. 
 

6.2.5 EC-AFM During Potential Steps 
 
The POM concentration was reduced by one order of magnitude to 50 µM to decrease the 
surface coverage (Fig. 6.6). Covering a potential window from 0.12 V to 1.72 V, the image 
series was started at the most negative potential where previous images showed only little 
adsorption. The potential was then increased stepwise by 0.2 V after each image. After 
reaching 1.72 V, the potential steps were reversed until a full cycle was completed. 
Between each potential step and the start of the EC-AFM scan, one full image was scanned 
that was not recorded, only the following second image was saved. This allowed the 
system to reach an equilibrium, detect possible surface-changes caused by the tip and to 
manually re-adjust the tip position to compensate for drift. With the scan rate used here, 
this amounts to a resting period between the presented images of 4:23 minutes and a 
total of 8:46 minutes at each potential. The unrecorded images showed that the structures 
on the surface are mostly stable and the influence of the microscope tip is minimal. In Fig. 
6.6(a) at 0.12 V, the HOPG surface appears mostly free of adsorbates with only small 
amounts of POM agglomerations on terraces and step edges. Their height is around 1 nm 
which indicates that they consist of a monolayer of POMs. The surface does not change 
much until 0.72 V (d), which is located on the onset of the first oxidation wave in the CV. 
The only observed change in this potential range is an increasing coverage of the step 
edges. 
 

(a) 0.12 V  

200 nm 

 

(b) 0.32 V  (c) 0.52 V  

(d) 0.72 V (e) 0.92 V  (f) 1.12 V  
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Fig. 6.6: Series of EC-AFM images (1 µm x 1 µm) of the HOPG surface in a 50 µM SiV3W9 solution 
in 0.1 M H2SO4 at different electrode potentials measured against a Pt-wire reference electrode 
and converted to vs. NHE. The measurement was started at 0.12 V vs. NHE with potential steps of 
0.2 V up to 1.72 V, then decreased back to the starting potential. Microscope settings: ScanAsyst 
mode, scan rate = 2 Hz.  

 
 

(g) 1.32 V  (h) 1.52 V  (i) 1.72 V  

(j) 1.52 V  (k) 1.32 V  (l) 1.12 V  

(m) 0.92 V  (n) 0.72 V  (o) 0.52 V  

(p) 0.32 V  (q) 0.12 V  

(a) Pure H2SO4  
(a) Pure H2SO4  
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As has been shown above, POMs can adsorb at these sites even when no potential is 
applied. Therefore, it is not surprising that more POMs adsorb there with longer exposure 
time. Additionally, the increasingly positive electrode potentials reduce electrostatic 
repulsion between POMs and surface. In images (e) and (f), which were recorded near the 
maximum of and immediately after the second oxidation wave, the adsorbed structures 
begin to change. At constant thickness, they grow in lateral size. In images (g) to (l), at 
potentials positive of the vanadium redox waves, the POM structures have fully converted 
into large flat islands that cover large regions of the surfaces. At 1.52 V and above, the 
whole surface is covered by a full monolayer of the molecules. However, the lateral 
resolution of the measurement is not sufficient to show the ordered lattice structure. 
After decreasing the potential again below 1.52 V (k), several holes appear in the POM 
layer, increasing in size and number in the following image (l). In this potential region, few 
large clusters can be seen on the surface. With a height of several nanometers they are 
much larger than any of the other adsorbed structures. They are most likely not fully 
dissolved larger agglomerates of the POMs. Interestingly, when comparing the images of 
increasing and decreasing potentials, a small hysteresis effect becomes apparent around 
1 V. At 1.12 V (f), the POMs still show some smaller clusters while at 1.12 V (l), they still 
remain in the shape of the large flat islands. This indicates that either the slow time-
dependent adsorption still plays a strong role at decreasing potentials or that the potential 
dependent adsorption and desorption processes generally happen in long time scales. In 
images (m) and (n), recorded on the onset of the first wave and between first and second 
wave, the adsorbed structures shrink back into the initial smaller clusters. In the final 
images (o) to (q), recorded at potentials negative of the redox peaks, they decrease in 
number and leave a large part of the HOPG surface uncovered. A comparison of the first 
and last image of the series shows that the adsorption process is largely reversible with a 
similar surface coverage, shape and size of the SiV3W9 clusters.  
 
The in-situ EC-AFM measurement allows the continuous monitoring of the HOPG surface 
and observation of the process of progressively increasing surface coverage, from small 
adsorbed islands to the formation of a full layer of POMs. Throughout the measurement, 
the height of the observed structures does not increase, indicating that the full coverage 
formed at positive potentials consists of a single layer of POMs. This confirms the previous 
findings of Barteau et al. who came to the same conclusion by comparing the tunneling 
spectra measured on top of adsorbed POMs and between them [151]. The concept of the 
Born energy of solvation, which predicts increasing interaction with the surface when the 
POM becomes more oxidized, can be applied here as well. The AFM images show that the 
most drastic changes in POM surface coverage happen around the vanadium redox peaks, 
revealing a clear connection between the oxidation state of SiV3W9 and its adsorption. In 
the potential regions both positive and negative of the redox peaks, the microscope 
images still show an increasing coverage with more positive potentials while the oxidation 
state of SiV3W9 remains constant. This can be attributed to the increasing electrostatic 
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attraction between the negatively charged POMs and the HOPG surface. Comparing the 
results to the previous measurements of MnII

3SiW9, the largest difference is the formation 
of a flat monolayer at more positive potentials instead of an increasing number of clusters. 
However, a direct comparison should not be made because of the different experimental 
conditions, e.g. the adsorption methods, measurement environment, supporting 
electrolytes and POMs. 
 

6.2.6 Ordered Linear Structures 
 
A more detailed analysis of the EC-AFM images revealed several areas on the surface that 
are covered by an ordered pattern of parallel lines. Interestingly, they are located on areas 
of the surface that are not covered by the previously described POM islands. Fig. 6.7 shows 
two magnified regions from Fig. 6.6(d) at 0.72 V in which large parts of the surface display 
the linear pattern. Due to the large imaged area of the original EC-AFM scan, the 
resolution of the individual lines is not ideal, but the pattern is clearly visible in the 
magnified images (b) and (c). The lines form domains with different orientations. The 
domains can extend over several 100 nm and are either separated by HOPG step edges or 
have straight borders between each other. Because different domain directions are 
present in single AFM line scans, it is unlikely that the pattern is simply the result of an 
AFM tip oscillation caused by external vibrations.  
 

 

 
Fig. 6.7: (a) EC-AFM image of 50 µM SiV3W9 solution in 0.1 M H2SO4 on HOPG (from Fig. 6.6(d) at 
0.72 V vs. NHE). The red and blue squares mark the areas magnified in images (b) and (c) 
respectively (150 nm x 150 nm, contrast increased). (b) Three domains of the parallel linear 
structures on the HOPG surface. The red lines indicate the orientation of the lines in each domain. 
(c) A large single domain of the linear structures. 

 
This was confirmed by additional measurements at different scan rates in which the line 
spacing remained unchanged. For a more detailed analysis, higher resolution images were 
recorded (Fig. 6.8).  
 

(a) 

200 nm 

 

(b) 

30 nm 

 

(c) 

30 nm 
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Fig. 6.8: (a) EC-AFM image (200 nm x 200 nm) of a HOPG surface in a 50 µM SiV3W9 solution in 0.1 
M H2SO4 at 0.72 V vs NHE. The HOPG surface is covered by linear structures that appear in three 
different orientational domains. The domain boundaries are marked by the blue dashed lines, the 
orientation of each domain by the full red lines. (b) EC-AFM image (100 nm x 100 nm) of the linear 
structures, smoothed and Fourier-filtered. The dashed lines indicate the location of the line profile 
shown in (c). Microscope settings: ScanAsyst mode, scan rate = 2 Hz. 

 
Fig. 6.8(a) shows the three possible orientations of the domains, rotated by 120o to each 
other and therefore following the rotational symmetry of the HOPG lattice structure. The 
top-right corner is separated from the rest of the image by a step edge that also defines a 
domain boundary. All other domains are located on the same terrace. For an analysis of 
the size of the linear structures, a higher resolution image (b) was Fourier-filtered before 
a line profile (c) was measured, averaged over a width of about 10 nm. The distance 
between two lines is 5.9 nm while their average height is only around 70 pm. Due to the 
low height of the structures, the AFM tip is not always able to resolve the pattern. In some 
images, it vanishes during larger parts of the measurements and the surface appears flat. 
An example for this is shown in Fig. 6.9(a), where the lines suddenly appeared half-way 
through the image (scan direction bottom to top). No measurement parameters were 
change while recording the image. Since this effect always happens simultaneously over 
the whole width of the scan, it is most certainly not a real representation of the surface 
structure. Instead, it must be caused by small changes in the resolution of the microscope 
tip. A result of a changed tip geometry due to attachment of particles in the solution such 
as small pieces of graphite, this is commonly experienced, especially in liquid 
environments. It is therefore possible that the structures cover the HOPG surface to a 
larger extent than the AFM images indicate. Fig. 6.9(a), recorded at 1.32 V vs. NHE, also 
shows that the lines are present at potentials both negative and positive of the vanadium 
redox reaction. It can be concluded that the formation of the lines is not connected to the 
vanadium oxidation state. It can be observed in several images that SiV3W9 prefers the 
domain boundaries as adsorption sites (Fig. 6.9(b)). Also, the shape of the adsorbed 
islands often follows the direction of the lines. They assume an elongated rectangular 
shape with the same orientation as the lines (Fig. 6.9 (c)). This indicates that the pattern 
is already present on the surface when the POMs begin to adsorb and that it influences 
their adsorption process.  

(a)  

40 nm  

(b)  

20 nm  

(c)  
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Fig. 6.9: EC-AFM scans of different samples of 50 µM SiV3W9 solution in 0.1 M H2SO4. (a) The linear 
structures are not always resolved by the AFM tip (160 nm x 160 nm, 1.32 V vs. NHE). (b) POMs 
adsorb along domain boundaries (dashed blue lines). The red lines indicate the orientation in each 
domain (Magnified from Fig. 6.6 (d), 250 nm x 250 nm). (c) The shape and orientation of adsorbed 
SiV3W9 islands follows the direction of the lines (200 nm x 200 nm, 1.32 V vs. NHE). Microscope 
settings: ScanAsyst mode, scan rate = 2 Hz. 

 
Ordered linear structures have not previously been reported for systems of POMs in a 
simple electrolyte on HOPG surfaces. The resolution of EC-AFM is not high enough to 
resolve any internal structure of the lines and several attempts to image the surface with 
the EC-STM with better-resolution tips only produced images of the pristine HOPG lattice. 
Since neither the adsorbed POMs nor the linear structures could be found in EC-STM, this 
was most likely because the tip scratched off any material adsorbed on the surface. 
Therefore, to find an explanation for the lines, several different scenarios will be 
considered and their probability evaluated: 
 

1. The lines are formed by SiV3W9 in interaction with the electrolyte and the HOPG 
surface 

2. The lines consist of one or several components of the electrolyte in interaction 
with the HOPG surface but do not contain POMs 

3. The sample has been contaminated by an additional unidentified substance that 
forms the lines either alone or in combination with the POMs  

 
In Scenario 1, the measured height and spacing of the lines do not match the POMs size 
of about 1 nm. Also, in all previous AFM and STM studies of Keggin POMs on HOPG the 
POMs have only been reported to form triangular lattices with an intermolecular spacing 
of roughly the size of the molecule. The observed potential dependent adsorption of the 
POMs also does not match this scenario because the lines already cover large areas of the 
surface at potentials below the vanadium redox reaction. Finally, the solution does not 
contain any components that have not also been used in other studies before and that 
could justify the formation of unexpected structures. While it might be a possible 
coincidence that this specific combination of POM and electrolyte on HOPG behaves 

(a)  

32 nm  

(b)  

50 nm  

(c)  

40 nm  
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drastically different, in combination with the non-matching size, it is rather unlikely. 
 
In scenario 2, the lines would have to consist of one or more of the components already 
present in the electrolyte: the sulfate anion SO4

2-, the counterion K+ and water molecules. 
As in scenario 1, none of these is known to form linear structures on HOPG. The lateral 
spacing between the lines is an even greater mismatch with the size of these molecules 
that are much smaller than the POMs. Only the observed low height of the lines speaks 
for this scenario. It should be mentioned that sulfates are known to form ordered adlayers 
of parallel lines on metal single crystal surfaces such as Pt(111) in a certain potential range. 
These were interpreted by Funtikov et al. as a co-adsorbate of sulfate anions and water 
molecules [181]. However, not only are the conditions on these substrates very different 
from HOPG but also was the line spacing of this lattice (√3 times the underlying lattice 
spacing) much smaller than the 5.9 nm observed in the experiments in this work. 
 
Therefore, scenario 3 must also be considered. The possibility of a contamination of the 
sample with organic substances is very small. The EC-AFM setup was new and before these 
experiments it had always only been used with POMs in sulfuric acid. The EC-AFM cell was 
thoroughly cleaned before experiments on a new material system to prevent cross-
contamination. The HOPG surface was freshly cleaved before every measurement and the 
POM solution was freshly prepared again after the lines were first observed to exclude the 
possibility of a contaminated sample. Additionally, neither CVs nor an energy dispersive X-
ray spectroscopy (EDX) analysis of one of the samples showed any indication of 
contamination. On the other hand, POMs have been reported to form linear structures on 
HOPG when they were combined with organic surfactants. Wu et al. [182] and Raj et al. 
[183] have both reported POMs encapsulated by the surfactant 
dimethyldioctadecylammonium (DODA) to form arrays of linear structures on HOPG 
surfaces. These structures exhibit the same 120o rotational symmetry (Fig. 6.10) as the 
lines found here. In both cases and in contrast to the measured data, the arrays of lines 
assume the form of islands between which the underlying pristine HOPG surface is visible. 
On the other hand, control images of pure DODA adsorbed on HOPG closely resemble the 
lines observed in this study. In both publications, the spacing of the lines in the images 
incorporating the POMs matches the size of a POM with an extended DODA molecule 
attached on each side. Wu et al. state that the organic DODA adlayer increases the barrier 
for lateral diffusion and therefore forms a template for the adsorption of the POM that 
leads to the formation of the linear arrays. Speaking against this type of contamination 
here is the fact that they could not obtain a stable assembly of the pure DODA molecules 
on the surface in in-situ measurements. According to Raj et al., the close size match of the 
DODA (0.251 nm) and the HOPG lattice spacing (0.246 nm) leads to the formation of the 
DODA chains on the surface which then appear as lines in the microscope images. When 
the ratio of DODA to POMs was increased, they observed both the arrays with POMs and 
the linear structures of pure DODA on the surface next to each other.  
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Fig. 6.10: AFM images in air, adapted from Raj et al. [183] (top row, evaporated from solution) and 
Wu et al. [182] (bottom row, spin-coated). They show the formation of linear structures of DODA 
encapsulated POMs (left) and pure DODA (right) on HOPG surfaces. The POMs used were PW12O40 
(a) and P5W30O110 (c). 
 
Considering all observations, scenario 3, a contamination of the sample with an organic 
substance of similar size and properties as DODA, would certainly provide the best suited 
explanation for the effect. It would justify the size of the structures, their orientational 
behavior and the influence on the adsorption of POMs. On the other hand, in addition to 
the measures taken to prevent this kind of contamination, there is no evidence for its 
presence in CVs and EDX. The images from [182] and [183] show a different surface 
structure when POMs are added to the system and the DODA lines were only observed 
ex-situ. Also, scenario 2 with the possibility of an ad-lattice of sulfate and water molecules 
similar to the ones observed on Pt(111) [181] should not be completely dismissed. To 
understand the origin of the lines, it will therefore be necessary to perform higher-
resolution microscopy that resolves their internal structure. A reproduction of the images 
in a different setting would also allow to dismiss scenario 3 completely. 
 
 

6.3 Influence of Electrolyte Composition and POM Charge 
 
As mentioned before, the influence of electrolyte components and the POM’s charge on 
the adsorption and aggregation behavior have so far mainly been investigated in 
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Figure 3: TM-AFM height images of DODA deposited on a) HOPG and b) mica. Corresponding cross-section analyses taken along the white lines
are shown below each image.

Figure 4: TM-AFM images of the different DODA–POM hybrids deposited on HOPG. a) Hybrids made from Keggin POM, b) Hybrid made from
WD-POM. Insets show 2DFFT images. Cross-section analyses taken along the white lines are shown below each image.
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the lateral diffusion barrier and can therefore acts as template for
the adsorption of other species.9,19,20 From the STM images
(Figure 3) well-ordered alkane lamellae can be identified while
single spherical objects are observed scattered randomly across
the alkane monolayer. While the alkane lamellae are imaged
very clearly, it is not possible to resolve the SECs with higher
resolution.
The formation of the film is characterized by the competitive

adsorption of alkanes and SECs. Apparently, the interaction
between alkane molecules and graphite is stronger than that of
SECs and graphite. Therefore, the alkane lamellae probably form
first, thereby providing an organic monolayer on graphite. As
a result of the increased lateral diffusion barrier across the
monolayer, the SECs are immobilized strong enough so that
they can be imaged by STM. Since the adsorption of SECs on
the alkane lamellae is dominated by van der Waals forces and

the periodicity of the lamellae is too small to accommodate a
single SEC, there are no preferential adsorption sites and hence
no ordered SEC arrays are observed in this case.
To study the effect of the shell on the ordering of the SECs,

two other SECs with different surfactant shells, namely,
(DTDA)14[Na(H2O)P5W30O110] and (TODA)14[Na(H2O)-
P5W30O110, were investigated. Similar to the previous example,
(DTDA)14[Na(H2O)P5W30O110] self-assembles intonanorodswith
lengths ranging from 30 to 100 nm (Figure 4). The width of a
nanorod is 4.8 ( 0.3 nm, which is lower than that observed for
(DODA)14[Na(H2O)P5W30O110] as the chain length of the
surfactant is shorter by four methylene groups. The width of a
single (DTDA)14[Na(H2O)P5W30O110] is estimated to be as large
as 5.2 nm. In contrast, no ordered structure is observed for
(TODA)14[Na(H2O)P5W30O110] (Figure 5).
The surfactant structure has a profound impact on the structure

of the resulting assemblies including the relative cluster-surfactant
organization, the orientation and tilt of the surfactant tails, the
degree of interdigitation, and the inclusion of small solvent

(19) Askadskaya, L.; Rabe, J. P. Phys. ReV. Lett. 1992, 69, 1395.
(20) Qiu, X. H.; Wang, C.; Zeng, Q. D.; Xu, B.; Yin, S. X.; Wang, H. N.; Xu,

S. D.; Bai, C. L. J. Am. Chem. Soc. 2000, 122, 5550.

Figure 1. SFM height image of (DODA)14[Na(H2O)P5W30O110] on graphite, exhibiting straight nanorods oriented parallel to each other in
small domains. The angle R between rods is 120°, reflecting the symmetry of the underlying substrate lattice. The line scan shows that the
height of one cylinder along the direction perpendicular to a graphite surface is 1.4 ( 0.2 nm.
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molecules. The dialkyldimethylammonium compounds used
here (DODA, DTDA) prefer the common bilayer architecture in
aqueous solution and in bulk, and the same is observed with
(DODA)2Mo6O19.21 Apparently, the stratified ordering as in
lamellae is lost in the case of the large POM anion used here.
Charge compensation and electrostatic interactions result in a
core-shell structure. The alkyl density on the cluster surface is
assumed to affect the aggregation of the SECs. In the case of
high alkyl density, interdigitation of adjacent shells and interac-
tions with the substrate are hindered, and as a result we observe

very little ordering. On the other hand, in the case of (DTDA)14-
[Na(H2O)P5W30O110] and (DODA)14[Na(H2O)P5W30O110], there
is apparently sufficient mobility in the surfactant shell to allow
epitaxial ordering of the alkyl chains along the lattice axis as
well as interactions among adjacent SECs giving rise to straight
nanorods.

Conclusions
The surfactant-encapsulated clusters of the Preyssler anion,

[Na(H2O)P5W30O110]14-, organize into straight nanorods on the
basal plane of graphite. On the other hand, if a trialkylmethy-
lammonium surfactant is used as in (TODA)14[Na(H2O)-
P5W30O110], no ordering is observed. This surprising result is
rationalized in terms of alkyl chain interactions with the surface(21) Ito, T.; Sawada, K.; Yamase, T. Chem. Lett. 2003, 32, 938.

Figure 2. SFM phase image of pure DODA‚Br on graphite. Well-
ordered lamellae in three domains can be recognized.

Figure 3. STM current image of tetratetracontane and (DODA)14-
[Na(H2O)P5W30O110] coadsorbed on graphite. The alkane lamellae
are clearly visible. The round objects are individual SECs. Inset:
enlarged image showing individual alkanemolecules in the lamellae.
Typical tunneling conditions are It ) 1.0 nA, Ut ) 1.5 V.

Figure 4. SFM height image of (DTDA)14[Na(H2O)P5W30O110] on
graphite arranged in straight nanorods.

Figure 5. Assembly of (TODA)14[Na(H2O)P5W30O110] on graphite
surface. No ordered rods are observed in the assembly.

2770 Langmuir, Vol. 24, No. 6, 2008 Wu et al.
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simulations and in some cases the results have been inconclusive. To address the problem 
experimentally, different Keggin POMs were dissolved in several aqueous solutions from 
which they were adsorbed on HOPG and imaged with AFM. 
 
6.3.1 Experimental 
 
50 µM solutions of the POMs were (H3PW12O40, H4SiW12O40 and H9PW9O34) were prepared 
in different aqueous solvents (H2O or H2SO4, H3PO4, HCl, Li2SO4 and LiClO4 in 0.1 M 
concentration). The HOPG sample was immersed into the solution for 60 seconds during 
which it was slowly moved around with a pair of tweezers. The procedure was then 
repeated in MilliQ water to guarantee only adsorbed POMs remain on the sample. After 
the sample had fully dried under ambient conditions, tapping mode AFM images were 
recorded in air. This method proved to have a smaller impact on the adsorbates than 
ScanAyst mode in the dry measurements. It was also found that larger area scans are less 
likely to damage the surface. Therefore, scan sizes of several µm were chosen for an 
accurate imaging of the adsorbed POMs. Each sample was measured at least three times 
at different positions, more than 1 mm apart, to obtain results representative of the 
whole surface.  
 
6.3.2 Different POMs  
 
Three different tungsten-based Keggin POMs were used in this experiment: The 
isostructural SiW12O40

4- (SiW12) and PW12O40
3- (PW12) as well as it’s highly charged 

lacunary PW9O34
9- (PW9). The same measurements were performed with the POMs 

dissolved in de-ionized water (Fig. 6.11 top row) and in 0.1 M sulfuric acid (Fig. 6.11 
bottom row).  
 
The size and shape of the adsorbed structures differ greatly on each sample. In water, 
PW12 (a) forms many irregularly shaped islands of varying size. The magnification shows 
that the larger islands consist of groups of smaller particles with a measured height 
between around 1.3 nm which is close to the size of a single POM. Only in few cases, they 
form higher clusters that reach heights of up to 5 nm. The lateral size of single particles 
was measured between 10 and 50 nm, indicating that they are agglomerations of POMs. 
The smallest islands consist of only one of those POM clusters. The HOPG step edge is 
fully covered by the POM clusters. SiW12 (b) adsorbs mostly as evenly distributed particles 
of similar height around 1.3 nm. Their lateral size of 10 - 30 nm is, on average, much 
smaller than the individual PW12 clusters. Larger islands are only found at locations where 
HOPG step edges form sharp corners. The large size difference between these islands and 
the small particles adsorbed on the basal planes indicates that the POMs in the larger 
islands are bound to the substrate at least partially through interactions with POMs 
adsorbed at the step edges. The coverage of the basal plane is much lower than on the 
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PW12 sample and is a sign of weaker interaction with the surface, as is expected from the 
Born energy of solvation introduced in eq. ( 6.1 ). The large flat islands of PW9 (c) mostly 
have diameters over 100 nm and are only around 0.7 nm high. The lower height can be 
explained by the smaller size of the tri-lacunary PW9, compared the plenary POMs PW12 
and SiW12. The increased surface coverage compared to the SiW12 sample does not follow 
the concept of the Born energy of solvation anymore. Because of the smaller size and 
higher negative charge, the interaction with the surface should be much lower than for 
the other two POMs. This shows that other factors must be influencing the adsorption 
behavior. The round shape and large lateral size of the islands also indicates a stronger 
POM-POM attraction. 
 

 
Fig. 6.11: AFM image series (2 µm x 2 µm) of different POMs, adsorbed on HOPG surfaces by 
immersing the sample in a 50 µM solution of the POM in de-ionized water (a)-(c) and in 0.1 M 
H2SO4 (d)-(f). The images were recorded after rinsing and drying the sample with the following 
POMs: (a),(d) PW9, (b),(e) SiW12 and (c),(f) PW12. The insets in the top right corner are 200 nm x 
200 nm magnifications of the adsorbed structures. Microscope settings: TM-AFM, scan rate = 2 
Hz. 

 
In H2SO4, PW12 (d) adsorbs almost completely in an up to 200 nm wide zone along the 
lower side of the step edges. On the larger terraces, several elongated features extend 
out of this area away from the step edge. The adsorbed structures are around 1.2 nm high 
and their flat surface is covered by many 2 - 3 nm high smaller particles with lateral sizes 
between 10 and 20 nm. Compared to the water sample of PW12, the coverage of the basal 
plane has dramatically decreased while it is much higher around the step edges. This could 

(a) PW12 in H2O  

400 nm 

100 nm 

(b) SiW12 in H2O  (c) PW9 in H2O  

(d) PW12 in H2SO4  (e) SiW12 in H2SO4  (f) PW9 in H2SO4  
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be caused by a decreased strength of interaction with the surface as well as stronger 
attraction between POMs. The adsorbed structures of SiW12 (e) show a similar behavior. 
Most islands are connected to the step edges and consist of a 1.2 nm high POM 
monolayer, covered by 2-3 nm high and 10-30 nm wide particles. However, the number 
of islands has increased and they split into multiple branches on the basal plane, 
resembling the percolated clusters in Fig. 6.2(d). Unlike in water, the adsorption strength 
appears to increase here compared to PW12. The shapes of the islands formed by PW9 (f) 
resemble those formed by SiW12. However, they are shorter and distributed equally over 
the whole basal plane, often not connected to step edges. Therefore, PW9 shows the 
strongest adsorption of all three POMs. As in water, the height of the PW9 islands is lower 
(0.8 nm) than of the other two POMs and even the particles on top of the islands are 
smaller (1.2 - 1.4 nm). The two square shaped areas that are free of adsorbates are 
locations of previous attempts to obtain higher resolution images. During these, the tip 
removed all adsorbed material. Overall, the H2SO4 samples differ from the H2O series in 
two major points. The presence of small particles that cover the surface of the islands and 
the elongated, branching island shape. 
 
6.3.3 Different Solvents 
 
The previous images show the strong influence of the solvent on the formation of 
adsorbed islands. To obtain a wider range of data on the influence of anion and cation in 
the electrolyte, the same deposition method was used to adsorb SiW12, dissolved in 
several more different solvents (Fig. 6.12). As in the previous experiment, each sample 
formed islands of different shapes on the HOPG surface. The images of SiW12 in H2O (a) 
and H2SO4 (b) are only shown for comparison, they have already been discussed above. 
Dissolved in Li2SO4 (c), the POM forms larger islands that all have a nearly circular shape. 
With 1.8 nm, they are higher than the islands on any previous sample. However, as the 
magnified image shows, they are often connected by a lower second layer which is only 
around 1.0 nm high. This indicates that the islands consist of a double layer of POMs, 
surrounded or connected by a POM monolayer. In HCl (d), adsorption on the basal plane 
is rather weak and most 1.2 nm high islands are connected to the step edges. In LiClO4 (e), 
the surface coverage is even lower, few islands are adsorbed along the step edges. On the 
terraces, several smaller islands can be seen with diameters below 50 nm. Both island 
types have the same height of 1.0 nm. On the H3PO4 sample (f), in contrast to all other 
samples, two different regions were found on the surface, separated by a large HOPG step 
edge. On the left side (Region B), the terraces are covered by many small islands while on 
the right (Region A), fewer but larger islands dominate. Fig. 6.13 shows separately 
recorded images of the two different types of regions for a better contrast. In region A 
(b), the small islands (below 100 nm diameter) are evenly distributed while in region B (c), 
an affinity towards step edges, where larger islands are found, is recognizable. On 
average, the islands on the terraces have a larger diameter than in region A but are less 
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numerous. While all islands in region B are around 1 nm high, the island height in region 
A varies between 1 nm and 2.5 nm. 
  

 
Fig. 6.12: AFM image series (2 µm x 2 µm) of SiW12, adsorbed on a HOPG surface by immersing the 
sample in a 50 µM solution of the POM in de-ionized water (a) or a 0.1 M concentration of (b) 
H2SO4, (c) Li2SO4, (d) HCl, (e) LiClO4 and (f) H3PO4. The images were recorded after rinsing and 
drying the sample. Microscope settings: TM AFM, scan rate = 2 Hz. 

 

 
Fig. 6.13: Different regions on the SiW12 in H3PO4 sample (2 µm x 2 µm). (a) is the original image 
from Fig. 6.12 (f) for comparison, (b) and (c) were measured at different positions. 

To test if any of the observed structures are simply caused by the pure solvent, the 
measurements were repeated without POMs for some of the solvents (Fig. 6.14). None 
of the pure solvents formed the kind of larger islands that were found on most POM 
samples. The small clusters encountered instead have diameters below 50 nm. On the 
H2SO4 sample (a), the particles appear larger but their odd shape is caused by an effect 

(a) SiW12 in H2O 

400 nm 

100 nm 

(b) SiW12 in H2SO4  (c) SiW12 in Li2SO4  

(d) SiW12 in HCl  (e) SiW12 in LiClO4  (f) SiW12 in H3PO4  

Region A 

Region B 

400 nm 

(a) SiW12 in H3PO4  (b)  Region A (c) Region B  
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known as “multi-tip”. Foreign particles have attached to the tip’s apex, forming several 
points that equally contribute to the measured signal. Therefore, their actual size is 
smaller than the image suggests. The particle height in all images is much less uniform 
than on the POM samples, ranging between 1 and 3 nm. The only exception is the HCl 
sample (c), where 0.5 nm high particles were also observed. With as small as 10 nm, their 
diameter is also smaller. The coverage is mostly limited to the step edges. Interestingly, 
the H3PO4 sample closely resembles region A of the SiW12 in H3PO4 sample (Fig. 6.13(b)). 
Not only is the distribution on the surface similar, but also the particle height and size 
distribution. A possible explanation for the different regions on the SiW12 on H3PO4 
sample is therefore, that region A does not contain any POMs and only region B shows 
the adsorbed SiW12 islands. 
   

 
Fig. 6.14: AFM images (1.6 µm x 2 µm) of an HOPG surface after immersion into a 0.1 M 
concentration of different solvents for 60 s followed by rinsing in water. (a) H2SO4, (b) H3PO4, (c) 
HCl and (d) Li2SO4. Microscope settings: TM AFM, scan rate 2 Hz. 

 
The images in different solvents can be compared by several categories. The type of 
counterion (Li+ vs. H3O+) does not show any direct influence on the adsorbed structures 
except a possible tendency to form rounder islands in the presence of Li+. The type of 
anion in the solvent was already shown to be important in the previous section and this 
is further emphasized here. Comparing the H2O sample to all others, it appears that the 
presence of any anion besides the POM results in larger islands and must therefore be a 
critical factor in their formation. Both sulfate containing samples show structures 
significantly higher than a POM monolayer which might be a sign that the presence of 
sulfate encourages three-dimensional growth. However, the particles on the H2SO4 
sample differ too much from the dual-layer islands in Li2SO4 to be certain of this effect. 
No trend is recognizable when comparing the samples by their pH value. Most acidic are 
the HCl and H2SO4 solutions (pH » 1), followed by H3PO4 (pH » 1.6). The other three 
samples have a much higher, nearly neutral pH, even though the addition of POMs makes 
the solutions somewhat more acidic. 
 
 

(a) Pure H2SO4  

400 nm 

(b) Pure H3PO4  (c) Pure HCl  (d) Pure Li2SO4  
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6.3.4 Analysis of the Results 
 
The unique POM structures observed in the AFM images of each sample show clearly that 
no single parameter dominates adsorption and aggregation. Instead, a combination of 
different factors - the POM’s charge, the type of counterion and the presence of other 
anions in the solution – is responsible. These factors all influence the interaction between 
POMs and HOPG surface as well as from POM to POM and result in a different adsorption 
behavior for every sample. The only finding common to all samples is the monolayer 
thickness of most islands. This agrees well with previous STM and AFM studies of POMs 
adsorbed on HOPG [151], [159]. The lower island height of the PW9 samples is a direct 
result of the POM’s reduced size. 
 
The much smaller island size of SiW12 in water compared to PW12 confirms the simulation 
results from Chaumont and Wipff [171], Bera et al. [172] and Serapian and Bo [174], that 
the lower negative charge of PW12 leads to stronger attraction between the POMs, 
causing them to form larger clusters on the HOPG surface. The lower surface coverage of 
SiW12, caused by its smaller surface activity, also fits into this picture. The fact that the tri-
lacunary PW9 forms larger islands without holes indicates an even stronger POM-POM 
attraction than PW12. This means that the Born solvation energy alone does not determine 
the POMs behavior anymore. Instead, the concept of counterion bridging for highly 
negative anions should be the reason for this behavior [171],[174]. In H2SO4, the results 
do not fit into either model. The decreasing island size with increasing negative charge 
agrees with the findings of Bera et al. [172], where the pH of the analyzed solution was 
similar to the H2SO4 solution used in this work. This indicates that the, on the first glance 
contradicting, results of increased POM-POM attraction for the most negative POMs by 
counterion bridging [171],[174] on the one hand and increasing electrostatic repulsion 
[172] on the other hand, is the consequence of the different pH values of the analyzed 
POM solutions. However, it does not explain the higher surface coverage of the more 
negative POMs nor the island shape of long branching chains with embedded clusters. 
These characteristics must therefore be caused by the presence of the sulfate anions.  
 
In [169], H3O+ and Li+ counterions resulted in similar aggregation behavior. However, the 
shape and size of the adsorbed islands observed here greatly differs on the H2SO4 and 
Li2SO4 AFM samples which implies that the adsorption behavior is more strongly 
influenced by the counterion than the aggregation in solution. Even more interesting is 
the strong influence of the solution’s anion on the POM-POM attraction. It becomes 
evident when comparing the water sample, free of anions besides the POM, to all samples 
on which the adsorbed islands are invariably much larger. Even in HCl, where Bera et al. 
did not detect any influence of the chloride anion on adsorbed POMs [172], the 
differences to SiW12 in water are clearly visible. The influence of these anions has not been 
investigated before and should be part of future MD simulations in order to understand 
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their role in POM aggregation. Further AFM measurements with a wider range of POMs 
and electrolytes, varying concentrations and other substrates will also help to understand 
the details of these interactions. 
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7 Discussion and Conclusions  
 
 
The goal of this work was to show how the combination of high-resolution scanning probe 
microscopy and electrochemical measurements, either in the form of EC-SPM or in 
separate electrochemical and SPM experiments, can be applied to create a better 
understanding of the fundamental processes in energy storage materials. With the 
possibility to image electrode surfaces in molecular resolution and to directly monitor 
electrochemical processes, SPM has a unique advantage over other electrochemical 
methods. With this in mind, in this chapter the findings presented above will be discussed. 
 
 

7.1 Improving the Understanding of SECPM 
 
SECPM can be a powerful tool for the analysis of the electrochemical double layer 
structure and the electrochemical properties of electrode surfaces as well as the 
molecules adsorbed on those surfaces. Because a thorough understanding of these 
factors is crucial when it comes to the development of new battery materials, SECPM 
should be the method of choice for a large number of experiments in this field of research. 
A more widespread use is however hindered by the difficult interpretation of the pictures; 
any analysis method will only be commonly accepted if the results can be properly 
understood. This was the reason for the decision to focus the research with SECPM on the 
method itself rather than using it for the investigation of material properties.   
 
The comparison of images recorded in different concentrations of sulfuric acid, as well as 
the investigation of the step-edge oscillation artifact at different working electrode 
potentials, showed that the image quality and resolution of SECPM are greatly affected 
by the Debye length of the electrochemical double layer. The lower ion concentrations at 
potentials around the PZC result in a flatter potential vs. distance profile which decreases 
both lateral resolution, because of a greater distance between tip and surface, and z-
resolution, due to a resulting flatter potential-distance profile. This behavior is intrinsic to 
SECPM and it will not be possible to solve the problem completely, the measurements 
show that the increase of the ion density in the EDL, either through increased electrolyte 
concentration or simply measuring at different potentials, helps to increase the quality of 
the images. Additionally, it appears as if the tip itself also plays a role since some tips are 
more affected by this issue than others. Investigations of the influence of tip shape, 
coating and material would therefore be an important topic for future investigations. 
Furthermore, it was found that the oscillation artifact at HOPG step edges is caused by 
the microscope’s feedback loop that most likely overcompensates for changes when 
adjusting the tip height after passing the step. Interestingly, the oscillations can also be 
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decreased by generating a steeper potential curve through potential adjustments. 
Although it has not been tested, changes in electrolyte concentration are therefore 
expected to have the same effect on the oscillations and the proposed solutions for 
improved image quality can also be applied here. However, it will still be an important 
task to perform a thorough analysis of the feedback loop system itself to eliminate the 
oscillations completely.  
 
The description of SECPM in the microscope’s instruction manual states that “SECPM 
measures the potential difference between its potentiometric probe and sample, 
immersed in an electrolyte or polar liquid” [184]. The successful SECPM imaging in the 
non-polar and practically ion-free ethylene glycol shows that this statement should be 
revised. The imaging the atomic structure of the HOPG surface shows a level of resolution 
that is not expected from the potential mapping mechanism and gives rise to a 
fundamental question: Is such a high resolution possible if only the potential differences 
within the electrochemical double layer are displayed? In STM, the high resolution is a 
result of the exponential dependence of the tunneling current on the distance between 
tip and sample. In contrast, the relation between potential and distance that defines the 
resolution of SECPM measurements has been reported to take a sigmoidal shape close to 
the electrode surface where the measurements take place [55], [56], [61]. With this 
signal-distance relation, the ability to resolve images on an atomic level cannot naturally 
be expected and explained.  
 
The discussion started by Traunsteiner et al. [90], in which they conclude that the 
measured potentials are the result of leakage currents, in particular from electron 
tunneling, provides a disappointing but plausible alternative explanation for the results. 
Considering that the microscope’s hardware was specifically designed to prevent those 
currents and the fact that Baier et al. were able to show clear differences between SECPM 
and EC-STM images [59], the issue is in need of further investigation. For instance, it is 
possible that an intermediate case is closest to reality, where the tip indeed measures the 
local potential in the EDL but is influenced by tunneling currents. Assuming that the 
distance between tip and sample during a measurement is in a similar range in both STM 
and SECPM (well below 1 nm), the complex structure of the overlapping EDLs of tip and 
sample must also be considered. With the high input impedance amplifier preventing the 
flow of currents, another option should be taken into account. The tunneling currents 
might simply charge and discharge these double layer capacitances instead of flowing 
through the whole setup, affecting the local environment sufficiently to be detected. 
However, it is difficult to determine the exact origin of the measured potentials 
experimentally alone. To solve the problem, it will therefore be an important step to also 
develop a comprehensive theoretical model that analyzes the effects of a possible 
tunneling current on the measured potentials and incorporates the previous simulations 
on the effect of tip shape and EDL overlap by Hamou et al. [86]–[89]. The model should 
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also be able to accurately describe all available experimental results, including both 
SECPM images and potential-distance curves. Only when this fundamental mechanism 
behind SECPM is well understood will it be possible to apply the method more extensively. 
It can be expected that the contributions of this work to the discussion will help to solve 
said issues and help SECPM to make the next step forward. 
 
 

7.2 Influence of Water on the Double Layer Capacitance of Ionic 
Liquids 

 
The main findings of this chapter are the variations found in the capacitance curves with 
different water content. All measured capacitance vs. potential curves display a 
characteristic peak and show a general increase in capacitance at more positive 
potentials. From these results it can be concluded that the water molecules in the ionic 
liquid adsorb on the Au(111) surface. This adsorption increases with stronger electrode 
polarization, confirming the results of previous experimental [127], [128] and theoretical 
[124]–[126] studies. However, a conclusive interpretation of the curves was only possible 
with the help of additional EC-STM measurements of the Au(111) surface which showed 
that the characteristic peak in the curves was not caused by a surface reconstruction 
instead. Monitoring the electrode in-situ on a scale that can detect a surface 
reconstruction would not have been possible with conventional electrochemical 
methods. This constellation is a great example for how EC-SPM can augment other 
electrochemical measurements to allow a more thorough analysis of the materials.  
 
As mentioned above, the discussion about the exact nature of the EDL in ionic liquids is 
still very much ongoing and far from conclusion [109], [110], [111], [127], [128]. It would 
therefore be of significant importance for future progress to further analyze the EDL 
structure experimentally. The results presented here are considered a first step towards 
the goal of establishing double layer capacitance measurements as another means to 
analyze the electrochemical double layer. The method could be greatly enhanced if 
combined with additional SECPM measurements, in particular potential vs. distance 
curves. Making an experimental connection between the double layer capacitance on the 
one hand and the potential distribution on the other hand would be a further step 
towards a complete understanding of the EDL in ionic liquids. 
 
 

7.3 POM Adsorption 
 
In the first part of the chapter about the adsorption of POMs, the influence of their 
oxidation state was analyzed. The combination of measurements in a conventional 
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electrochemical cell and ex-situ AFM images showed clearly that the Keggin-type POM 
MnII

3SiW9 only adsorbs on HOPG surfaces when the Mn atoms are oxidized to MnIV. It 
could be deducted from the cyclic voltammograms that the size (due to ligand exchange) 
and charge (due to oxidation/ reduction) determine if the molecules adsorb on the HOPG 
surface or not. However, it was only because of the accompanying AFM images that the 
hypothesis could be proved by showing the actual surface coverage at the different 
oxidation states and the reversibility of the adsorption. The experiment is another 
representation of how the high resolution of SPM can gather additional information that 
helps to confirm and explain the results of other measurements. Making full use of the 
microscopes capabilities to performing in-situ electrochemical measurements, the 
influence of the oxidation state of POMs was analyzed in more detail in the an EC-AFM 
image series of SiV3W9. In these experiments, the influence of Vanadium oxidation was 
explored in great detail. The direct observation of the effect of potential changes showed 
not only a clear increase in the number of adsorbed POMs once after they were fully 
oxidized but also an additional, much slower adsorption process. This slow adsorption is 
either caused by increased electrostatic interactions between POM and surface or is 
completely independent on the applied potential and purely time-based instead. The 
effect manifests itself in slowly increasing coverage of the surface as well as a small 
hysteresis effect upon reversal of the direction of potential steps. A large difference in the 
distribution of the adsorbed POMs was found between the in-situ and ex-situ AFM 
images. While the POMs on the dry samples were almost exclusively found at and around 
the step-edges of the HOPG surface, the in-situ measurements confirmed that they also 
adsorb in large amounts on the HOPG basal plane and eventually even cover the whole 
surface at more positive potentials. Some difference can of course be expected because 
of the different POMs used in the two experiments. However, the removal from the 
electrolyte and the following drying process are likely to influence the distribution of the 
POMs on the surface because of their weak interaction with the HOPG basal plane. Both 
the slow adsorption process and the coverage of the basal plane could only be detected 
in the in-situ measurements which shows how important it is to measure electrochemical 
processes directly where they occur if the goal of the experiment is to understand the 
fundamental details.  
 
In the second part of the chapter, the influence of several properties of POMs and solvent 
on their adsorption was analyzed, comparing the Keggin POMs PW9

9-, PW12
3- and SiW12

4- 
in different solvents with AFM on dried POM samples. The images revealed a great 
variation in the structures of POM agglomerates, influenced by the POMs’ charge as well 
as the type of anions and cations in the electrolyte they are dissolved in. Only with the 
high-resolution AFM images could the unique structures formed by each combination of 
POMs and electrolyte be investigated. While it is not possible to fully explain all details 
from such a limited number of analyzed material combinations and the dependence on 
many different factors, the results show that the adsorption is also strongly influenced by 
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the interactions between the POMs and not only between POMs and surface. The 
measurements also showed that the anions in the solution can play a big role in the 
formation the POM agglomerates. The different findings in these experiments also show 
that many influences on the adsorption of POMs are still unknown or at least not fully 
understood and it is expected that the results of the AFM studies will serve as a starting 
point for further investigations of more material combinations and in-situ measurements 
to be eventually able to predict how a POM would behave in a specific electrolyte. 
 
 

7.4 Concluding Remarks 
 
As mentioned in the introduction in chapter 1, it is crucial for the development of truly 
novel batteries to understand material properties and electrochemical processes on a 
fundamental level. The findings in this work show that the combination of highly resolved 
images and direct in-situ observations in almost real-time that is provided only by 
electrochemical SPM methods is able to reveal properties that would remain undetected 
with other experimental techniques. The discoveries in both the areas of 
polyoxometalates and ionic liquids show what the use of SPM can achieve when it comes 
to the in-depth analysis of battery materials, be it in the combination with other 
electrochemical methods or on its own. Therefore, it is expected that the investigations 
of scanning electrochemical potential microscopy presented in this work and the 
concluding suggestions on how to achieve a better resolution and image quality, as well 
as the eventual conclusion of the discussion about the mechanisms behind the measured 
potentials, will help to achieve the establishment of SECPM as a common analysis method 
for battery materials. Directly probing the potential profile of the double layer in ILs could 
greatly improve the understanding of the structure and formation of the EDL and in-situ 
monitoring of POM adsorption will enable the direct observation of changes in the 
molecule’s oxidation state and will further enhance the understanding of those versatile 
molecules. When SECPM finally becomes fully established, it will be of great help to the 
progress of battery research, one of the most important scientific fields of our times. 
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Appendix 
 

A1 Abbreviations 
 
AFM   Atomic Force Microscopy/Microscope 
BKK   Budkov-Kolesnikov-Kiselev Model 
BMP-TFSA  1-Butyl-1-Methyl Pyrrolidinium bis(trifluoromethylsulfonyl)amide 
BMP-TFSI  1-Butyl-1-Methylpyrrolidinium Bis(Trifluoromethylsulfonyl)imide 
CE   Counter Electrode 
CITS   Current Imaging Tunneling Spectroscopy 
CPE   Constant Phase Element 
CV   Cyclic Voltammetry/Voltammogram 
DFT   Density Functional Theory 
DI-water  De-ionized Water 
DODA   Dimethyldioctadecylammonium  
DOS   Density of State 
EC-AFM  Electrochemical Atomic Force Microscopy 
EC-STM  Electrochemical Scanning Tunneling Microscopy 
EDL   Electrochemical Double Layer 
EIS   Electrochemical Impedance Spectroscopy 
fcc   face centered cubic lattice structure 
GC   Glassy Carbon 
GC Model  Gouy-Chapman Model 
GCS Model  Gouy-Chapman-Stern Model 
HOPG   Highly Oriented Pyrolytic Graphite 
i gain   Integral Gain 
IHP   Inner Helmholtz Plane 
IL   Ionic Liquid 
MD   Molecular Dynamics 
ML   Monolayer 
NDR   Negative Differential Resistance 
NHE   Normal Hydrogen Electrode 
NU   Newcastle University 
OCP   Open Circuit Potential 
OHP   Outer Helmholtz Plane 
p gain   Proportional Gain 
POM   Polyoxometalate 
PZC   Potential of Zero Charge 
RE   Reference Electrode 
RTIL   Room Temperature Ionic Liquid 
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SAXS   Small-Angle X-ray Scattering 
SECPM   Scanning Electrochemical Potential Microscopy 
SHE   Standard Hydrogen Electrode 
SPM   Scanning Probe Microscopy 
STM   Scanning Tunneling Microscopy 
TM   Tapping Mode 
TS   Tunneling Spectroscopy 
TUM   Technische Universität München 
WE   Working Electrode  
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A2 Symbols 
 
In certain cases, one symbol was used for several meanings. This happened when 
conventions were followed in equations and descriptions. However, the duplicates never 
occur in a single section to avoid confusion. 
 
A   Electrochemically Active Surface Area  
a   Electrochemical Activity 
c   Concentration of Species in Solution 
CDebye   Debye Capacitance 
CDL   Double Layer Capacitance 
CGC   Gouy-Chapman Capacitance  
CH   Helmholtz Capacitance 
cmax   Maximum Possible Ion Concentration 
d   Distance between two Objects 
Ea   Activation Energy 
Eµ   Energy of State µ 
e   Electric Charge of an Electron 
F   Faraday Constant 
f   Frequency 
I0   Exchange Current 
IF   Faradaic Current 
ISP   Setpoint Current in STM 
IT   Tunneling Current 
k   Decay Coefficient of Wave Function 
k0   Electron Transfer Constant 
kB   Boltzmann Constant 
Mµn   Matrix Element 
m   Mass of Electron 
n   Charge of Ion Species 
n   Number of Transferred Electrons 
Ox   Oxidized Species 
wµn   Transition Probability 
Q   Constant Phase Element 
q   Electric Charge 
R   Gas Constant 
RCT   Charge Transfer Resistance 
Red   Reduced Species 
ROhm   Ohmic Resistance 
r   Radius 
r   Microscope Scan Rate 
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T   Absolute Temperature 
T   Kinetic Energy 
U   Electrostatic Potential 
U   Potential Energy 
U0   Equilibrium Potential 
𝑈�    Characteristic Standard Potential of Redox Couple 
Ubias   Bias Voltage in STM 
UOCP   Potential at Open Circuit 
USP   Setpoint Potential 
UWE   Working Electrode Potential 
Vi   Electrostatic Potential 
W   Work Function 
X   Water Content in IL 
x   Distance from Electrode 
Z   Impedance 
 
aa   Anodic Electron Transfer Coefficient 
ac   Cathodic Electron Transfer Coefficient  
c   Dipole Barrier   
c2   Goodness of Fit 
DGBorn   Born energy of solvation 
DU   Volta Potential Difference 
e   Dielectric Constant 
𝜀∗   High Frequency Dielectric Constant 
𝜀∗   Effective Polarizability of Ionic Liquid 
e0   Dielectric Permittivity of Free Space 
er   Specific Dielectric Constant 
j(z)   Galvani Potential 
f   Tunnel Barrier Height 
g   Compacity Parameter 
ℏ   Planck Constant 
h   Overpotential 
k   Inverse Debye Length 
lD   Debye Length 
µe   Chemical Potential 
𝜇(000   Electrochemical Potential 
n   Sweep Rate of Cyclic Voltammetry 
neff   Effective Oscillation Frequency 
u   Average Volume of Ion in IL 
Yµ   Wave Function of State µ 
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r   Density of States 
sI   Standard Deviation 
s   Charge Density 
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