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Abstract

For financial institutions, fast and accurate computational methods for parametric asset
models are essential. We start with a numerical investigation of a widely applied approach
in the financial industry, the de-Americanization methodology. Here, the problem of
calibrating to American option prices is reduced to calibrating to European options
by translating American option data via binomial tree techniques into European prices.
The results of this study identify scenarios in which the de—Americanization methodology
performs well and in which de-Americanization leads into pitfalls. Therefore, the need of
executing recurrent tasks such as pricing, calibration and risk assessment accurately and
in real-time, sets the direction to complexity reduction. Via Chebyshev interpolation the
recurrent nature of these tasks is exploited by polynomial interpolation in the parameter
space. Identifying criteria for (sub)exponential convergence and deriving explicit error
bounds enables to reduce run-times while maintaining accuracy. For the Chebyshev
interpolation any option pricing technique can be applied for evaluating the function
at the nodal points. With option pricing in mind, a new approach is pursued. The
Chebyshev interpolation is combined with dynamic programming concepts. The resulting
generality of this framework allows for various applications in mathematical finance and
beyond our example of pricing American options.






Zusammenfassung

Finanzinstitutionen stehen vor der Herausforderung, numerische Methoden zur para-
metrischen Optionspreisbewertung zu verwenden, die sowohl exakt als auch schnell sind.
Zunéchst wird eine in der Finanzindustrie verbreitete Methode, die de-Americanization
Methode, untersucht. Bei dieser werden vor dem Starten des Kalibrierungsprozesses
amerikanische Optionspreise mit Hilfe von Binomialbdumen in pseudo-européische Op-
tionspreise iibersetzt. Damit wird die Kalibrierung an amerikanischen Optionen vere-
infacht zu einer Kalibrierung an européischen Optionen. Im Rahmen der empirischen
Analyse wurden sowohl Szenarien identifiziert, in denen die vorgeschlagene de—Americani-
zation Methode zuverléssige Ergebnisse liefert, als auch Szenarien, in denen die Methode
zu nicht korrekten Ergebnissen fiihrt. Der Bedarf, immer wiederkehrende, parameter-
abhéngige Aufgaben - Optionspreisbewertung, Kalibrierung und Risikobewertungen -
sowohl genau als auch in Echtzeit auszuwerten zu koénnen, motivieren den Schritt zu
Vereinfachungstechniken, die die Komplexitit genau dieser Aufgaben reduzieren. Die
Chebyshev Interpolation 16st die wiederkehrende Natur durch eine Polynominterpolation
im entsprechenden Parameterraum. Durch einen Kriterienkatalog fiir exponentielle Kon-
vergenz und durch explizite Fehlerschranken ermoglicht diese Methode eine Reduzierung
der Laufzeiten bei gleichzeitigem Erhalt der Genauigkeit. Dariiber hinaus verkniipfen
wir die Chebyshev Interpolation mit der dynamischen Programmierung, um dynamis-
che Probleme effizient 16sen zu konnen. Das resultierende Grundgeriist ist so allgemein
konzipiert, dass es in vielen Anwendungsbereichen der Finanzmathematik verwendet wer-
den kann.
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1 Introduction

In mathematics the complicated
things are reduced to simple things.
So it is in painting.

Thomas Eakins

For financial institutions with a strong dedication to trading or assessment of financial
derivatives and risk management, numerous financial quantities have to be computed on
a daily basis. Here, we focus on option prices, sensitivities and risk measures for products
in different models and for varying parameter constellations. Growing market activities
and fast-paced trading environments require that these evaluations are done in almost
real time. Thus, fast and accurate computational methods for parametric stock price
models are essential.

Besides market environments, the model sophistication has risen tremendously since the
seminal work of Black and Scholes| (1973) and [Merton| (1973). Stochastic volatility and
Lévy models, as well as models based on further classes of stochastic processes, have been
developed to deal with shortcomings of the Black&Scholes model and to capture market
observations more appropriately, such as non-constant volatilites and jumps. For stock
models, see Heston| (1993)), |[Eberlein et al. (1998), Duffie et al. (2003) and Cuchiero et al.
(2012).

The usefulness of a pricing model critically depends on how well it captures the relevant
aspects of market reality in its numerical implementation. Exploiting new ways to deal
with the rising computational complexity therefore supports the evolution of pricing
models and touches a core concern of present mathematical finance. A large body of
computational tasks in finance need to be repeatedly performed in real time for a varying
set of parameters. Prominent examples are option pricing and hedging of different option
sensitivities, e.g. delta and vega, which also need to be calculated in real time. In
particular for optimization routines arising in model calibration, and in the context of
risk control and assessment, such as for quantification and monitoring of risk measures.

In a nutshell, trade-offs have to be found between accuracy and computational costs, es-
pecially with the generally rising complexity of the problems. Which kind of complexity
reduction techniques can be applied? In Chapter 3] we take calibrating American options
as an example. For single-stock options, only market data for American options is avail-
able and so, American options have be used to calibrate a stock price model. In contrast

11



1 Introduction

to European options, which give the option-holder the right to exercise the option at
maturity, American options allow the option-holder to exercise the option once at any
time up to the maturity. Thus, American options are so-called path-dependent options
and the pricing, especially under advanced models, relies on computationally-expensive
numerical techniques, such as the Monte Carlo simulation or partial (integro) differential
methods. Naturally, it is much faster to calibrate a model to European options than to
American options. Especially since there exists a variety of (semi-)closed pricing formu-
las for European options. This is applied in the de—Americanization methodology, as
for instance mentioned in [Carr and Wu| (2010), which we will investigate in the third
chapter. Basically, before any calibration is applied, the American options are replaced
by European options using binomial tree techniques. Our empirical study of the de—
Americanization methodology shows that this method tends to perform well in several
scenarios. However, in some scenarios, significant errors occur when compared to a di-
rect calibration to American options. The major drawback of the de-Americanization
methodology is that no error control is given.

The problems from calibrating to American options serve as an example and motivate our
investigations of complexity reduction methods in finance. Our approach in the following
is to systemically exploit the recurrent nature of parametric computational problems in
finance in order to gain efficiency in combination with error convergence results. Our
main focus here is parametric option pricing. In the literature, parametric option pric-
ing problems have largely been addressed by applying Fourier techniques following |Carr
and Madan| (1999) and |[Raible (2000)). The focus is on adopting fast Fourier transform
(FFT) methods and variants for option pricing. For pricing European options with FFT,
we refer to [Lee (2004). Further developments are, for instance, provided by Lord et al.
(2008)) for early exercise options and by Feng and Linetsky| (2008) and Kudryavtsev and
Levendorskiil (2009) for barrier options. Another path to efficiently handle large param-
eter sets is built on solving parametrized partial differential equations, the reduced basis
methods. |Sachs and Schu| (2010), Cont et al. (2011), Pironneau (2011) and Haasdonk
et al| (2013) and Burkovska et al.| (2015) applied this approach to price European, and
American, plain vanilla options and European baskets. Looking at both methods, FFT
methods can be advantageous when the prices are required in a large number of Fourier
variables, e.g. for a large set of strikes of European plain vanillas. Reduced basis meth-
ods, on the other hand, when an accurate PDE solver is readily available. We continue
by giving an example of how the reduced basis method is applied to the calibration of
American options in the Heston stochastic volatility model, and how the results com-
pare to the results of the de—Americanization methodology. Summarizing with respect
to parametric option pricing, the reduced basis method, as well as FFT method, reveal
an immense complexity reduction potential by targeting parameter dependence. Both
techniques have in common that they are add-ons to the functional architecture of the
underlying pricing technique. In Figure we visually illustrate this add-on feature.

Our following investigations are driven by the observation that, naturally, in financial
institutions a diversity of models, a multitude of option types, and, as a consequence,

12



1 Introduction

Pa_ramet_rl_c Fourier - .
Option Pricing Variables Option Price
Problem
Parametric
- o Building of
Option Pricing » » » Option Price
Problem PDE solver

Figure 1.1: Schematic overview: Both option pricing techniques, FFT (add-on to Fourier
pricing) and reduced basis (add-on to a PDE technique), exp101t the parame-
ter dependency as an add-on to the functional architecture of the underlying

pricing technique.

a wide variety of underlying pricing techniques, are used simultaneously to cope with
different queries. In contrast to the usage of parameter dependency outlined in Figure
[I.1} we introduce polynomial interpolation of option prices in the parameter space as a
complexity reduction technique. The resulting procedure splits into two phases: Pre-
computation and real-time evaluation. The first one is also called offline-phase while
the second is also called online-phase. In the pre-computation phase, the prices are
computed for some fixed parameter configurations, namely the interpolation nodes. Here,
any appropriate pricing method, for instance, based on the Fourier, PDE or even Monte-
Carlo techniques, can be chosen. Then, the online-phase consists of the evaluation of
the interpolation. Provided that the evaluation of the interpolation is faster than the
benchmark tool, the scheme permits a gain in efficiency in all cases where accuracy
can be maintained. A visualization of this approach is shown in Figure We see

Parametric
Option Pricing ‘ » Option Price
Problem
PDE Methods

Online

Offline

Monte-Carlo
Simulations

Figure 1.2: Idea of exploiting parameter dependencies independently of the underlying
pricing technique. The answer in this thesis will be Chebyshev polynomial
interpolation. The pricing techniques of PDE methods, Fourier pricing and
Monte-Carlo simulation are only applied during the offline phase.

two use-cases for this approach. Firstly, in comparison to the benchmarking pricing
routine, the online evaluation as an evaluation of a polynomial will be rather fast and
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1 Introduction

can potentially outweigh the expensive pre-computation phase. This may especially
be the case in optimization routines in which the same problem for several parameter
combinations has to be solved rather frequently. Secondly, even for computing only
a few prices, this approach can be beneficial because it allows the application of the
computationally-costly pre-computation phase in idle times.

Regarding the choice of polynomial interpolation type, it is well-known that the efficiency
depends on the degree of regularity of the approximated function. In Chapter [ we
focus theoretically on the pricing of European (basket) options. In |Gak et al.| (2016),
we investigate the regularity of the option prices as functions of the parameters and
find that these functions are indeed analytic for a large set of option types, models and
parameters. We observe that parameters of interest often range within bounded intervals.
Chebyshev interpolation has proven to be extremely useful for applications in such diverse
fields as physics, engineering, statistics and economics. Nevertheless, for pricing tasks
in mathematical finance, Chebyshev interpolation still seems to be rarely used and its
potential is yet to be unfolded. In the multivariate case, we choose a tensorized version
of Chebyshev interpolation. |[Pistorius and Stolte (2012) use Chebyshev interpolation
of Black&Scholes prices in the volatility as an intermediate step to derive a pricing
methodology for a time-changed model. Independently from us, Pachon| (2016|) recently
proposed Chebyshev interpolation as a quadrature rule for the computation of option
prices with a Fourier-type representation, which is comparable to the cosine method of
Fang and Oosterlee (2008)).

The focus in Chapter [4] is on parametric option pricing and on European options. Nu-
merical experiments have shown that the Chebyshev interpolation can also be beneficial
for path-dependent options, such as American options. In Chapter 5, we provide a the-
oretical framework that includes American option pricing, Chebyshev interpolation and
error convergence results. As shown in |Peskir and Shiryaev| (2006), American option pric-
ing is an optimal stopping problem that can be described by a dynamic programming
principle. Our approach is the usage of Chebyshev interpolation within the dynamic
programming principle to establish a complexity reduction for solving them. Moreover,
we derive error convergence results based on the results of the Chebyshev interpolation.
Whereas in Chapter [d] the focus is on parametric problems, in the dynamic programming
framework in Chapter [5 the Chebyshev interpolation is not applied to the parameters,
but solely to the value of the underlying during the backward time stepping scheme. The
generality of this dynamic programming framework allows for various applications in the
dynamic programming area and therewith for applications in mathematical finance, and
is not limited to pricing American options. Additionally, we present ideas to connect the
dynamic Chebyshev approach with empirical interpolation techniques to incorporate the
parameter dependency, too.

14



1 Introduction

The main contributions of this thesis can be summarized in the following way.

Chapter [3] In this chapter, we present the de-Americanization methodology and empirically
investigate this methodology for the CEV model. To do so, we implement a finite
element solver for the CEV model and establish a calibration to synthetic, as well
as to market data. We identify scenarios in which the methodology works rather
well, but also present scenarios in which the methodology leads to high errors.
These results are separately presented in [Burkovska et al. (2016), of which I am
the leading author, complemented by results for the Heston and the Merton models.

Moreover, we give an outlook on the calibration of American options in the Heston
model with the reduced basis method, which is done in Burkovska et al. (2016b).
Lastly, we introduce the regularized Heston model as stochastic volatility model
with bounded coefficients. These are required by standard Feynman-Kac results
to establish the bridge between option price and PDE solution. We conclude by
presenting convergence results from the regularized Heston to the Heston model.

Chapter [4] We present the Chebyshev polynomial interpolation technique and provide a new
and improved error bound for analytic functions for the tensorized multivariate
extension. We provide accessible sufficient conditions on options and models that
guarantee an asymptotic error decay of order O(Q* W) in the total number N
of interpolation nodes, where ¢ > 1 is given by the domain of analyticity and D
is the number of varying parameters. In Glau and Mahlstedt| (2016), of which I
am the leading author, the improved convergence results for the analytic case are
presented.

The rest of the chapter is based on |Gafs et al.| (2016) and I present the parts to
which I provided a significant contribution. Empirically, for multivariate basket
and path-dependent options, we use Monte-Carlo as a reference method and high-
light the quality of the Chebyshev interpolation method beyond the scope of the
theoretically-investigated European options. Moreover, we embed the Chebyshev
interpolation with Monte-Carlo at the nodal points into the (multilevel) parametric
Monte-Carlo framework and show, that for a wide and important range of prob-
lems, the Chebyshev method turns out to be more efficient than the parametric
multilevel Monte-Carlo.

Chapter [5] This chapter is based on (Glau et al.| (2017a)) and (Glau et al.| (2017b) and I present
the parts to which I provided a significant contribution. We combine the Chebyshev
interpolation with the dynamic programming principle to establish a complexity
reduction for solving them. Key idea is a reduction of the occurring conditional
expectations to conditional expectations of Chebyshev polynomials. We illustrate
the generality of this framework and provide several approaches to derive the con-
ditional expectations of Chebyshev polynomials. In the dynamic programming
framework, the Chebyshev interpolation is not applied to the parameters, but to
the underlying value itself. To tackle parametric problems here, we combine the
framework with empirical interpolation in the parameters.

15
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2 Mathematical Preliminaries

We are servants rather than masters
in mathematics.

Charles Hermite

In this chapter, we present some general mathematical preliminaries on which the thesis
relies. As outlined in the introduction, a major part of the thesis is related to option
pricing. We will see that within a risk-neutral valuation framework the calculation of
an option price is basically the derivation of an expectation, an expectation of a payoff
function on a stochastic process. We illustrate the models used in this thesis and then
we present three concepts for the derivation of this expectation, the option price. First
we show the connection to partial differential equations and present the finite element
method in detail. Second, we illustrate the concept of Fourier pricing. As third point,
we present the Monte-Carlo method as simulation technique. Lastly, in this chapter, we
present some further concepts which will be applied within this thesis.

For basic in probability spaces, stochastic processes and stochastic differential equa-
tions, we refer the reader to |[Musiela and Rutkowski (2006), Oksendal| (2003) and Zagst
(2002).

2.1 Asset Price Models and Option Pricing

We start with the description of asset price models. The asset price dynamics (S;)r>0
are governed by a stochastic differential equation (SDE). In this thesis, we introduce the
Black&Scholes model, the CEV model, the Heston model and the Merton model. All of
these models are described by a SDE of the form

dS; = rS;dr + o(S,7)S; dW, + S;_dJ;, So =58>0, (2.1a)
N»
i=0

with W, a standard Wiener process, r the risk-free interest rate and a volatility function
o(S, 7). The jump part (J;)r=0 is a compound Poisson process with intensity A > 0 and

17



2 Mathematical Preliminaries

independent identically distributed jumps Y;, ¢ € N, that are independent of the Poisson
process (N;)r=o. The Poisson process and the Wiener process are also independent.

If we let the diffusion coefficient o (S, 7) be constant and the jump intensity A = 0, then
we are in the classical Black&Scholes model of Black and Scholes (1973]) and [Merton
(1973).

As an example of a local volatility model, we begin by presenting the CEV model, which
was introduced by |Cox| (1975]). Here, the local volatility is assumed to be a deterministic
function of the asset price for the process in (2.1)), o(S,7) = aSﬁ_l, 0<(<1l,0>0
and \ = 0.

As an example of a stochastic volatility model, we use the model proposed by [Heston
(1993). In contrast to the CEV model, the stochastic volatility is driven by a second
Brownian motion f/IV/T whose correlation with W is described by a correlation parameter
p € [-1,1], and the model is based on the dynamics of both the stock price , with
jump intensity A = 0, and the variance v, ,

dvy = k(v — vy )dt + ExJ/vrdWs, (2.2)

with o(S,7) = /vy, mean variance v > 0, rate of mean reversion x > 0 and volatility of
volatility & > 0. Jumps are not included in either of the CEV or Heston models.

The Merton model includes jumps. The log-asset price process is not exclusively driven
by a Brownian motion, but instead follows a jump-diffusion process. Thus, in the model
of Merton| (1976), the volatility of the asset process is still assumed to be constant, i.e.
for all S > 0 and for all 7 > 0 it holds o(S,7) = ¢ > 0. But being a jump diffusion
model, the jump intensity A > 0 is positive and N; ~ Poiss(At). The jumps are taken
to be independent normally distributed random variables, Y; ~ N(«, %) with expected
jump size a € R and standard deviation > 0.

After the description of the asset or underlying as a stochastic process, we now focus on
option pricing. An option is a derivative whose payoff depends on the performance of the
underlying S. So-called plain vanilla European call or put options have at maturity 7', for
a pre-specified strike K, the payoff max{St — K, 0} (call) or max{K — Sz, 0} (put). Here,
the payoff does only depend on the value of the underlying at maturity 7". American call
or put options have the same payoff function than their European counterpart, however
the option holder has the right to exercise the option at any time up to maturity 7. In
this case, we refer to path-dependent options.

The option is determined by the risk-neutral valuation theory, see |Bingham and Kiesel
(2004). Here, the basic assumption is that in the determination of the option price the
individual risk preferences of a potential investor, may she either be risk-seeking or risk-
avers, are not considered. Already implicitly defined by the terminology risk-neutral,
for the option price only the expected payoff of the option is important. Furthermore,
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2 Mathematical Preliminaries

to be consistent with this risk-neutral perspective, the expectation is taken under a
measure, under which the underlying process is, in expectation, evolving like the risk-
free asset. In other words, the with the risk-free interest rate discounted underlying
process is a martingale. Bingham and Kiesel (2004) refer to this measure as strong
equivalent martingale measure.

Embedding the risk-neutral valuation theory, in the following the option price at time ¢,
for an underlying S described by , with a payoff function g, on a filtered probability
space (Q, F, P,F) with filtration F = (F;)o<t<7, under a strong equivalent martingale
measure Q is given by

Egle " Dg(Sr)|Fi]. (2.3)

For notational ease, we use in the following E[-] for the expectation under the risk-neutral
measure, Egl-].

Before we present three ways to derive this expectation, we introduce the definition of
strong solutions based on the following SDE in the one dimensional case

dX: = b(t, X¢)dt + o(t, X¢)dWr, (2.4)
where b(t,z) and o(t, z) are Borel-measurable functions from [0,00) x R — R.

Definition 2.1.1 (Strong solution). (Karatzas and Shreve, 1996, Definition 2.1, p. 285)
A strong solution of the stochastic differential equation on the given probability space
(Q, F, P,F) with filtration F = (Fi)o<t<r and with respect to the fized Brownian motion
W and initial condition (, is a process X = {X4;0 < t < oo} with continuous sample
paths and with the following properties:

(i) X is adapted to the filtration F = (Fy)o<t<r

(i) P[Xo=(]=1
(iii) P[§i{[b(s, Xs| + 02(z, Xs)}ds < 0] = 1,0 < t < o0
(iv) the integral version of

t t

b(s, Xs)ds + f o(s,Xs)dWs;0 <t < o0,

Xt:X0+J
0

0

holds almost surely.

Definition 2.1.2 (Strong uniqueness). (Karatzas and Shreve, |1996, Definition 5.2.3,
p. 286) Let the drift vector b(t,z) and dispersion matriz o(t,x) be given. Suppose that,
whenever W is a 1-dimensional Brownian motion on some (2, F, P), ¢ is an independent,
1-dimensional random vector, {Fi} is an augmented filtration, and X, X are two strong
solutions of relative to W with initial condition ¢, then P[X; = Xt; 0<t<omw]=1.
Under these conditions, we say that strong uniqueness holds for the pair (b, o).
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2 Mathematical Preliminaries

After the introduction of strong, unique solutions, we present the Proposition of Yamada
and Watanabe as illustrated in [Karatzas and Shreve| (1996)):

Proposition 2.1.3. (Karatzas and Shreve, |1996, Proposition 2.13, p. 291) Let us sup-
pose that the coefficients of the one-dimensional equation

dXt = b(t, Xt)dt + O'(t, Xt)th,

satisfy the conditions

for every 0 <t < o and z € R,y € R, where K is a positive constant and h : [0,00) —
[0,00) is a strictly increasing function with h(0) = 0 and for all e > 0,

f h™2(u)du = 0. (2.7)
(0,€)

Then strong uniqueness holds for the equation .

2.2 Three Ways to Derive the Option Price

The derivation of option prices is in the center of this thesis. It is well known that all
roads lead to Rome and similarly, there are several ways to derive the option price in
. In this section, we present three ways. First, we show the expectation is connected
to the solution of a partial differential equation.

2.2.1 Connection to Solutions of Partial Differential Equations

Naturally the question arises of how the stochastic representation can be connected with
the solution of a PDE. Karatzas and Shreve| (1996)) start by considering a solution to the
stochastic integral equation

Xﬁ’x:x—i—f
t

S

b(0, X5")do + J (0, X" )dWy, t<s < o (2.8)
t

This representation is connected to our SDE in by considering the part b(6, X 5’1) as
drift coefficient and E(G,Xg’x) as diffusion coefficient. Here, we do not consider jumps
and basically set the jump intensity A = 0. Following |[Karatzas and Shreve (1996,

the connection between the solution of an SDE and the solution of a partial differential
equation is stated in Theorem

In order to provide this theorem, we first define the second-order differential operator.
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Definition 2.2.1 (Second-order differential operator). (Karatzas and Shreve, |1996, p.
312) Suppose (X2 W), (Q, F,P),{Fi} is a weak solution to the stochastic differential
equation dX; = b(t, Xy)dt + X(t, X;)dW,. For every t = 0, we introduce the second-order
differential operator

l\D\»—l

(Af) (@ 0x; 0y, é’xi ’

d d
Z Z (t,z) Qf( + Z bit, o) L8 e o2, (2.9)
i=1k=1 =1

where a;,(t,z) are the components of the diffusion matriz, i.e
'
aik(t,x) : thkath)

Note that this notation requires a definition of the SDE as follows in component-wise
notation dX;" = b;(t, X¢)dt + Y_y B(t, X)dW,".

We will see that the connection between the solution of an SDE and the solution of a
partial differential equation is based in the existence of weak solutions and uniqueness
in the probability of law. When does a weak solution exist and what does unique in the
sense of probability law mean? First, we state the definition of a weak solution.

Definition 2.2.2 (Weak solution). (Karatzas and Shreve,|1996, Definition 5.5.1) A weak
solution of equation [2.8) is a triple (X% W), (Q, F,P),{Fs}, where

(i) (2, F,P) is a probability space, and {Fs} is a filtration of sub—o—fields of F sat-
isfying the usual conditions,

(ii)) X = {Xs, Fs;0 < 5 < o0} is a continuous, adapted R%—valued process, W =
{Ws, Fs;0 < s < o0} is an r—dimensional Brownian motion,

(iii) P[S; |bi(t, Xe)| + afj(t,Xt)dt < ] =1 holds for every 1 <i<d, 1 <j<r and
0<s<oo,

(iv) The integral version (2.8) of the SDE (2.1) holds almost surely.
After the definition of a weak solution, we immediately refer to the following theorem of

Skorokhod, (1965)), which provides criteria for the existence of a weak solution. We state
the version given in |[Karatzas and Shrevel (1996]).

Theorem 2.2.3. (Karatzas and Shreve, 1996, Theorem 5.4.22) Consider the stochastic
differential equation

dX; = b(Xy)dt + S(X,)dW, (2.10)
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where the coefficients b;, ¥;; : R? — R are bounded and continuous functions. Corre-
sponding to every initial distribution p on B(R?) with

de |z|>™ u(dz) < oo,  for some m > 1,

there exists a weak solution to (2.10)).

Finally, we state the definition of uniqueness in the sense of probability law.

Definition 2.2.4 (Uniqueness in the sense of probability law). (Karatzas and Shreve,
1996, Definition 5.3.4) We say that uniqueness in the sense of probability law holds
for if, for any two weak solutions (X&) W), (Q, F,P), {Fs} and (X&) W), (Q,
F,P),{Fs}, with the same initial distribution, i.e.,

P[XoeT]=P[Xoel], forall eB(RY),

the two processes X and X have the same law.

To prove this uniqueness, we refer the reader further to |Karatzas and Shreve (1996]).
Important in this section is the connection established by Theorem [2.2.5] to the solution
of partial differential equations.

Theorem 2.2.5. (Karatzas and Shreve, 1996, Theorem 5.7.6) Under the Assumptions

the coefficients b;(t,z), %;;(t, ) : [0,00) x RT —» R of are continuous and satisfy
the linear growth condition |b(t,z)|*> + |Z(t, z)|? < K?(1 + ||z|?) for every 0 < t <
W,z € R, where K is a positive constant,

the equation (2.8) has a weak solution (X% W), (Q,F,P),{Fs} for every pair
(t,x),

this solution is unique in the sense of probability law,

With an arbitrary but fited T > 0 and appropriate constants L > 0,A = 1 we
consider functions f(x) : R - R, g(t,z) : [0,T] x R? - R and k(t,z) : [0,T] x

RY — [0,00) which are continuous and satisfy
() |f(x)| < L1+ |=|*) or (i) f(z)=0; VYreR? (2.11)
as well as

(i) |g(t,x)| < L(L + ||z|*) or (iv) g(t,z) =0; VO<t<T,zeRY (2.12)
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suppose that v(t,z) : [0,T] x R? — R? is continuous, is of class C12([0,T] x R?) and
satisfies the Cauchy problem
aU . d
—a—i-kv:/ltv—kg, in [0,T] x RY, (2.13)
o(T,z) = f(z), zeR% (2.14)

as well as the polynomial growth condition

ta) < M(1 2p R? 2.1
Org%!v(,w)l (1 + =), =xeR% (2.15)

for some M > 0, > 1. Then v(t,z) admits the stochastic representation
v(t,z) =
T T s
E'*® [f(XT) exp <—J k(97X9)d9> + f g(s, Xs) exp (—f k:(@,Xg)dG) ds]
t t ¢
on [0,T] x R?, in particular, such a solution is unique.

In Section [3.2] we present a specific technique to solve a partial differential equation
for (American) options in the CEV model, namely the finite element method. As an
outlook, we refer to the standard result regarding the existence of a weak solution in
Theorem [2.2.3] There, boundedness of the coefficients of the SDE is required. For the
Heston model, this is not satisfied because the stochastic process describing the stochastic
volatility itself is unbounded and therefore, as a coefficient for the underlying price process
unbounded, too. This has been our motivation to introduce a regularized Heston model
in Section [3.6.2] with bounded coefficients. A second motivation is that the resulting
PDE then has nicer properties.

2.2.2 Fourier pricing

The conditional expectation in ([2.3)) can be derived by solving an integral. Here, we intro-
duce the concept of Fourier transforms. We will work here with the following definition
of the Fourier transform.

Definition 2.2.6 (Fourier transform). Let a function f be in LY(R). Then, we define the
Fourier transform f as follows,
Q0

fer= | e sn,

—00

As the following lemma shows, the original function f can be expressed by its Fourier
transform.

23



2 Mathematical Preliminaries

Lemma 2.2.7 (Fourier inversion). (Rudin, |1987, Theorem 9.11) Let a function f be in
LY(R) and f be in L' (R). Then,

o) = o [ e fas

2m J_»

and g € Co(R) and g(z) = f(z) a.e.

The connection between Fourier transform techniques and option pricing follows from
the following theorem.

Theorem 2.2.8 (Parseval’s identity). (Rudin, |1987, Proof of Theorem 9.13) Let f,g €

L?(R). Then,
J f(x J F(2)3(z) (2.16)

where = denotes the complex conjugate.

Parseval’s identity as in (2.16)) can be very useful in determining the option price. If the
random variable St has a density function f, then it holds

E[e—r(T t) (ST)|ft r(T t)Jv

Basically, we are on the left-hand-side of Parseval’s identity. For some stochastic pro-
cesses, the density function is not known explicitly, like e.g. in the Merton model. How-
ever, the characteristic function, the Fourier transform of the probability density function,
is known. Heston| (1993) describes for his stochastic volatility model the characteristic
function and applies Fourier techniques to determine the option price. In a nutshell,
Parseval’s identity is the link between the option price and Fourier techniques.

Remark 2.2.9. Often the payoff function g in is not in L'(R). Then, the Fourier
transform does not exist. Here, the idea is the introduction of a dampening factor. Let
n € R such that €™ g(z) € L'(R). Then, the Fourier transform of e"g(x) exists. In
order to not change the value of the integral on the left-hand-side of Parseval’s identity,
in this case the function f(x) is weighted with the function e="*. In our application, f
is the density function and decaying very rapidly at the limits and, thus, it often_holds
f(z)e ™ e LY(R). Denoting with g, the Fourier transform of €"g(x) and with f_, the
Fourier transform of e """ g(x), we get

[ e = o [ g5

—00

The dampening factor allows us to use Parseval’s identity to switch into the Fourier
world, even if the payoff functions are not in L*(R).
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2.2.3 Monte-Carlo simulation

The idea of the Monte-Carlo simulation is to solve the integral or expectation in (2.3)) by
repeatedly simulating the underlying SDE in ([2.1)) independently, determining for each
simulation the discounted payoff and, finally, taking the mean,

M
M Blg(5r)] ~ e Y a(5h).
M

k=1
Following (Glasserman| (2003)), the estimator above is, for M > 1, unbiased in the sense
that its expectation is the target quantity and for M — oo, the estimator is consistent and
converging to the true option price. In applications with a finite M < oo, the Monte-
Carlo simulation makes an approximation error. If we assume that, for the random
variable S, E[|g(St)|] < © and Var[g(St)] = 0% < 0, then it can easily be shown
that E[E[g(ST)] — 37 Z,]y:l g(Sk)] = \/LM and that the approximation error is, due to

the central limit theorem, asymptotically normal distributed. This yields

M—o0 \/M \/M

where ® is the cumulative distribution function of a standard normal distribution.

oa 1Mo ob
lim P ( < Blg(S1)] - - Y 9(5}) < ) ~ B(b) — B(a),
k=1

Regarding Monte-Carlo simulations, for a given number M of sample paths it can be
beneficial to apply variance reduction techniques to reduce the variance of the Monte-
Carlo estimator. Here, we present the idea of antithetic variates. This method uses pairs
of samples that are negatively correlated with each other. The motivation is given by the
general relation Var(X +Y) < Var(X) + Var(Y) + 2Cov(X,Y). In our applications,
by simulating a Brownian motion, random variables Z ~ N(0,5), where the volatility &
depends on the explicit application. To apply antithetic variates, we use additionally the
random variable —Z in an additional sample. By denoting with Sé“f and Ségf the two
samples, our Monte-Carlo estimator,

M M
9 2. 9 2. B
i Z 9(S17) + i Z 9(SF ),
k=1 k=1

applies the idea of antithetic variates and if SC';JF and Sé“f, the variance is reduced. For
more details, we refer to (Glasserman (2003) and Seydel (2012).

Remark 2.2.10. The name Monte-Carlo traces back to the origins of the Monte-Carlo
technique in the 1940s. John von Neumann, contacted by Stansilaw Ulam, came up with

the code name Monte-Carlo for a secret project at the Los Alamos National Laboratory,
see | Anderson (1986) and Andrieu et al. (2005).
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iR
a+b=yp

b
/ a

Figure 2.1: Illustration of a Bernstein ellipse with foci at +1. The sum of the connection
of each point on the ellipse with the two foci is exactly 9. We see that
semimajor a and semiminor b of the ellipse are summing up to the radius of
the ellipse .

2.3 Miscellaneous

In this section, some further concepts are introduced to which we will refer later in the
thesis. In the theory later, we require functions defined on [—1,1] to be analytically
extendable to a Bernstein ellipse with foci at +1 and radius ¢. The convergence results
for the Chebyshev interpolation are connected to p. The definition of a Bernstein ellipse
traces back to Bernstein| (1912)). In Figure , we illustrate a Bernstein ellipse with foci
at £1. The sum of the connection of each point on the ellipse with the two foci is exactly
0. We see that semimajor a and semiminor b of the ellipse are summing up to the radius
of the ellipse o. In , we show how the D—variate Bernstein ellipse is defined and
which transformation has to be applied for arbitrary foci p and p.

Moreover, in Chapter 5, we combine Chebyshev interpolation with the empirical interpo-
lation and present in the following algorithm the basic concept of empirical interpolation.
The idea behind empirical interpolation is to approximate a parameter-dependent func-
tion g(x, u) by a sum of functions in which parameter dependent part and x dependent
part are separated, e.g.

9(@ps 11)Om ().
1

g(z,p) ~

T DM

The points x,, m = 1,..., M are referred to as so-called magic points, see Barrault et al.
(2004) and Maday et al.| (2009)). Especially when applying an integration, a separability
of parameter dependent part and space dependent part is beneficial, see Gals et al.| (2016)).
In the following, we provide in Algorithm [I|the description of the empirical interpolation
algorithm from [Barrault et al.| (2004)) as described in (Gafs (2016). This version describes
the empirical interpolation algorithm for a function g : 2 x P — R with Q < R and
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P < R. Thus, the spacial dimension is d = 1 and the dimensionality of the parameter
space is D. Interestingly, (Gaf| [2016|, Algorithm 3) is also described in a discrete way, i.e.
it reflects that in a numerical implementation, 2 as well as P are discretized. The idea of
the empirical interpolation is that first the parameter p* is identified at which the highest
error occurs and, then, the space value z* for which, given parameter p*, the highest
error occurs. This value is then determined as magic point and g(z*) is incorporated
into the empirical interpolator. This is also referred to as greedy search.

Algorithm 1 (Gafj, 2016, Algorithm 3): Discrete EI algorithm, d = 1

1: Let Qqiser. be a finite, discrete set in R, |Qqiser.| = N € N, @ = {wy,...,wn}

2: Let Pgiger. be some finite parameter set in R, |[Pgiser.| = K € N

3: Let further Ugiscr. be a finite set of parametrized vectors on Qgiser., |Udiser.| = K € N,
Ugiser = {t; = (u(pi)(w1), ..., u(pi)(wn)) | pi € Paisers 1€ {1,...,K}} < RY

4: function DISCRETE INTERPOLATION OPERATOR I}/*“" ()

5: return 185 (7) = M o, (@) G

6: with o; € R, i € {1,..., M}, depending on @ and given by

7

8

Qd = (@w,.... @), QeRMM @ =qg"

where the set of magic indices {t1,...,epr} < {1,...,N} and the set of basis
vectors {qi,...,qu} are recursively defined by
9: U = arg max “max ﬁgj)’
©;€Udiscr Z':L“"K']:l’“"N
10: L =argmax;_; ‘ﬁgj)’
11: & = Wiy
i 1 -
12: = 75U
a1 ﬁgbl) 1
13: and for M > 1 with 7; = @; — I8 (i;), i € {1,..., N}, by
14: Uy = arg max max f(])
uleudlscr, = 17 LK ]6{17 7N}
15: Ly = arg max‘ ‘
1=1,...,.N
16: Ev = wLM
= b (- T )

The convergence rate of the empirical interpolation is connected to the Kolmogorov n-
width. In the following, we state the definition.

Definition 2.3.1 (Kolmogorov n-width). Let X be Banach space of continuous functions
defined over a domain Q part of R, R, or C*. The Kolmogorov n-width of U in X is
defined by

dn(U, X) = inf inf |o—
n(U, X) ggnilelgyg;(n\lx vyl x
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where X, is some (unknown) n-dimensional subspace of X. The n-width of U thus mea-
sures the extent to which U may be approximated by some finite dimensional space of
dimension n.
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3 Numerical Investigation of the
de—Americanization Method

Mathematics is the cheapest science.
Unlike physics or chemistry, it does
not require any expensive equipment.
All one needs for mathematics is a
pencil and paper.

George Polya

This chapter is based on|Burkouvska et al.| (2016) and presents the parts to which I provided
a significant contribution

In the financial industry, this statement of George Poélya does not hold any longer. Re-
garding derivatives, complex models and product types require extensive pricing tech-
niques and often the fair price of a derivative has to be numerically approximated. Here,
pencil and paper are replaced by computers and in addition to accuracy, run-times are
essential as well. In this chapter, we focus on calibration to American options. But why
American options?

The most frequently traded single stock options are of American type. In general, there
exists a variety of (semi-)closed pricing formulas for European options. However, for
American options, there hardly exist any closed pricing formulas, and the pricing under
advanced models rely on computationally expensive numerical techniques such as the
Monte Carlo simulation or partial (integro) differential methods.

Tackling this core problem, in the financial industry, the so-called de-Americanization
approach has become market standard: American option prices are transferred into Eu-
ropean prices before the calibration process itself is started. This is usually done by
applying a relatively simple binomial tree. By replacing American options with Euro-
pean options, the complexity of the calibration problem is reduced and the computational
costs are lowered significantly. The striking advantage of this procedure is that it enables
to employ the advanced and standard tools for model calibration to European option data
which are readibly available and typically efficient. Figure illustrates the scheme of
the de—Americanization methodology.

The de—Americanization methodology enjoys three attractive features,
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de-Americanized

N’Iarke;t Data: Simplification

American # European

Option Prices Binomial Option Prices
Tree

Calibration

Calibration

Calibrated

Model Parameters

Calibrated
Model Parameters

Figure 3.1: De—Americanization scheme: American option prices are transferred into Eu-
ropean prices before the calibration process itself is started. We investigate
the effects of de-Americanization by comparing the results to directly cali-
brating American options.

e it delivers fast run-times,
e it is easy to implement,
e it can flexibly be integrated into the pricing and calibration toolbox at hand.

One downside is that no theoretical error control is available. Therefore, it is important
to empirically investigate the accuracy, the performance and the resulting methodological
risk of the method.

The method is briefly mentioned by Carr and Wuy (2010]), who describe how their im-
plied volatility data, stemming from the provider OptionMetrics, is obtained by applying
exactly this de-Americanization scheme. To the best of our knowledge, the de—Ameri-
canization methodology has not been investigated deeply in the literature. We therefore
devote the current paper to this task. In order to conduct a thourough investigation,
we consider prominent models and identify relevant scenarios in which to perform ex-
tensive numerical tests. We focus on options on non-dividend-paying underlyings and
explore the CEV model as an example of a local volatility model, the Heston model as
a stochastic volatility model and the Merton model as a jump diffusion model. For all
of these models, we implemented finite element solvers as benchmark method for pricing
American options.

The following questions serve as guidelines to specify decisive parameter settings within
our studies.

1. Since American and European puts on non-dividend-paying underlyings coincide
for zero interest rates, we analyze in particular the methodology for different interest
rates.
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2. Intuitively, with higher maturities, the early exercise feature of American options
becomes more valuable and American and European option prices differ more sig-
nificantly. Therefore, we investigate the following question: Does the accuracy of
the de—Americanization methodology depend on the maturity and do de—Ameri-
canization errors increase with increasing maturities?

3. In-the-money and out-of-the-money options play different roles. First, out-of-the-
money options are preferred by practitioners for calibration since they are more
liquidly traded, see for instance|Carr and Wu, (2010). Second, in-the-money options
are more likely to be exercised. How does the de-Americanization methodology
perform for out-of-the-money options and for in-the-money options?

Our investigation is organized as follows. First, we introduce the de—Americanization
methodology in Section [3.1] Then, we briefly describe in Section [3.2] the models and
the benchmark pricing methodology. Section presents the numerical results: The
accuracy of the calibration procedure obviously hinges on the accuracy of the underlying
pricing routine. We therefore first specify the de—Americanization pricing routine and
investigate its accuracy. Afterwards, we present the results of calibration to both syn-
thetic data and market data. To conclude the numerical study, we present the effects of
different calibration results on the pricing of exotic options. We summarize our findings
in Section [3.41

Short literature overview on American options

For an overview of pricing American options, we refer to|Barone-Adesi| (2005). The prob-
lem of pricing an American put traces back to [Samuelson| (1965) and |McKean| (1965)).
Brennan and Schwartz| (1977)) were one of the first who provided numerical solutions and
also the binomial tree model of |Cox et al.| (1979) was used to price American options.
Broadie and Detemple| (1996) approximate the American put price by interpolating be-
tween an upper and lower bound of the price. |Longstaff and Schwartz (2001) combined
American option pricing with Monte-Carlo techniques based on a polynomial interpola-
tion of the continuation value. The American option price problem can also be interpreted
as a free boundary problem, see e.g. [Kim| (1990) or as an optimal stopping problem, see
e.g. |[Peskir and Shiryaev| (2006), and be formulated as a dynamic programming principle.
Although Barone-Adesi| (2005)) concludes that the mainstream computational problems
have been solved satisfactorily, by switching the focus on calibration, there are rather
recent developments for calibrating American options. As examples, we state Haring
and Hochreiter| (2015), who apply a specific search algorithm, namely a Cuckoo search
algorithm, in the calibration process, and Ballestra and Cecere, (2016). They provide a
method to forecast the parameters of the constant elasticity of variance (CEV) model
implied by American options in order to fit the model relatively quickly to market data.
To summarize, calibrating American market data is a numerically challenging problem.
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The research in the literature puts the focus now on optimizing the calibration proce-
dure to reduce the run-time. At its core, still path-dependent, rather complex, American
options are priced.

3.1 De—Americanization Methodology

In this section, we give a precise and detailed description of the methodology. The de—
Americanization methodology is used to fit models to market data. The core idea of de—
Americanization is to transfer the available American option data into pseudo-European
option prices prior to calibration. This significantly reduces the computational time as
well as the complexity of the required pricing technique. Basically, de—Americanization
can be split into three parts. The first part consists in collecting the available market
data. The currently observable price of the underlying Sy, interest rate r and the available
American option prices are collected. In the following, we will denote the American
option price of the i-th observed option by ij. We interpret the market data as the true
option prices, thus we assume that the observed market prices Vj can be interpreted
as supremum over all stopping times ¢ € 0,7 V} = sup;efo 7] Ele " H;(S))|Fo], i =
1,..., N, where t is a stopping time, H, is the i-th payoff function, 7; the maturity of
the i-th option, and the expectations are taken under a risk-neutral measure, F is the
natural filtration, and N denotes the total number of options. Up to this point, no
approximation has been used.

The second step is the application of the binomial tree to create pseudo-European —
so-called de-Americanized — prices based on the observed American market data. In this
step, we look at each American option individually and find the price of the corresponding
European option with the same strike and maturity. This European option is found by
fitting a binomial tree to the American option. The binomial tree was introduced by
Cox et al.| (1979) as follows. Starting at Sp, at each time step and at each node, the
underlying can either go up by a factor of u or down by a factor of % and the risk-neutral
probability of an upward movement is given by

1
—Y (3.1)

1
u

Once the tree is set up, options can be valuated by going backwards from each final
node. Thus, path-dependent options can be evaluated easily. Since for each option i
the American option price V7 is known, as well as Sy and 7, the only unknown pa-
rameter of the tree is the upward factor u. At this step, the upward factor u; is de-
termined such that the price of the American option in the binomial tree matches the
observed market price. Thus, denoting {0 : At : T;} = {0,At,2A¢t,...,T;}, we have
SUDye(0:ALT)) E[e_rt”l-Nli(Sffﬂfo] = Vi, where t is a stopping time,Sf;k denotes the un-
derlying process described by a binomial tree with upward factor «;. The early exercise
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feature of American options is reflected in the fact that the the supremum is taken over
all discrete time steps. A detailed description of pricing American options in a binomial
tree model is given in|Van der Hoek and Elliott| (2006). Once SZL : is determined, the cor-
responding European option with the same strike and maturity as the American option
is specified, Vi, = F [e_TT"ﬁZ-(Sg)LFO]. Note that fixing u} also implicitly determines
the implied volatility.

Then, for each American option Vj‘, a corresponding European option VL% has been found,
and the actual model calibration can start. The goal is to fit a model M, depending on
parameters p € RY, where d denotes the number of parameters in the model, to the Euro-
pean option prices Vé, i =1,...,N. Denote by S% ") the underlying process in model
M with parameters © € R?. In the calibration, the parameter vector p is determined
by minimizing the objective function of the calibration. Algorithm [2] summarizes the
de—Americanization methodology in detail.

Algorithm 2 De-Americanization methodology

1: procedure COLLECTION OF OBSERVABLE DATA

2 So, r, N

3 Vi= SUPye[0,7}] Ele " H;(S)|Fo], i=1,...,N

4: procedure APPLICATION OF THE BINOMIAL TREE TO EACH OPTION INDIVIDUALLY

5 fori=1:N

6 Find v} such that

7 SUPsefo:aeT;) £ [e="tH (S} : )|Fo] = Vi where the supremum is taken over
all stopping times ¢

8: Derive the corresponding European option price with u}
, ~ o aF

9: Ve = E[efTTi'HZ’(S;Z )| Fo]

10: end

11: procedure CALIBRATION TO EUROPEAN OPTIONS
12: Find u such that the differences
13: Ele T (55 )] - Vi, i=1,...,N

14: are minimized according to the objective function

Regarding the uniqueness of the factor u; in the De-Americanization methodology de-
scribed in Algorithm [2] we will first investigate the case of a European put option. There-
fore, we interpret the risk-neutral probability in as function of u, p(u) = ueurQA_tl_l

At each node in the binomial tree we have a two-point distribution, that we call Bernoulli
distribution X ~ QB(u), where the value u is taken with probability p(u) and the value

1 is taken with probability (1 — p(u)).
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Proposition 3.1.1. Fori=1,....n, let X; ~ QB(u) and Y; ~ QB(v/). If u < v/, and
u, u' > e then for any K € R

| fre) oo

Proof. We can reduce this case to the one-dimensional case in the following way. Let
j €{1,...,n} and denote by P7(-)(-) the conditional probability given o(X;,i + j). Then,
by definition of the conditional probability

(K— )] H(K X;( ZQX ) P (dw) (w) P(dw).

For all j € {1,...,n} and w € O the function z — (K —z[[;y; Xi(w))" is convex. By the
independence of X; and {X;,i % j} a.s. P/(X; €-) = P(X; € -). This allows us to use
the one-dimensional result from Lemma and from X; <., Yj it follows

J( HX) Pl (dw') < f( HX) PI(dw') a

(S (S

(K—i]jxiy] <FE (K—inlg&)].

As a next step, conditioning on (o(Yj, X;,4 + 7, j2) the same technique is applied to show

E

This yields

+ +
E (K—Xh 1 Xin> <E (K—sz I XZ-Y]->
i#,J2 1#],52
and successively, the assertion of the proposition follows. ]

Here, we present an additional lemma which will be used in the proof of Proposition

B.I1

Lemma 3.1.2. Focusing on one node in the binomial tree, let X ~ QB(u) and Y ~
QB(W) with ' = u. Let u, v > €™t be satisfied. Then the random variable X is
smaller than the random variable Y with respect to the convexr order, i.e. X <. Y.

Proof. Following (Miller and Stoyan, 2002, Theorem 1.5.3 and Theorem 1.5.7) it suffices
to show
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2. B[(X —k)T] < EB[(Y — k)*]

Since p as in (3.1)) is set up as risk-neutral probability, it holds for any u that F[X] = erAt
and thus, the first condition is satisfied. Given a random variable X with a factor u and
a random variable Y with factor v’ > u, we distinguish regarding the second condition 5
cases.

Case 1: 4 <

u

Obviously, in any case both options are out-of-the-money and E[(X — k)T] = 0 =
E[(Y —k)*].

Case 2: L <l<u<k<u
Here, E[(X — k)] = 0 and hence, the second condition is satisfied.
Case 3: L <L<k<u<u.

In this case, we have

E[(Y —k)"] = E[(X = k)] = p(u)(u = k) — p(u)(u — k)

= (W)’ = p(u)u—k (p(u') — p(u)) .

uerAt -1

The function p(u) = *5—= is a monotonically decreasing function because the derivative
_rAt__,,2 rAt A1 —p2rAt
p(u) = =< uzufi’)Q +2¢ would have the roots Ugh = %, but due to e > 1

either the derivative has no roots or a root at u = 1 in the case r = 0. Thus, by assuming
v, u> e E[(Y —k)*] — E[(X — k)] is monotone in k and in Case 4 for k = < we
show that E[(Y — k)] — E[(X — k)] = 0 holds.

Case 4: %<k<%<u<u’.

Due to k < < it follows E[(X — k)] = E[X — k]. Thus, E[(Y —k)T] - E[(X —k)*] =
E[(Y —k)*] — E[X — k)]. Obviously, it holds

el

E[(Y — k)] = E[Y — k]
and this leads to E[(Y — k)| — E[X — k)] = E[Y — k] — E[X — k)] = 0.
Case 5: k< L <l <u<u

It holds E[(Y — k)*] = E[Y — k] and E[(X — k)*] = E[X — k]. Thus, E[(Y — k)*] —
E[(X — k)*] = E[Y — k] — E[X — k] = 0 follows. O

Remark 3.1.3. In the implementation of the tree, we set the time step size At ~ 0.0002
and we use a simple bi-section approach as suggested by|Van der Hoek and Elliott (20006)
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to find u*. Thus, given a market price Va, starting with an upper bound u,;, and a lower
bound uy satisfying the conditions in Proposition such that,

sup  Ele " H (S )| Fol > Va,
te{0:At:T;}

sup  Ele " H(SM)| Fo] < Va,
te{0:At:T;}

the bi-section approach is started and the new candidate for u* is 4 = ““bTJr“”’ When
SUPte(0:AL:T ) Ele ™" H;(S{)|Fo] > Va, we set uy, = @ for the next iteration, otherwise
up = U. As stopping criterion, we choose

sup_ Ble " Hi(SP)\Fo] - Va| <.
te{0:A:T;}

and set ¢ = 107 in our implementation. In Proposition we have investigated the
European put case and can deduce from the convex ordering that the put prices are mono-
tonically increasing in w. For a strict order, the u*-value is thus uniquely determined.
In our case, the u*-value can be determined uniquely as minimum of all u values satis-
fying the stopping criterion. Moreover, this indicates that also the American put price
in the binomial tree is increasing with increasing w. We validated this by numerical tests
(not reported). This is in line with the recommendation in |Van der Hoek and Elliott
(2000). The only observed limitation is that the American put price can not be given by
an immediate exercise at the initial time. This is explained in detail in Remark [3.3.1]

3.2 Pricing Methodology

In this section, we present model formulation and numerical implementation of the CEV
model. To investigate the de—Americanization methodology, we need to price the Ameri-
can and European options. Our market data in the numerical study later on will be based
on options on the Google stock (Ticker: GOOG). As Google does not pay dividends, we
neglect dividend payments in our pricing methodology. Without dividend payments, for
r > 0, it holds in general that American calls coincide with European calls and only
American puts have to be treated differently. The opposite is true for » < 0, in which
case American and European puts coincide and American and European calls have to be
treated differently.

In general, for European options, there exists a variety of fast pricing methodologies such
as Fast Fourier Transform (Carr and Madan| (1999); [Raible| (2000)) or even closed-form
solutions. The common approaches for pricing American options are P(I)DE methods
using either the finite difference method (FDM) or a finite element method (FEM).
We choose FEM since it is typically more flexible. To solve the resulting variational
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inequalities for American options, we use the Projected SOR Algorithm, [Achdou and
Pironneau| (2005), Seydel| (2012).

3.2.1 Pricing PDE

Denote by t =T — 7 the time to maturity T, T' < o0 and by K the strike of an option.
For the CEV model, we stay with the S variable, S € (0,00). In the following, we will

denote an American or European call or put price by PA™EY por the CEV model we

call/put *
have le;ln//pi? : (0,7) x Rt — R*. The value of an option at ¢ = 0 is given by the

payOH function ﬁcall/put(')v Pcall/put(o) =D = 7-N[call/put with ﬁcall(s) = (S - K)+ or

~

Hput(S) == (K — )™

Then, to find the value of the European option PZ% paying Pocall/ P Jput(S)

all /put?
(Pocall/ P jput(T)) at t = 0 leads to solve the following initial boundary value
problem
E
a]:)cablul/put ECEVPEu —0 PEu 0) = Pcall/put 3.9
ot - call/put — call/put( )* 0 ) ( . )
where the spatial partial (integro) differential operator LEFV is given by
Sc_l 2 pAm/Eu 0 Am/Eu
CEV pAm/Eu . 004 D) call/put call/put Am/Eu
L Pcall/put T 2 S 052 rsS oS -r call/put * (33&)

Due to its early exercise possibility, pricing an American option (e.g., put) results in
additional inequality constraints, and leads us to solve the following system of inequalities

A
aPca?ll/pmf CEV pAm Am call/put
ot - L Pcall/put >0, Pcall/put - PO =0, (34&)
A
oF, ca?ll/put CEV pAm Am call/put
ot —L Pcall/put ’ Pcall/put - PO ) =0. (34b)

We denote the parameter vector by u := (0,() € R? for the CEV model. Then the
problems , are parametrized problems with p € P, where P < R? is a param-
eter space. The solution can be written as P = P(u). In some cases, for notational
convenience, we will omit the parameter-dependence of P and related quantities.
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3.2.2 Variational Formulation

As a next step, we pose the problem in the weak from and introduce the variational
formulation. We localize the problems to an open bounded domain 2 < R, defined as
Q := (Smin, Smax) © RY. The functional space is introduced in (3.5)).

ov
— {ve L2(Q) : SL0 e L2(Q)). (3.5)
oS
Define V' to be the dual space of V' and denote by (:,-) a duality pairing between V'
and V’ and by (-,-) an inner product on L?(2). Denote a temporal interval I := [0, T],
T > 0.

Following |Achdou and Pironneau/ (2005), we can define a®FY : V x V — R,

2¢
aCBV (4, ¢ 1) = L g glési’;d5+rf ¢¢>ds+L(—r5+ga252<—1)2z¢d8- (3.6a)

Then a weak from of (3.2)) reads as follows, |Achdou and Pironneau| (2005)): Find u(p) €
L2(I, V) n CHI; L2(Q)) with 240 e [2(1, V"), f(u) € L2(I; V'), uo(p) € L2(R), such
that for a.e. ¢ € I holds

(G000 ) + atultosn) = S0, o€V, (3.72)
u(0: 1) = (4, (3.10)

where
Fltsn). ) = —atun(tin),0) — (Lo, (35)

and u(0; 1) = P(0; ) — ur,(0; p), the modified payoff is H(t; p) := H — up(t; u). Here
ur, () is a Dirichlet lift function, uy () € L?(I; V)nCY(I; L*(Q2)) with ag—tL(u) e L*(I; V'),
such that wup(t;pu) = g(t; 1) on 0Q2p, where the function of the boundary values g are
defined below. Then the price of an option in is given as P = u(pu) + ur(p).

With the use of the above notations, we present the variational formulation for American
options. Introduce a closed convex subset K(t; u) < V,

Kt;p):={deV: o¢=H(tun), inQ}, (3.9)

where the inequality is understood in a pointwise sense. Then the weak form of ({3.4]),
Achdou and Pironneau (2005), reads as follows: Given wug(p) € K(u), find u(p) €
L3(L; V) n CH(I; L3()) with %‘(,u) e L2(I; V'), such that u(t; u) € K(t; ) for ae. te I
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and the following holds for all ¢ € KC(t; u)
ou
< (t;p), & — ult; u)> +a(u(typ), ¢ —u(tp)ip) = fltp), 0 —ult;pn)),  (3.10a)

ot
w(0; ) = uo(p), (3.10D)

where u(0; ) = P(0; 1) — ur(0; ) and the price of an American put option (3.4)) is
determined as P(u) = u(p) + ur(p).

Boundary Conditions

We tackle the non-homogeneous truncated Dirichlet boundary conditions by means of
the lift function ur(t) = g(t) onto the domain. For the CEV model, following [Seydel
(2012), we applied the boundary conditions

PQZL/Eu(t, Smin) = 0, PQZL/Eu(t, Smaz) = Smaz — ¢ K, for call options,
Pﬁ?(f, Spmin) = €K — Spin, Pﬁfé(t, Smaz) =0, for European put options,
PI;?LT(t, Smin) = K — Smin, PﬁT(t, Smaz) = 0, for American put options.

Discrete Approximation in Time and Space

For the discretization of the problem in time and space, we follow |Achdou and Pironneau
(2005). We introduce an equidistantly-spaced partition of the time interval [0, T] into N
intervals [to,t1], ..., [tn—1,tn] with At = ¢; — tg. The spacial domain is also split into
subintervals w; = [S;—1,5;],1 < i < Np, + 1 such that Spin = Sop < S1 < ... < Sy, <
SN, +1 = Smax. We refer to the size of the interval w; as h;, set h = max;—1,. n, +1 hi, and
the grid is chosen in such a way that the strike is a node. Then, we define the discrete
space Vj, by

Vi={veV,Vwe{wy,...,wN, 11}, € P1(w)},

where the space of linear functions on w is denoted by P; (w). Then, we can also introduce
a discrete version of the closed set IC,

Kn(t;p) :={peVh: ¢=H(t;p), inQ}. (3.11)

Thus, we formulate (3.10)) in semi-discrete form applying an implicit Euler scheme for the
time stepping. Find w(tgy1; 1) € Kn(trr1; 1), tx € [0, T], such that for all ¢ € Kp (tg11; 1)
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holds,

1
" u(tpyrs i) — ultes p), @ — wltpprs p)) Fa(ultprrs p), @ — ultprrs 1); 1)

> (f(trg1; 1), & — ul(tpr1s 1)), (3.12a)
(0: 1) = (1), (3.12)

At this point, we introduce a nodal basis of V3. We choose the so-called hat functions
Wi, i=1,..., N, + 1,

S—Si—

55 Si-1<S5<S8;,

pi(S) = 252, Si < S < S, (3.13)

S,
0, elsewhere.

Figure [3.2] visualizes the concept of hat functions and in the following, we

e express u(tp1; ) = Zi]\ihlﬂ Ci(tr1)pir u(tr; p) = Zi\i’ﬁﬂ ci(tr)pi and f(tpy1;p) =
Z?]:hl“ fi(tk+1)pi with the nodal basis,

e apply the Galerkin method, i.e. we now that (3.12) has to be satisfied for all
¢ € Kn(tg+1; 1) and, hence, especially for each basis function ¢;, i = 1,..., Ny +1,

e introduce the mass matrix M = (mij)i<ij<n,+1 With m;; = (@i, ¢;), and the
stiffness matrix A = (myj)1<ij<n,+1 With a;; = alpj, ¢i).

.
05V><><><><><><><><><><><><\

Figure 3.2: Hlustration of hat functions ;,¢ = 2,..., 14, over a node grid with 15 nodes.

These steps allow use to rewrite the inequality from (3.12) in matrix,

M (eltiin) — eft)) + Acltin) > M (i),

Note that the coefficient vector f(tp41) is slightly adjusted. To solve the inequality in
each time step, we apply the projected successive over-relaxation algorithm as presented
in |Achdou and Pironneau/ (2005)) and Seydel| (2012).
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3.3 Numerical Study of the effects of de—Americanization

Our main objective is to investigate the de-Americanization methodology with respect
to the previously stated questions 1-3 on page But before we look at these questions
and the calibration results in detail, we describe the discretization of our FEM pricers
followed by an investigation of the effects of de—Americanization on pricing. Then we
switch to calibrating to synthetic data and, finally, to market data.

3.3.1 Discretization

We set up mesh sizes and time discretization in all three models such that the errors
compared to benchmark solutions are roughly the same. In our test setting, we set
So=1,r=0.07, T = {0.5,0.875,1.25,1.625,2} and K to 21 equally distributed values
in [0.5,1.5]. For the discretization, we choose [Spmin, Smaz] = [0.01, 2] for the CEV model
and we set ' = 1000, as well as At = 0.008 for all models. We choose o = 0.15 and ¢ =
0.75 and as benchmark solution we implement the semi-closed-form solution of the CEV
model for European put and call prices as shown in Schroeder| (1989)). Summarizing the
results, we observe that, with the introduced discretization, the absolute error between
the benchmark and the FEM solution is in the region of 1072 to 10~

3.3.2 Effects of de—Americanization on Pricing

First, we focus on pricing differences caused by de-Americanization. Therefore, we com-
pare the de-Americanized American prices with the derived European option prices in
the following way. Starting with a set of model parameters, we price the American and
European options. Then, the binomial tree is applied to translate the American option
prices into de-Americanized pseudo-European prices. Subsequently, we compare the Eu-
ropean and the pseudo-European so-called de-Americanized prices to identify the effects
of the de—Americanization methodology.

The advantage of this approach is that we can purely focus on de—Americanization,
decoupled from calibration issues. In order to do so, we define the following test set for
the range of investigated options. Here, we focus on put options due to the fact that
American and European calls coincide for non-dividend-paying underlyings.

So =1

K = 0.80,0.85,0.90,0.95,1.00, 1.05, 1.10, 1.15, 1.20

p_1 23 46 9122

0,0.01,0.02,0.05,0.07 (3.14)

r
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Five parameter sets are investigated to cover the parameter range. These are summarized
in Table 3.1l

NS
D1 0.2 0.5
pe 0275 0.6
ps 035 0.7
ps 0425 0.8
ps 05 09

Table 3.1: Overview of the parameter sets used for the CEV model

Motivation of the selected parameters for the CEV model

The main feature of the CEV model is the elasticity of variance parameter ¢, which is com-
bined with the level of the underlying to obtain a local volatility, namely (S, t) = 0S¢~1,
reflecting the leverage effect. In our example, we investigate American puts and the
option-holder benefits from decreasing asset prices. In general, increasing the volatility
leads to increasing option prices, but especially compared to the classical Black-Scholes
model we are interested in the question of how strongly the incorporated leverage effect
influences the put prices and whether the differences between American and European
puts can be captured by the binomial tree. Thus, our selection for  in p; is 0.5, which
strongly differs from the Black-Scholes model, and then ( is further increased up to 0.9
within the scenarios. Additionally, we increase the values of o.

Remark 3.3.1. We price the put options in for the parameter sets shown in Table
[31l For some parameters, especially for high interest rates combined with low volatility,
it could occur that the price of an American put option equals exactly K; — Sy, so that
this American put option would be exercised immediately. In the following analysis, we
excluded these cases because a unique Furopean option price cannot be determined by
applying the binomial tree. As illustrated in the following toy example in Figure [3.3,
there are several possible values for u to replicate the American option price if the price
of the American option is determined by immediately exercising it. In the example, a put
option with strike K = 120 is priced. Here, u = 1.04 and u = 1.11 are possible solutions.
To avoid this, we consequently only consider American put options in our analyses when
Pﬁ? > (K — Sp)™ - (14 0). Thus, the American put option price exceeds the immediate
exercise price by a factor of 6. We set 6 = 1%. In theory, we cannot guarantee that
in all other cases the application of the binomial tree finds a unique u* to replicate the
American option price. However, in various empirical tests this has been the case and
only when the price of an American put option equals exactly K; — Sg, problems have
been observed.

In Tables - in the appendix, we show in the appendix the pricing effects for
the synthetic prices in (3.14]). For each scenario p;,7 = 1,...,5, we present the average
difference between the de-Americanized prices and the European prices for each maturity

43



3 Numerical Investigation of the de—Americanization Method

u~ 1.036 107.33, 12.67, 12.67

\

103.6, 15.80, 16.40

\
/

100.00, 18.81, 20.00 100.00, 20.00, 20.00

/
\

96.53, 22.88, 23.47

/

93.17, 26.83, 26.83

w1112 123.63, 0.00, 0.00

\

111.19, 10.01, 10.01

\
/

100.00, 19.69, 20.00 100.00, 20.00, 20.00

/
\

89.94, 29.46, 30.06

/

80.89, 39.11, 39.11

Figure 3.3: Given an American put option price of 20 with Sy = 100, K = 120, r = 0.01,
i.e., an American put option in the exercise region, a unique tree cannot be
found to replicate this option. In this example, we show two binomial trees
for u ~ 1.036 (top) as well as u ~ 1.112 (bottom). In each tree, we show
the value of the underlying (black), the European put price (blue) and the
American put price (red) at each node. Both trees replicate the American
option price of 20.00 but result in different European put prices: 18.81 and
19.69.
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and each strike and accordingly show the maximal European price in this maturity to
reflect the issue stated in Remark [3.3.1] Similar studies have been done for the maximal
error at each strike and maturity and confirm the findings based on the average error
presented in the following. In Figure [3.4] we highlight the results for scenario ps in the
CEV model to illustrate the effects of de-Americanization in several interest rate envi-
ronments for different maturities or different strikes. For a better interpretability, in each
of the figures the differences between the corresponding American and European option
are shown, too. This figure clearly highlights the case r = 0 as fewer de-Americanization
effects.

%107 Effects for different strikes, CEV, Scenario 5
5.

e r=0%
4r r=1% t_ETTP
20 .,

Absolute Pricing Differences
Absolute Pricing Differences

1 1.05 11 115 12 1.25 0.8 0.85 0.9 0.95 1 1.05 1.1 115 1.2 1.25

P Sy
®
4
P
I
S
e
o
e
b

Strikes Strikes
0.03 Effects for different maturities, CEV, Scenario 5 4 10  Effects for different maturities, CEV, Scenario 5
@ s r=0% @
g 0.025 =1% g 2l
2 *r=2% = .
£ 0021 r=5% k) wagnes
z *r=7% a2 oF )
o0 0.015 = ., .
£ E2 .
2 oonp £ .
wer=0% e
£ 0005 g 1%
2 . ’..v" —5 - r=2% ‘.
Z o} il Z-6 r=5% .
= < *-r=7%
-0.005 . . . . . . . . . . 8 . . . . . . . . . ‘
0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2 0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 18 2
Maturities Maturities

Figure 3.4: De—Americanization effects on pricing put options in the CEV model. As
an example, the results are shown for ps for the average error between the
de-Americanized and the European prices for each strike (top right) and
each maturity (bottom right). The average differences of the corresponding
American and European prices is shown for each strike (top left) and each
maturity (bottom left).

In general, for the CEV model, we observe that for short maturities the de—Americanized
prices seem to overprice the European prices, whereas for longer maturities they seem
to underprice the European options. We see that with increasing ¢ and ( parameters
the maximal error increases and, overall, all parameter sets behave similarly. Focusing
on the interest rate, we observe that for higher interest rates (r = 5% and r = 7%)
the average errors are higher or at least in a comparable region. Especially for higher
interest rates, the maximal price has to be considered, because the higher the interest
rate, the higher the probability that we did not consider some in-the-money options
due to Remark and that the options with high prices are neglected in this setting.
Thus we deduce that the error increases with increasing interest rates and that at high
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maturities the error increases for scenarios with higher volatility. For scenarios pi, ps
and ps, we clearly observe that the effects of de-Americanization increase with increasing
strikes. This means that for in-the-money options the de-Americanization effects tend
to be stronger than for out-of-the-money options. This is consistent with the statements
made by |Carr and Wu/ (2010). However, for higher interest rates, the average error seems
to decrease with increasing strikes. The test setting in is defined for S = 1. In
the CEV model, the volatility is scaled with S¢~!. In additional test, we set in ([3.14])
S = 100 and scaled the strike values K with a factor of 100, too. Overall, we observe
that the errors of the de-Americanization methodology, see Tables and give a
similar picture to the results for S = 1. Naturally, by investigating differences of prices,
the absolute number of the error is higher by a factor of 10 to 100, which is tolerable
when the underlying value is scaled with a factor of 100.

In addition to all of these de—Americanization effects in absolute terms, we checked the
magnitude of the relative error for the 1-year at-the-money put option, i.e., the absolute
difference between the European and the de-Americanized price divided by the European
price. In the CEV model, the average relative error for this option in all scenarios and
interest rate settings was 0.1% with a peak of 0.17% at scenario py with r = 1%.

Summarizing the results,

e de—Americanization effects are sensitive to interest rate. The higher the interest
rates, the higher the observable pricing differences,

e de—Americanization effects increase with increasing volatility and increasing matu-
rities,
e de—Americanization effects tend to be stronger in-the-money,

e de—Americanization effects increase with higher jump intensities as shown by the
results for the Merton model in |Burkovska et al.| (2016).

Overall, in the settings mentioned above, we observe a systematic effect caused by de—
Americanization. In the next step, we are interested in finding out whether these effects
are also reflected in the calibration results.

3.3.3 Effects of de—Americanization on Calibration to Synthetic Data

Here, we study the de-Americanization effect on synthetic American market data. To this
effect, in a first step, we generate artificial market data using our FEM implementations of
the three considered models. In a second step, we calibrate each model to the previously
generated market data. This methodology allows us to disregard the noise affiliated with
real market data and thus enables us to study the effect of de-Americanization exclusively.
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Our artificial market data is specified as follows.

So=1
r="17%

2

Ti— o, Ki={0.950.75,1,1.025,105),
6

L=, Ko ={0.9,0.925, K1, 1075, 1.1}, (3.15)
9

Ty= 5 Ky = {0.85,0.875, Kz,1125,1.15),

Ty =1, Ky = {0.8,0.825, K3,1.175,1.2},

Ts = 2, Ks = {0.75,0.775, K4, 1.225,1.25}.

As the data in shows, we consider a high-interest market and a set of maturities
ranging from rather short-term American options with 2 months maturity to long-term
American products with 2 years maturity. Each maturity 7; is associated with a set
of strikes Kj;, i € {1,...,5}. To analyze the effects of de-Americanization on pricing,
we price these options for the five parameter scenarios in Table Regarding the
calibration methodology, we have to make two choices. First, we have to decide which
option types to include and, second, we need to determine the objective function.

Regarding the choice of options, we first consider only put options for the whole strike tra-
jectory due to the fact that, in our setting of non-dividend paying underlyings, American
and European calls coincide. Thus, we include in-the-money as well as out-of-the-money
options. Second, motivated by the fact that the value of out-of-the-money options does
not include any intrinsic value and is therefore supposed to better reflect the randomness
of the market (as mentioned in |Carr and Wul (2010))), we consider as a second approach
that only includes out-of-the money puts and out-of-the money calls for the whole set
of strikes and maturities. Consequently, in this second study, for each i € {1,...,5}, we
consider call option prices for maturities T; and strikes k € K; with £ > 1 and put option
prices for maturities T; and strikes k € K; with k£ < 1. At-the-money option data, i.e.,
options with strike K = 1, is neglected.

Once the synthetic American market data has been generated, we create associated sec-
ond synthetic market data by applying the de-Americanization routine using the binomial
model.

Remark [3:3.1] and Figure [3.3] describe situations in which the de-Americanization rou-
tine yields non-unique results. In the calibration to de-Americanized prices, we exclude
options that cannot be de-Americanized uniquely as explained by the following remark.

Remark 3.3.2 (Disregarding non-unique de-Americanized prices). As outlined above,
we artificially generate American market data for a calibration study on synthetic data.
In a first step, we calibrate to the generated American prices directly. In a second step,
we de—Americanize the option data and calibrate to the resulting quasi- European options.
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Here, we only consider option prices that admit a unique de—Americanized price. Conse-
quently, all American put option prices that violate

pot > (K —So)t - (1+96), with § = 1%, (3.16)

(2

are not de—Americanized and thus are neglected in the second step.

The second crucial assumption is the objective function. A variety of objective functions
are proposed in the literature, e.g., the root mean square error, the average absolute
error as a percentage of the mean price, the average absolute error, the average relative
percentage error, absolute price differences, relative price differences, absolute implied
volatilities, relative implied volatilities (see for example Detlefsen and Haerdle (2006]),
Bauer| (1991), |[Fengler| (2005]), Schoutens et al. (2004)).

We work directly with the observed prices and choose an objective function that considers
prices, and due to the fact that the considered out-of-the-money option prices are rather
small, we focus on absolute instead of relative differences. In the calibration, we take the
absolute average squared error (aase) as the objective function and we minimize,

1
aase = Foptions Z |Market price, — Model price,|*. (3.17)
options

optiony,

The results of the calibration to synthetic data are summarized in Table 3.2 for the CEV
model for calibrating to put options and calibrating to out-of-the-money options.

Overall, we see that for the CEV model the parameters match well when calibrating to
American options. When calibrating to de-Americanized prices however, the volatility
parameter o is underestimated in most cases and this underestimation is counterbalanced
by an overestimated (-value.

Summarizing the results, we observe that when calibrating de-Americanized synthetic
data in a high-interest-rate environment for the continuous CEV model, the main pa-
rameters driving the volatility of the underlying, ¢ and o (CEV), are often not exactly
matched. In these cases, the application of the binomial tree is not able to capture the
volatility of the underlying exactly. Furthermore, in |Burkovska et al.| (2016), we see that
for the Heston model the parameters £ and p are often mismatched and for the jump
model (Merton), we observe that due to the de-Americanization the jump intensity is
(more strongly) mismatched than when directly calibrating to American options and in
these cases the wrongly calibrated jump intensity parameter may be compensated by
adjusting the other model parameters accordingly.
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CEV
o ¢ aase
true 0.2 0.5 —
Put Am 0.1977 0.4962 7.74e-6
[ DeAm | 0.1894 0.4501 8.35e-5
oom Am 0.1997 0.4996 4.52e-6
DeAm | 0.1793 0.9609 2.75e-4
true 0.275 0.6 —
Am 0.2740 0.6004 4.98e-7
Put

D2 DeAm | 0.2607 0.7539 2.04e-6
Am 0.2736  0.5978 1.91e-6

OO DeAm | 0.2484 05367 1.10e-5
true 0.35 0.7 —
Am 0.3515 0.7576 4.37¢-5
Put

D3 DeAm | 0.3272 0.8528 1.92e-4
Am 0.3476  0.6984 1.00e-4

OO DeAm | 0.3141 05527 5.99¢-4
true 0.425 0.8 —
Am 0.4258 0.7898 1.53¢-6
Put

D4 DeAm | 0.3942 0.8755 7.30e-6
Am 0.4262 0.7966 3.27e-6
DeAm | 0.3801 0.6009 1.96e-5

true 0.5 0.9 —
Put Am 0.4982 0.9036 1.53e-6
D5 DeAm | 0.4570 0.9192 1.02e-5
Am 0.4986 0.9036 4.02e-6
DeAm | 0.4430 0.6549 2.38e-5

oom

oom

Table 3.2: Calibration results for calibrating to put options only and out-of-the-
money options for the CEV model. Due to the effect of non-unique de-
Americanization results, for the CEV model, some option prices have been
neglected in the calibration to de-Americanized option data, as Remark
explains. In scenarios p; to ps, 5, 5, 10, 10 and 10 prices were excluded in the
calibration to put options only.

3.3.4 Effects of de—Americanization on Calibration to Market Data

In this section, we investigate the effects of de—Americanization by calibrating market
data. The single stock of our choice is Google as an example of a non-dividend-paying
stock. Table gives an overview of the processed data for the calibration procedure.
In total, we obtained a data set containing 482 options, with slightly more puts than
calls. The risk-free interest rate for maturities of 1 month, 3 months, 6 months, 1 year
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and 2 years are taken from the U.S. Department of the Treasuryﬂ and have been linearly
interpolated whenever necessary.

Maturity T 4 of options r

Ty 27.02.2015 0.07 47 0.0001

T, 20.03.2015 0.13 49 0.000129508
T3 17.04.2015 0.20 52 0.00017541
T, 19.06.2015 0.38 87 0.00046087
Ts 18.09.2015 0.62 98 0.000955435
T 15.01.2016 0.95 101 0.001602174
T7 20.01.2017 1.97 48 0.004786339

Table 3.3: Processed Google option data for tg = 02.02.2015, Sy = 523.76

In order to structure the available data, we follow the methodology applied for the
volatility index (VIX) by the Chicago board of exchange (CBOE (2009)):

Only out-of-the-money put and call options are used

The midpoint of the bid-ask spread for each option with strike K; is considered

Only options with non-zero bid prices are considered

Once two puts with consecutive strike prices are found to have zero bid prices, no
puts with lower strikes are considered for inclusion (same for calls)

Basically, by this selection procedure, we only select out-of-the-money options that (due
to non-zero bid prices) can be considered as liquid. In general, an option price consists
of two components reflecting the time value and the intrinsic value of the option. By
focusing on out-of-the-money options, the intrinsic value effects are mostly neglected and
the highest option price will be at-the-money. Additionally, the highest market activity
is in the at-the-money and slightly out-of-the-money region. The calibration results are
summarized in Table [3.4]

CEV
o ¢ aase
Am 025 098 3

Google Data DeAm | 0.25 0.97 3.32

Table 3.4: Calibration results for calibrating to out-of-the-money put and call options
combined.

Here, we observe hardly any differences in the parameters. This is in line with our obser-
vations in Section [3:3:2] for low-interest-rate environments. In these settings, American

'www.treasury.gov /resource-center /data-chart-center /interest-rates/Pages/ Text View.aspx?data—yield
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and European puts almost coincide and, thus, there will hardly be any difference in the
prices and it is only natural that we observe very similar calibration results.

3.3.5 Effects of de—Americanization in Pricing Exotic Options

Plain vanilla options are traded liquidly in the market and are used to calibrate models.
Financial institutions use these calibrated models to price more exotic products such as
barrier and lookback options. In this subsection, we analyze which influences different
calibration results have on the accuracy of exotic option prices.

We analyze a down-and-out call option and a lookback option and hence translate
differences in the calibrated model parameters into quantitative prices. The payoff
Hpoc(S(T)) of a down-and-out call option with barrier B is given by

Hpoc(S(T)) = (S(T) — K)*- Liinger S(t)=B- (3.18)

In our setting, we set Sp = 100, the barrier B to 90% of the initial underlying value and
the strike K to 105% of the underlying value. For the lookback option, we choose the
same strike and the payoft Hpookpack (S(T)) is

HNLOOkbaCk(‘S’(T)) = (S(T) - K)+7 with S(T) = maXS(t)' (319>

t<T

We price these two exotic options for the calibrated parameters in Tables [3.2] and [34]
via a standard Monte Carlo method with 10® sample paths, 400 time steps per year
and antithetic variates as variance reduction technique. The results are shown in the
following Table

In p; and py of the CEV model, the scenarios with relatively small volatility, we do not
see any differences. Thus, in cases with small volatility and medium elasticity of variance
¢, de—Americanization seems to perform well. In the other scenarios, we observe that the
calibration of de-Americanized prices leads to higher exotic option prices if we calibrate
put options only and lower exotic option prices if we calibrate out-of-the-money options.
Thus, the typically lower calibrated o-value in combination with an increased (-value
obtained by calibrating de-Americanized options has this effect on the pricing of exotic
options.

In high-interest-rate environments, the de—Americanization methodology leads to differ-
ent exotic options prices in the CEV model when the volatility of the underlying is higher.
When using only put options, the exotic option prices tend to be higher; when consider-
ing out-of-the-money options, the exotic option prices tend to be lower. As additionally
illustrated in Burkovska et al.| (2016), in the Heston model, we observe a similar picture
as in the CEV model, however here no general statement holds between higher and lower
exotic option prices. Regarding the Merton model, the differences in the exotic option
prices are more visible when considering the down-and-out barrier option.
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CEV

barrier lookback
true 9.93 10.11
Put Am 9.93 10.10
p1 DeAm  9.93 10.01
oom Am 9.93 10.11
DeAm 10.13 11.13
true 10.13 11.14
Put Am 10.14 11.14
D2 DeAm 1147 14.59
oom Am 10.12 11.10
DeAm 9.95 10.40
true 11.60 14.93
Am 12.48 17.83

Put
D3 DeAm  13.53 23.85
oom Am 11.56 14.81
DeAm 10.07 10.91
true 13.56 24.08
Am 13.54 24.00

Put
D4 DeAm 14.14 30.87
oom Am 13.51 23.81
DeAm 10.60 12.37
true 14.76 43.40
Am 14.80 43.99

Put
D5 DeAm 14.78 43.50
oom Am 14.74 42.81
DeAm 11.68 15.13
Google Am 14.21 32.10

data DeAm 14.12 30.70

Table 3.5: Overview of prices for barrier and lookback options

3.4 Conclusion

We investigated the de—Americanization methodology by performing accuracy studies
to compare the empirical results of this approach to those obtained by solving related
variational inequalities for local volatility, stochastic volatility and jump diffusion models.
On page we pose key questions regarding the robustness of the de-Americanization
methodology with regard to changes in the (i) interest rates, (ii) maturities and (iii)
in-the-money and out-of-the-money options.

First, focusing on pricing, we observe that de—Americanization causes larger errors (i)
for higher interest rates, (ii) for higher maturities and (iii) in the in-the-money region
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in scenarios with higher volatility and/or correlation. Second, we investigate model
calibration to synthetic data for a specified set of maturities and strikes in a high-interest-
rate environment. Numerically, we observe noticeable differences in the calibration results
of the de—Americanization methodology compared to the benchmark. For continuous
models, the main difference lies in the resulting volatility parameters. When calibrating
to Google data, hardly any differences occur, which can be explained by the very low-
interest-rate environment. This is in line with the results for question (i).

In a final step, we investigate the effects of de-Americanization in the model calibration
on pricing exotic options. Here, exotic option prices play the role of a measure of the
distance between differently calibrated model parameters. In most cases, we observe that
exotic option prices are reasonably close to the benchmark prices. However, we observe
severe outliers for all investigated models. We find scenarios in which the exotic option

prices differ by roughly 50% in the CEV model (p4), see Table

Additionally, the results for the Heston and Merton model in Burkovska et al.| (2016) are
aligned to these observations. Additionally, as a jump diffusion model, the results for
the Merton model also show higher de-Americanization effects for scenarios with higher
jump intensities and that the jump intensity is underestimated by the de—Americaniza-
tion methodology, especially in settings with high jump intensities.

In a nutshell, the methodological risk of de-Americanization critically depends on the
interest rate environment.

e For low-interest-environments, the errors caused by de—Americanization are negli-
gibly small and the de-Americanization methodology can be employed when fast
run-times are preferred.

e For higher-interest-rate environments, however, de—Americanization leads to un-
controllable outliers.

Intuitively, the higher the interest rate, the higher is the early exercise premium of an
American put option and, hence, the higher are the differences between an American
and a European put price. At its core, the de—Americanization methodology is replacing
American options with European options. Thus, with higher differences between both of
them, the potential of making an error increases. As second observation,

e de—-Americanization tends to lead to outliers in scenarios with a higher volatility
and /or higher jump intensities.

In these scenarios, the model describing the evolution of the underlying differs strongly
from the assumptions of the Black&Scholes model, namely a constant volatility coeffi-
cient and the absence of jumps. The binomial tree is roughly a discrete version of the
Black&Scholes model and, secondly, the model independent approach of the binomial tree
leads to higher errors the stronger the underlying process differs from the Black&Scholes
model. Therefore, and since the de-Americanization methodology does not provide an
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error control, we strongly recommend applying a pricing method in the calibration that
is certified by error estimators.

Also for scenarios in which a direct application of the de—Americanization methodology
can lead to outliers, the method can be applied usefully.

e It can, for example, be used as first estimator for the model parameters and this
estimate can then be used as initial guess in a calibration routine to reduce the
run-time.

We leave the inclusion of dividends for future research. The numerical results for the
jump diffusion model and the sensitivity to interest rates indicate that discrete and
continuous dividends may intensify the errors caused by the de-Americanization method.
Furthermore, the application of a binomial tree to translate American into European
prices can be challenged in further research and the binomial tree could be replaced by
a more sophisticated, maybe not anymore model invariant, technique. Obviously, one
has to keep in mind here that this leads to higher computational efforts and one of
the advantages of the de-Americanization methodology, like faster run-times and model
flexibility could be reduced.

3.5 Outlook: The Reduced Basis Method

Previously, we applied the finite element method as PDE solver for calibrating American
option prices. The investigations have shown that the de-Americanization methodology
does not work efficiently enough for all the parameter scenarios. Based on PDE methods,
we propose the reduced basis method here as a complexity reduction technique and will
give a quick overview of Burkovska et al. (2016b). Starting with the quote of Thomas
Eakins in the introduction, colors can be represented by the RBG color model. In this
additive model, each color can be constructed by adding weighted red, blue and green
colors. The weights are usually scaled between 0 and 255. Each color can then be
represented as a 3-tupel (a,b,c) with 0 < a,b,c¢ < 255, with the convention of black
being (0,0,0) and white being (255,255,255). In a fascinating way, all colors can be
represented by only a few colors, namely the three colors red, green and blue. This
color/painting example illustrates the idea behind the reduced basis method. In order
to solve parametric PDEs, compared to the high-dimensional basis in the finite element
method, for example, the key idea is to define a problem-adapted lower dimensional
basis and thereby significantly reducing the complexity of numerically solving parametric
partial differential equations. The problem-adapted basis functions are based on solutions
of the PDE for specific parameters. By doing so, the resulting algebraic systems are
considerably smaller. The set of few basis functions then basically works like the colors
red, blue and green in the example above and each solution for a new parameter is a
combination of solutions to these few parameters.
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The reduced basis method (RBM) is not a new approach. The method has been studied
on a variety of applications. We refer to |Patera and Rozza, (2006)), (Quarteroni et al.
(2016)), Hesthaven et al. (2016) for an overview. For model reduction techniques in
finance, we find recent work with a focus on proper orthogonal decomposition (POD),
e.g. [Sachs and Schu (2008), [Sachs and Schneider| (2014]), Sachs et al. (2014), |Pironneau
(2012), Peherstorfer et al. (2015) and RBM results, e.g. (Cont et al.| (2011)), |Pironneau
(2011)), Pironneau (2012). Here, the focus has been on the simpler case of European
options. For American options, described by parabolic variational inequalites, we refer to
Burkovska et al.| (2015) and Balajewicz and Toivanen| (2016). More generally, variational
inequalities are also investigated by |Glas and Urban| (2014). The basis construction for
parabolic inequalities becomes much more challenging than for variational equalities. We
refer here to the POD-Angle-Greedy strategy as described in Burkovska et al.| (2015).
Cont et al. (2011)) and Pironneau| (2009) study the calibration with the RBM to European
option, the extension to American options, to the best of our knowledge, has not yet been
addressed.

In Burkovska et al. (2016b), we compare calibration results with the RBM to calibration
results of the de—Americanization methodology. In a nutshell, the calibration results
using the RBM method are closer to the calibration results applying the FEM solver than
the de-Americanization methodology, especially in a high-interest rate setting with high
volatility parameters. The de—Americanization methodology is still the fastest method
to calibrate to American options. However, the reduced basis method as a complexity
reduction technique allows to calibrate relatively fast to American options and tends to
work fine in scenarios, for which the de-Americanization methodology runs into pitfalls,
too.

3.6 Excursion: The Regularized Heston Model

The work in this section started in 2014 in parallel to|Ackerer et al. (2016). This section
is an excursion to indicated possible ways to work with regularized models. Our example is
a reqularized version of the Heston model that falls as a special case into the investigated
Jacobi stochastic volatility model of |Ackerer et al.| (2016)).

At the end of Section [2.2.1] we have indicated that the Heston model, due to an un-
bounded coefficient in the SDE describing the underlying, does not fit into the classic
PDE theory. Moreover, the resulting PDE for bounded coefficients has regularity advan-
tageous and does not require a truncation of the domain. This motivates our approach
to introduce a regularized Heston model with bounded coefficients and in addition, we
show that our regularized Heston model converges to the original Heston model.
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Our regularized Heston model is given by the following SDEs

dS(t) = pSdt + \/o(t)SAWA (¢) (3.20)

di(t) = k(0 — T(t))dt + a\/(@(t) o) <1 _ 6‘(;)>de(15), k,0,0 > 0, (3.21)

where Wi (t) and Wa(t) are Wiener processes with correlation p and the two constants
0 < € <V < o define the space for the volatility process, i.e. (t) € (¢, V). Basically, in
contrast to the Heston model, the diffusion coefficient of the volatility process is bounded.
In the following, we show first that the regularized Heston model, described by SDEs
and , has a strong solution and then, we investigate the convergence of the
regularized Heston model to the Heston model.

3.6.1 Existence and Strong Solution in the Bounded Domain [ = (¢, V)

In the following, we show that the regularized volatility process ¥ has a strong, unique
solution within the interval (e, V). Here, we have the issue that our coefficients are only
defined on an open interval (¢, V) < R and we have to prove that our process is well-
defined and does not exit this interval. The standard results stated in Chapter [2| have to
be adapted to the bounded domain. First, we introduce the concepts of a weak solution
up to explosion and then the concept of a solution in an interval up to exit time, i.e. not
the time until the process explodes, but the time until the process exits the interval.

Definition 3.6.1 (Weak solution up to explosion time). (Karatzas and Shreve, |19906,
Definition 5.1, p. 329) A weak solution up to an explosion time of the equation

dX; = b(Xt)Clt + O'(Xt)th, (322)

is a triple (X, W), (2, F, P), {F:}, where
(i) (Q,F,P) is a probability space, and {F;} is a filtration of sub-o-fields of F satisfying

the usual conditions

(i) X = {X¢, F;0 < t < 0} is a continuous, adapted R U {oo}-valued process, W =
{Wh, Fi;0 < t < 0} is a standard, one-dimensional Brownian motion

(iii) with
Sy = inf{t = 0;|X;| = n} (3.23)
we have for all 0 <t < o

P U:Asn{\b(Xsﬂ 02X s < oo} _1, (3.24)

valid for everyn = 1, and
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(i)
t t
P [Xt/\Sn =Xy +f b(Xs)lssSndS +j U(Xs)lsggndWS; Vo<t < OO:| =1

0 0
(3.25)

valid for everyn = 1.

S := lim, Sy is the explosion time of the process X.

Definition 3.6.2 (Non-degeneracy and local integrability). For the SDE described in
, we define the assumptions of non-degeneracy and local integrability in the following
way,

(Non-degeneracy) for all z € R holds 0 > 0,

xr+€
Local integrability) for all x € R exists € > 0 such that 16(y)| dy < o0.
(

o—e 02(Y)

Theorem 3.6.3. (Karatzas and Shreve, |1996, Theorem 5.15, p.341) Assume that o>
18 locally integrable at every point in R, and non-degeneracy and local integrability as-
sumptions from Definition[3.6.3 hold. Then, for every initial distribution u, the equation
has a weak solution up to an explosion time, and this solution is unique in the
sense of law.

Of course, with our SDE in , we do not only care about an explosion in the sense
of | X¢| = oo, but we want to investigate if our process is leaving the interval of interest,
namely (e, V).

From this point on, we follow Karatzas and Shreve] (1996) and do not look at the entire
real line, but we do focus on the interval

I=(e, V)R (3.26)

We show in Lemma that our SDE (3.21]) satisfies non-degeneracy and local integra-
bility assumptions and we can introduce the definition of weak solutions in an Interval I
until explosion (exit) time.

Lemma 3.6.4. The SDE (3.21)) with coefficients o(x) = a\/(x —€)-(1—§) and b(z) =

k(6 — x) satisfies the following non-degeneracy and local integrability assumptions in the
interval 1.

Proof. The function z — o(z) is a continuous function on I and the square-root of a
polynomial of degree 2. Thus, there exists a maximum of two roots. Obviously, o(€) =0

and o(V) =0 and ¢,V ¢ I. Hence, for all x € I holds = o%(z) > 0.
1%

—Z}. Thus, we achieve

For the local integrability, we define for z € I, 6, = min{*5<, *5
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that for all y € [x — 0,2 + 0] = I : o(y) < 0, |b(y)| < 0. As a direct consequence, the

quotient 1+|lz( ))‘ is continuous on [x — 0z, 2 + d]), the local integrability is given. O

For SDEs of type (3.22) fulfilling non-degeneracy and local integrability assumptions, we
can introduce the following definition of weak solutions in intervals.

Definition 3.6.5 (Weak solution in interval up to exit time). (Karatzas and Shreve,
1996, Definition 5.20, p. 343) A weak solution up to exit time in the interval I=(l,r) of
equation is a triple (X, W), (0, F, P),{F:}, where

(i) (Q,F,P) is a probability space, and {F;} is a filtration of sub-o-fields of F satisfying
the usual conditions

(i) X = {X}, F1;0 < t < o} is a continuous, adapted [l,r]-valued process, W =
{Wi, Fi;0 < t < o} is a standard, one-dimensional Brownian motion

(i13) with {l,,}2_1 and {rp};_, strictly monotone sequences satisfying | < l, < r, <,
limp ool =1, limy_eorn =1, and

= inf{t =00 Xo ¢ (In,mn)}

the equations (3.24)) and (3.25) hold.
Here, S:=inf{t > 0: X; ¢ (I,r)} = lim,—Sy is the exit time from L

Theorem 3.6.6. The defined SDE has a weak solution in the interval (¢,V) up
to exit time S.

Proof. (i) and (ii) of Definition [3.6.5] are satisfied. For (iii), we define for n > 1: I,

€+ 1b and Ty o=V — lv35. Obviously, lim, _.ol, = ¢, lzmn_,oorn = V. The
equatlons and (3.2F)) are satisfied due to the fact that for ¢ < S, (S, := inf{t >
0: X; ¢ (ln,rn)}) the process X; is bounded by |X;| < mazx{|l,|, |rn|} and the non-
degeneracy and local integrability assumptions are satisfied (Lemma. Additionally,
we adapt Theorem for the interval (e, V). Thus, there exists a weak solution in the
interval (e, V) up to exit time S. O

Consequently, we want to show that the process X given by (3.21)) does not exit the
interval (e, V'), thus we will show S :=inf{t > 0: X; ¢ (¢,V)} = limp—S, = 0. Here,
one way is Feller’s test for explosions.

Theorem 3.6.7 (Feller’s test for explosion). (Karatzas and Shreve, |1996, Theorem 5.29,
p. 348) Assume that non-degeneracy and local integrability assumptions hold, and let
(X, W), (Q,F, P),{F:} be a weak solution in I = (I,r) of with non-random initial
condition Xo = x € I. Then P[S = o] =1 or P[S = ®] < 1, according to whether

v(l+) =v(r—) =
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or not. Here, for all x € I and c € I arbitrary,
o) i= | (o)~ ply))m(dy),

p(z) = Jm exp (—2 Ln :2(8) d{) dn (scale function),

2dx
dr) = ——— d .
m(dz) D (2)02() (speed measure)
Proof. (Karatzas and Shreve, 1996, p. 348f) O

Lemma 3.6.8. In the setting of Theorem[3.6.7, the following implications hold:

p(r—) =0 =uv(r-) = o,
p(l+) = —0 = v(l+) = ©

Proof. Let p(r—) = o,

o) = | “(o(r—) — ply)) L

¢ P (y)o*(y)
‘ 2dy
= | (0=p¥) 5~ 5~
L ( ( >)p’(y)02(y)
0.
Let p(l4+) = —o0, we use ¢ > x to switch the limits of the integral,

o) i = | “(p(i1) - ply)) Y

c P (y)o?(y)
N _2dy
_L( * p(y))p’(y)dz(y)
. C_ B 2dy
=~ J o
= 0.

0
a?(V—e)

Lemma 3.6.9. Assuming < 2kmin{V — 0,0 — ¢}, every local weak solution of

. oye
m m I is a global weak solution.

Proof. This statement follows directly from (Ackerer et al., 2016, Theorem 1) which
explicitly defines the condition. O
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So far, we have shown that our SDE (3.21)) has a global weak solution existing in the
interval I = (¢,V). Now, we are interested in showing uniqueness and stating that we
have a global strong solution existing in the interval I.

Theorem 3.6.10. With the assumptions of Lemma and Xog = x € I := (¢ V),
has a global unique strong solution in I.

Proof. We follow (Revuz and Yor, 1999, Theorem 3.5, p. 390) which states that pathwise

uniqueness holds for (3.21) if |o(z) — o(y)|?> < p(|z — y|) and b is Lipschitz continuous,

where p is a Borel function on (0, 00) with {, p%da = 0. p(x) := o (%) x satisfies

(@)
these conditions and we have to investigate |o(z) — o(y)|> only for z,y € (¢,V). Let

2,y € (e, V),
S e e N e (]
ey B e
o N () S (e

Given this estimate for |o(x) — o(y)|, rearranging yields

2 2 2 _ 42 _
:(,W_x__eﬁ_(y_zf__ﬁey)‘za\/m_y_x e

|o(z) — o (y)]

=0

V V Vv Vv V V
_o ey woyety) ey WV o@ty) e )
v v v v
Finally, using x,y € (¢, V) results in |o(z) — o(y)| < o V‘—;E(:r - y)‘ and, thus,

o)~ o)l < o (L) ol

For the drift component, we can show, the even stronger condition, that it is globally
Lipschitz. Let x,y € (¢, V)

b(z) = b(y)| = (0 —2) — k(O —y)|, |x>0
=&l(0 —z) = (0 —y)| =kl0 —2 -0 +y|
= k| -z +y| =klz—y|

Thus, pathwise uniqueness holds. From (Karatzas and Shreve| |1996, Corollary 3.23, p.
310) it follows that weak existence and pathwise uniqueness imply strong existence. From
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3 Numerical Investigation of the de—Americanization Method

this point, we can build a bridge back to the Yamada and Watanabe Proposition 213
and just set h(zx) := p(z)2. O

3.6.2 Convergence

After the introduction of the regularized Heston model, we embed the regularized Heston
model into the Heston model by showing, that for ¢ — 0 and V — oo the regularized
Heston model converges to the Heston model in appropriate sense and, further on, we
show an upper bound for the error. Let us start with the two SDEs of the Heston

dv(t) = b(v(t))dt + o(v(t))dW(t), k,0,0 > 0,

and the regularized Heston model

do(t) = b(v(t))dt + a(o(t))dW (t), k,0,0 > 0
b(B(t))dt = k(6 — v(t)) = b(D(t)),

5(b(t)) = a\/(f)(t) —e)- <1 - ”(Vt)>

In order to investigate the convergence, we define {v,, ()},

dvy (t) = by (vp())dt + op (v (t))dW (t), K,0,0 > 0
bn(0n(8))dt = k(6 — vn(t)) = b(vn(t)),

on(vn(t)) = o—\/ (vn(t) — €n) - (1 - V<’f>>

c €

-V.

€n =

Vo=

S 3|

Obviously, €, — 0 and V,, — oo. In order to show convergence in law, we apply Theorem
IX. 4.8 from [Jacod and Shiryaev| (2003]).

Theorem 3.6.11. The reqularized Heston model converges in law to the Heston model,
i.e. the process Up(t) converges in law to the process v(t).

Proof. By applying Theorem [3.6.10] we know that for every n € N there exists a unique
global solution for the process ¥, (t). Thus, to apply Theorem IX. 4.8 from |Jacod and
Shiryaev| (2003), we only have to show that the coefficient functions b, (x) and &, ()
converge locally uniformly to b(z) resp. o(x). Due to b,(z) = b(z) for all n € N the
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3 Numerical Investigation of the de—Americanization Method

locally uniformly convergence is naturally given. For the diffusion coefficient, we have
to show the locally uniformly convergence. Clearly, for all x € I exists m € N such that
em <« < Vj, and then for an open domain U < I, we have to show that for y € U and
n = m the diffusion coefficient converges uniformly. Let n > m,

For (n — o) it holds 0(4/]%—2| + +/|en]) — 0. Thus, the convergence in law follows
directly from (Jacod and Shiryaev, 2003, Theorem IX. 4.8). O
As a last step, we investigate the convergence rate for the processes v(t) and vy, (t).

Theorem 3.6.12. Given a fiz interval [¢,V] < (€n, Vi), the approzimation error between
the regularized Heston model and the Heston model (the processes are stopped whenever

one of them is leaving [e,V]) with Cp, = 4/ ’W + €] is given by

E[lvT(t) — 5T (t)[2] = 4 C . (ea:p ((2,3 +4 <”>2>t) - 1) (3.27)
22 + 4 (JLQ?) V2e

Choosing €, and Vy, such that C, — 0 (n — ), the approvimation error decays to
zero,

E[[v"(t) = 5,(t)]’] - 0 (n— o) (3.28)

Proof. In order to do an analysis of the convergence rate, we need to have Lipschitz
coefficient functions. This is generally not satisfied by the diffusion coefficients. We
therefore define the following stopping times.

71 :=inf{s : 0(s) < €} (3.29)
To = inf{s : v(s) < €} (3.30)
T3 := inf{s : 0(s) > V} (3.31)
74 := inf{s : v(s) > V} (3.32)

(3.33)

T := min{ry, 79, T3, T4}
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3 Numerical Investigation of the de—Americanization Method

Finally, we investigate the convergence rate for the processes v”(¢) and v] (t) stopped at
t A 7 in the interval [e, V] < (e,, V3).

B[l (1) - (1) "] <2E]] f " b(0(s)) — b(un(s))ds[?]

L om]| L o (0(5)) — an(va(s))dWi 2],

Applying It0 isometry yields

<28 [b(u(s) — ben(s) ]

0

28] o(u(s) = oa(un(s)) Pas]

0

Now, we exploit (a + b)? < 2(a® + b?),
=28 b(u(s) — ben(s)Pds]
0
#28[ 10(0(5) — on(u(5) + 00 (v() — ouen(s)ds]

0

<2B[[ " [b(u(s) — ben(s)Pds]

0

B[ 10(u(s) — on(u()ds]

0

B[ [n(0(5)) = a(un(s)) Pas]

0

As a next step, the stopping time is taken into the expectation via the indicator function,

<2 1(ucnlb(o(s) = b ()]

T 4E[f0 1jyer) 0(0(5)) — on(v(s)) ds]

HAB[| Laanlon(v() - on(wn(s)) s
0
<2E[J;) Lis<n|b(v(s A 7)) — b(vn(s A 7))|?ds]

+ 4E[fO Lis<rlo(v(s A 7)) — an(v(s A 7))|?ds]

+ 4E[f0 Lis<rylon(v(s A 7)) — on(va(s A 7))|%ds]
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3 Numerical Investigation of the de—Americanization Method
The indicator function is bounded by 1, which yields for the expected error,
ng[Lt b(v(s A 7)) — b(un(s A 7)|2ds]
+ 4E[Lt 0(0(s A 7)) — onlv(s A 7))[2ds]
+ 4E[Lt 10m(0(5 A 7)) — o (vn(s A 7))|2ds]
Applying Fubini then yields,
<2 J: E[|b(v(s A 7)) = b(vn(s A 7))|*]ds
+ 4£ Ello(w(s A 7)) — on(on(s A 7)[2]ds
+ 4f Eflon(v(s A 7)) — on(un(s A 7)[2]ds.

0

From the proof of Theorem [3.6.10] we know that the coefficient function b is Lipschitz.
Thus, with Lipschitz constant &, |b(z) — b(y)| < klz —y| = |b(x) — b(y)]* < K|z — y|2.
This leads directly to

¢

E[|v7(t) — v;(t)|2] <2Ii2J;) Ellv(s A T) —vp(s A 7')|2]ds

+ 4J;) Ello(v(s A 7)) — on(v(s A 7))[*]ds

+ 4J;) El|lon(v(s A T)) = op(vn(s A 7))[*]ds

From Lemma [3.6.13] we know that on [e, V] the coefficient function o, is Lipschitz with

. g
constant L := NeTE

n

E[lv"(t) — UT(t)IQ] <(2/€2 + 4L2)f0 Ellv(s A T) —vp(s A T)\Q]ds
+ 4J Eflo(v(s A 7)) — on(v(s A 7))[2]ds
0

Lastly, we have to find an upper bound for the term E[|o(v(s A 7)) — op(v(s A 7))|?],

64



3 Numerical Investigation of the de—Americanization Method

due to the definition of 7 only on the interval [e,V]. Let x € [¢, V]

o) = ()] = W = o = en)(1 = 7] <y fle = (@ = en)1 =

’:c2+ ena:|< |x2+ +en:c‘
= — 4+ e, — —| < — +e€ —_—
Vo "W, Vo "V,

V2 nV
<\/|;6+6n| o

Thus, it follows,

E[|v"(t) — o7 (1) *] <(2x* + 4L2)J0 El|lv(s A T) —vp(s A 7)[*]ds + 4tC2.

For notation purposes, we set at this point: K; = 2x? + 4L? and apply Gronwall’s
inequality, see Gronwall| (1919),

t
E[[7(t) — oI (t)[?] < 4tC2 + J 45C2 + K ele Krdu g
0

t
= 4tC2 + f 45C2 5 K1 ef10=5) s
0

t
= 4tC2 + 4C2 « KleKltf se K154
0

Solving the integral Sé se K135 yields,

—Kis t —Kit
e Kis+1 1—e Kit+1
= 4t0721 + 402 x Kqpef1t [— (K; )} = 4th + 40721 « Kpeft I((2 ! )
1 s=0 1
1
= 402 (t + el (eKlt — ftKat (g 1))> = 402 <t + K (eKl(t — (Kqt + 1)))
02

n 1(t _ CEL o\’
= 4E (eK ¢ _ 1) = 42,{2 » (JLQ?)Z (exp ((2&2 +4 <\/Z) )t> - 1)

From the definition of C),, = 4/ |V2‘J—;#V + €,| we can directly conclude (due to €, —

0and V,, » o (n — o)) that C;, — 0 and thus, C2 — 0 for (n — o). We therefore
know, for (n — o),
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3 Numerical Investigation of the de—Americanization Method

Lemma 3.6.13. The function o,(v,(t)) = J\/(vn(t) —€n) - (1— U"V—(t)) is Lipschitz on
the interval [e, V] < (en, Vi).

Proof. From the proof of Theorem [3.6.10, we can directly jump to the part
\‘ZL—(JJ+y)+6n| _
oul) — onle)] _ oV T ey
| =yl [ =yl

Vo—(z+y)+
oy L (x‘-/ny) en| |z — yl

Vi0z—ylv/]z +

[V —(z+y) +en

Va

V0T +y

At this point, we know that x,y € [¢,V] < (en, V;) and that the quotient W—/w
is smaller than 1. This leads to /

g

onle) —onlw)| _ o

e -yl T ]z +y

Finally, the quotient takes its maximum value for the minimum values for x and y, which

is due to x,y € [¢, V] < (e, V) given by

(3.34)

on() — oulw)| _ o

z—yl T V2

Thus, the Lipschitz constant is given by ﬁ O

(3.35)
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4 Chebyshev Polynomial Interpolation
Method

I had a polynomial once. My doctor
removed it.

Michael Grant

This chapter is based on|Gaf§ et al. (2016) and Glau and Mahlstedt (2016]), and presents
the parts to which I mainly contributed.

4.1 Chebyshev Polynomial Interpolation

In the previous chapter, we have seen, given an example of calibrating American option
prices, that recurrent tasks, such as parametric option pricing, can be a computationally-
challenging procedure. Further on, we look for complexity reduction techniques to de-
crease run-times while maintaining accuracy. In this chapter, we will interpret option
prices as functions of the parameters and then apply polynomial interpolation to the
parameters. We will see that this complexity reduction technique is decomposed in a so-
called online and offline-part. Once the coefficients of the polynomial are determined in
the offline-phase, option pricing in the online-phase is reduced to the evaluation of a poly-
nomial which is a task with hardly any computational costs. Referring to Michael Grant’s
rather amusing quote, a rather skeptical approach towards polynomial interpolation may
result from the Runge’s phenomenon, [Runge| (1901). Applying polynomial interpolation
of a function f on a domain, the natural intuition is to fix the interpolating polynomi-
als on equidistantly-spaced interpolation points, so-called nodal points. Runge| (1901)
shows that this equidistant nodal point approach may lead to a polynomial interpolation
with oscillations. He showed that polynomial interpolation on equidistantly-spaced grids
may diverge, even for analytic functions. In Figure we present the interpolation of
the Runge function f(z) = 2= on the domain [—1,1] with 5 (top) and 10 (bottom)

1+2522
equidistantly-spaced nodal points.

Obviously, by increasing the number of nodal points to N = 10, the absolute error
increases towards the limits —1 and 1 of the domain. Overall, this is an example in which
the maximal interpolation error over the domain, i.e. |f(z) — p(x)| o with p(x) denoting
the interpolating polynomial, is not decreasing with increasing N. This may be a reason
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4 Chebyshev Polynomial Interpolation Method

Interpolation with 5 nodal points

function

m— interpolation

function value

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Interpolation with 10 nodal points

function
= interpolation

function value

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

Figure 4.1: Polynomial interpolation of the Runge function f(z) = H?ﬁ with
equidistantly-spaced nodal points. We use 5 (top) and 10 (bottom) nodal

points. These are marked in black.

to call a doctor. He would diagnose that this is connected to the increasing derivatives of
the function f at the bound. In general, a polynomial of degree N is determined uniquely
if the value of the polynomial at N 4+ 1 points is specified, see , Theorem
2.1.1). As Runge’s phenomenon has shown, equidistantly-chosen nodal points are not a
good choice. For functions f that are n times continuously differentiable on [—1,1], and
for which f(**1 exists on (—1,1), Theorem 3.1.1) provides a bound for the
interpolation error. If the function f is approximated by a polynomial p,, fixed on nodal
points xq, ..., T,, the error is given by

[[o(@ — )

(@) = palz) = (n+1)!

FD(Q), (4.1)
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4 Chebyshev Polynomial Interpolation Method

where ( € (—1,1) depends on the choice of the nodal points and the specific z. By
replacing in ([@1) ™+ (¢) with max_1<y<1 ™V (y), clearly an upper bound for the

%ﬁ;m does not depend on the function f and,

therefore, the choice of nodal points effects the error bound. Although we see here the
derivative of the function f influencing the error bound, later on we will work mostly
with the assumption that the function f is analytic. Following Davis (1975)), Chebyshev
points are the way to minimizing the product ]—[ZJ\L o(x —z;) and hence, the interpolation
error. As explained in Trefethen| (2013), there are two sets of Chebyshev points. One
is connected to the zeros of Chebyshev polynomials, the other one is connected to the
extrema of a Chebyshev polynomial. The above mentioned minimizing property from
Davis (1975) is connected to the zeros of the Chebyshev polynomial based on the fact
that [ [, (2 —=;) is a monic polynomial of degree N +1 and on choosing the nodal points

error is found. The remaining term

in such a way that ]—[f\io(fn —x) = 7“1\/;71\1](90) Here, Ty 11(x) is the Chebyshev polynomial
of degree N + 1 and by the scaling factor, T}V;iﬁ(x) is a monic polynomial. For the monic

Chebyshev polynomial it holds that max,e[_1 1 ijgiﬁ,(z) < maxge[—1,1] PN+1(7), Where

PN+1 1S an arbitrary monic polynomial of degree N + 1. Hence, by choosing the zeros
of Ty +1(x) as nodal points for ]—[f\i o(x — x;), the minimizing property follows. In the
following, we will introduce the Chebyshev polynomials and some main properties.

Remark 4.1.1. The Chebyshev polynomials trace back to the Russian mathematician,
Pafnuty Lvovich Chebyshev. Interestingly, the Chebyshev polynomials are denoted with
the letter T'. This traces back to the works of the French mathematician, Bernstein, who
used the letter T based on French transliterations, such as "Tchebischeff", see|Trefethen)

(2013).

4.1.1 Chebyshev Polynomials

We start with an introduction of Chebyshev polynomials and some basic properties.
Here, we follow Rivlin| (1990)) and Trefethen| (2013)).

Definition 4.1.2. On [—1,1], the n-th Chebyshev polynomial (n € N) is defined as

T, (z) = cos(n - arccos(x)).

Trefethen| (2013) also gives the interpretation that the n-th Chebyshev polynomial can
be defined as the real part of 2™ on the unit circle,

1
T = 5(2 + z_l) = cos(f), 6 = arccos(z),
T, (z) = %(2” + 27 ") = cos(nh).

The Chebyshev polynomials are defined on the interval x € [—1,1]. Figure shows
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4 Chebyshev Polynomial Interpolation Method

— TO
E —T
<
g 15
g
i< —1
| T
2 4
[ T5

Figure 4.2: The first 6 Chebyshev polynomials Ty(z), ..., T5(x) on the interval [—1,1].

for n = 0,...,5 the Chebyshev polynomials T,,. The figure indicates graphically that
the Chebyshev polynomial T}, is a polynomial of degree n. shows explicitly
that each Chebyshev polynomial is a polynomial of degree n and derives the coefficients
as follows, denoting with [z] the greatest integer not exceeding x,

=0
n—1
tn—(2k+1) = 07 k= 07 s [ 9 ] (42>
[n/2] )
n\/(j n
b o = (—1)F , :[f]
e S Q) kol
ij=k
The Chebyshev polynomial T, (x) has n roots &1,..., Iy,
2 —1
i‘izcos(Zn g), i=1,...,n, (4.3)
and takes at n + 1 points xg, ..., Ty,

xi:cos(m), i=0,...,n, (4.4)

the extrema value +1.
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4 Chebyshev Polynomial Interpolation Method

In addition, the following recursion formula for n > 1 for the Chebyshev polynomials
holds,

Tni1(x) = 22T () — Tr—1(x). (4.5)

With , we conclude that in Figure the Chebyshev polynomials are given as
To(x) = 1, Ty(z) = z, Ta(z) = 222 — 1, T3(z) = 42® — 3z, Ty(zr) = 8% — 822 + 1
and Ty(z) = 162° — 2023 + 52. The choice of Chebyshev polynomials for polynomial
interpolation is connected to the orthogonality properties of the Chebyshev polynomials.
First, there is, as shown in Rivlin| (1990)), the continuous orthogonality relationship with

a weight function w(z) := \/1%7,

1
1
Ti(x)Ti(x)  ——=dx =0, fori+#j 4.6
J—l J( ) ( ) m J ( )
! 1 z j#0
T2(g) ———dp = <{ 2’ ’ 4.7
J_1 ;@) 1— a2 ’ T, j=0. (4.7)

Hence, the Chebyshev polynomials {7}, (z)},_ form a sequence of orthogonal polynomials
on [—1,1] with the weight function w(x). Later, this property will be applied in the
derivation of error bounds for the polynomial interpolation with Chebyshev polynomials.
By interpolating a given function with a polynomial of degree n, n + 1 nodal points
have to be fixed. As regards Chebyshev polynomial interpolation, there are two possible
ways. Either the n+ 1 roots of T),11(z), see , are used as nodal points, referred to as
Chebyshev points of the first kind, or the n + 1 points at which T,,(z) takes its extreme
values, see , are taken. In this case, the points are also referred to as Chebyshev-
Lobatto points, Chebyshev extreme points, or Chebyshev points of the second kind and,
following |Trefethen (2013), these points are applied more in practice. For this reason,
we later focus on this interpolation nodes and refer to them as Chebyshev points or
nodal points. By choosing either the roots #; or the extremal points x; as nodal points,
orthogonality properties of Chebyshev polynomials can be exploited for the setting of
the coefficients. We state both orthogonality properties taken from [Rivlin| (1990) and,
for the first one, provide a proof for an understanding of this orthogonality property and
get a feeling for Chebyshev polynomials.

Proposition 4.1.3. Denoting with xy, k = 0,..., N the extremal points of Ty(x) as in
(4.4), the following property holds for 0 < i,j < N, denoting with” that the first and last
summand are halved,

N 0, 1 # 9,
"Ti(xe)Ty(xe) =3 Y, i=j#0andi=j+#N, (4.8)
k=0 N, i=j=0o0ri=j=N.
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4 Chebyshev Polynomial Interpolation Method

Proof. During the proof, we will apply the following trigonometric calculation rules.

cos(x) - cos(y) = % [cos(z +y) + cos(z — y)] (4.9)
N sin (D8 L cog (q + L
3 cos(a + k- b) = ( 2 ) - o+ ) (4.10)
k=0 sin (5)
sin(z) - cos(y) = % [sin(x + y) + sin(z — y)] (4.11)
w — sin(y) cot(z) + cos(y) (4.12)

Let ¢ # 7, then

ZT 2)Ti () = i cos (Zf\;r) cos (2’?) (4.13)
k

k=0
;é[COS’( (i ;j)w) © cos <k<z &””)}

By applying (4.10) with a = 0 and b = (HJ ) respectively b = (i=p)m ) , this yields,

1 [ sin (%%) cos (% (FE\?)W) sin (%%) cos (%%)
23 s (53%) : an (77)
1 [sin (M) e sin (502) sin (M550 ) s ()
1 sin (Gr)m i sin (G=0)m
_ () ()
i sin 2N+1 (i45)m sin 2N+1 (i=g)m
i) ( (Q@;J@iv) L, ( (Z@;J@f) )
[ sin M~|—(z'+j)7r sin M+(i—j)71'
| <N(<>) L <N(<>> )
| 2N o N
!4 [2 +sin((i + j)m) cot <(Z ;{7)%> + cos((i + j)w)]
(

) i [sin((i ot < z; Jé‘)ﬂ) + cos((i —j)vr)]
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4 Chebyshev Polynomial Interpolation Method

From sin((i 4+ j)m) = 0 = sin((i — j)7), it directly follows,

14BD=EP+*DM@+jW%+w“@—j”H
% [2 + 2 cos(im) cos(j)]
% [1 4 cos(im) cos(jn)]
= % [T (x0)Tj(x0) + Ti(xn)Tj(zN)]

N
= Z "Tj(xk)T;(z) = 0.
k=0
Let ¢ = 5 =0, then
N 1 N—-1
Z /T(] xk Tg .%'k 2 [To(x())To(xo) + To(a}N)To(xN)] + Z 1=N. (4.14)
k=0 k=1

Let ¢ = j = N, then

N
N ()T (28) = Z " cos(km) cos(kw) = N.

||M2

k=0
Let 1 <i=j < N, then
N N .
k k
Z Ti(xp)Ti(xg) = Z cos <z]\;r> cos <z]\;r>
k=0 k=0
To) 1 N { 2ikm
= — Z cos < > + 1}
2 = N
N+1 1 <%m>
= 9 + 5 S
k=0
g N +1 15 <(N;11\;2m> cos (i)
= + —
2 2 sin (3%7)
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Here, we distinguish two cases. First let ¢ be even, then cos(mi) = 1 and,

Nl 1 sin ((N+l)2m')

N
Z Ti(zk)Ti(zk) = 2 + 3

2
k=0 sin (2TJFVZ)
) N+1 1 271
T+ + 3 [sin(m’) cot <2;r\;> + cos(m’)}
_N+1 +1 N L1
2 2 2 7
Let 7 be odd, then cos(wi) = —1 and,
i N4+1 1sin (7(N§zlv)2m>
. (27) = _Z
2w
k=0 2 2 sin (2]\;)
)N +1 1 271
; ~3 [sin(m’) cot <2;r\;> + cos(m’)}
N+1 1 N
In both cases, it holds T;(z¢)T;(xo) = 1 and T;(xn)T;(zn) = 1.
Therefore, Zk:O’T,(xk)T( z) = 5. O
Proposition 4.1.4. Denoting with &y, k = .. N+1 the roots of Tn41(x) as in ,
the following property holds for 0 < 14,5 < N
N 07 i # j7
DT Ti(dr) = X, i=j#0, (4.15)
h=1 N, i=j=0.

4.1.2 Chebyshev Polynomial Interpolation

In the following, we want to approximate a function f : [—1,1] — R via Chebyshev poly-
nomial interpolation, i.e. we want to approximate f by a sum of Chebyshev polynomials
from degree 0 until IV,

N
x) ~ Z ciTj(x). (4.16)
j=0

The coefficients ¢;, j = 1,..., N are defined by evaluating the function f at specific
interpolation points. Recalling the definition and properties of Chebyshev polynomials,
the Chebyshev polynomial of degree N has N + 1 extreme points at which either the

value 1 or —1 is taken. Exactly these points xj = cos (’R’;) , k=0,...,N are taken as
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interpolation points. Therefore, the coefficients ¢;, j = 1,..., N have to be defined in
such a way, that

N
flar) = ), o), (4.17)
=0

holds. In a first step we assume, that (4.17) holds and both sides of the equation are
multiplied by T;(xg), i = 0,..., N. This leads to,

N
flan)Ti(xr) = ) e5Ty () Tilay). (4.18)
j=0

Next, we summarize over all interpolation points x; and due the orthogonality properties
of the Chebyshev polynomials we take the first and last summand with factor %, which
is indicated by ” at the sigma sign,

N N N
D) Ti(wk) = 30" D ¢ Ti(ar) Tilay,). (4.19)
k=0 k=0 j=0

To finally apply the orthogonality, we rearrange the equation in the following way,

N N N
D) i) = )¢ [Z "Tj(xr) Ti(r) | - (4.20)
k=0

j=0 k=0

In this case, the orthogonality of the Chebyshev polynomials (4.8)) leads to the following
coefficients.

N

co = }sz_’z)”fm)%(xk), (4.21)
N

cj = ;];)”f(xkﬂ}(l‘k), I<j<N-1, (4.22)
N

cN = ]b];)//f(afk)TN(xk)- (4.23)

We condense the definition of the Chebyshev interpolation method coefficients in the
following equation,

N

¢ == 2 "Fan)Ti(w), 0<j<N. (4.24)
k=0

2lo<j<n

Here, we briefly discuss the second way, using the zeros of the Chebyshev polynomial.

75



4 Chebyshev Polynomial Interpolation Method

Obviously, by setting up (4.16|) not the zeros of Ty (x) are taken because there are only N
zeros and additionally, the summand including Ty (z) would be zero at all interpolation
points. Here the zeros of Tvy1(x) are taken. They are given by 2y = cos (%{f—;ig) k=
1,...,N + 1. Taking the Zx, k = 1,..., N + 1 as interpolation points we can approach

similarly to the previous case with the extreme points as interpolation points and start
with

N
f@r) = D] eiTi(d). (4.25)
j=0
Again, both sides of the equation are multiplied by T;(xy), i = 0,..., N ans summarize
over all interpolation points Zy,
N+1 N+1 N
2 fETian) = Y Y eT(@n)Tildn). (4.26)
k=1 k=1 j=0

Note, that here we do not have to halve the first and the last summand. Rearranging
terms leads to,

N+1 N N+1
D FET(ER) = Y e | D] Tj(jk:)Ti(i’k)] : (4.27)
k=1 =0 k=1

At this point we apply again the orthogonolity properties of Chebyshev polynomials,

([4.15) and achieve,

921j>0 N+1

= ; < j <N. .
¢ N+1};1f(xk)Tj(ask), 0<j<N (4.28)

4.1.3 Multivariate Chebyshev Interpolation

The Chebyshev polynomial interpolation has a tensor based extension to the multivariate
case. In order to obtain a nice notation, consider interpolation of functions

f(z), zel[-1,1]". (4.29)

For a more general hyperrectangular parameter space X = [x;,71] X ... X [zp,ZTp], the
appropriate linear transformations need to be performed. Let N := (Ny,..., Np) with
N; e Ng for i = 1,...,D. The interpolation with ]_[Z-zl(Ni + 1) summands is given by

(@) = Y ¢ T;(w), (4.30)

jed
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where the summation index j is a multiindex ranging over J := {(j1,...,jp) € NJ : j; <
Nifori=1,...,D}, ie.

Ny Np
In(FO)@) = 25 2 €Gnio) L) (). (4.31)

=0 jp=0
The basis functions T for j = (ji,...,jp) € J are defined by

D

Tj(x1,...,2p) = | [Ty (). (4.32)
=1

The coefficients ¢; for j = (j1,...,jp) € J are given by

D 2]1{0<ji<Ni}

Ny B Np " D k.

i=1 k1=0

where " indicates that the first and last summand are halved and the Chebyshev nodes
z¥ for multiindex k = (k1,...,kp) € J are given by

A (4.34)

with the univariate Chebyshev nodes xj, = cos (771%) fork; =0,...,N;andi=1,...,D.
In Figure we show for the one-dimensional, two-dimensional and three-dimensional
Chebyshev polynomial interpolation the nodal points by setting N = 10 in each di-
mensions. This results in one dimension to 11 nodal points, in two dimensions to 121
(= 112) nodal points and finally to 1331 (= 11%) nodal points in three dimensions. This
already indicates that the approach with tensorized Chebyshev polynomials suffers from
the curse of dimensionality. Additionally, for the one-dimensional case we also present an
interpretation of the Chebyshev nodes as shown in Trefethen| (2013). N + 1 equidistantly
spaced points on the upper half of the unit circle and the projection to the x-axis.

4.2 Convergence Results of the Chebyshev Interpolation
Method

In this section, we investigate the error bounds for analytic and differentiable functions.
The main motivation in improving the existing error bounds in the literature is that
sharper error bounds reduce computational cost, because they allow to use less nodal
points to achieve a given accuracy. Especially in combination with the Monte-Carlo
technique to evaluate the function at the nodal points, this is beneficial.

In the univariate case, it is well known that the error of approximation with Chebyshev
polynomials decays polynomially for differentiable functions and exponentially for ana-
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Figure 4.3: Nodal points in blue of the one-dimensional (left), two-dimensional (middle)
and three-dimensional (right) Chebyshev polynomial interpolation by setting
N = 10 in each dimensions. For the one-dimensional case, we also show in
red N + 1 equidistantly spaced points on the upper half of the unit circle.

lytic functions. Let f be analytic in [—1, 1], then it has an analytic extension to some
Bernstein ellipse B([—1,1], 0) with parameter o > 1, defined as the open region in the
complex plane bounded by the ellipse with foci +1 and semiminor and semimajor axis
lengths summing up to ¢. This and the following result traces back to the seminal work
of Bernstein| (1912]).

Theorem 4.2.1. (Trefethen, 2013, Theorem 8.2) Let a function f be analytic in the open

Bernstein ellipse B([—1,1], 0), with o > 1, where it satisfies |f| <V for some constant
V > 0. Then for each N = 0,

N

o~

In the multivariate case we will extend a convergence result from [Sauter and Schwab
(2004). We consider parametric option prices of form

f(z) forzeX (4.35)

with X < RP of hyperrectangular structure, i.e. X = [z1,%1] X ... x [z, Zp] with real
z; < T; forall i = 1,...,D. We define the D-variate and transformed analogon of a
Bernstein ellipse around the hyperrectangle X with parameter vector g € (1,0)" as

B(X,0) := B([z1,71],01) X ... x B([zp,Tp], 0D) (4.36)

with B([z,7], 0) := T[zz © B([~1,1], 0), where for z € C we have the transform

T[2,7] (R(z)) :=7+ 55 (1 — R(z)) and T[x,7] (S(z)) := 52;2%(56) We call B(X, g) gener-
alized Bernstein ellipse if the sets B([—1,1], o;) are Bernstein ellipses for ¢ = 1,..., D.
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Theorem 4.2.2. Let X 5 © — f(x) be a real valued function that has an analytic
extension to a generalized Bernstein ellipse B(X, o) with parameter vector o € (1,00)P
and Sup,ep(x,p) |f(2)| < V. Then

Iéle%\z{if — Ig(f()(@)| <27V <§: —2N; 1—[ >

i=1 1—o;

The basic structure of the proof is the same as in (Sauter and Schwab, 2004, Proof of
Lemma 7.3.3). To provide a complete, understandable proof, we first show the same
steps as in (Sauter and Schwab, 2004, Proof of Lemma 7.3.3) and state explicitly at
which point the proof changes.

Proof. In (Sauter and Schwab, 2004, Proof of Lemma 7.3.3) the proof is given for the
following error bound:

D _ _2\_D
max | = Fy()] < VD2E Vg (1 - o)
where N is the number of interpolation points in each of the D dimensions, gmin :=
minZ | o; and V' the bound of f on B(P, g) with P = [~1,1]”. Here, we extend (Sauter
and Schwabj, 2004, Proof of Lemma 7.3.3) by incorporating the different values of IV;,
i=1,...,D, as well as expressing the error bound with the different g;, i =1,...,D.

In general we work with a parameter space P of hyperrectangular structure, P = [gl , D1 %
X [QD,TQD]. With the introduced linear transformation, we have a transformation

7p : [-1,1]P — P with

_ D
mp(p) = (p plQP’(l—p)> : (4.37)

=1

Let p — PriceP be a function on P. We set Price? = PriceP o 7p(p). Furthermore, let
fﬁ(%(.))(p) be the Chebyshev interpolation of Price? on [~1,1]P. Then it holds

0

Iﬁ(Price('))(p) = AN(P’M;CE )() o 7'7;1(1)).

Hence, it directly follows

(.

Price? — IN(Pm'ce('))(p) = <P7’z'ce - fN(Price( ))()> o 77;1(])).
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Applying the error estimation from (Sauter and Schwab) 2004, Lemma 7.3.3) results

|Price — Iy (Przce |CO = |Price — Iy (Przce |CD 1,117)

D _ _Q

< \/72 2 +1Van1n( - Qmin) 2
1y, —N -2 -2
= \/72 hl ngm( Qmin) 2,

—

where V = SUPpeB([~1,1]7,0) Pricep, V' = suppep(p,) Price’. Summarizing, the trans-
formation 7p : [—1,1]” — P does not affect the error analysis, only by applying the
transformation as described in (4.37)),

B(P,Q) = B([Blﬂﬁl]mgl) XX B([BDaﬁDLQD)v

with B([p,p],0) := 7 © B([—1,1],0). Note that g; is not the radius of the ellipse
B([p,:pi]; 0i) but of the normed ellipse B([—1,1], ;). Therefore, in the following it
suffices to show the proof for P = [—1,1]”

As in (Sauter and Schwab), 2004, Proof of Lemma 7.3.3) we introduce the scalar product

Fr Do = fB( f&9E

o) TTiLy /1= 27

and the Hilbert space
L*(B(P,0)) := {f: [ is analytic in B(P, ) and ||f|[3 := {f, )¢ < ©0}.

Following (Sauter and Schwab, 2004, Proof of Lemma 7.3.3), we define a complete or-
thonormal system for L?(B(P, 0)) w.r.t. the scalar product (-, -), by the scaled Cheby-
shev polynomials

D
2

D
T,(2) := ¢, Tpu(2) with ¢, := < > H iy 2’“ *%, for all € NB.

Following Sauter and Schwab, (2004), for any arbitrary bounded linear functional E on
L?*(B(P, o)) we have

[EHT < |[Elollf]e; (4.38)

where ||E||, denotes the operator norm. Due to the orthonormality of (T#) L, it
1eNg

follows that, see [Sauter and Schwab (2004),

Bl = sup |E(T,
© fer2(B(P.o)\(0} Hng EZI\;D
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In the following let E be the error of the Chebyshev polynomial interpolation at a fixed
peP,

Starting with ([£.38), we first focus on ||E||,. In a first step, due to the orthonormal
system, we get | E|? = ZueNg’ |E(T),)|?. For any p € N} it holds that |E(T},)| = |T,,(z) —

IN(TM('))( ) = lenTu(x) — ep I (Tu () (@)| = leu| - [u(z) — Ig(Tu()(@)] = [eu] - [E(T,)]-

This leads to,
IEI = > (BT = D) BT,
,ueND ,ueN(’)j

From now on the proof differs compared to (Sauter and Schwab) 2004, Proof of Lemma
7.3.3), since we use the values of N;, ¢ = 1,...,D and g;, i = 1,...,D. Due to our
choice of the Chebyshev points of the second kind instead of Chebyshev points of the
first kind in the Chebyshev interpolation, we cannot apply (Sauter and Schwab, 2004,
Corollary 7.3.1), but adjust this result in Lemma to the Chebyshev points of the
second kind. At this step, we analyze the error of interpolating Chebyshev polynomials
T, with p € NP. Lemma provides us with the results that if the degree of the
Chebyshev polynomial 7T}, in each dimension ¢ is smaller than the corresponding degree
of the interpolation, i.e. u; < IN; fori =1,..., D, then the error is 0. Thus, we only have
to analyze the summands for which at least for one dimension ¢ the condition u; < Nj
does not hold. For these cases we then apply the error bound of Lemma

YalB@IPE= Y BTGP Y 4.

peNp peNP Jip;>N; peNp Fip;>N;

. D 2 -1 D 2\t D —2u;
Overall, using (Hj:1 Qj“] + x) < <Hj:1 qu;) =210 " for x > 0, p; € Ng
and j =1,..., D and this leads to

Bl <4 > c3<4< >Di lf[

peNpP Jip;>N; i=1 \ pueNP p;>N; J
o\D D D -
—2N; ek
1(2) e ¥ iy
™ ‘
=1 /LENO ,uZ>N Jj=Lj

4 AN —2N; —2u;
- Zlgi > H 0;
1=

MEND Jj=1

From this point on we use the convergence of the geometric series since |gj_2| <1, 5=
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2 2\ " _oN,
1Bl <4\ = Z 9;
(L)

p1=0  up=0j=1
D D D
2 on 1
) fefi
[V al-o

- 2
- | f(2)1) dz<( sup |f<z>|> 2.
B(P,o) | )

(P, Hi:l |1 — 2 2€B(P,o0

D
2

. 2
From 72 Ty = 1 it directly follows that [1]2 = <7r§> |Tol2 = 7P and thus

113 <P V2.

Combining the results leads to

1B = 110) ~ F(F )] < (wD-v2-4(i) W ‘QNﬁl_Q )
i=1 J

D1 <D 2N; )é
=922ty E n ||
i=1 1_93
O

The following lemma shows that the Chebyshev interpolation of a polynomial with a
degree as most as high as the degree of the interpolating Chebyshev polynomial is exact
and furthermore determines an upper bound for interpolating Chebyshev polynomials
with a higher degree.

Lemma 4.2.3. For x € [—1,1]” it holds

T (x) — If(Tu()) (@) =0 for all pe N : ps < Nyyi=1,..., D, (4.39)
Tu(x) — If(Tu()) (@) <2 forallpe Ny :Jie{l,...,D}: p; > N;. (4.40)

Proof. Uniqueness properties of the Chebyshev interpolation directly imply . The
proof of is similar to (Sauter and Schwab), |2004, Proof of Hilfssatz 7.3.1). They
use the zeros of the Chebyshev polynomial as interpolation points, whereas we use the
extreme points and therefore, we use a different orthogonality property in this proof. We
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first focus on the one-dimensional case. Recalling (4.30]), the Chebyshev interpolation of
Ty, p> N, is given as

N
= Z c;Tj(x) with ¢; =

where xj denotes the k-th extremum of Ty . Here, we can apply the following orthogo-
nality (Rivlin, 1990, p.54),

0, p+j#0mod (2N) and |u — j| # 0 mod (2N),
N . .

" N, +7=0mod (2N) and |u — j| = 0 mod (2N),
Z T(z)Tj () = { o H J (2N) I ]l (2N) (4.41)

o 5, p+j=0mod (2N) and | — j| # 0 mod (2N),

N u+j+#0mod (2N) and | — j| = 0 mod (2N).

For j < N and p > N this yields the existence of v < N such that

In(Ty) = T,. (4.42)

(4.42)) follows elementarily from the case that for any > N only for one 0 < j < N the
orthogonality can lead to a coefficient ¢; > 0.

Proving the clann we distinguish several cases. In all of these cases, we assume that
there exists 0 < j < N such that Zk 0 (xk)T (xx) # 0. We will then show that for
all other 0 < i < N i # j it follows Zk 0 T, (xg)Tj(xr) = 0.

First, assume there exists j such that i+ j=0mod (2N) and p — j = 0 mod (2N).
Then it directly follows for all 0 < i < N, ¢ # j that g+ i # 0 mod (2N) and u — i #
0 mod (2N).

Second, assume there exists j such that g+ j = 0 mod (2N) and p — 7 # 0 mod (2N).
Analogously, for all 0 < i < N, ¢ # j we have pu + i # 0 mod (2N) and additionally
from g+ j = 0 mod (2N) 1t follows that © + j — 2N = 0 mod (2N) and, thus, for all
0<i<N,i#jwehave u—i> pu+j—2N which is equivalent to  —1i # 0 mod (2N).

A similar argumentation holds for the third case p + j # 0 mod (2N) and |p — j| =
0 mod (2N).

Therefore, (4.42) holds and it directly follows that |T), — In(T,)| < |Tu| + INn(T))| <
1+ 1 = 2. Thus ) holds in the one-dimensional case. The extension to the
D—dimensional case follows analogously by applying the trlangle 1nequahty | HZ 1T —

T2 I (T < Ty Tl + 1 TT2 0 Ine ()] < TTE2 4 (Tl + 112 1 (T )| and
inserting the one-dimensional result to each tensor component. O

Corollary 4.2.4. Under the assumptions of Theorem[[.2.3 there exists a constant C' > 0
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such that

max| /() ~ Iy (7()(@)] < o™, (4.43)

where p = min g; and N = min N;.
= 1<i<D 1<i<D

Remark 4.2.5. In particular, under the assumptions required by Theorem [{.2.9 with
N = H?:l(Ni + 1) denoting the total number of nodes, Corollary |4.2.4 shows that the

error decay is of (sub)exponential order O(Q_ L‘)/N) for some o > 1.

So far, we have extented the error bound for the tensorized Chebyshev interpolation of
|Sauter and Schwab| (2004) slightly in Theorem This proof relies on a method for
error estimation for analytic integrands from (1975). The error bound is connected
to the radius p of a Bernstein ellipse and in the one-dimensional case [Trefethen| (2013)
presents a different approach, which goes back to [Bernstein| (1912)). In Bérm| (2010)) error
bounds are presented for the case when the derivatives of the function f are bounded.
However, here we assume f to be analytic. We iteratively extend in the following the
one-dimensional result shown in Trefethen (2013) to the multivariate by induction over
the dimension. In each iteration step the interpolation in one additional variable is added
consecutively. The resulting nested structure of the proof reaches a certain complexity
and therefore requires more space than the proof in |Sauter and Schwab) (2004). Figure
[4-4] illustrates this iterative interpolation idea in the proof of the upcoming Theorem
4, 2.0l

Function Interpolated Function

% o
o Oy

\ 4

ke

Figure 4.4: Schematic illustration of the iterative proof for Theorem [4.2.6] A function in
3 variables is iteratively interpolated in one dimension at each step. At the
first step of the proof, the one-dimensional interpolation results can easily
be applied using given properties of the function f. From the second step
onwards however, even if at each step only a one-dimensional interpolation
is applied, the according properties of a "new temporarily" function have to

be verified.
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Theorem 4.2.6. Let f : X — R have an analytic extension to a generalized Bernstein
ellipse B(X, ) with parameter vector o € (1,00)" with
maX,ep(x,o) |f(2)| <V < 0. Then

max | f(2)—Ix(f)(2)|

reX
D —N k-1
O k—1)+2 -1
< mip Y avTO Z vt JURSLYES S
7€9 5y ’f) - 1 [Go0-55)

where Sp denotes the symmetric group on D elements.

Proof. We show the statement for an arbitrary o € Sp and for ease of notation we use
o(t) =i fori=1,...,D. Obviously, we can iteratively interpolate in the parameter in
such a way that the error bound is minimized by choosing the corresponding o € Sp.

We prove the assertion of the theorem via induction over the dimension D of the param-
eter domain. We assume that the function f is analytic in [—1,1]” and is analytically
extendable to the open Bernstein ellipse B([—1,1]”,0). For D = 1 and X = [~1,1] the
proof of the assertion is presented in (Trefethen, 2013, Theorem 8.2). The generalization
of the assertion to the case of a general parameter interval X < R is elementary and
follows from a linear transformation as described in the proof of Theorem [£.2.2]

The key idea of the proof is to use the triangle inequality to estimate the interpolation
error in D + 1 components as sum of two parts. First, the interpolation error of the
original function in component D + 1. Second, the error of interpolating a function
which has already been interpolated in the first D dimensions in component D + 1.
Hereby, in both cases the issue is basically reduced to a one-dimensional interpolation
and the known theory from (Trefethen, 2013, Theorem 8.2) can be applied. The crucial
step is to derive the bound of the function which has already been interpolated in the
first D dimensions on the corresponding Bernstein ellipse.

Let us now assume that the assertion is proven for dimension 1,...,D. Let AP+l .=
[21,p,] x ... x [&DH,TJDH] and let f : X — R have an analytic extension to the

generalized Bernstein ellipse B(XP*1, oP+1) for some parameter vector P+ € (1,00)P+!
and let max,cpxp+1 ,041) |f(2)] < V. To set up notation, we write P = (21,...,2p)
and define in the following the Chebyshev interpolation operators. For interpolation only
in the i—th component with N Chebyshev points,

IN(A) @D = In(f(21y oo Bimty o Bty TDg1)) (25).

Analogously, interpolation only in j components with Ng,, ..., N, Chebyshev points is
denoted by

B, (DGPY) = By oo 1 (DD,
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and finally, the interpolation in all D 4+ 1 components with Ni,..., Npi1 Chebyshev
points is

In o (D@D = I oo I (@D,

In the following the norm | - | denotes the co—norm on [—1,1]”*!. We are interested in
the interpolation error

F(@P™) = Iy o (F) ()]

< fr™) = Igs (D@D + I (D@0 ™) = IngNpa (O )]

We first show that the first part, as a one dimensional interpolation, is bounded by,
(Trefethen, 2013, Theorem 8.2),

—Np41

F(@P*Y) — IRHL () (2Pt < av 2R (4.44)
D+1 op+1 — 1

In order to derive (4.44), we have to show that the coefficients of the Chebyshev poly-
nomial interpolation are bounded. Following Trefethen| (2013)), the on xp; depending
coefficient ag,,, , is defined as

Akpq =

2]1ch+1>0 1 f(1:1D+1)TkD+1(pD+1)d
. . LTD+1-

2
1 —2ph.,4

By using the same transformation as in the proof of (Trefethen, 2013, Theorem 8.1), just
adapted to the multidimensional setting, i.e.

1

C b aT
m:%, i=1,...D+1,
F(Zl)"'7ZD+1) :F(Zl_l)"wzgi_l) :f(xla"wxD—i-l)?

we achieve for the estimation of the coefficient ay,,_,,

|a’k'D+1| =

—1 _

27 Fp41=0 1k

D+1

; ZD+1 F(z1,...,2p41)dzp41] -
m |ZD+1|=QD+1

Here, we use that F'is bounded by the same constant as f, which is given by assumption,
|f(:1:f)+1)]3([_171]p+17g) < V. Therefore, analogously to (Trefethen, |2013, Theorem 8.1),
this leads to
—k
gy, | < 20p 57V (4.45)

This estimate can be used to derive (4.44]) by applying (Trefethen| 2013, Theorem 8.2).
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For the second part we use

I (D@L = Ing v (D@D = G (F = Iy, (D @) @ ).

At this point we again apply the triangle inequality and achieve

IR (f = Iy Py (@D ) @D+
< I (f — Iy P (NP P — (f — Iy Py (D)D) (4.46)
+1(f = Iy (D @),

The term (4.46|) is basically an interpolation in the D + 1 component of the function

Ijl\;;,‘_’.]_j?ND( £)(z?™). An upper bound M(D) for this function is given in Lemma

With this bound, we can estimate the interpolation error of interpolating (f(z*!) —
Ijl\;i"'.’f)ND(f)(x?H)) in the component D+1,

IR (F = Iy Py (D@D ) @) = (f = Iy Py, (O D)

----------

Q_ND+1
<AM(D)—2HL
op+1 — 1
The term |(f(zP+1) — I o ND(f)(x?H)ﬂ is the interpolation error in D dimensions,

and we assume that thls one is by our induction hypothesis bounded, depending on D,
i.e.
((f = Iy ey (D) < B(D), - B(D) > 0. (4.47)

Collecting all parts, we achieve for the error of our interpolation in D + 1 components,

Q*ND-f—l Q*ND“
D41 (5 LD 2P (2P < 4V P+ (DY) 4 AM(D) 2P+
| ND+1(f Nl,...,ND<f)( 1 ( 1 )| < op+1 — 1 (D) ( )QDH —1

Finally, if we start with D = 1 and apply the presented procedure step-wise, we get via
straightforward induction,

N; _Nk

Z4VQZ +Z4M 1)

= Qk_l

Naturally, we can further estimate the error by using % < 1 and resp. (1 — %) < 1lin

the numerator,

Z4V ~|—Z4V k.2’f—1(k_1)+2k71_1.
&1 -
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Recalling the definition of s; = 1 + € with € € (0, mln _1 0j — 1), the definition holds for
any € € (0, mlnj:1 0j — 1) and therefore also for hmeﬁo

Ni Nk k—1)+21 -1
B(D) <hmZ4V % +Z4V 1. -1 k_)1+ —
k=2 Ok [Ti= (1= 59)
N k—1)4 21— L
z L = LL
=1 k=2 Ok ]._[] 1( Qj)
O
In the following lemmata, we use the convention % = o, N € Nt and the notation
:1;{\/[ = (x1,...,2p7). This notation is to keep the statements shorter and make them

more readable.

Lemma 4.2.7. Let X 3 2 — f(2M) be a real valued function that has an analytic

extension to a generalized Bernstein ellipse B(X, o) with parameter vector o € (1,00)M.
Then the Chebyshev polynomial interpolation I (f)(x) is given by,
N ©
Z ak Tk :Cl) + Z ak(:cé\/[)Tm(hN)(xl), (4.48)
k=0 k=N+1

where m(k, N) = |(k+ N —1)(mod2N) — (N — 1)| and ax(z3!) = 2 Sl_l f(m{‘/f)\j}“%d:m
o2

Proof. Following (Trefethen, |[2013, Equation (4.9)), from aliasing properties of Chebyshev
polynomials it results that

0

F@) =N = D) arp(@)(Th(z1) = T, vy (1))

k=N+1

By writing the Chebyshev series for f(z}!), see Trefethen| (2013)), we get,

0 0

Z Y1) — IN(H)(@") = ) aw(@y")(Ti(@1) = Ty (1)),

k=0 k=N+1
and rearranging terms yields (4.48)). O
As shown previously, the error of interpolating a function f(x1,...,zp+1 in one arbi-

trary component i, the value V' bounding the function f on B([—1,1],0;) is a crucial
for the error bound. In the proof of Theorem we interpolate the already in the

first components x1, ..., xp interpolated function, f(zP*) — I}\}i”’DND(f)( D1y "to be
precise, in the component zp.;. Hence, the bound of f(zP*1) — I o ND(f)(:C?H)
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4 Chebyshev Polynomial Interpolation Method

on B([~1,1],0p+1) is needed. Note the convention 2 = (x1,...,25/) to simplify the
notation.

Lemma 4.2.8. Let X 3 x?“ — f(x?“) be a real valued function that has an analytic

extension to a generalized Bernstein ellipse B(X, o) with parameter vector o € (1,00)P+1,
Then

D
sup @) = Iy Pn, () ()] < M(D)
zpy1€B([-1,1],0p+1)

D si Ni+1 s N§+1 s N5+1
izt <§> + 2oet0,130\ {032 | [sis—0(1 — ?ﬁ) [I5.05-1 (?Z)
D S
[7,0-2)

= 2Py

Proof. Starting with,

1,..D
sup |f($1D+1) - INL._,ND(f)(x?H)L
zpy1€B([—1,1],0p41)

we express the interpolation of f in D components as in Lemma 4.2.9

N

D+1 Z Z Z I(kf),xDH)T(kf),af),xf)) )

0e{0,1}P 6=1ks=(Ns+1)-05

sup
Z’D+1€B([_171]7QD+1)

Following Trefethen| (2013) and as used in Lemma we can express f in the following
way,

D o
F@Pthy =37 3 Ik ap )T (kY o = 0,27),

0=1ks=0
leading to,
D+1 —Il""’D D+1
sup |flx ) Nl,...,ND<f)(x1 )|
zp+1€B([-1,1],ep+1)
D o
= sup Z Z (kP zpi)r(kP, 0P = 0,2P)

zp+1€B([=1,1],ep+1) | §=1 g5—0

_Ns
l-os

- Z ST 1P ap) TP ol 2P

0e{0,1}P 6=1ks=(Ns+1)-05

In the next step, we use from the second summand the part o = {0}”, subtract it from
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4 Chebyshev Polynomial Interpolation Method

the subtrahend and use the triangle inequality.

..D
sup [faP ™) = Iy Dy (A
zp+1€B([-1,1],0p+1)
D

D 0
o> Ik ap )Tk of = 0,2])

i+17=1,5#i k;=0

= sup
zpy1€B([—1,1],0p+1)

—zi

oe{0,1}P\{0}P

28

k;

2

)

1-0o

>

‘[(kl ,ZED+1) (k{)7 UF? ‘T{))
+1)-05

2
Ns+
D 0
( Z Z k1»$D+1) (klval 0351)
i Jj#1 k;j=0
N

=(

< sup
zpy1€B([—1,1],0p+1)

Z Z Z I(k?,zps1)T(k, o 27)

0e{0,1}P\{0}P 0=1ks=(Ns+1)-05

To estimate the supremum, we first need estimations for |I(k¥,zp1)| and

‘T(kl y 01 790?)\

D ﬂk >0 D Ty . .
rf ol =TT [ st TR ST
=1 —-L1]P j=14/1— x?

Hzﬂkp()J‘ 21k1>0J Tk1 xl 12[ ’
i=2 T [-11]p-t T -1 41— x1 j=24/1— :U

Analogously to deriving the estimation (4.45)), we can estimate the integral with respect
21k1>0 1 Tkl(xl) 7]@1 .o _ . . .
S71 fmd(pl) < 2V ;"' The remaining D—1 dimensional integral can

toxy as

in a similar way be estimated as D — 1 one-dimensional integrals with V' = 1. Altogether,
this results in the following estimation for |I(k1,...,kp)|,

D
(kD 2pi)l < 2PV ][ o™

For |7(kP,oP = 0,2P)|, we make use of Bernstein’s inequality, using that the norm of
each Chebyshev polynomial is bounded by 1 on [—1,1]. For each i = 1,..., D we choose
a Bernstein ellipse with radius s; such that 1 < s; < g;. Here, we define s; = 1 + € and
this yields for z : z; € B([-1,1],s;), i =1,...,D

Y

(ks o, 7)) H T, (25) H (zs) < H H s(ks)

§:05=0 d:o5=1 d:05=0 d:o5=1
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4 Chebyshev Polynomial Interpolation Method

By definition, it holds mgs(ks) < ks. This leads to

Using both estimates leads to

D 1,..,D D
sup [f ™) = I, (D) @™ )|
< sup

:!D+1E£ ([ 1’1]7ED+1) =1 ki—*Ni+1j—71,j¢ikj—* =1 !

S S (O

0e{0,1}P\{0}P 6=1 ks=(N5+1)-05 1=1

+

Due to s; < p; we can apply the convergence results for the geometric series. This leads
to

s D
sup [f@P ™) = Iy Dy (A

zpr1€B([-1,1],ep+1)
Ni+1
D
v

< M(D) := sup s
:ED+1€B([*1,1]7QD+1) ] 1(1 o Q;')
s\ Vo1 o\ Notl
D H5;05=0(1 - (?Z) Hé:oazl (?fs)
+ 127V Z
[T, (1= 3)
ae{O,l}D\{O}D j=1 Qj

) S smo = (38) ™ Mo (32)

[2,0- )

O]

Lemma 4.2.9. Let X 3 2 — f(2M) be a real valued function that has an analytic
extension to a generalized Bernstein ellipse B(X, o) with parameter vector o € (1,00)M,
ForD < M let

91k;>0 D
k17$D+1 H J\ H ml,...,xD)7
=1 - 7=1 4/1—.%]

(kl 01 737?) Tk(s(x(;) H Tm5($5),
§6:05=0 dio5=1
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4 Chebyshev Polynomial Interpolation Method

then the interpolation of f(xM) in D components is given by:

Ns
o5

D 1—
1,...D
Py (O = > )] 1P 2, ) (kP 0P, 2P).
0€{0,1}D §=1 ks=(Ny+1)-05

Proof. We proof this lemma via induction over the dimension D. For D = 1 it follows

from Lemma

Ny 1
2 k1>0 T x
N, (@ = ) J fadty k) l)zdxle(xl)
moo T Jn 1 — a7

© 1g,>0
+ X i J f(xiw)Mdiﬁlel (1)
m [_171]

/1 _ .2
ki=N1+1 1 xl

Embedded in the introduced notation we get for D = 1,

LTy
NE) = > Y] I(ky, 3")7(ki, of, 7).

UE{O,l} 6=1 k5:(N5+1)-0'5

For the induction step from D —1 to D, we assume the interpolation in D —1 components
is given by

1,...D-1 — — — —
IN17,,_7ND71(f)(${M) = I(k{) 171'%)7—(]{:? 170-%) 17$1D 1)'
0€{0,1}P—1 6=1 ks=(Ns+1)-05

For the interpolation in D components we make use of

1,...D 1,....D—1
I (@) = IR, 0o In (A @) = IR, o Iy, ()@t

-----

As for D =1 we apply (Trefethen, 2013| p.27) and this leads to

Np

Iy (N)(@P) =

kp=0

Tip (D)

2
1—uap

21kp>0 fl 1,..,D—1

- ) INl,...,ND,l(f)(x{w) dxpTy,(zp)

0

9lkp>o (1 L D1 T (zp
v [ ot et B2 g, o),
kp=Np+1 -1

By the induction hypothesis and the definitions of (k=1 ,z¥) and
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4 Chebyshev Polynomial Interpolation Method
T(k{)_laaf_l,x?_l), we achieve,

1
D— Typ, (zD)
[ memd ot T g,

1-— ;L%
Ns
D—1 l-og
T
- SV P )P P P Do)
EhH oe(o.1}P1 6=1 ks=(Ny+1)0s 1— 2%
Ns

Rearranging terms yields,

Np D—-1 1-ogs D

Ix;>0
EERAGIEOED YD VD WD VI § ==y BRI

kp=0 06{0,1}D71 6=1 k(;:(N5+1)-0'5 =1

TT 5599 gaby TT Zuss) TT Tons (o) Tio (o)
at s (T ms (26)Trp (2D

J=14/ - $j2 §:05=0 d:o5=1

0 D—1 1-og

D 91lk;>0 Y
) > [ /e

kp=Np+1 0'6{071 D—-1 §=1 k5:(N5+1)-0'5 =1

H %d(x?) Tk6($5) H Tm5($5)TmD($D).
j=1 1— ;U] 6:05=0 d:o5=1

This can be expressed as

D
Iy, (D)) = > I(k{ 2, 1)7 (kD o, a7). (4.49)

O

Finally, in the following we present the new error bound as a combination of this result
with the result from Theorems [4.2.2] and [4.2.6, We furthermore discuss examples for
which the new error bound yields a significant improvement.
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4 Chebyshev Polynomial Interpolation Method

Theorem 4.2.10. Let f : X — R have an analytic extension to a generalized Bernstein
ellipse B(X, o) with parameter vector o € (1,00)P with maXep(x,o) |f(2)| <V < 0.
Then

max |f(z) - Iy(f)(z)| < min{a(e, N, D),b(e, N, D)},

where, denoting by Sp the symmetric group on D elements,

1) +2k1 -1
a(o, N, D)—man4V 241/ e e — 1)+ —
oeSp ! [T - 55

1
5 1
D
b(o,N,D)=22"1.V . I
(e,N.D) (Z ||1_QJ

Proof. The bound maxgex |f(z) — Ig(f)(x)| < b(o, N, D) follows from Theorem as
extension of Sauter and Schwab (2004). The second bound maxgex |f(z) — Iz(f)(2)] <
a(o, N, D) follows from Theorem Combining both results obviously yields the
assertion of the theorem. O

The examples below show that min{a(e, N, D), b(o, N, D)} improves both error bounds
a(o, N, D) and b(p, N, D). Noticing that both bounds are scaled with the factor V', we
set V' = 1, moreover, we choose D = 2.

Example 4.2.11. For p; = 2.3 and g2 = 1.8, and Ny = Ny = 10, we have b(p, N, D) =
0.0018 and a(p, N, D) = 0.0066. Therefore, in this example the error bound b(o, N, D) is
sharper.

Example 4.2.12. If we change slightly the setting from Example to o1 = 2.3 and
02 = 2.5, and N1 = Ny = 10, then the resulting error bounds are b(o, N, D) = 0.0017
and a(o, N, D) = 0.0011 and thus, the later is the sharper error bound.

As shown in Examples [4.2.11] and [4.2.12] slight changes in the domain of analyticity
and, thus, the radii of the Bernstein ellipses, may reverse the order of a(p, N, D) and
b(o, N, D). Figure displays both error bounds a(g, N, D) and b(p, N, D) for varying
o with 91 = g2, N1 = No = 10. We observe that both error bounds intersect at
01 = 02 ~ 2.800882. For smaller values of g, the sharper error bound is b(g, N, D),
whereas for higher values a(p, N, D) is sharper. So far, the examples indicate that for a
smaller radius of the Bernstein ellipse, b(o, N, D) tends to be the better error bound and
that for higher radii of the Bernstein ellipses or for strongly differing radii, a(g, N, D)
tends to be the sharper error bound. Our last example shows a situation where thanks
to Theorem less nodes are required to guarantee a pre-specified accuracy.
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Figure 4.5: Comparison of the error bounds b(o, N, D) (blue) and a(o, N,D) (red,
dashed) by setting 01 = 02 and N = Ny = 10. At o1 = 02 ~ 2.800882
both error bounds intersect.

Example 4.2.13. Let the radii of the Bernstein ellipse be 01 = 2.95 and 0o = 9.8.
Assuming V = 1, we are interested in achieving an accuracy of € < 2-107*. To achieve
b(o,N,D) < e, we have to set Ny = 11 and Ny = 5. For achieving a(o, N,D) < ¢,
we have to set Ny = 8 and Ny = 4. An application of error bound b(o, N, D) would
result in an interpolation with 72 = (11 + 1) - (5 + 1) nodes, whereas we only require
45 = (8 + 1) - (4 + 1) nodes when applying the error bound a(o, N, D).

Example highlights the potential of using fewer nodal points to achieve a desired
accuracy by comparing both error bounds. Especially when the evaluation of the in-
terpolated function at the nodal points is challenging, this reduces the computational
costs noticeably. This particularly arises for Chebyshev interpolation combined with
Monte-Carlo simulation for high-dimensional parametric integration.

So far, we have provided an enhanced error bound for tensorized Chebyshev polynomial
interpolation in Theorem and have shown several examples. Example high-
lights the effect of the improved error bound. Here, less interpolation nodes are required
to guarantee a pre-specified accuracy. This significantly reduces the computational time,
especially if the evaluation of function f at the nodal points is time-consuming.

4.2.1 Convergence Results Including the Derivatives

In the setting of Theorem additionally the derivatives of f(x) are approximated by
the according derivatives of the Chebyshev interpolation. The one-dimensional result is
shown in {Tadmor| (1986]) and a multivariate result is derived in |Canuto and Quarteroni
(1982) for functions in Sobolev spaces. These results allow us to obtain the Chebyshev
approximation of derivatives with no additional cost. To state the according convergence
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results we follow |Canuto and Quarteroni (1982)) and introduce the weighted Sobolev
spaces for o € IN by

W) = {o e LA(X) : |$lwgea) < 2}, (4.50)
with norm
ol = 3 | 1700 Pue)a (451)
la|l<o
wherein o = (aq,...,ap) € N is a multiindex and 0% = 0% ... 0% and the weight

function w on X given by
D
= [Twt! og@)),  wlgl s (@) = Q=73 (@)?) 72 (4.52)
. [z;,@;] V7777 [z;,@5]N7 [z;,75]

X
LTy
Jj=1

J; z (1 — x) Then we apply the result of (Canuto and Quarteroni,

with T[ijj](x) =T;
1982, Theorem 3.1) in the following corollary.
Proposition 4.2.14. Let P 5 p — Price? € Wy“(P) and set N; = N, i = 1,...,D,

i.e.the same number of nodal points in each dimension. Then for any % < oelN and
any o = p € Ny there exists a constant C > 0 such that

| Price®) — Iyp(Price™)) () [y py < CN*=7| Price") | yewp),

Proof. Before we apply (Canuto and Quarteroni, 1982, Theorem 3.1), which assumes
X = [~1,1]P, we investigate how the linear transformation 7y, as introduced in the
proof of Theorem influences the derivatives. Let x — f(z) be a function on X.
We set h(z) = f(z) o Tx(z). Furthermore, let fﬁ(ﬁ)(a:) be the Chebyshev interpolation
of }\L(:L‘) on [—1,1]P. Then, it directly follows

~ ~

J(@) = Ig(F(D@) = (() = Ty (®)() o 7! (@),

First, let us assume D =1, i.e. X = [z,Z], and let « € Ny. For the partial derivatives it
holds

0" f(x) = " Iy(F() (@) = 0 (f(2) — Iy(F()) (@)
= ((h() = Iy(®)()) o 73 @)
= 27 ('l @) — O Ty (RO (7 (@)

=W*,2(Mﬂw?@w{ﬂﬁﬂﬂ@?wﬂ.

r—z
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Repeating this step iteratively yields

«
2 ~ -1

o _ Aag . _ s« a7l -1 a7 70
0 f(@) = IO = 5= ([0 0t @) = [T ()] (7 @)
Hence, the error on [—1,1] is scaled with a factor % Extending this to the D-

variate case with, this analogously results with a = (al: ..,ap) € ]NOD is a multi-index
and 0% = 0%t ... 0P

0% f(x) = I (f()(x) =

From Theorem 3.1 in (Canuto and Quarteroni| (1982) the assertion follows directly for
h(:)on X = [-1,1]P, ie. for any & < 0 € N and any 0 > p € INy there exists a
constant C' > 0 such that

[2() = Tg(A) () lwge ) < CN* 7[R0 g (). (4.53)

For arbitrary X the constant from [£.53 has to be multiplied with the according factor
resulting from the linear transformation 7y. O

The result in Corollary is given in terms of weighted Sobolev norms. In the
following remark, we connect the approximation error in the weighted Sobolev norm to
the C'(X) norm, where C'(X) is the Banach space of all functions u in X such that u
and 0%u with |a| < [ are uniformly continuous in X and the norm

lullray = max max |0%u(z)]

is finite.

Proposition 4.2.15. Let P 5 p — Price? € Wy*(P) and set N; = N, i = 1,...,D,
i.e.the same number of nodal points in each dimension. Then for any % <oeN and
any 0 = p € Ng and l € Ny with p—1> %, there exists a constant C(c) > 0 depending
on o, such that

| Price) — IN(Price('))(-)HCz(p) < C(0)N?*77 max sup |0® Price?|.

lol<o peP

Proof. In the setting of Proposition [£.2.14] we start with the estimation of the approxi-
mation error in the weighted Sobolev norms,

1£C) = Ig(FO) Ol a) < ON*ZTLFOlwge - (4.54)
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On X it holds that w(z) > 1 and, thus, we can deduce for the Sobolev norm with a
constant weight of 1,

1FC) = IR Ollwge @y 2 17C) = IR Ollpr 2y

With W2 (X) the usual Sobolev space,
WEX) = {6 L) : |0lwpy <o} 191y = 2 L () da,
lol<pe

Corollary 6.2 from [Wloka) (1987)) directly yields that for any [ with p—1 > % there exists
a constant C' such that

1FC) = I (FO) ety < CIFC) = IO lwg (- (4.55)

In formula (4.55)) we have derived a lower bound for the left hand side of expression
(4.54). Next, we will find an upper bound for the right hand side of (4.54). From the
definition of the weighted Sobolev norm, see (4.51)), it follows

Olwg=c = | 3 | 1005@)Pula)da

\ la|<o

Z sup [0 f (z)|? wa(az) dax.

zeX

N

la|<o

Here, we apply §, w(z)dz = 7" and that there exists a constant (o) depending on o
such that

1£ @) lwge ) < \/a2<a> max sup |09 (z) [2r D
la|<o zex
= «(0) max sup \6af(a:)]7r% (4.56)
la|<o pex

Finally, using (4.55) and (4.56]) in (4.54) yields an estimate of the approximation error
in the C'(X) norm,

1 —0 (6% D
1O = Ig(FO)Ollorr) < ON*77a(o) max sup |0° f () |72
C lol<o zex
Collecting all constants in C(c), the assertion follows directly. O
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4.3 Chebyshev Interpolation Method for Parametric Option
Pricing

Once we have studied the convergence properties of Chebyshev polynomial interpola-
tion, we can now apply the Chebyshev interpolation to parametric option pricing. For
parameters p € RP, where D € IN denotes the dimensionality of the parameter space, the
price Price? is approximated by tensorized Chebyshev polynomials T with pre-computed
coefficients ¢;, j € J, as follows,

Price? ~ Z ¢;Ti(p).
jed

4.3.1 Exponential Convergence of Chebyshev Interpolation for POP

In this section we embed the multivariate Chebyshev interpolation into the option pricing
framework. We provide sufficient conditions under which option prices depend analyti-
cally on the parameters.

Analytic properties of option prices can be conveniently studied in terms of Fourier
transforms. First, Fourier representations of option prices are explicitly available for
a large class of both option types and asset models. Second, Fourier transformation
unveils the analytic properties of both the payoff structure and the distribution of the
underlying stochastic quantity in a beautiful way. By contrast, if option prices are
represented as expectations, their analyticity in the parameters is hidden. For example
the function K — (Sp — K)™ is not even differentiable, whereas the Fourier transform
of the dampened call payoff function evidently is analytic in the strike, compare (Gal
et al., 2016} Table 1).

Conditions for Exponential Convergence

Let us first introduce a general option pricing framework. We consider option prices of
the form

Price?=(®'P%) = B(fP(XP%)) (4.57)

where fp1 is a parametrized family of measurable payoff functions fp1 :RY - R, with
payoff parameters p! € P! and X P isa family of R%valued random variables with model
parameters p? € P2. The parameter set

p=0"p)eP =P xP cR” (4.58)
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is again of hyperrectangular structure, i.e. P! = [p:P1] x ... x[p, ,Pp] and
P2 = [, 1> Pms1] X .- % [pp,,Pp] for some 1 < m < D and real p, < p; for all
i=1,...,

Typically we are given a parametrized R%valued driving stochastic process H?' with S’
being the vector of asset price processes modeled as an exponential of H P e,

Sf/,i _ Sg/,i eXp(Hf“i): 0<t<T, 1<i<d, (459)

and X7 is an Fr-measurable R%valued random variable, possibly depending on the
history of the d driving processes, i.e. p*> = (T, p’) and

XP = w(HY 0<t<T),

where ¥ is an R%valued measurable functional.

We now focus on the case that the price is given in terms of Fourier transforms.
This enables us to provide sufficient conditions under which the parametrized prices have
an analytic extension to an appropriate generalized Bernstein ellipse. For most relevant
options, the payoff profile ﬂ”1 is not integrable and its Fourier transform over the real
axis is not well defined. Instead, there exists an exponential dampening factor n € R%
such that e fP' ¢ L'(R%). We therefore introduce exponential weights in our set of
conditions and denote the Fourier transform of g € L*(R¢) by

g(z) := J ei<z’$>g(:ﬁ)dx
Rd

and we denote the Fourier transform of ¢ f € LY(R%) by f(- —in). The exponential
weight of the payoff will be compensated by exponentially weighting the distribution of
XP” and that weight will reappear in the argument of <p7’2, the characteristic function of
X7

Conditions 4.3.1. Let parameter set P = P! x P2 = RP of hyperrectangular structure
as in (A.58). Let o € (1,0)” and denote o' := (01,...,0m) and 0 := (0ms1,-..,0D)

and let weight n € RY.
(A1) For every p! € P! the mapping x — e fp1 (z) is in L' (R%).
(A2) For every z € R? the mapping p' ~— fP'(z — in) is analytic in the general-
ized Bernstein ellipse B(P!,o!) and there are constants cj,ca > 0 such that

SUPpieB(Pol) |fP' (—z —in)| < cre?l for all z € RY.
2
(A3) For every p? € P? the exponential moment condition E (e~ X" ) < oo holds.

(A4) For every z € R? the mapping p?> — <,0p2 (z + in) is analytic in the generalized
Bernstein ellipse B(P?, ¢?) and there are constants o € (1,2] and ¢1,ca > 0 such
that sup,2cp(p2 02) loP* (2 + in)| < c1 el for all z € RY.
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Theorem 4.3.2. Let o € (1,0)P and weight n € R?.  Under conditions (A1)-(A4),
P > p — Price? has an analytic extension to the generalized Bernstein ellipse B(P, o)
and Sup,ep(p, o) | Price?| <V, and thus,

ng(!Pmcep I (Pm‘ce(‘))(p)’gmin{a(g,N,D),b(g,N,D)},
pe

where, denoting by Sp the symmetric group on D elements,

- z‘ D —Nk k—1
(k—1)+2t -1
a(o, N, D) = min 4V L = )
= DZ D S (=

1
2
b(o,N,D) =23+L. V. (ZQZ_ZN H1_g )
J

Proof. Thanks to assumptions (A2) and (A4) the mapping z — fP'(—z — in)p?" (z + in)
belongs to L'(R?) for every p = (p',p?) € P. Together with conditions (A1) and (A3),
we therefore can apply (Eberlein et al., 2010, Theorem 3.2). This gives the following
Fourier representation of the option prices,

1 -~ 2
Price? = f P (=2)¢P (2)d 2.
(27-[-)0! RA+in
Due to assumptions (A2) and (A4) the mapping

p= ")~ [P (=2)¢" (2)
has an analytic extension to B(P, o).

Let v be a contour of a compact triangle in the interior of B([p,,p;], 0;) for arbitrary
i=1,...,D. Then thanks to assumption (A2) and (A4) we may apply Fubini’s theorem
and obtain

1 o~
f Pm’ce(pl"“’pD)(z)dpi = df J fpl(—z)gopz(z)dzdpi
v Ra+in
f j (z)dp;dz = 0.
27T Rd_;’_,”,]

Moreover, thanks to assumptions (A2) and (A4), dominated convergence shows continu-
ity of p — Price? in B(P, o) which yields the analyticity of p — Price? in B(P, ¢) thanks
to a version of Morera’s theorem provided in (Janich, 2004, Satz 8). O

Similar to Corollary in the setting of Theorem [4.3.2] additionally the according
derivatives are approximated as well by the Chebyshev interpolation. A very interesting
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application of this result in finance is the computation of sensitivities like delta or vega
of an option price for risk assessment purposes. Theorem together with Corollary
[4:2.14) yield the following corollary.

Corollary 4.3.3. Under the assumptions of Theorem[[.3.3, for all 1€ N, u and o with
o> %, O<pu<oandpu—1> % there exist a constant C, such that

| Price? — Ixp(Price) (p) |o1py < CN**7 | Price? g (p).

where the spaces and norms are defined in Section [{.2.1}

In |Gals et al.| (2016) it is shown that Conditions (A1)—(A4) are satisfied for a large class of
payoff functions and asset models. Here, we focus on basket options in affine models.

Let X™ be a parametric family of affine processes with state space ® < R? for «’ € I’
such that for every 7’ € I’ there exists a complex-valued function v™ and a C%valued
function ¢™ such that

" am) (3) = BN |XT = 3) = & Wi HET D), (4.60)

for every t = 0, z € R and € ©. Under mild regularity conditions, the functions v™
and <Z>”/ are determined as solutions to generalized Riccati equations. We refer to |Duffie
et al. (2003) for a detailed exposition. The rich class of affine processes comprises the
class of Lévy processes, for which v™ (t,iz) = )™ () with )™ given as some exponent
in the Lévy-Khintchine formula and QS”/(t, iz) = 0. Moreover, many popular stochastic
volatility models such as the Heston model as well as stochastic volatility models with
jumps, e.g. the model of Barndorft-Nielsen and Shephard (2001)) and time-changed Lévy
models, see Carr et al|(2003) and Kallsen (2006)), are driven by affine processes.

Consider option prices of the form
Price®Tam) = B(fE(XF)|XE = z) (4.61)

where ¥ is a parametrized family of measurable payoff functions f¥ : R — R, for
K e Pl

Corollary 4.3.4. Under the conditions (A1)-(A8) for weight n € RY, o € (1,00)P and
P =Pl x P2 c RP of hyperrectangular structure assume

(i) for every parameter p*> = (t,z,7') € P? < RP™™ that the validity of the affine
property (4.60) extends to z = R +in, i.e. for every z € R + in,

80p2=(t,a:,7r’) (Z) _ E(ei<z,Xf/> |X(7)r’ _ ZE) _ eu"/(t,iz)-i-(qﬁ"/(t,iz),m))
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(i) for every z € RY that the mappings (t,7') — v™ (t,iz—n) and (t,7') — ¢™ (t,iz—n)
have an analytic extension to the Bernstein ellipse B(I', o') for some parameter
Ql c (17 OO)D_m_l,

(iii) there exist a € (1,2] and constants Cy,Cy > 0 such that uniformly in the parameters
p? = (t,z,7') € B(P%, 2% for a generalized Bernstein ellipse with p* € (1,00)P~™

%(V”/(t, iz —n) +{¢" (t,iz —n), z)) < Cp — Colz|* for all z € R.

Then there exist constants C' > 0, ¢ > 1 such that

ice? — I—(Price") -N
pegllaxxp2 ’Pmce I (Price )(p)’ < Co .

Proof. Thanks to Theorem [£.3.2)and Corollary [£.2.4] and in view of the assumed validity
of Conditions (A1)—(A3), it suffices to verify Condition (A4). While assumptions (i) and
(ii) together yield the analyticity condition in (A4), part (iii) provides the upper bound
in (A4). O

4.4 Numerical Experiments for Parametric Option Pricing

We apply the Chebyshev interpolation method to parametric option pricing considering
a variety of option types in different well known option pricing models. Moreover, we
conduct both an error analysis as well as a convergence study. The first focuses on the
accuracy that can be achieved with a reasonable number of Chebyshev interpolation
points. The latter confirms the theoretical order of convergence derived in Section
when the number of Chebyshev points increases. Finally, we study the gain in efficiency
for selected multivariate options.

We measure the numerical accuracy of the Chebyshev method by comparing derived
prices with prices coming from a reference method. We employ the reference method not
only for computing reference prices but also for computing prices at Chebyshev nodes
coefficients c;, j € J, in (4.33). Thereby, a comparability between Chebyshev prices and
reference prices is maintained.

We implemented the Chebyshev method for applications with two parameters. To that
extent we pick two free parameters p;,, pi, out of (4.58), 1 < i3 < iy < D, in each model
setup and fix all other parameters at reasonable constant values. We then evaluate option
prices for different products on a discrete parameter grid P < [}3@.1 s Diy) X [Biz’@é] defined
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P = {<p“ s, ) ki, , ki, € {0, .. 100}},

k D, .
p =2, " Tog (p% B ) ki; €{0,...,100}, j € {1,2}.

(4.62)

Once the prices have been derived on P, we compute the discrete L®(P) and L?(P) error
measures,

9

er=(N) = ma}‘Pm'cep — IN(Price('))(p)
peP

2 (4.63)

)

(V) = | A 3, |Price? = Iy(Priee)(p)
peP

@i, —p;.) Pi,—P,_) . . .
where Az = 1106'1 2106’2 , to interpret the accuracy of our implementation and of

the Chebyshev method as such.

4.4.1 European Options

In |Gals et al.| (2016), we first did a consistency study for a plain vanilla European call
option on one asset as well as a European digital down&out option. The empirically
observed (sub)exponential error decay for increasing N as well as the error of the Cheby-
shev interpolation on a test grid, verify the theoretical results from Theorem The
detailed results are in (Gals et al.l 2016, Section 5.1).

4.4.2 Basket and Path-dependent Options

In this section we use the Chebyshev method to price basket and path-dependent options.
First, we apply the method to interpolate Monte-Carlo estimates of prices of financial
products and check the resulting accuracy. To this aim we exemplarily choose basket,
barrier and lookback options in 5-dimensional Black&Scholes, Heston and Merton mod-
els. Second, we combine the Chebyshev method with a Crank-Nicolson finite difference
solver with Brennan Schwartz approximation, see Brennan and Schwartz (1977), for pric-
ing a univariate American put option in the Black&Scholes model. The finite difference
solver and the Monte-Carlo implementation for the Heston and Merton models was pro-
vided by Maximilian Mair. In this section, I used these implementation to produce the
results. For the efficiency study later on, I modified the provided codes.

In our Monte-Carlo simulation we use 108 sample paths, antithetic variates as variance
reduction technique and 400 time steps per year. The error of the Monte-Carlo method
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cannot be computed directly. We thus turn to statistical error analysis and use the well-
known 95% confidence bounds to determine the accuracy. These bounds are derived by
following the assumption of a normally distributed Monte-Carlo estimator with mean
equal to the estimator’s value and variance equal to the empirical variance. We pick two
free parameters p;,, p;, out of (4.58), 1 < i; < iy < D, in each model setup and fix all
other parameters at reasonable constant values. In this section we define the discrete

parameter grid P < [p, 17@1] X [Bz‘27ﬁi2] by
P={(p".po2), ki, ki € {0,... 40
p’il 7p’i2 ’ 119 126{7"" } bl

ki ki s ,
P = b, + 72 (B, ) s by € {0,040}, je (1,2},

(4.64)

and call P test grid. On this test grid the largest confidence bound is 0.025 on average lees
than 0.013. For the finite difference method, we investigate the error for all parameter
tuples in P by comparing each approximation to the limit of the sequence of finite
difference approximations with increasing grid size. Here, the error was below 0.005. In
our calculations we work with a grid size in time as well as in space (log-moneyness)
of 50 - max{1,T} and compared the result to the resulting prices using grid sizes of
1000 - max{1,T'}. This grid size has been determined as sufficient for the limit due to
hardly any changes compared to grid sizes of 500 - max{1,T}.

Here, our main concern is the accuracy of the Chebyshev interpolation when we vary
for each option the parameters strike and maturity analogously to the previous section.
For N € {5,10,30}, we precompute the Chebyshev coefficients as defined in with
D = 2 where always Ny = No = N. An overview of fixed and free parameters in our
model selection is given in Table For computational simplicity in the Monte-Carlo
simulation, we assume uncorrelated underlyings.

Let us briefly define the payoffs of the multivariate basket and path-dependent options.
The payoff profile of a basket option for d underlyings is given as

FE(SE, ..., 5%) = ((;jis%> _K)+'

We denote S; = (S},...,S%), §gp = ming<i<r Sg and ??F = maxg<i<T Sg. A lookback
option for d underlyings is defined as

7 (5% 5%) = <<2§d35§> —K)+.
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Model fixed parameters free parameters
' p? ' p?
BS S =100, oj=0.2 K €[83.33, 125] T €[0.5,2]
r = 0.005
Heston S3 =100, kj=2, K €[83.33, 125] T €[0.5,2]
r=0.005 6; =022
o; =0.3,
P = —0.5,
V5,0 = 0.22
Merton SJ =100, o; =02, K €[83.33, 125] T €[0.5,2]
r=0.005 «;=-0.1,
Bj = 0.45,
A; = 0.1

Table 4.1: Parametrization of models, basket and path-dependent options. The model
parameters are given for j = 1,...,d to reflect the multivariate setting with
free parameters strike K and maturity 7.

As a multivariate barrier option on d underlyings we define the payoff

1S .
FH{5Olosisr) = ((d Z SJT) - K) Lisi =0, j=1,..0)°
j=1

For an American put option the payoff is the same as for a European put,
fK(St) = (K - St)+ )

but the option holder has the right to exercise the option at any time ¢ up to maturity
T.

We now turn to the results of our numerical experiments. In order to evaluate the accu-
racy of the Chebyshev interpolation we look for the worst case error ez. The absolute
error of the Chebyshev interpolation method can be directly computed by comparing the
interpolated option prices with those obtained by the reference numerical algorithm i.e.
either the Monte-Carlo or the Finite Difference method. Since the Chebyshev interpola-
tion matches the reference method on the Chebyshev nodes, we will use the out-of-sample
test grid as in . Table shows the numerical results for the basket and path-
dependent options for N = 5, Table[.3|for N = 10 and Table[L.4]for N = 30. In addition
to the L® errors the tables display the Monte-Carlo (MC) prices, the Monte-Carlo confi-
dence bounds and the Chebyshev Interpolation (CI) prices for those parameters at which
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Model Option ELw MC price MC conf. bound CI price
BS Basket 1.338 - 101 8.6073 1.171-1072 8.4735
Heston Basket 9.238 - 1072 0.0009 1.036 - 1074 0.0933
Merton Basket 9.815- 102 8.8491 1.552 - 102 8.7510
BS Lookback 2.409 - 10! 9.4623 9.861-1073 9.2213
Heston Lookback 5.134 107" 0.0314 6.472 - 1074 -0.4820
Merton Lookback 2.074-1071 1.0919 9.568 - 103 0.8844
BS Barrier 1.299 1071 1.0587 5.092 - 1073 1.1887
Heston Barrier 1.073-107 1 2.7670 9.137-1073 2.6597
Merton Barrier 9.916 - 102 1.3810 1.102-1072 1.4802
Table 4.2: Interpolation of exotic options with Chebyshev interpolation. N = 5 and

d =5 in all cases. In addition to the L™ errors the table displays the Monte-
Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev
Interpolation (CI) prices for those parameters at which the L® error is realized.

Model Option Ep® MC price MC conf. bound CI price
BS Basket 2.368 - 1073 2.4543 7.493 .10 2.4566
Heston Basket 2.134-1073 3.1946 1.073- 1072 3.1925
Merton Basket 3.521-1073 6.1929 2.231-102 6.1894
BS Lookback 2.861 - 1072 0.9827 4197 -1073 0.9541
Heston Lookback 1.098-1071 2.0559 4.826-103 2.1656
Merton Lookback 3.221-1072 4.7072 1.264 - 1072 4.7394
BS Barrier 4.414 - 1073 5.3173 1.725- 1072 5.3129
Heston Barrier 5.393-1073 0.7158 5.879-1073 0.7212
Merton Barrier 3.376 - 1073 9.2688 2.302-1072 9.2722

Table 4.3: Interpolation of exotic options with Chebyshev interpolation. N = 10 and
d =5 in all cases. In addition to the L™ errors the table displays the Monte-
Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev
Interpolation (CI) prices for those parameters at which the L® error is realized.

the L® error is realized.

The results show that for N = 30 the accuracy is for all selected options at a level of
1073. We see that the Chebyshev interpolation error is dominated by the Monte-Carlo
confidence bounds to a degree which renders it negligible in a comparison between the
two. For basket and barrier options the L* error already reaches satisfying levels of
order 1073 at N = 10 already. Again, the Chebyshev approximation falls within the
confidence bounds of the Monte-Carlo approximation. Thus, Chebyshev interpolation
with only 121 = (10 + 1)? nodes suffices for mimicking the Monte Carlo pricing results.
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Model Option ELw MC price MC conf. bound CI price
BS Basket 1.452-1073 5.1149 1.200 - 102 5.1163
Heston Basket 1.047-1073 7.6555 1.371-1072 7.6545
Merton Basket 3.765- 1073 7.2449 2.359 - 102 7.2412
BS Lookback 3.766-1073  25.9007 1.032-1072 25.9045
Heston Lookback 1.914-1073 16.4972 9.754 - 1073 16.4991
Merton Lookback 3.646-1073  27.1018 1.623 - 102 27.1054
BS Barrier 5.331-1073 5.6029 1.730 - 1072 5.6082
Heston Barrier 2.486 - 1073 3.6997 1.353-102 3.6972
Merton Barrier 4.298 - 1073 6.6358 2.309 - 102 6.6315

Table 4.4: Interpolation of exotic options with Chebyshev interpolation. N = 30 and
d =5 in all cases. In addition to the L™ errors the table displays the Monte-
Carlo (MC) prices, the Monte-Carlo confidence bounds and the Chebyshev
Interpolation (CI) prices for those parameters at which the L® error is realized.

This statement does not hold for lookback options, where the L*® error still differs no-
ticeably when comparing N = 10 to N = 30. As can be seen from Table Chebyshev
interpolation with NV = 5 may yield unreliable pricing results. For lookback options in
the Heston model we even observe negative prices in individual cases. Chebyshev pricing

N €L FD price CI price
5 3.731-107%  1.9261 1.9224
10 1.636-1073 12.0730 12.0746
30 3.075-1073 6.3317 6.3286

Table 4.5: Interpolation of one-dimensional American puts with Chebyshev interpolation
in the Black&Scholes model. In addition to the L™ errors the table displays
the Finite Differences (FD) prices and the Chebyshev Interpolation (CI) prices
for those parameters at which the L® error is realized.

of American options in the Black&Scholes model is even more accurate as illustrated in
Table Here, already for N = 5 the accuracy of the reference method is achieved.
We conclude that the Chebyshev interpolation is highly promising for the evaluation of
multivariate basket and path-dependent options. Yet the accuracy of the interpolation
critically depends on the accuracy of the reference method at the nodal points which
motivates further analysis that we perform in the subsequent subsection.
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Interaction of Approximation Errors at Nodal Points and Interpolation Errors

The Chebyshev method is most promising for use cases, where computationally intensive
pricing methods are required. For applying here a Chebyshev interpolation, the issue of
distorted prices at the nodes and their consequences rises naturally. The observed noisy
prices at the nodal points are

where eP"! is the approximation error introduced by the underlying numerical tech-
nique at the Chebyshev nodes. Due to linearity, the resulting interpolation is of the
form

Iy(Pricel))(p) = Iy(Price®)(p) + Iy (D) () (4.65)

with the error function

Np Ny
e® = > Y T (D), (4.66)

ip=0  j1=0
with the coefficients 5 for j = (ji1,...,jp) € J given by

D

2]1{0<31<N} (k1,--kp) D .k
c§=( 1 )Z Z eP Hcos jﬂrﬁi . (4.67)

1= =0 kp=0 i=1

kly“"

P) < 7 for all Chebyshev nodes p! kp) we obtain

D
H N; +1), (4.68)

since the Chebyshev polynomials are bounded by 1. This yields the following remark.

Remark 4.4.1. Let P 3 p — Price? be given as in Theorem and assume that
gptFL ot o for all Chebyshev nodes pk1--k0) - Then

max ’Pmcep I+~ (Priceg))(p)’
peP

D (4.69)
< min{a(g, N, D), b(g, N, D)} + 2P | [(N; + 1).
=1

The following example shall illustrate the practical consequences of Remark [£.4.1] In
the setting of (Gal et al., 2016, Corollary 3) we set [So/K,So/K] = [0.8,1.2], [T, T] =

[0.5,2]. This results in (! = 22 = 2 and ¢? = & = 5. Thus, for o1 = 2.9 € (1,3) and
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02 = 9.8 € (1,5 + 1/24), Remark yields with Ny = Ny = 6,

max | Price? — IN(Pm'ce('))(pﬂ < 0.0072 4 196 - €.
pe

In this example, the accuracy of the reference method has to reach a level of 107 to
guarantee an overall error of order 1073, This demonstrates a trade-off between increasing
N7 and Ny compared to the accuracy of the reference method. The error bound above
is rather conservative. Our experiments from the previous section suggest that this
bound highly overestimates the errors empirically observed. However, the presented
error bound from Remark can guarantee a desired accuracy by determining an
adequate number of Chebyshev nodes and the corresponding accuracy of the reference
method used at the Chebyshev nodes. For practical implementations, we suggest the
following procedure. For a prescribed accuracy, without considering any distortion at
the nodal points, the N;, ¢ = 1,..., D, can be determined from the first term in (4.69)
by choosing N;, ¢« = 1,..., D, as small as possible such that the prescribed accuracy
is attained. Accordingly, the accuracy that the reference method needs to achieve is
bounded by the second term. A very accurate reference method in combination with
small N;, ¢« = 1,...,D, promise best results. With this rule of thumb in mind the
experiments of Section below have been conducted.

4.4.3 Study of the Gain in Efficiency

In the previous section, we investigated the accuracy of the Chebyshev polynomial inter-
polation method using Monte-Carlo as reference pricing methods. Finally, we investigate
the gain in efficiency achieved by the method in comparison to Monte-Carlo pricing.
We compute the results on a PC with Intel Xeon CPU with 3.10 GHz with 20 MB
SmartCache. All codes are written in Matlab R2014a.

Comparison to Monte-Carlo pricing

In this section, we choose a multivariate lookback option in the Heston model, based on
5 underlyings, as an example. For the efficiency study, we first vary one parameter, then
we vary two.

Variation of one model parameter

For the multivariate lookback option in the Heston model, the following parameters are
fixed with j =1,...,5

SJ =100, r = 0.005, K =100, T=1,

4.70
Kj =2, 0; =0.22%, p; = —0.5, vjo = 0.2% (4.70)
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As the free parameter in the Chebyshev interpolation, we pick the volatility of the volatil-
ity coefficient o = 0, j = 1,...,5,

0 € [Omin, Omax], Omin = 0.1,  omax = 0.5. (4.71)

The benchmark method is standard Monte-Carlo pricing, again with 109 sample paths,
antithetic variates as variance reduction technique, and 400 time steps per year. We refer
to this setting as the benchmark setting.

Following the discussion from Section when we evaluate the prices at the nodal
points, we guarantee a small £ in the Monte-Carlo method by enriching the Monte-
Carlo setting to 5 - 10% sample paths, antithetic variates, and 400 time steps per year. In
Table , we present the accuracy results for the Chebyshev interpolation with Ng}‘f:ff}’,n =
6 based on the enriched Monte-Carlo setting. To this end, we compare the absolute

differences of the Chebyshev prices and the enriched Monte-Carlo prices on the test grid
P < [p,pl,

P = {(o‘k>, ke{O,...,M}}7

k
szamin+M(amaX—amin), ke {0,...,M}.

(4.72)

The highest observed error on the test grid with M = 20 is at a level of 1072. On
the same test grid with M = 20, the benchmark Monte-Carlo setting has a worst-
case confidence bound of 1.644 - 1072, and by comparing the benchmark Monte-Carlo
prices to the enriched Monte-Carlo prices on this test grid, the maximal absolute error
is 7.361 - 1073, Therefore, we conclude that the Monte-Carlo benchmark setting and the
presented Chebyshev interpolation method have a roughly comparable accuracy. On the
basis of this accuracy study, we now turn to the comparison of run-times.

We compare the run-times of the Chebyshev interpolation with Ngﬁ:tb‘;n = 6, where

the offline phase is based on the enriched Monte-Carlo setting, to the run-times of the
Monte-Carlo benchmark setting described above.

Table provides the results in each case. The results for M = 1 were empirically
measured, all others were extrapolated from that, since the same amount of computation
time would have had to be invested for each parameter set. The table indicates that
from M = 50 onwards interpolation by Chebyshev is faster. In Figure [4.6] for each
M = 1,...,100, we additionally present the run-times of the Chebyshev interpolation
method, including the offline phase, compared to the Monte-Carlo method. Here, we
observe that for M = 35 both lines intersect and for M > 35 the Chebyshev interpolation
method is faster. The intersection of the two lines does not occur at M = Ngﬁ:{)‘;n + 1.
This reflects the fact that a Monte-Carlo method with more sample paths was used in

the offline phase for the Chebyshev interpolation.
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Figure 4.6:
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Varying epo MC price MC conf. bound CI price
o 9.970-1073%  18.6607 4.592 - 1073 18.6707

Interpolation of multivariate lookback options with Chebyshev interpolation
for N = 6 based on an enriched Monte-Carlo setting with 5 - 106 sample
paths, antithetic variates, and 400 time steps per year. In addition to the L*
error on the test grid, we also report the Monte-Carlo (MC) price, the Monte-
Carlo confidence bound, and the Chebyshev Interpolation (CI) price for the
parameters at which the L® error is realized. We observe that the accuracy
of the Chebyshev interpolation for N = 6 is roughly in the same range as the
accuracy of the benchmark Monte-Carlo setting (worst-case confidence bound
of 1.644 - 10~2 and worst-case error of 7.361 - 1073).

%« 10% Heston Lookback option: Offline + online time

L —e— Monte Carlo M
—— Chebyshev Q/Q/M

5 15 25 35 45 55 65 75 85 95

Effiency study for a multidimensional lookback option in the Heston model
with 5 underlyings varying one model parameter . Comparison of run-times
of Monte-Carlo pricing with Chebyshev pricing including the offline phase.
Both methods have been set up to deliver comparable accuracies. We observe
that both curves intersect at roughly M = 35.
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M 1 10 50 100
TRy (4) 2.7.107% 2.7.10~% 1.4-1073 2.7.1073
Toheby e (s) 12100 12100 1210 1.2.10%

TMonte-Carlo (S) 3.4-10% 3.4-103 1.7-104 3.4-10*
Cheby

Ty
Thlonecaly  347T34%  3473%  695%  34.73%

Table 4.7: Efficiency study for a multivariate lookback option in the Heston model based
on 5 underlyings. Here, we vary one model parameter and compare the Cheby-
shev results to Monte-Carlo. Both methods have been set up to deliver compa-
rable accuracies. As the number of computed prices increases, the Chebyshev
algorithm increasingly profits from the initial investment of the offline phase.

Variation of two model parameters
We choose p; = p, 7 =1,...,5, and vary

pE [pmina pmax]’ Pmin = _1) Pmax = 17
(s [Umiru O'max]y Omin = 01, Omax = 057

(4.73)

fixing all other parameters to the values of setting (4.70)). In order to guarantee a roughly
comparable accuracy between the Chebyshev interpolation method and the benchmark
Monte-Carlo pricing, we use the following test grid P S [0min, Omax] X [Pmin, Pmax]s

D {(O_]ﬂ’pkz)’ kl,kQE{Oa--'vM}}’

k
oM = o + Ml (Omax — Omin), k1 € {0,..., M},

Pk2 = Pmin % (,Omax - pmin) ) k2 € {07 B 7M}
In Table [£.8] we present the accuracy results for the Chebyshev interpolation with
Ngﬁg{g,n = 6 based on the enriched Monte-Carlo setting by setting M = 20. Com-
paring the benchmark Monte-Carlo setting and the enriched Monte-Carlo setting on this
test grid with M = 20, we observe that the maximal absolute error is 2.791-1072 and the
confidence bounds of the benchmark Monte-Carlo setting do not exceed 6.783 - 1072,

To compare the run-times, we show the run-times that are required to compute the prices
for M? parameter tuples for different values of M. Again, the run-times are measured
for M = 1 and extrapolated for other values of M. Table [L.9 presents the results.
In Figure .7 for each M = 1,...,100, the run-times of the Chebyshev interpolation
method, including the offline phase, are presented and compared to the Monte-Carlo
method. We observe that for M = 15 both lines intersect and for M > 15 the Chebyshev
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Varying Epw MC price MC conf. bound CI price
o, p 5.260 - 1072 5.239 1.428 - 1072 5.292

Table 4.8: Interpolation of multivariate lookback options with Chebyshev interpolation
for N = 6 based on an enriched Monte-Carlo setting with 5 - 106 sample
paths, antithetic variates, and 400 time steps per year. In addition to the
L* error on the test grid, we also report the Monte-Carlo (MC) price, the
Monte-Carlo confidence bound, and the Chebyshev Interpolation (CI) price
for the parameters at which the L® error is realized. We observe that the
accuracy of the Chebyshev interpolation N = 6 is roughly in the same range
as the accuracy of the benchmark Monte-Carlo setting (worst-case confidence
bound of 6.783 - 102 and worst-case error of 2.791 - 10~2).

Heston
M 1 10 50 100
TS (5) 711074 711072 1.8 71
TG e (5) 8.2:10°  8.2:10° 8.210* 8.2:10°

TMonte-Carlo (S) 3.4-102 3.4-10% 8.4-10° 3.4-10
TCheby

offline4-online
i die 23139%  2431%  9.7%  24%

Table 4.9: Efficiency study for a multivariate lookback option in the Heston model based
on 5 underlyings. Here, we vary two model parameters and compare the
Chebyshev results to Monte-Carlo. Both methods have been set up to de-
liver comparable accuracies. As the number of computed prices increases, the
Chebyshev algorithm increasingly profits from the initial investment of the
offline phase.

method outperforms its benchmark. Contrary to the case where only one parameter is
varied, the intersection of both lines occurs at a significantly lower value of M due to the
fact that for each M pricing must be performed for M? parameter tupels.

Additionally, Table highlights that, in the case of a total number of 50? parameter
tuples, the Chebyshev method exhibits a significant decrease in (total) pricing run-times.
For the maximal number of 100? parameter tuples that we investigated, pricing in either
model resulted in more than 97% of run-time savings in our implementation. While
computating 100?> Heston prices using the Monte-Carlo method requires up to 39 days,
the Chebyshev method computes the very same prices in 23 hours only. Note that only
7 seconds of this time span are consumed by actual pricing during the online phase.
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Figure 4.7: Effiency study for a multivariate lookback option in the Heston model based
on 5 underlyings, varying the two model parameters ¢ and p. Comparison of
run-times for Monte-Carlo pricing and Chebyshev pricing including the offline
phase. Both methods have been set up to deliver comparable accuracies. We
observe that the Monte-Carlo and the Chebyshev curves intersect at roughly
M = 15.

4.4.4 Relation to Advanced Monte-Carlo Techniques

Up to this point, we have compared the Chebyshev interpolation method with a standard
Monte-Carlo technique. Since the invention of Monte-Carlo methods in the 1940s, see
Metropolis| (1987)), Monte-Carlo techniques have been further developed. In particular,
quasi Monte-Carlo and multilevel Monte-Carlo methods have proved to be significantly
more efficient in a variety of examples in mathematical finance, L’Ecuyer| (2009) and
Giles (2015). Thus, by employing these techniques in the offline phase, the Chebyshev
interpolation method can be enhanced. In terms of efficiency, we expect Figure [4.7]
to change only by rescaling the time axis: The run-time for the computation of the
Monte-Carlo prices on the test grid is reduced proportionally. Obviously, the offline
phase of the Chebyshev interpolation scales in the same way. As a first improvement
of our implementation of the offline phase, in which, for each nodal point we produce a
new independent set of samples, one can reuse a once drawn sample set to compute the
prices at all nodal points. Furthermore, the run-time of the offline phase can be reduced
significantly by parallelisation.
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Relation to parametric multilevel Monte-Carlo

There is an interesting relation between the Chebyshev interpolation approach that we
proposed in this section and the parametric multilevel Monte-Carlo method suggested by
S. Heinrich in [Heinrich| (1998) and Heinrich and Sindambiwe (1999)). To be more precise,
as concisely explained in Section 2.1 in Heinrich| (2001), the starting point of Heinrich
(1998) is the interpolation of the function

p! = E(f" (X)) (4.74)

and the computation of E[fP*(X)] at the nodes py with Monte-Carlo. Note that in this
setting, the random variable X is not parametric. Next, he introduces the multilevel
Monte-Carlo method. This is a hierarchical procedure based on nested grids. In each
step, the estimator of the coarser grid serves as a control variate. The grids then are
chosen optimally to balance cost and accuracy. Heinrich and Sindambiwe| (1999)) shows
that the resulting algorithm is optimal for a certain class of problems. This class of
problems is characterized by the regularity of the function (p!, z) — fp1 (), namely that
it belongs to a Sobolev space. The order r of the partial derivatives in (p!,z) is the
determining factor for the efficiency. In particular, the weak partial derivatives in both
the parameters p! € RP and in « € R need to exist in order to apply the approach.

In contrast, our error analysis is based on the regularity of the mapping
(0",9") = B(f" (X)) (4.75)

The resulting problem class is significantly larger than the setting of [Heinrich/ (1998])
and Heinrich and Sindambiwe, (1999). This is essential for applications in finance, as the
examples of a European call and digital option prove: The payoff function of a European
call has a kink. The call option prices as a function of the parameters, however, are in
many cases even analytic. This is also the case for digital options, whose payoffs are not
even weakly differentiable, see |Gals et al.| (2016)).

We relate the error analysis presented in Section with the results of [Heinrich and
Sindambiwe| (1999). For given cost, Heinrich and Sindambiwe, (1999)) presents the ex-
pected error in the L?—norm. We, on the other hand, work with the expectation of the
stronger L*—norm. This norm is more suitable for quantifying mispricing. Since the
Chebyshev interpolation is tailored to minimize the maximum error, this comes without
additional cost. In the following lemma, we present the expected error in the L*—norm.
We assume that the error of a Monte-Carlo simulation with cost M is unbiased and
normally distributed with standard deviation .

Lemma 4.4.2. Let P 3 p — Price? be given as in Theorem and let the errors
at all nodal points be independently and identically normally distributed with distribution
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N(0,0). Then,

£

E <max | Price? — IN(Pm'ce('))(p)D

peP
. D D 1 3 D -
< IR Ve (Z QZ,_QNZ' H _2) + 2P H(NZ + 1)UM\/Q. (476)
i=1 i i=1
Proof. As in Section Theorem yields
E <max | Price? — IN(Pm'ceg))(p)D
peP

B DD 1 3 Ny Np oo
D _9N; Toeees D

<E|227 v g 21_[1 — | +2P DT D e |

i=1 j=1+ 78 ki=0  kq=0

5 D D 1 3 N, Np -
=22t y. ZQJQN"H +2DZ...ZE<|5P1 """ D|>.
i=1 j=1 0

—2
1o k1m0  kg—

The assertion follows from E(|e€p<k1 """ “p) ) = om+/5- O ]

In [Heinrich| (2001)), it is shown that there exist constants ¢; and ¢y such that for each
integer M the cost of the parametric Monte-Carlo method is bounded by ¢; M and the
error is bounded by co M~ where o depends on the regularity of the function f and
a € (0, %) The index a depends on the dimension of the parameter space and the Sobolev
order of the function space to which f belongs.

To present an error analysis in the same spirit, we observe that, in terms of costs , if
¢1 denotes the cost of one Monte-Carlo simulation, it follows directly that the cost of
deriving the interpolation IN(Pm'ce(')) is bounded by ¢; M. We therefore define the upper
bound of the offline cost of the Chebyshev method by 1M = & H£1(Ni + 1)M, where
N; is the number of nodal points in dimension 7 and M is the number of sample paths at
each nodal point. In order to estimate the error, according by the central limit theorem
it is reasonable to assume oy = o/ v/M for large M and oy from Lemma .

Theorem 4.4.3. Let the assumptions of Lemma hold, further let oy = /M
for oar. For each 3 € (0,1/2) there exist constants ¢1,¢2 > 0 such that for each integer
M > 1 there is a choice of M, N such that the offline cost of the Chebyshev method is
bounded by ¢;M and

E (m%( | Price? — IN(Pm'ceg))(p)D <M,
pe
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Proof. To balance cost and efficiency, we choose the number of sample paths in (4.76]) to
be M and the number of nodal points of the Chebyshev interpolation in an appropriate

way. Combining (4.76)) and Corollary results in

D
E <maX’Pmcep I+ (Pm'ceg))(p)o <C H Ni+1)—

pE

where 9 = min g;, N = min N;, and Cy = QDU[

= 1<i<D T 1<i<D

Let 8 € (0,5). We show that there exists & such that Cio™% + Cy TT2,(NV; + l)ﬁ
G M~P . Therefore, we select the number of nodal points in each direction depending on
M. For simplicity, we choose the same number of nodal points in each dimension and set
(N; + 1) as a function of M, i.e. N; +1 = N(M). Furthermore, we set N(M) := MDE
for some a > 3, which yields M~ = M~. Moreover, we set C; = C} 0. Next, we want

to find é > 0 such that C’lg_N(M) < %QM_ and Co E/M—) %M‘a, which implies

the statement of the theorem. Both inequalities are equivalent to

<

1 ~
Mz 201 M~
NM) < N|es———, and  N(M)=>log, [ =2 .
202 - C2
The first inequality becomes

a"p 1 c
M7t g 2
20,

N

which holds if 1/2 > o > 8 > éfa and ¢y satisfies % 1. We therefore set o :=

(1 + €)p with € := min(1/(28) — 1 ,3/(2(1 + B)) — 1)/2. The second inequality becomes
a—p
M D5 > logg(w}:iy), which can be satisfied by an appropriate choice of és. O

Remark 4.4.4. (i) The error of the multilevel Monte-Carlo estimate of (Heinrich,
2001, Theorem 1) decays with /M, if the function f is sufficiently reqular. This
is the only case in which the asymptotic order of convergence in (Heinrich, 2001,
Theorem 1) is slightly better than the result of Theorem which gives an order

arbitrarily close to 1/2, even for the stronger L —norm.
B Yy ; g

i) In contrast to (Heinrich, 2001, Theorem 1), the payoff function (p*,x) — P (x
(
is not required to be weakly differentiable to a specific order. Moreover, Theorem
allows a parametrized random vartable xr*,

(iii) In Theorem the error of the resulting Chebyshev interpolation is put in rela-
tion to the cost of the offline phase. This is in the spirit of Heinrich (2001), and,
together with (i) and (ii) of this remark, shows that our approach is competitive.
From an application point of view, however, the cost of the online phase is crucial.
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This applies especially to cases where a real-time evaluation in the online phase is
required and the offline phase can be executed in idle times.

(iv) The online cost is proportional to the number of nodal points. If the highest priority
is given to the efficiency of the online phase, one can proceed as follows to achieve
a pre-specified accuracy €: First, choose the number of nodal points such that the
first summand of the error bound in is smaller than /2. Then, choose
the number of samples M of the selected Monte-Carlo technique such that also the
second summand of the error bound in is smaller than €/2. See for instance
the example after Remark [{.41]

Referring to part (iv) of Remark with increasing dimension of the parameter space
the second summand in grows exponentially. The following lemma shows that by
considering the expected weighted L2-error for each parameter p individually instead of
the expected L*-norm, the bound reduces considerably. As weight function we use w(p)

as in ([4.52) and we first investigate the case P = [—1,1]".

Lemma 4.4.5. Let [~1,1]P 3 p +> Price? be given as in Theorem and let the errors
at all nodal points be independently and identically normally distributed with distribution
N(0,0n). Then,

. D - D 1 3 B D 3
<23tl.y. —alVi + | (2w N;+1 oM. 4.77
(Zg j]jll_gj_Q> eOP [0+ 1) o (@70

=1

[NIES

N =

Proof. First, we apply the Minkowski inequality to split the estimate as follows

(E (f[—m]D (Price? — IN(Priceg))(p))Qw(p)dp>)

= (E <J (Price? — Iﬁ(Pm'ce('))(p) + IN(a('))(-))2w(p)dp>>
[-1.1]P

2

D=

[SIE

< (E (j (Price? — IN(Price(’))(p))Zw(p)dp>) (4.78)
[-11]7

+ (E ( f (IN<6<'>><->)2w(p>dp)) (4.79)
[-1,1]D

The first summand (4.78) is bounded by 95+l . V. (Zﬁl Q;2Ni HD 1) . To

N

7=l 1—0;?
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estimate the second summand (4.79), we make use of the orthogonalities (4.6) and (4.7))
of the Chebyshev polynomials.

<E (f[mp (IN(g(.))(.))%(p)dp)); ) (E (f[up (;chxp)fw(p)dp));
: ( U Z 2 e HTZ pi)) ))é (4.80)

Jj1=0 jp=1

e3)

In (4.80]), we applied the orthogonality. Note that we introduce the lower equal relation
due to the fact that we just estimated the weighted integral over the product of two
Chebyshev polynomials by 7 and not distinguish cases, in which it actually is §

o)

2
_ WDZE (( 21{0<31<N }) le ” Z " p(kl ,,,,, kp) HCOS (]Z >)
J

i=1 k1=0 kp=0

The last step has been possible due to the fact that the errors at the nodal points are
independent and identically distributed. Knowing that e is normally distributed with
normal distribution N (0, o), we define a new random variable,

_ % " Z " (kl ,,,,, kD)HCOS <]Z )

k1=0 kp=0

As a sum of normally distributed random variables Y is normally distributed as well. In
our error estimation, we want to find a bound for (4 and we apply that Y is normally
distributed with a variance that is lower than the variance of a N/(0, Zkl 0 " Z,]xf:o "on) =

N(0, Hi:l N;oar) normal distribution. Let Y ~ N(0, Hi:l N;opr). This leads to the
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following estimate,

(g (i)

( DZ(H {°<“<N}> HNEaﬁ)é

i=1

.

% D 2
< ((QW)DZO']QM) = ((QW)D 1—[(]\7Z + 1)) oM-
i=1

J

Combining the estimates for (4.78)) and (4.79) yields the assertion. O

The complexity considerations from Theorem can be derived analogously.

Finally, let us mention that the multilevel Monte-Carlo method of Heinrich and Sin-
dambiwe, (1999)) is described for an arbitrary nodal interpolation and illustrated by a
piecewise linear interpolation. The efficiency analysis in (Heinrichl, 2001, Theorem 1)
and Theorem focuses only on the complexity of the offline phase and ignores the
complexity of the online phase. In this view, the number of nodal points of the interpola-
tion is less important. Whereas this can be appropriate for a one-dimensional parameter
space, a simple example makes clear how crucial it can become for multivariate parameter
spaces to require as few nodal points as possible to achieve a pre-specified accuracy. For
instance, when interpolating piecewise linearly on an equidistant grid in the multilevel
Monte-Carlo method of [Heinrich (2001) with L levels, 2% nodal points in each direction
are applied. For a D-dimensional parameter space, this results in 2X° nodal points. For
L =10 and D = 2, this results in more than 1 million nodal points. In this case, the
online cost is in the range of the cost of a Monte-Carlo simulation, which makes the inter-
polation redundant. Applying Chebyshev polynomial interpolation, a small number of
nodal points such as 7, as shown in Section suffices for the Chebyshev interpolation
method to obtain an appropriate accuracy. In this case, the total number of nodes is
49 for the tensorized Chebyshev interpolation in two dimensions. Thus, the online cost
outperforms Monte-Carlo significantly.

This highlights the fact that the choice of the interpolation method is crucial. One
promising idea is to combine the Chebyshev interpolation with multilevel Monte-Carlo.
To do so, a hierarchically structured interpolation is essential. This can be achieved by
setting the degree of the Chebyshev interpolations to 2" N, where | = 1,..., L denotes
the level.

121



4 Chebyshev Polynomial Interpolation Method
4.5 Conclusion and Outlook

We have applied the Chebyshev method to parametric option pricing. Within the scope
of European options, we defined Conditions that guarantee (sub-)exponential error
convergence. Additionally, also the numerical experiments for American, barrier and
lookback options display promising results. A theoretical error analysis for all nonlinear
pricing problems is beyond the scope of the thesis, while we are convinced that further
investigations in this direction are valuable. Regarding the pricing of American options
as optimal stopping problems, we introduce in the next chapter the dynamic Chebyshev
interpolation method. The theoretical and experimental results of our case studies show
that the method can perform considerably well when few parameters are varied. As a
consequence, we recommend the interpolation method for this case and also when solely
the strike of a plain vanilla option is varied and fast Fourier methods are available.
For calibration purposes for example, strikes are not given in a discrete logarithmic
scale, which makes an additional interpolation necessary in order to apply FFT. Here,
Chebyshev polynomials offer an attractive alternative. In particular, the maturity can
be used as supplementary free variable. Moreover, for models with a low number of
parameters, another path could be beneficial: Interpolating the objective function of
the parameters directly. Then the optimization would boil down to a minimization of
a tensorized polynomial, which could be exploited in further research. As may be seen
from |Armenti et al.| (2015]), where the Chebyshev interpolation is applied, this advantage
can also be exploited for other optimization procedures in finance for example in risk
allocation.

For higher dimensions, the curse of dimensionality occurs by using the tensorized mul-
tivariate Chebyshev interpolation. Hence, for multivariate polynomial interpolation, the
introduction of sparsity techniques promise higher efficiency, as for instance by compres-
sion techniques for tensors as reviewed by [Kolda and Bader| (2009). The high potential
of low-rank tensor methods is illustrated in a numerical example for evaluating spread
options in the bivariate Black&Scholes model, which is available online, see (Glau et al.
(2017). Moreover, Trefethen (2016) presents error analysis for multivariate polynomial
approximation.

Additionally, connecting with the idea in Figure we refer to |Galk et al.| (2016)),
who replace the Chebyshev interpolation with empirical interpolation for Fourier pricing
methods and avoid the curse of dimensionality in the parameters assuming that an only
one-dimensional underlying is given.
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with Chebyshev Interpolation

The art of doing mathematics is
finding that special case that contains
all the germs of generality.

David Hilbert

This chapter is based on |Glau et al| (2017d) and |Glau et al.| (2017V), and presents the
parts to which I provided a significant contribution.

Previously, we have seen that the Chebyshev interpolation works rather nicely for para-
metric option pricing. Focusing on American option pricing, from the theoretical perspec-
tive, statements about convergence and error decay are missing in this approach so far.
Additionally, by applying the Chebyshev interpolation in the parameter space, we have
to consider the curse of dimensionaltiy. In this chapter, we present an idea of applying
Chebyshev interpolation to dynamic programming problems. The backbone of this idea
is the reduction of dynamic programming problems to the derivation of the conditional
expectations of Chebyshev polynomials. The special case is in this case, the Chebyshev
polynomials which allow us a strict connection to the previous error analysis. As we
will see, this approach is rather general and provides a very broad framework for solving
dynamic programming problems. Furthermore, it can be extended to other polynomial
interpolation techniques, too. Additionally, the empirical interpolation approach in the
parameter space can be combined with solving a dynamic programming problem with
Chebyshev interpolation and, thus, avoid the curse of dimensionality in the parameter
space.

Now, we will introduce the Bellman-Wald equation as a specific form of dynamic pro-
gramming, illustrate how the Chebyshev interpolation can be combined with it and then
apply it to price American options. In the following, we follow the illustrations in [Peskir
and Shiryaev| (2006). Originating in Wald| (1947)), sequential analysis has been introduced
as a method with the characteristic feature that, at the beginning of the experiment, the
number of observations is not pre-specified. Here, at each stage of the experiment, the
decision to terminate depends on the results of the observation previously made. In
Bellman| (1957), the Wald-Bellman equation backward induction is applied as a dynamic
programming principle. As introduced before, American options give the option-holder
the right the exercise the option at any time up to maturity 7. In this context, the
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question arises at which time it is optimal to exercise the option. This lies in the field of
optimal stopping. We assume that the process is Markovian and first, we let the time be
discrete. We work with the setting as in Peskir and Shiryaev| (2006), a time-homogeneous
Markov chain X = (X,,)n,>0 on a filtered probability space (Q, F, (Fpn)n=0, P.) taking
values in a measurable space (X, B(X)), where B(&X) is the Borel oc—algebra on X < R,
It is assumed that the chain X starts at x under P, for z € X and that the mapping
x — Pz (F) is measurable for each F' € F.

Given a measurable function g : X — R fulfilling (with g(Xy) =0 if N = o),

E, [ sup |g(Xn)|} <o foralzelX, (5.1)

0<n<N

the following optimal stopping problem is investigated,

VN(z) = sup E.[G(X,)], (5.2)

o<r<N

where z € X and the supremum is taken over all stopping times 7 of X with respect
to (Fn)n=0. In our setting, the time horizon is finite. We focus on pricing American
options with maturity 7 < c0. We set G, = G(X,,) and thus, we can use the method
of backward induction which leads to a recursively-defined sequence of random variables

(SN )osn<n,

SN =Gy forn=N,

SN —yN=™ forn=N-1,...,0.
For 0 < n < N we consider the following stopping time,

N =inf{n <k < N:Sp =G}

As shown in (Peskir and Shiryaev, 2006, Proof of Theorem 1.7), the identity SY =
VN=7(X,) holds and we can introduce a second stopping time

T =inf{0 <n < N:X,eD,}
where we set for 0 < n < N,
D, ={xeX VN (z)=G(2)}.
This setting allows us to state the following result from |Peskir and Shiryaev, (2006]).

Proposition 5.0.1. (Peskir and Shiryaev, 2006, Theorem 1.7). Assume condition (5.1)
holds and consider the optimal stopping problem (5.2). Then the value function VN (z)
satisfies the Wald-Bellman equations

V' (x) = max{G(z), B, [V" Y X, 1)|Fn_n]} foralzekE,
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forn=1,...,N where VO = G. Moreover,
(i) The stopping time Tp is optimal in (5.2).

(ii) If T« is an optimal stopping time in (5.2)), then 7p < 7 Px — a.s. for every x in
X.

(iii) The sequence (VN""(X,))o<n<n 15 the smallest supermartingale which dominates
(G(Xn))o<n<n under P, for x € X given and fized.

(iv) The stopped sequence (VN0 (X, . ))o<n<n is a martingale under P, for every
rze k.

This illustrating introduction is for the time-homogeneous case. In (Peskir and Shiryaev,
2006, Chapter 1.1) also the time-inhomogeneous case is presented. Although our nu-
merical examples in Section [5.6] later on are for the time-homgeneous case, we formulate
our Dynamic Programming Principle for both cases. We apply a discrete time stepping
t=1t <...<tp, =T. Note that ny refers to the number of time steps we apply be-
tween t and T. For notational convenience, we indicate the value function at each time
step with subscript ¢, to directly refer to the time step t,. Additionally, we allow for an
arbitrary function f, not necessarily the maximum function at each time step to provide
a more general framework. The theoretic convergence results later on will incorporate
the Lipschitz constant of f, namely L;.

Definition 5.0.2. We consider the following Dynamic Programming Principle (DPP)
with Vi as solution,

Vr(z) = g(T, x) (5.3)
‘/Ytu (.7}) = f (g(tuvx)a E[‘/tqul (Xtu+1)|Xtu = $]) ) (5'4)

where t =t < ... <t,, =T denote the time steps.

Definition allows us to investigate general dynamic programming principles, in
which V;(z) represents the value function depending on x. This can either be the un-
derlying stock price in pricing, e.g. American options, or the wealth of an investor. In
the following, we present how Chebyshev interpolation can be applied in this setting to
simplify the derivation of the conditional expectations.
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5.1 Derivation of Conditional Expectations

In this section, we present the combination of solving a DPP and using Chebyshev poly-
nomial interpolation. Numerically, time consuming at each time step t,, t =t < ... <
tny = T is the derivation of the conditional expectation E[V;, ., (X, )| Xe, = z]. The
key idea is to reduce the derivation of the conditional expectations to derive conditional
expectations of Chebyshev polynomials. At the initial time 7" = ¢,,,., we apply tensorized
Chebyshev interpolation to the function ¢(T',z), i.e. for x € X, Vp(x) = g(T,z) ~
>, ;¢ 1 (x). Here, j is a multi-index reflecting the dimensionality of the underlying space
& and Tj is the tensorized Chebyshev polynomial. A detailed notation is given in Section
Note that at the initial time, the value function Vr(x) is equal to the function
g(T,x) and a conditional expectation has not to be derived. From the first time step
backwards in time, however, the conditional expectation has to be derived and, here,
the Chebyshev interpolation is applied. At the first time step t,,—1, the derivation
of Elg(Xy,, )| Xt,,, = z] is replaced by deriving E[Y;; cj’_]}(T/\?l(thT)ﬂthT_l = z].
In general, Chebyshev polynomials are defined for the domain [—1,1]. Therefore, the
transformations 7'/;1 as in have to be applied.

The linearity of the expectations allows us to further simplify the conditional expectation
of a sum to a sum of conditional expectations, > ; ¢; E[T; (T);l(thT))|thT_1 =z]. Up
to this point, the value function at ¢,,_1 is approximated by

‘/}/nT—l(x) ~ f ( tTLT 17 ZC_] TX Xt”T))|Xt"T 1 = ZL']) .

Moreover, we again apply a Chebyshev interpolation for the value function at time step
Vippor T herefore, | = only has to be evaluated at the specific Chebyshev nodes.
Hence, denoting with 2* = (zy,,. . ., x),,) the Chebyshev nodes, only for all nodal points
the value function at t,,_1 has to be evaluated,

thT—1(xk) ~ f <g(tnT—17TX(xk))7Zch[E(Txl(thT))|thT—1 = T/\-’(xk)]> .
J

We apply this procedure iteratively at each time step Therefore, only the conditional
expectations of the Chebyshev polynomials, E[T}(73" (X, 1)) Xt = Ta(z)], have to
be evaluated at each time step t, for each Chebyshev node zF. This complete iterative
procedure is described in detail in Algorithm [3] Moreover, if an equidistant time stepping
is applied, the conditional expectations only have to be derived once, see Algorithm
Naturally, the question arises how the conditional expectations of the Chebyshev
polynomials can be derived. Here, we present four different ways.
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Probability density function

For the derivation of E[T}(Xy,,,)|Xt, = Ta(2F)], let the density function of X for the
time ¢,41 — t, be given as pdf(x, jt,,,—¢,). Then, the conditional expectation can be
derived by solving an integral,

E[Tj(73! (Xt,41))| Xe, = T2(2")]

T1— D
L1 =Tk TpD— Tkp
- J f H :c i )) : pdf(:l?, /«Ltu_*_lftu)dl‘D . d:L‘l

Ty —Tky Ip~—Tkp 4=1

This approach is rather intuitive and easy to implement. However, this approach is
strictly connected to the availability of the probability density function and, as regards
run-times, for all nodal points =¥ a D—dimensional integral has to be solved.

Fourier Transformation

An alternative approach, especially for cases in which the probability density function is

not given explicitly, e.g. for the Merton model, is the Fourier transform. We illustrate
-1

this approach in the one dimensional case and assume first that the transformation T[x 7]
1>

is not required, i.e. X =[—1,1].
We have,

Tty (1) (@) =E[T3(Xe, ) Vix, -1, X0, = 2]

u+1e

11—z
[ B @),

—1—gk

where PXtwtus1 is the distribution of the underlying process X over the time horizon
tur1 — ty. Instead of directly computing these integrals, we decide to use Parseval’s
identity, see , and use Fourier transforms. We want to express the Fourier transform
of Tj(y + z*) with the linear shift of ¥ as the Fourier transform of Tj(y). Let the
transformation H,x : y — y 4+ ¥ denote this linear transformation. Then,

k k
Tmax —L Tmax —L

1R = [ ety = [ STty
xmin_xk xmin_xk
Tmax i 7xk —i $k ~
- [ ety - e T, (5.5)
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Then, we have,

]‘_‘ti,tiJrl(Tj)(xk) :E[Tj(XtiH)ﬂ{XtiHe[mmin,wmax)}‘Xti = xk]
1 o0 . ~ —
— | e TP () de.

21 )y

PXtitin (&) denotes the characteristic function of the underlying process X. The Fourier
transform of the Chebyshev polynomials are presented in |Dominguez et al.| (2011) and
the authors also provide a Matlab implementation.

So far, we have presented the way of applying Fourier transforms to derive the conditional
expectations of the Chebyshev polynomials only for the special case X = [—1,1]. In the
following, let us assume an arbitrary interval X = [z,Z]. In this case, the affine linear
transformation 7j, 7] as in comes into play. In , this transformation has to be
considered, too. We get,

k

T—XT
ToHMO = | Tl o+ o)
T—x
First, we set y = = + 2*. This yields
z—zk . N T . .
JL_o e e = [T
z—x z
—igxk v iy -1
=e€ € Tj(T[@@] (y))dy.
x
Now, by setting z = 7'[;5] (y) and using % = FTQ, we get,

r—z

2

dz.

T 1
elﬁ;pkf elﬁyT](T[;}E] (y))dy _ ezgxkf 1 ez£‘r@’i](z)1}(2’)

T

Plugging-in the definition of 7, 7 results in,

Tr—x Tr—x

1 1 T—x L T—T
e—zga;kJ 1 eng[Lj](z)Tj(z) 5 Zdy = e—ZExkf 1 ezf(w—f)ezﬁTsz(z) 5 = dz

S 1
= it i@ ;z J 6i§%z71j(z)dz.
-1

Denoting with & = %5, we get,
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Truncated moments

In this approach, we use that each one dimensional Chebyshev polynomial can be repre-
sented as a sum of monomials, i.e.

J
= Z al:cl, jeN.
1=0

The coefficients a;, [ = 0, ..., j, see (4.2)), can easily be derived using the chebfun function
poly(), Driscoll et al (2014) Then, if the one dimensional Chebyshev polynomials are

given as Tj, (z;) = D' a; lx i=1,...,D, we can express
D D Ji
H T, 7] 7)) = H (Z ai,l(T[;i 7] ) Zaqxq (5.6)
i=1 i=1 \I=0
h - -1 ;. — TT1° 4. d 2?7 = T1P . (+#! )i
where ¢ = (q1,--,qp), ¢ = 1, ji; ag = [[i2) tig and 27 = Hi:1<7[£im]xl) :

Therefore, in order to determine

D

HTJz (T[;Zl,f,] (Xi:tqul))’Xtu = TX(xk)] ) (5.7)

i=1

E

we derive the expectations

B[t o Xt e 15 (X2 X, = ()] (5.8)

for the products of monomials and use to assemble the expectation . So, the
problem of the conditional expectations has been reduced to deriving moments. However,
the Chebyshev polynomials do only have support on the compact domain X’. Therefore,
we actually need to derive truncated moments, i.e. an indicator function has to be

added,

—1 Ji . Ll = k
E T[Ql,fl](letu-H) T[&p,fD] Dtu+1 H X1, 41€ IZ,(D1]|Xtu —Tx(l' )] .

For the normal distribution, Kan and Robotti (2016 present results for the multivari-
ate truncated moments and also provide a Matlab implementation. We will use this
result later in the application section to determine option prices in the one dimensional
Black&Scholes setting, see Section
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Monte-Carlo simulation

Lastly, especially in cases for which neither a probability density function, nor a char-
acteristic function of the underlying process is given, the Monte-Carlo simulation as
described in is possible. The CEV model is one example of a model which has

neither a probability density, nor a characteristic function in closed-form.

5.2 Dynamic Chebyshev in the Case of Analyticity

In the previous section, we presented several ways to derive the conditional expectations.
Now, we focus on the algorithmic structure to solve the DPP —. The key idea
is that, in either stochastic control problems or numerical option pricing schemes, an
iterative time stepping scheme is necessary and, in this thesis, we make use of the ap-
proximation of the specific target function as a Chebyshev polynomial. This significantly
simplifies the iterative procedure:

e The derivation of conditional expectations is reduced to the derivation of condi-
tional expectations of Chebyshev polynomials.

e The conditional expectations have to be determined for a relatively small number
of nodal points of the interpolation compared to a (fine) space grid.

e In each time step, only the Chebyshev coefficients have to be saved. At ¢t = 0
the pricing of the derivative is reduced to an evaluation of a polynomial. This is
especially beneficial when the price has to be determined for a variety of underlying
values S.

e As illustrated in Section [£.2.1] the Chebyshev interpolation also interpolates the
partial derivatives. Therefore, by just deriving the derivatives of the Chebyshev
polynomial, the Greeks Delta and Gamma are computed with hardly any additional
computational effort and especially no computational costs in the iterative scheme.

e In the so-called preparation/precomputation step, the conditional expectations of
the Chebyshev polynomials are taken. Thus, in the time stepping scheme several
different option types and payoffs can easily be evaluated quickly, because the
conditional expectations are not tailored to a specific payoff.

Later on, we will introduce a splitting of the domain X at each time step as, clearly,
then the conditional expectations cannot be completely derived in the precomputation
step.
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5.2.1 Description of Algorithms

In the following, let the underlying process X be a stochastic process with state space R?
and let two functions be given as f : Rx R — R and g : [0,7] x R? — R. The function g
will determine the initial condition at time 7" and enable the start of the iterative scheme.
The function f determines the value of the value function at each time step t,, V4, (),

Algorithm 3 General algorithm

1: procedure PREPARATION STEP

2: Fix an interval X = [z,,Z1] X ... X [2p, Tp] for the interpolation

3: Fix Ny, ..., Np as the number of nodal points of the Chebyshev interpolation in
each dimension

4: Determine nodal points zF = (Tkys - -+ Ty) With zF = cos (ﬂ'%) for k;
0,...,N;and i = 1,..., D, set y* = 7y (a*)

5: Denote with 7T the Chebyshev polynomial for all j € J with j = (j1,...,jp), ji =

0,...,V
Set up time stepping 0 = t1,...,tp, =T
Forall je J, forallt,, u=0,...,np—1, forall k = (k1,...,kp), ki =0,...,N;
Compute I't, 1, (Tj>(yk) = E[]}(Til(Xtqul)”Xtu = yk]

: procedure INITIAL TIME T’

10:  Pr(y*) = g(T,y" ) k= (ki,...,kp), ki =0,..., N, derive

11: c;i(T) = (HZD 1 M) Zkl 0” .. 'ZZJD:O NPT(yk) l—[lpzl cos (jm%)

12: Obtain Chebyshev interpolation of Pr(z) = ;¢ ; ¢;(T)T}(x)

13: procedure ITERATIVE TIME STEPPING FROM ty41 — ty, u=ny—1,...,1

14: Given Chebyshev interpolation of Py, (z) = >, ¢j(tus) Ty (T (2))

15: Derivation of P, (y*), k = (k1,...,kp), ki =0,..., N; at the nodal points

16: for k = (k‘l,.. kD) ki=0,...,N;

T P) = F(9(t ) Bl P (X)X, = o)

(y (X0, I, = 0]

6
7
8:
9

18 P, (y") = f(9(tu, ¥¥), Xjes ¢ (tur) E[Tj (75

0 P(y) = Flgta ), oo ot Tro e (1))
20: end

21: Derive

D Lio< Z<N } " N " D . .
220 ¢j(ty) = (Hi 2 )Zkl S0 Zkpo Pra (@) T2 cos (3’”%)
23: Obtain Chebyshev 1nterpolat10n of P, (¥) = ;e ¢ (tu) Ty (T3 ()

24: procedure DERIVING THE SOLUTION AT t = ()
25 Po(x) = Yjes ¢ (0)T5(1% " (2))

Algorithm [3] can be simplified, if X is a Markov process with stationary increments and
an equidistant time stepping scheme is used. In the preparation step, the derivation of
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the conditional expectations has to be done once and not for each time step individually
as Algorithm [4] shows.

Algorithm 4 Simplified algorithm for equidistant time stepping and a Markov process
with stationary increments

1: procedure PREPARATION STEP

2: Replace in Algorithm [3| Lines 6-8 with:

3 Set up equidistant time stepping 0 = t1,...,ty, =T

4: For all j = (jl,...,jD), J1=0,...,N;, for all k = (k‘l,...,k‘D), k=0,...,V;
5 Compute Tac(Ty)(5) = BTy (7! (X, )Xt = 4]

6: procedure ITERATIVE TIME STEPPING FROM ty4+1 — ty, u=np—1,...,1
7: Replace in Algorithm [3] Line 19 with:
8 P, (") = F(9(tu, v"), Xje s ¢ (tur)Tae(T5) (y*))

5.2.2 Error Analysis

In this section, we analyze the error of the pricing scheme as described in Algorithm [3]
First, we assume that the function only has support on X. As illustrated in Algorithm
P, (x) denotes the dynamic Chebyshev interpolation of V;, (z).

Remark 5.2.1. The error analysis in the following is connected to the error of the
tensorized Chebyshev interpolation. In Theorem we present our improved error
bound. During the iterative time stepping procedure, this error bound will be applied at
every time step. Therefore, we introduce a new notation

a(o,N,D,V) := min{a(o,N,D,V),b(o, N,D,V)} (5.9)

where, denoting by Sp the symmetric group on D elements,

a(o,N,D,V) = Z4V 20 et 20 -1
) b ) _ k_l 9
€5p ; i Qo 1 [T (- gal(].))

1
2
b(o.N.D,V) =251V (Z o H 1_g )
J

Note that in addition to the statement in Theorem|4.2.1(, a(o, N, D,V') and b(o, N, D, V)
are here also functions of the bound V' of the interpolated function on the corresponding
Bernstein ellipse.
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Additionally, for notational ease we introduce

D
Cpn =2 (Vi +1). (5.10)
i=1
Theorem 5.2.2. Let a Dynamic Programming Principle be given as in ) and .
Given a time steppingt = t1 < ... < tp, =T, let X 3z — V;, (x) be a real valued
function that has an analytic extension to a generalized Bernstein ellipse B(X, o, ) with
parameter vector o5, € (1,0)P and SUDgeB(X,01,) | Veu (@) < My, foru = 1,....nr.
Furthermore, let f: R x R — R be continuous.
Then, by applying Algorithm @ the resulting solution Py, (x) converges to the solution
Vi, (z) for min;—;  p N; — o0. Furthermore, the approxzimation error at time t, is given
by

ma)gc |‘/tu(33‘) — Ptu(l')| < OK(Qtu,N,D,Mtu) + CD,NFtu =!Et,, (511)
xTe

where Cp n as in (5.10)), a(os,, N, D, My,) as in (5.9) and

Proof. By constructing the error bound, we follow Algorithm [3| and construct the error
bound recursively. At the initial time step, ¢, =T, B, . is the Chebyshev interpolation
of (T, z) = Vp(z). From Theorem [4.2.10, we see that the interpolation error is bounded
by

1’;168‘53(|VT( ) PtnT(x” < a(@tnTvNa-DthnT)‘

Now we consider the step from ¢, — t,,—1. At this step, we interpolate the function
Vinp—y with P, . Unlike as in the initial time step, here we have to consider distor-
tions at the nodal points of the Chebyshev interpolation. We use the interpolation from
the previous time step P, instead of the true value function V, _, to evaluate the
conditional expectations,

E[Vi,, (X, )X, = 7x(2")] ~ E[P,, (thT)|thT , = 7x(2")]

= 2 Citny EITj (3 (Xt M X,y = Tae(")].
jed

Therefore, a second error source is added. We define the error at the nodal points as
k k
max [V, (Tx(27)) = Prps (T2 (27)| =2 F,p s

Note that F,. depends on the error at the previous time step and also on the function
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f from the DPP (j5.3))-(5.4). Now, following Remark yields,

g}g\){( ’%nT—l (z) — PtnT—1 (z)] < a(gtnT—l N, D, MtnT—l) + CDyNFtnT—17

with Cp n as in (5.10)).

We denote the overall error bound at ¢,,,—1 with

€t = O‘(QtnT—lvN7DaMtnT71) + C’D,NF;E

np—1 np—1°

This procedure can be applied iteratively through the time stepping of Algorithm [3] At
the time step t,1+1 — t4, the distortion at the nodal points between the value function and
Py, Ft,(f,€ty,r), is derived using €, ,,. Then, the overall error bound at ¢, is again
a combination of the Chebyshev interpolation error a(gy,, N, D, My,) and an additional
error term driven by the distortion at the nodal points, i.e.

et, = a(ot,, N, D, M)+ Cp NF,.

Thus, the recursive nature of the error is hidden in the distortion term F},. The con-
tinuity of the function f yields F;, — 0 with increasing N. Due to the convergence
of P, ., (z) to V4., (), the conditional expectation E[P;,,,(Xt,,,)|Xt, = Tx(xF)] con-
verges to E[V;,,, (Xt,,,)|Xt, = Tx(2*)] by the dominated convergence theorem applying
the bound ¢4,. The continuity of f then yields

£ (90t T @), BIPr, 1 (X)X, = (b))

= f (9t T (@), B[Vey s (X )| Xe, = 7(ab)])

The error of the Chebyshev interpolation «a(gy,, N, D, My, ) decreases exponentially. Con-
cluding, with increasing N, the overall error bound ¢;, — O forall u = 1,...,n7. [

Remark 5.2.3. Assume that in the setting of Theorem[5.2.3, the conditional expectations
E[Tj(to" (Xt )| X1, = Ta(z®)] cannot be derived evactly - due to the used evaluation
technique, e.qg. Monte-Carlo methods, an additional error is made. Let this error bounded
by a constant 6. We assume that in , the recursive error reflecting this & can be
incorporated such that

F) = F, +h(J).

Here, F;, denotes the error assuming the conditional expectations can be evaluated ex-
actly.

Corollary 5.2.4. Let the setting be as in Theorem [5.2.4 Furthermore, let f be Lips-
chitz continuous with constant Ly. The approzimation Py, from Algorithm @ converges
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exponentially to the solution V;, and the error is bounded by
nroo. )
.= 3, Ch AL} aloy, N.D. M) (519
j=u
Proof. The function f is Lipschitz continuous,
[f(@1, 1) = fla2,y2)] < Ly(lo — 2] + [y — y2)).
In this case, we can calculate an upper bound for the distortion error in .
Fy, = max |V, (rx(a®)) = Py, (12 (a"))]
= max|f <g(tu, T2 (2%), B[Py, (Xt X, = Tx(w’“ﬂ)
— (9t @), BV, (X1) Ko, = 7(ah)]) |
< max Ly ([g(tu, 7 (@) = g(t, T (ah))
B (X)X, = 72(@8)] = EVi (X1 X, = 7(ab)]))
- m]?fo(’E[PtuH(th) Vi, (Xe )IX0, = Tx(frk)]D
< m]?fo(’E[etuH\Xtu = TX(Z‘k)]D
=Lf €t,q-
This results in
= a(ot,,N,D,M;,) + Cp nLyeq,, -

&t

u

By induction, we now show (5.13)). For u = np we have

Enp = a(@tnT ) Nv Da MtnT) = Z C%)j;\)}TLljfinTa(Qtj ) Na Da Mtj)‘

j=nr

We assume that for ny,...,u + 1 equation ((5.13)) holds. Then, we obtain for the error
&t

u

Ety, = a(gtuv Na Da Mtu) + CD,NLfStu+1

nT . .
= a(@tua N, D, Mtu) + CDyNLf Z C]DT](\ZU+1)LZC_(U+1)05(Qtj N, D, Mtj)
Jj=u+1

= a(gtu’N7D7Mtu) + Z C]DT;\LTL‘]fiua(QtijvDaMtj)
j=u+l1
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This can be expressed as

e, = Y, Ch NI "alar,, N, D, My,). (5.14)
Jj=u

The error bound ([5.9)) then yields

~Dnr N

er, SCN" 7o, (5.15)

where N = max N;;, N = min N; and ¢ = min minj<;<p 0i¢t,.- The error bound
1<i<D 1<i<D = I<jsnr ™

consists of a polynomial term increasing in IV and an exponentially decaying term in N.

Overall, due to ¢ > 1 the exponential decaying behaviour dominates. O

Remark 5.2.5. Assume that in the framework of Corollary[5.2.4] we have for the solu-
tions Vi, a constant parameter vector 1 < o < g, and a constant bound M = My, for all
w=1,...,np. Furthermore, let N = N; fori=1,...,D. In this case, the error bound

(5.14) can be written as

nr

er, = a(o,N,D,M) > (2P(N + 1)P) L.

J=u

Although the dynamic Chebyshev framework offers a variety of applications, our first
motivation has been the pricing of American option. By determining the price of an
American option via solving the DPP, a time discretization is applied. Obviously in this
case, we would rather have a Bermudan option with exercise dates exactly matching the
applied discrete time stepping scheme. Therefore, we are theoretically interested in the
error behaviour for np — 0.

Remark 5.2.6. Assume we are in the setup of Corollary[5.2.7] and Remark[5.2.5. If we
let N and nt go to infinity, we have to make sure that the error bound goes to zero. The
following conditions on the relation between np and N ensure convergence

log(¢) N
STD log(N)

Remark 5.2.7. In many applications, we need f of the DPP (5.3) and (5.4) to be the
maximum function (z,y) — max{x,y}. This function is, of course, Lipschitz continuous
with constant 1 and thus, we are in the framework of Corollary[5.2.4.

The assumption of an analytic value function is relatively strong. So far, our error
analysis is based on analytic value functions. In Section [£.2.I] we especially took an
additional look at differentiable functions. This can be applied similarly at this point
here, too, and will also be shown in |Glau et al| (2017b)). In the following, we present
a different approach, splitting. Often the analyticity assumption is not satisfied on the
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complete domain X due to a few points. The idea now is to split the domain accordingly
at these specific points into sub-domains in which the analyticity assumption holds.

5.3 Solutions for Kinks and Discontinuities

In this section, we pose solutions for the case when the mapping = — V;, (x) is not
analytic a time step t,. First, we present the idea of splitting the domain and second,
the concept of applying mollifiers.

5.3.1 Splitting of the Domain

Given a time stepping t = t; < ... < t,,, = T, in some applications X 3 z — V;, ()
might not be analytic or differentiable on the complete domain X'. For instance, the payoff
of a call or a put option, in the one dimensional case, at maturity has a kink at the strike
K and is therefore not analytic in the domain [z, 7] with z < K < Z. In this section, we
present the idea of splitting the hyperrectangular domain X' = [z,,Z1] X ... X [zp,ZTp] in
several sub-domains, such that, on each sub-domain, the function itself is again analytic
or differentiable and we can apply the theory presented above. Therefore, we split at

each time step t,, each one dimensional interval [z;,Z;], ¢ = 1,...,D in ¢+, intervals
such that [z;,7;] = ?z’tf [gitu’f‘g,tu] with 7, = ]jl, j =1,...,¢; — 1 and thus,
;h T (gitu,fitu) = . In this way, we can express X at each time step ¢, in the

following way,
q1,tq, ) ] ap,t
A O PRE PHESE U T Tho, ) (5.16)
J=1 j=1

Hence, instead of one multivariate Chebyshev interpolation, we apply Hl’i 1 9i,t, multi-
variate Chebyshev interpolations at ¢, on smaller intervals on which the function is of
higher regularity and in this sense behaves better. The striking advantage behind this
idea is that, in general, less interpolation nodes are required on all of the small intervals
together than for one interpolation over the whole interval. For notational ease in the
following theorem, we express the space X’ at ¢, from with @y, = Hi’il i t, s,

Qty
. Mt (1) —higy hpty () Doty (1l
X = U X1, with A, = [:L‘lltt“() :L‘l’lt’ft“()] X ... X [xDDt;“() xDDti“()], (5.17)
=1

where h;, (1) € {1,..., i, } is such that h;; (1) = 1fori =1,...,D and VIl > 1 and
Vu=1,...,01—13de{1,...,D} : hgy,(l) # hq(u). First, we introduce Theorem
for the interpolation at one fixed time point, before the extension to the time stepping

scheme is applied in Theorem [5.3.4]
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Theorem 5.3.1. Let X 3 X — g(x) be a real valued function and with Q := Hi’il qi let
N hi(l) —hi(l hp(l) —hp(l
X — Ule with X; = [£11()7f11()] < x [QDD()’jDD()].
=1

We will denote this partition of X as X9 = {X1,....,Xg}. Forl =1,...,Q, let g’Xl
have an analytic extension to a generalized Bernstein ellipse B(Xj, 0;) with parameter
vector o € (1,00)P and SUDgeB(x,0) [9(2)] < M. Assume that the distortion error

for all Chebyshev nodes xF1.0--%0.) e X; is bounded by g, We define the interpolation
resulting by the Chebyshev polynomial interpolation on each interval X;, i =1,...,Q, in
the following way,

Lys(g( (@) = D Iny(gly (D) (@)1 ().
I=1,...,Q

Note that we indicate the interpolation of the function g on the complete domain X with
N* to depict the splitting concept. Then

N

mase [g() — Lys (9() ()

D
N;, D, M) + 2Pz N; +1).
12852,)06(@[, 1y L/, l) + glg( it )

Proof. Let x € X. If x € A}, then the function g; := g{ x, satisfies the assumptions from
Remark with M; and the generalized Bernstein ellipse B(A}, ¢;). This yields

max }gl(x) — Iy, (Ql())($)|

.CEEX[
D
< a(glthDle) + 2D5[ H(Ni,l + ]-)
i=1

From maxgex |g(z) — Ispx (9()) ()| < maxi<i<@ maxzey, |gi(x) — In,(9:(+)) ()| the asser-
tion follows directly. O

In the following, we use the result from Theorem [5.3.1] to determine the error applying
Algorithm [3| considering the splitting of X in several sub-domains, i.e. applying on each
sub-domain a Chebyshev interpolation. Note that, in this case, we allow the splitting
of the domain X at each time step t, into sub-domains as in and that, between
different time steps, the number of sub-domains may change. Additionally, we allow
the use of different numbers of nodal points in the Chebyshev interpolations N;; =
(Nigtys---»Npit,) at each time step ¢, and on each sub-interval. We introduce the

additional notation V;;, =V}, ’ X, First, we illustrate the dynamic Chebyshev scheme
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with splitting in Algorithm [5] for the one dimensional case and two intervals. Then, the
error convergence is investigated in Theorem [5.3.4

Remark 5.3.2. For the example of pricing American put options, at maturity T, the
kink is obviously given at the money. Thus, we can split the interval into [z,T] = [z, K]u
[K,Z] and, for the first time step, we preserve analyticity. In all the other time steps,
we take the maximum of the payoff function and the conditional expectation as value
of the value function. We know that, for instance, the put payoff is analytic on the
domain [z, K| and that the conditional expectation is analytic in general, see Gafs et al.
(2016). Thus, by taking the mazimum at each time step to determine the value of the
value function, this maximum has a splitting point & in the domain [z, K]. In this
application, only one splitting point exists at each time t, because the function g(t,,x)
and the conditional expectation are both monotonically decreasing functions in x and for
x = x the function g(ty,xz) is greater than the conditional expectation and for x =T vice
versa. For the second time step, we therefore split the interval into [z,T| = [z, Z| U [Z,T].
More iteratively, at each time t,, we determine a splitting point 2+, and split the domain
[z, 7] into [z, T4, ] U [Ft,,Z]. Of course, on both sub-domains Chebyshev interpolations
are then applied. In our implementation, we use the Matlab function fzero to find at time
step ty the root of yo — g(tu,yo) — E[Pr, ., (Xtu1)| Xt, = o] in order to determine the
splitting point. Fven more tailored to the example of a put payoff is the application of
a Newton’s method as in |Fang and Qosterlee (2009). A more general algorithm to find
splitting points is presented in|Pachon| (2016). He implemented a splitting algorithm into
the chebfun package that finds the splitting points of arbitrary functions and is not limited
to one splitting point in a domain, which is already known in advance.

Remark 5.3.3. Although we can preserve analyticity via splitting, one has to keep in
mind that regarding convergence, analyticity is only beneficial when the corresponding
radius o of the corresponding Bernstein ellipse is noticeably larger than 1. In numerical
test, see |Gaf et al. (2016), we observed that the choice of the parameter domain is
important. For very short-dated option, the radius of the Bernstein ellipse converged
almost to 1 and thus, the error decay only occurred at a very slow rate.
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Algorithm 5 Algorithm [3| with splitting at each time step for an American put option

1: procedure PRE-COMPUTATION STEP

2: Fix an interval [z, Z] for the space of the underlying

3: Fix Ny and Ns as the number of nodal points of the Chebyshev interpolations on
the domains [z, Z] and [Z, 7]

4: Determine nodal points z¥ = cos <7TN ) for k =0,...,N; and o5 = cos (7rN%>
for k=0,...,Ns

5 Set up time stepping 0 = t1,...,tp, =T

6: procedure INITIAL TIME T'

7 Set Zp = K, split interval [z, Z] into [z, Z7] and [Z7,T]

8 Set yF = Tlair] (2%) and y§ = Tl 7] (z%)

9: Apply Chebyshev interpolation on both intervals

10: Pr(y¥) = g(T,y¥), k=1: Nl, derive

1 e (T) = (M#) rto Pr(yr)cos (Jﬂ/\?)

12: Pr(y%) = g(T,y%), k=1: Ng, derive

2" {0<jg <N} k

13: €25, (T) = (T) k— 0 PT(?JQ) COS (]27TN )

14: Obtain Chebyshev interpolation

15 Pr(@) = SN g (DT (1 1(2) - L () + SN2 con (DT (150 (@) -
1z, 7 (z)

16: procedure ITERATIVE TIME STEPPING FROM ty4+1 — ty, u=ny—1,...,1

17: Define functions in dependence on g to determine the splitting point

18: E[Ptu+1 (Xtu+1>’Xtu = yO] =

19: Zé\lflo €L (tqul)E[le (T[;}jtuﬂ] (Xtu+1)) ) ]l[g,:ﬁtuﬂ]( tu+1)|Xtu = yo]

20 FEN e (s )BT O (X)) i ) (X)X, = 0]
21: Determine splitting point

22: Find &, as root of yo — g(ti,y0) — E[Pr, 1 (Xtyi1)| Xt = y0)

23: Split interval into [z, Z¢, ]| and [Z4,, T]

24: Set ylf = T[%ftu](xlf) and y§ = T[#,, & ](1372“)

25: Apply Chebyshev interpolation on both intervals
26: P, (y¥) = g(tu,y?), k=1: Ny, derive

o7 enp(t) = (PR S0 R (0) cos (ur )

28 P, (v5) = E[Pr,., (Xt,.)| X1, = ¥5], k= 1: Ny, derive

2 eaglty) = (FUR) 02 P (u) cos (on s )

30: Obtain Chebyshev interpolation

3L P, (x) = ;\17 0 €L (ta) Ty (T[;,ljtu](x)) Apz,,1(®)

32: + Zp:o c2.j, (tu)Tjy (T[;_gtlu 7] (z)) - Lz, 7(z)

33: procedure DERIVING THE SOLUTION AT T=0

s Po(a) = Vg iy 0T (715, 1(0)  Tpmag)(2) + SN2 e (0T, (750 ()
]1[5:0,5] ()
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Theorem 5.3.4. Let a Dynamic Programming Principle be given as in ) and .
Gwen a time steppingt = t1 < ... < ty, = T, let at each time step t, X be given as
m such that for each | and t,, X4, 3 x — Vi, () is a real valued function that
has an analytic extension to a generalized Bernstein ellipse B(X) 4, , o1.t,) with parameter
vector gy, € (1,00)P and SUPeB(X,010,) | Vit (@) < Mg, for k =1,... ,np. Further,
let f:R xR — R be Lipschitz continuous with constant L.
Then, by applying Algorithm @ on the splitted intervals, the resulting solution Py, (x)
converges to the solution Vi, (x) for Ny, — 0, i =1,...,D. Furthermore, with Cp y =
P TR (N;i +1) and Qp, = T2, i, the approzimation error at time t, is given by
nr

Jj—u J—u
max Vi, () — P, (2)] < e, = ) L4 max Oy, @0t ;s Nigy, D, My, ), (5.18)

i—u 1<Z<Qt]—
and decays exponentially.

Proof. Similar to the proof of Theorem at the inital time ¢,, = T, we apply
Theorem [5.3.1] with & = 0 resulting in,

ma'X|VT( ) PtnT (l‘)| < max a(gl,tnT’Nl,tnT7D7Ml,tnT)‘

reX l=1,...7QtnT

Due to the Lipschitz-continuity of f, in the setting of Corollary we know that with

Cp,n as in (.10,

max a(gl,tnT,17Nl,tnT,17D7Mlt

E =
tanl léngtnT71 5 nT*I)

+ Lf max CD,letnTa(Ql,tnTaNl,tnTaDaMl,tnT)‘

1<I<Qtp

With a similar induction as in the proof of Corollary it follows for the error at t,,

nr
_ j—k j—k
e = 21 g O, e Niss D M)

1<Z$Qt]-
~Dnp _
<SON "o
where
N = max max max Nllt N = min mm min Nllt
Isisnri<i<II2 | ¢, 4 IESA Y Isisnr1<<II2 | ¢, 4 1<i<D
0= min min min g4

1<]<TLT 1<Z<H7, 1ta 1<i<D

The error bound consists of a term increasing polynomially in N and a term that decays
exponentially in N. Overall, due to ¢ > 1, the exponential decaying behaviour dominates.
O
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5 Dynamic Programming Framework with Chebyshev Interpolation

In Algorithm [6] we present for an equidistant time stepping and a Markov process with
stationary increments a simplified version of the splitting applied in Algorithm [5| Here,
only at the strike of the option a splitting is applied. Thus, a pre-computation of the
conditional expectations is possible.

Algorithm 6 Fixed splitting at the strike K, simplified version of Algorithm [5] for
equidistant time stepping and a Markov process with stationary increments
1: procedure PRE-COMPUTATION STEP
2: Fix an interval [z, T] for the space of the underlying, set & = log(K)
3: Fix N1 and Ny as number of nodal points of the Chebyshev interpolations on the
domains [z, Z] and [z, T]

4: Determine nodal points z¥ = cos (7TN ) for k = 0,...,N; and o5 = cos (7’[’1\%)

for k=0,...,No, set yb = [Ix](wlf) and y§ = Tx ( ]2““)
Set up equidistant time stepping 0 = t1,...,ty. =T
For j1 =1,...,N; and for £ =0,..., Ny,
compute TA, (T5,) (vF) := B[Tj, (77, 5 ( Xty )21 (Xt )| Xty o = 0]
For jo =1,...,Ng and for k =0,..., No,
compute T%,(Ty,) () = E[T (riz (Xo, sz (X )| Xy, = 98]
10: procedure INITIAL TIME T

11: Apply Chebyshev interpolation on both intervals, ¢ = 1,2
12: PT(yf) = g(T, yl) k =1:N;, derive

3 e (T) = (ZUE) S Pr(h) cos (jim )

14: Obtain Chebyshev interpolation

15: Pr(z) = Zj\lh 01,41 (T)Tj1 (T[;}j](x)) ) ]l[g,:?:] (z) + Z;\;Q:U €2,52 (T)TjQ(T[_j’lf] (2)) -
]l[g%,f](x>

16: procedure ITERATIVE TIME STEPPING FROM t,41 — ty, u=ny—1,...,1

17: Apply Chebyshev interpolation on both intervals, ¢ = 1,2,

18: Py, (yf) = f(g(tu, y}), ZN 0 Civn (tus)TE, sy () (), k=1 Ny, derive

19 cagi(ty) = (Z“ﬁ”v—w)zk o Puu () cos (jim &)

20: Obtain Chebyshev interpolation

2k P(e) = Sy en ()T (5 (@) - Lay(@) + SN ea (6T (i () -
T(z.7 ()

22: procedure DERIVING THE SOLUTION AT T=0

23: Py(r) = 5\1[1=0 Cl»jl(o)le (T[;,lf](l‘)) ) ]I[Li](x) + 25\2[2:0 CQ»jz(O)zyz(T[;g}f](J:)) :
13,7 ()
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5.3.2 Mollifier to the Function g(t,x)

In the previous section, we have presented the idea of splitting the domain in several
sub-domains, if the mapping X 3 = — V,, (x) is not analytic on the whole domain.
However, if in after each time step, a different splitting of the domain is necessary, the
key idea of pre-computing the conditional expectations once as illustrated in Algorithm [4]
is not possible. Different splitting of the domain leads to different integration bounds for
the conditional expectations. Therefore, at each time step, the conditional expectations
have to be re-evaluated. This may reduce the run-time, especially if the derivation of the
conditional expectation is rather costly. In this section, we present a different approach.
Often, the necessity of splitting results from the fact that the function g is not analytic.
For the DPP (5.3) and , we illustrate this idea with the example of pricing options. In
option pricing, there is usually the kink in the hockey-stick-like payoff function. Our idea
is to slightly smooth the payoff function g. In the case of an American put option, we will
replace the payoff function (7, z) — ¢(T,x) = max{K — e*,0} with a function (T, z) —
g(T,x). This function §(7T,x) a real valued function that has an analytic extension to
a generalized Bernstein ellipse with an appropriate parameter vector ge(1,0)”. Then,
we apply Algorithm [4] Here, our idea is to replace the payoff function ¢(T,z) with the
Black&Scholes price for a European put with a maturity matching the first time step.
In the following theorem, we analyze how the error ¢, := maxzex{g(T,z) — §(T,x)}
propagates.

Theorem 5.3.5. Let the setting be as in Theorem [5.2.2.  Further, let f be Lipschitz
continuous with constant Ly. Let the function g(t,z) be approzimated by a real valued
function g(t,x) that has an analytic extension to a generalized Bernstein ellipse with an
appropriate parameter vector pe(1,00)P and let 4 := maxzex{g(T,z) — §(T,z)}. Then,
the approzimation Py, from Algom'thm@ converges to the solution V;,, if e, — 0, and the
error is bounded by

nr ) ) nrt . .
St = Z Cg’;\ﬁ,L?f“a(gtj,N,D,Mtj) T 2 C%)_,ZQ\L/HL?‘_UEQ‘ (5.19)

j=u Jj=u

Proof. As in the proof of Theorem [5.2.2] we first take a look at the error at the first time
step. Here, we have additionally the issue that we have a distortion at the nodal points
of the Chebyshev interpolation , which is bounded by €,. Thus, on the initial time step,
we observe the following error with Cp y = 2P TT2(N; + 1),

Iilea)‘z.(|VT(l‘) - PtnT (x)| < a(gtnT’N7 D7 MtnT) + CDzN ’ 69'

The function f is Lipschitz continuous, thus we can switch at this point into the proof
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of Corollary [5.2.4] For the error at the nodal points at time t,, Fy,, it holds,
Fy, = max |V, (rx(2")) = Pp, (ra(2"))]
< max L |g(tu, 7 (2)) = §ltus ()|
B (X)X, = 72(@8)] = EVi (X1 X, = 7(ab)]))

< max Ly (2 + [BLPr (Xtus) = Vi (K1 X, = 72()]))

< m]?fo (sg + !E[etu+1|Xtu = TX(xk)]D

=Ls-(eg+€ty,)
This yields,

et, = a(ot,, N, D, M;,) + Cp NLf(eg + €t,1)-

A similar induction as in the proof of Corollary (5.19) follows. Here, the additional
part incorporating the €, terms has to be added accordingly. For ¢, — 0, the convergence

is as in Corollary O

5.4 Alternative Approximation of General Moments in the
Pre-Computation

In this section, we will apply a slightly different approach to the dynamic Chebyshev
procedure . Consider a one dimensional setting, let X = [z,7]. Starting with the DPP
and , we again apply at time ¢,41 a Chebyshev polynomial interpolation to
the value function V; which then will be used at time ¢, to derive the conditional
expectation,

u+1)

Vi, () = max {g(tu, x), FE

N
> Cj(tqul)Tj(T[;,lf] (Xt Nx,,  efem) Xe, = 33] }
=0

N
= max {g(th)7 Z Cj(tu+1)E [Tj(T[;}E] (Xtu+1))]lXtu+1e[§,i]’Xtu = x]} :
=0

At this point, we focus on the conditional expectation, which we will evaluate at xg € X,

T—x0

E [T] (7_[;715] (Xtu+1))]leu+1€[§,§] |Xtu = $0] = J 7—‘3(7—[;,15] (1‘ + xO))pdetu_*_lftu (w)dx,

T—x0

where pdfx, ., (z) denotes the probability density function of the process X from ¢,
to ty11. Here, we apply a second Chebyshev polynomial interpolation to the probability
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density function on [z — 2, T — x¢], i.e.

M
pdfxtqul—tu (LU) ~ Z ’yi(lio)E(T[gl_IOE_zo] (x»
i=0

Usually, the probability density function has infinite support. However, due to the limits
of the integration, we only need to approximate on the bounded domain [z—z¢, T—z(] and
therefore, no additional error by truncating the domain from (—o0, 00) to [z — x¢, T — 2¢]
is made.

This yields
1 B
E [CTJ(T[QE] (Xtu+1))]1Xtu+1€[L§]|Xtu = 1’0]

T—XT( M
~ f Tj(r[;’lﬂ (z + z0)) Z ’Yi(ﬂfo)ﬂ(T[;xO@,zo] (z))dx

T—XI( M
_ f Ty(r, oy (@ + 20)) Y i(ao)To(ry Yy (@ + x0))de

T—x0

<.
o

r—x0

M T—2X0
> (o) f Ty (1,5 (% + 20)) Ty (1, 5 (2 + 0) ) da
i=0

Now, we apply the variable transformation z = T[; 715] (x + xp) and this results in,

M T—x0

Svileo) | ity o+ w0 Tl o+ o))
i=0 z—z0
A ! T—z
= Y ten) | BTE™,
=0 -1 2
r— M !
== ;0%(9;0) fl T;(2)Ti(2)dz. (5.20)
The integral over a product of Chebyshev polynomials is given by Rivlin/ (1990),
; Jl T, ()T (2)d 0 for |7 — 1] odd (5.21)
= ()T (2)dz = o :
Js 47 — [(z‘+jl)2—1 + (i_jl)Q_l] for |j — 4| even.

Combining the results yields,

_ @—z) S, NI
%u(x) max g(tu,x), 2 ch(tu+1)272(x)lj7l .

j=0 i=0
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Interestingly, the conditional expectations only have to be derived at the nodal points
x¥. This means that for each of the N + 1 nodal points a one dimensional Chebyshev
interpolation is applied to pdfx,  _,, (z) on [z — zo,T — 2o]. Note that the quantities
Zij\io ~i(z*)I;; can be derived in the pre-computation step for the nodal points z* as
long as no splitting procedure is applied in the time stepping.

Let us now switch to the multivariate setting, let X = [z,Z1] X ... X [zp,Tp]. Forx e X
consider the DPP,

Vr(z) = g(T, x) (5.22)
Vi, (@) = max{g(tu, 2), E[Vi, ;) (Xt,.0) | Xz, = 2]}, (5.23)

we again apply at time t,4+1 a D-dimensional Chebyshev polynomial interpolation to
the value function V; . Then, at ¢, we get for the conditional expectations with j =

(jla cee 7jD)7

D
Z u+1 HT {E 1.2 tu+1,i))]lXtu_'_biG[Qi,fi]|Xtu =z
=1

J
= max{ tu, ZCJ tu+1 [

Similar to the one dimensional case, we focus on deriving the conditional expectation for
zo = (zo1,...,Top) € X.

Vi, () = max{ (tu,x),

::]U

I xz tu+17i))1Xtu+1,i€[£i7§i]|Xtu = :L'] } .

=1

D
E [H T'i (T[;lel] (Xtu+1,i))]lXtu+1,ie[§i,Ti]|Xtu = $0]
=1

T1—Z01 Tp—xop D
:J f HTyz T, x@+$0z))pdfxt 1 o, (T)drp ... dry,

Z]—T01 Zp—TOD =1

where here pdfx, . ., (z) denotes the probability density function of the multivariate
process X from t, to t,41. As a next step, a second D—dimensional Chebyshev interpo-
lation is applied to the probability density function on [z, — 1,71 — z01] X ... X [2p —
zop,ZTp — Zop] , with ¢ = (q1,--.,qp),

pdfx,

u+1*t“ Z'Yq Zo 1_[ Z( [Il—xoz,xl—:cm](xi))'
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Hence, the integral can be approximated in the following way,

T1—T01 TD—T0D D 1
[ T Ty e o+ o, 0

Z1—x01 Tp—ToD =1

r1—I01 Tp— oD D .
~ J J H e, @] xl + i) Z (@ H T i(T[ﬁrzm,Eﬁxoi] (2:))dw
i=1 q %

x,—T01 Tp—ToD i=1

T1—L01 IpD—IoD D .
:Z%(xof f HTZ ] :L‘Z+x01))HTqi(T[;wx](xl—i—a;OZ))dx
q

Z;—o1 Lp—ToDp =1 i=1

)

Analogously to the one dimensional case, we apply the variable transformation to z =
(21,...,2p) with z; = T[;m](xi + xg;),for i = 1,...,D. This yields, by reducing the

D—dimensional integral to D one dimensional, integrals of the form S1_1 T, (2:) Ty, (2i)dz;

T1—T01 Zp—zop D
Z'yq(:ro) J . f H T, (7 2, asz + x0;))
q

Ty —x01 ILp—TOD =1

H’L’i TZ _£7/ T1—201 TpD—LoD D
_ gipzqu(xo) y 117 H L. (z)dzp ...do
D—

.TUZ + x0;))dx

||:]u

T —T01 Tp—TOD =1 i=1
= 1 D—-1 1
1 i &
o w j (17 [ 7t

=1

{ J TJD(ZD)TqD(zD)dzD] dzp_1...dz

= %Z%(wo) f f H Tj, (i) H T4 (2) Ljp,gpl dzp—1 ... d=1
i=1
1 1 D-2 D—2 1
f . J 1 [17G) [ ] Talzi) U 1 Tle(ZD—l)TqD1(2D—1)dZD—1] dzp—z...dz
L) M | _

o
Combining the results yields, with K(X) := %,

D
Vi, (r) = max {g ty, ), ch tu+1) qu Hlji,%‘} .
i=1

147



5 Dynamic Programming Framework with Chebyshev Interpolation

Algorithm 7 Dynamic Chebyshev with alternative approximation of general moments
in the Pre-Computation

1: procedure PRE-COMPUTATION STEP
2: Fix an interval X = [z;,Z1] X ... X [2p, Tp] for the interpolation
3: Fix Ny, ..., Np as the number of nodal points of the Chebyshev interpolation in
each dimension
4: Determine nodal points zF = (ks - Xy) With ki = cos (W%) for k; =
0,...,N;and i =1,...,D, set y* = 7 (zF)
5: Denote with 7T} the Chebyshev polynomial for all j € J with j = (j1,...,Jp), ji =
0,...,V
6: Add in the pre-computation step of Algorithm [3| the Chebyshev interpolation of
the density function
T pdfx, (@)~ Do vi@o) T o (@)
: Set up time stepping 0 = t1,...,tp, =T
: Forall je J, forallt,, u=0,...,np—1, forall k = (k1,...,kp), ki =0,...,N;
10: Compute I'y, 1, (Tj)(y*) := B[Tj(m3" (Xt,,1))| Xe, = ¥¥] as in (5.20), (5.21).
11: Apply the procedures Initial Time T, Iterative Time Stepping and Deriving the So-
lution as in Algorithm [3]

Theorem 5.4.1. Let a Dynamic Programming Principle be given as in (5.22) and (5.23)).
Given a time steppingt = t1 < ... < tp, =T, let X 3 x — V; (x) be a real valued
function that has an analytic extension to a generalized Bernstein ellipse B(X, o,) with
parameter vector gy, € (1,00)" and SUPgeB(X,01,) | Veu (@) < My, for k = 1,....nr.
Additionally, let for all nodal points x* the probability density function pdetqutu (x) on

X(2%) =[xy — 2p,,T1 — k)| X ... X [Zp — Thp, TD — Tk, | have an analytic extension to
a generalized Bernstein ellipse B(X (x*), 0paf) with parameter vector gpqr € (1,00)P and
SUPe B(X (), 0pqr) [PY X,y 41—t (2)] < Mpay-

Then, by applying Algorithm @ the resulting solution P, (x) converges to the solution
Vi, (x) for N; — o0, i =1,..., D and the error is bounded by

nr D
Etu = Z C]DT]’I\/L[OK(QtjaN,D, Mt] Z C]D N (Mtj (def, pdf,D Mpdf H )
j=u j=u+1 i=1

where a(gy;, N, D, My,) as in (5.9), Cpn =27 as in (5.10).

Proof. Analogously to the proof in Theorem at the initial time step t,, =T, P,
is the Chebyshev interpolation of ¢(T,z) = Vy(x). From Theorem [4.2.10] we obtain that
the interpolation error is bounded by

I;?ea)}?‘{ |VT($) - PtnT ('I>| < a(gtnTaNaDaMtnT)?
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where a(gtnT,N, D, MtnT) as in . Now we consider the step from ¢, — t,,-1. At
this step, we approximate the function Vi with B, .. Here, we have to consider the
distortion at the nodal points. Unlike as in the proof in Theorem [5.2:2] the distortion
at the nodal points does not only result from the previous Chebyshev interpolation, but
additionally from the Chebyshev interpolation of the probability density function. This
proof is directly shown for f(z,y) = max(z,y) and thus, the function is Lipschitz with
constant Ly = 1. This allows us to directly go into the proof of Corollary At ty, 1,
we investigate the error at the nodal points. By estimating this error, the additional
Chebyshev interpolation of the probability density function has to be considered. For
notational ease in the proof, we assume that the true probability density function x —
pdetqutu (z) is given as,

pdfx,,, o, (@) = pdfk, . (@) +pdf%,  , (2),

u+1 —ty

where pdf)l(tuﬂitu (x) represents the interpolated probability density functions and

pdf%, - (z) the error term. In the following, we indicate with Epapx [Y] the
u+l"tu ty+1—tu
expectation of a random variable with probability density function pdf%, o ie.
ut1—tu
Epdf;ztu_*_lftu [Y] = SX y .pdf;‘(tuﬂitu (y)dy. For the error at the nodal points this yields,
k k
max|Vt,, (7 (2%)) = P,y (T (27)))]
_ k
<ms ([Bp, | [Py (X )Xoy = 7]
k
~ By, o Wang (Xt ) Xy = ()],
Now, with = (x1,...,2p), we get,
k
(Bt Py (X )Xoy = 7]
k
— Bpaps,,_y, Woay (Xt )Xty = 7 (a)]))
T1—Th1 TD—TkD & I
= max f J Py, (x + 7x(2%))pdf, et (x)dx
L1 —Tk1 Tp—TkD “
T1—Tk1 TD—TkD &
_ f f Viwy (& + T (@ )pdfx,, o, ()
T —Th1 Tp—TkD
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Plugging-in the approximation of the density function yields,

= max

T1— Tkl TD—TkD i
; f .. J Py, (¢ + T (2")) (pdfxw_tu (v) - pifs, .. (m)) dz

T —Tk1 ZTp—TkD

T1—Tk1 LD —TkD k
- J .. J Viwy (@ + 72(2%))pdfx,, | ., (v)dx

L1~ Tkl Zp—TkD

T1—Tk1 TD—TkD k &
< maxf . f Vi, (& + (@) — B (2 + 7ae(@") pdfx,. . (@)de
k L1 —Tk1 Lp—TkgD

T1—Tk1 TD—TkD k
o I R T C A e I

X1 —Tk1 Tp—TkD

Now, we know, as shown in the proof of Corollary that if the error maxzex |V4,,. (2)—
P, (z)| is bounded by a(ey,,.. N, D, My, ), then the expected error using the real prob-
ability density function is bounded by exactly a(gtnT,N ,D,MtnT). Additionally, we
know that [P, (= + x;)| < My, . and that |pdf§(tu+17tu ()| < alopars Npags D, Mpa)-
This yields for our estimation,

ml?x (‘Ep [PtnT (thT)‘thT_1 = TX(xk)]*

Vo (X )Xoy = (b))

df L
Xtu+1 —ty

Epdfxtu +1

D
< alor,, N, D, My, ) + M, a(opas, Noar, D Mygp) | [ @i — ).
i=1

(2

With Cp n as in (5.10) this then yields, analogously to the proof of Corollary for
the error at t,,,,—1,

I;IEa;\)/{ ’Wanl(w) - Ptanl (x)| g gtanl = a(gtnT717N7 D7 Mtanl)—i_
D
CD,N <a(gtnT ) N7 -D7 MtnT) + MtnTa(def7 difa -D7 Mpdf) H(fl - x7,)> .
i=1

Obviously, this directly leads to the recursive scheme for the error bound at t,,

Ety = a(gtu7 N7 -Dv Mtu)+

D
Cp,N <€tu+1 + My, 0(0par, Npdps D, Myap) | [(@i —%)) :
=1

7

Now, applying a similar induction as in the proof of Corollary directly yields,

nr ) nr ) D
Ety = Z C]DT]’I\I}O((QtjaNaD7Mtj) + 2 C(]D_J’I\L/' (Mtja(gpdf7dif7D7Mpdf) H(TZ —.%'Z)> .
j=u Jj=u+1 =1
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O

Remark 5.4.2. In Theorem we directly assumed f(x,y) = max(z,y). In this
case, we could work with Lipschitz constant Ly = 1. By assuming a general function f
in the DPP (5.3)), (5.4)), with Lipschitz constant Ly, the error bound in Theorem
gets adjusted to,

nr
j—k ~j—k
e, = ), L Ch valey, N, D, My)
j=k

D
+ Z ity (Mt (0pas Npaps D, Mpgr) | [ @i >

j=k+1 =1

Remark 5.4.3. This approach is related to the idea suggested in |[Pachon (2016). In
Pachon| (2016), European options with arbitrary payoffs are investigated. Contrary to
the plain vanilla options, which only have a kink at the strike, these arbitrary payoff
functions can have several kinks. To derive the European option price, |Pachon| (2016])
first splits the domain in several sub-intervals such that the arbitrary payoff function
is smooth on each sub-interval. Second, he interpolates the arbitrary payoff function
on each sub-interval with a Chebyshev interpolation. Then he resulting integrals of the
form Sl_l Tj(x)f(x)dz are solved by applying Clenshaw-Curtis quadrature. Our approach
here, on the contrary, suggests a Chebyshev interpolation of the function f and then the
resulting integral is known explicitly. The error of the Clenshaw-Curtis quadrature of the
integral 5171 Tj(x) f(x)dx is basically connected to the error of approximating the integrated
function Tj(x) f(x) by Chebyshev interpolation. Thus, replacing our approach to compute

S1_1 T;i(z) f(x)dz by applying the Clenshaw-Curtis quadrature, we get, see Theorem

a(o,N,D) b(p, N,D)}

max |T;(w)f(2) = Ly (T3f)(@)] < V min { S22, 202

ze[—1,1]
where V' is the surpremum of the function T;f on the Bernstein ellipse. Let’s assume that
f is bounded by V on the Bernstein ellipse. From Bernstein’s inequality, see|Trefethen;
(2015), it follows that the Chebyshev polynomial Tj(x) is bounded by ¢’. Hence, we
estimate V. < o'V and, thus, the convergence rate in o~ is reduced to o~ N =9). With
the scheme introduced in Algorithm[7, we interpolate only the function f and, hence, we
get for the error,

a(o, N, D) b(g,N,D)}.

max [T5(2)] - |£(x) = Iy(£)(@)] < Vmin { T80, 20T

ze[—1,1]
In this case, the error converges with a rate of o~ .

A comparison of both approaches is connected to the cost of evaluating the function f.
If this function is given explicitly in closed-form, then the Clenshaw-Curtis quadrature
of |\Pachon (2016) is faster than our three step approach of deriving the coefficients of
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the interpolation, assembling the values of and combining these derived values to
the value of the integral. However, if an evaluation of the function f is costly, e.g. the
function has to be evaluated via numerically-demanding techniges, then our approach,
requiring less evaluations of the function f, becomes beneficial.

5.5 Combination of Empirical Interpolation with Dynamic
Chebyshev

In the previous sections, we applied Chebyshev interpolation to the dynamic program-
ming principle to price an American option. So far, we interpolate in the space of the
underlying, i.e. in X. This allows us to derive the American option price for several
underlying values, but for a fixed parameter setting. In this case, other pricing tech-
niques tend to be faster. Now, we are going to make use of the parameter dependency to
construct the option price at the initial time ¢¢ in dependence on the option parameters.
The key idea is to price the according option not only for different underlying values,
but also for different parameter settings. Naturally, deriving at any time the conditional
expectation E[V;, (X4, )| Xt, = 2o, with 29 € &, is only the derivation of an integral,
ie.

E[%u+l(Xtu+l)|Xtu = 330] = J;Y Vtu+1(x) ) ]l(zfxo)eX(‘r) ’ pdetu+1—tu (m)dw

The conditional probability density function pdf X1,y -ty CADOUTING Z, depends on sev-
eral parameters here. Although we apply Chebyshev interpolation to the value function,
in this section we do not actually apply a Chebyshev interpolation to the probability
density function, too. As the concluding remarks of Chapter [4] have indicated, for a
potentially higher-dimensional parameter space our tensorized Chebyshev polynomial
interpolation is rather slow and requires the evaluation of the density function on a ten-
sorized grid. In this case, we follow a different approach. We use empirical interpolation,
see Barrault et al.| (2004)), for the parameters in the density functions. For a one dimen-
sional underlying, this method, including error analysis, has been presented in |Gals and
Glaul (2015]) for parametric integration and in |Gak et al| (2016) for option pricing. On
this basis, we approximate the on the parameter p € R? depending probability density
function pdf Xty gty I the following way,

M
pff, @)~ Y Ol f)an(2), (5.24)
k=1

where the points z} for k = 1,..., M are the so-called magic points and are determined

by a greedy search as shown in [Barrault et al| (2004) and depicted in Algorithm [I] The

key idea behind this approach is to split the function pdféét , (), which depends
u+1"tu

on the parameters p as well as on the space variable z, into a parameter-dependent
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part O, (u, z) and a space-dependent part g.(z). In such a way, the computationally
demanding tasks like the derivation of integrals with respect to the space variable x,
is reduced to applying these tasks only to the space dependent part g, (z). Evaluating
these tasks for several parameters is then reduced to evaluating the linear combinations.
The algorithm of Barrault et al.|(2004) as depicted in Algorithm [I{ does not only provide
the magic points x} for k = 1,..., M, but also the functions ¢, (x). For the parameter-
dependent part it is known that the functions ©,(u,x%) are given by evaluating the
approximated function at the fixed points x} for the parameters p, i.e. fork=1,..., M

it holds O (i, z¥) = pdfé‘(tuﬂ_tu (xF).
In the following, we now assume
e a one dimensional underlying space, X = [z,Z] c R,
e the underlying model is a Markov model with density function,

e an equidistant time stepping such that At =t,.1 —t, forallu=1,...,np —1in
the dynamic programming scheme.

Hence, pdfé‘(twlitu (z) = pdféém (). For instance, in the Black&Scholes model, the prob-

ability density function is known in closed-form and thus, with u = (r, o, At, o),

1 1 (emzo—[(r—%0%)At])?

pdf,,(x) = N At : (5.25)

By applying the empirical interpolation of |[Barrault et al. (2004) as depicted in Algorithm
we approximate the density function as

1 (z—zg—[(r—$o2)At])? M .
e 2 Ato? ~ Z Ok (r,o, At,xo, z))qs(z), z€X.

k=1

1
V2 Ato

Here, it is important to understand that we approximate the density function on a
bounded parameter domain,

P = [r,7] x [0,7] x [0, T5] x [At, At]. (5.26)

This allows the following statement for the approximation error.

Theorem 5.5.1. Let the parametric density function pdféém be given as in and
let the empirical interpolation be applied for x € X = [z,T| and the bounded parameter
domain P be given such that the mapping p — pdf%m 18 analytic. Further, let o, At > 0.
Then, it exists C' > 0 such that

M
I * <. —(a—log(4))M
e, 3, 0. )0nta)] < C- e ,

where a > log(4).
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Proof. From g, At > 0 it directly follows that the mapping P x X 3 (u, x) — pdf%m (z)
is bounded and p — pdféém(-) is sequentially continuous. Moreover, the function pdfé‘(m
is holomorphic for x € (—o0, ). Therefore, it is possible to stretch the Bernstein ellipse
until a corresponding o > log(4) is found. Thus, we can apply (Gafk and Glau) 2015,
Theorem 3.2) and the assertion follows. O

In this initial example, we investigated the Black&Scholes model. For several other
models, such as the Heston or Merton model, the probability density function is not
given in a closed-form. However, the characteristic function often exists for these models.
Then, it holds

1 (% )
pdfte_ (z) f (2 w)dz,

:%_w

where ¢(z;p) is the characteristic function. For the empirical interpolation, we follow
now the approach of (Gafs and Glaul (2015) and express the integrand as follows,

M
e oz ) ~ Y (2 ) gs(2)
=1

M .
= Y e (2 n)gn(2).

K=

=

—_

This leads directly to

T (28 1) (5.27)

2
ol
2
B
0
\H
Mk
)

Given this empirical interpolation at the magic points 2] allows us to adjust Algorithm
in the following way. For the derivation of the conditional expectations

EVi o (Xi,,1)| Xe, = ] at any time step t,, we still interpolate the value function
Viws1 Of the preceding time step. Let Vi, ., (z) ~ Zé\le ¢j(tu+1)Tj(x). The conditional
expectation is then given as an integral over the probability density function, which we
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replace with the approximation by empirical interpolation, (5.27]),

QR
S|
M=

I
—_

E[V;fuﬂ (Xtu+1)|Xtu =T Cj(tU+1)Tj(T/’;1($))|Xtu = 3:0] (5'28)

I
M= }

cj(tu+1)E[Tj(T;1(x))|Xtu = x0] (5.29)
j=1
- i
= Yeitur) | Tirg @)pdrf, @ (530)
=1 2

Now, we apply the empirical interpolation for the density function,

Z (tu+1 J Z —EE (2% ) Leda (5.31)

x k=1

N u . 3y
ZZ (b )25 ) f Ty (r ())e " dar (5.32)

As shown above, by deriving the conditional expectations we use an approximation at
two steps: First, the Chebyshev interpolation in and, second, the approximation
of the probability density function with the empirical interpolation in . This re-
quires a modification of Corollary to incorporate the approximation error from the
empirical interpolation, too. Hence, we want to describe the complete dynamic program-
ming procedure as an algorithm. By looking at , we see an additional interesting
feature. For each Chebyshev polynomial j and each magic point 2, integrals of the form
5 Tj(:r)e_izz Tdx have to be evaluated, independently of the parameter p. This allows us
to evaluate these integrals in a pre-computation step, as long as no splitting is applied
in the time stepping scheme. Moreover, in the dynamic Chebyshev procedure, we derive
the conditional expectations with respect to each nodal point. The computational efforts
can be reduced significantly, when xg, the placeholder for the condition in the condi-
tional expectation, is treated as additional parameter in the empirical interpolation. In
the following, we assume a specific type of probability density function respectively char-
acteristic function. Let pdf)‘ém denote the probability density function and ¢(z; ) the
corresponding characteristic function, then we assume for the conditional density and
characteristic functions,

pdf's, (z|zo) = pdfi,,,(x — o)

1 * —iz(z—x0) .
= o € p(z; p)dz
1 (> ..
=5 e e 00 (25 pn)dz. (5.33)
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For example, this holds for the Black&Scholes model or, more generally, in Lévy models.
Before applying the empirical interpolation algorithm, numerical tests have shown that
the results of applying empirical interpolation are more stable, if we focus on

— | e "elzp)d: = J Real (™" p(z; 1)) d=.
2 —0 TJo

Here, we can use twice the value of the integral of the real part over the positive do-
main instead of the integral of the function over the whole domain. This holds be-
cause for the characteristic function ¢(z; 1) = ¢(—=z; u) holds, thus it also holds also for

e ¥ e 0 (25 1v). Hence, we approximate

1 (* o
pdf;A (z|xg) ~ f Real (6—12$ezzzo<p(z;’u)) dz.
t T 0

The empirical interpolation is applied to the integrand Real (e_izxeizxogo(z; ,u)) and this
results in summands of the form Real (e‘iz*xeiz*x‘)(p(z*; ,u)) Here, to evaluate the real
part, we use,
e efiz*xeiz*xogp(z*;lu) + eiz*xefiz*xo(p(_z*;u)
Real (6 izt iz JJO(P(Z*;M)) _ 5

Due to this step, instead of , we have to apply this integration twice for both parts
of the numerator. However, in the pre-computation step this additional costs are more
tolerable. Especially, when the empirical interpolation is numerically more stable in this
case. In Algorithm [§ we describe this procedure in detail. Then, in Theorem [5.5.2] we
show how the additional approximation via the empirical interpolation effects the error
bounds for the dynamic Chebyshev procedure.
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Algorithm 8 Dynamic Chebyshev with empirical interpolation

1: procedure PRE-COMPUTATION STEP

2 Fix an interval [z, Z] for the space of the underlying

3: Fix N as number of nodal points of the Chebyshev interpolation

4: Determine nodal points zF = cos (7‘(‘%) for k=0,...,N

5 Set up equidistant time stepping 0 = t1,...,t,, =T with At =ty —t;

6: Define for the parameter p € R? of the characteristic function a rectangular pa-
rameter space P = [p,,P1] x ... x [p,, P4l
Apply the empirical interpolation algorithm for (x, zg, 1) € [z, T] % ([z,Z] x P) to

Real(e~"*%e**0p(z; 1)) with pre-specified tolerance )7 on truncated domain [0, Z].
Fork =1: M,

: store z;; of Real( TR RIZT0 5 (25 1)) & Z ! | Real(e 5% im0 (2% 1)), (2)

10: derive I, = So qx(2)dz

11: Approximation of density function by 1 Zﬁil Real (e "R ei#x @0 (2% 1)) I,,

12: Forj=0:Nandk=1: M,

13: compute integrals Int]{ = S T;( un I] (at))e*isz”da:

!

14: compute integrals Imf?,,€ = Sx T; (T [I E] (x))eiz:a:dx

15: procedure DERIVATION PARAMETER-DEPENDENT PARTS

16: For k = 0 : N, compute for fixed p and with g = y* for each Kk = 1 : M,
€ T0p(k ) and T FHTOQ(— 2k p)

17: Fork=1:M,forj=1:N,

18: derive S;,.(y") = 3 (eizzykgp(z:; /L)ITL75J1-7,$ + e_iz;kykgo(—z:; M)Inti,ﬁ)

19: procedure INITIAL TIME T
20: Set nodal points y* = 7] (z%)
21: Pr(y*) = g(T,y*), k =1: N, derive

22: ¢;i(T) = (M) sV o Pr(y*) cos (jmE)
23: Obtain Chebyshev interpolation of Pr(x) = Zév 0Cj (T)’IVJ'(TEE (z))

z,7]
24: procedure ITERATIVE TIME STEPPING FROM ty41 — ty, u=n7—1,...,1
25: Given Chebyshev interpolation of P, (z) = Z;'V:o Cj(tuH)Tj(T[ZE] (x))
26: Derivation of Pti (y*) at the nodal points with y*
27: for k=0,.
28: Ptu(yk) f(g(tuv )?E[Ptqul( u+1)‘Xtu Y ])
200 P (") = flg(tu, ), e B0 (b)) BT (77,5 (Xe)) Xe, = 9°1)

30: Ptu (yk) = f(g(tua yk)’ %M Zj:o Enzl Cj( u+1)L€SJ}H(yk))
31: end

32: Derive
0<j<N .
33: cj(ty) = (M) Zk o P (y*) cos (]Wﬁ)
34: Obtain Chebyshev interpolation of P, (z) = Z;V 0 G (t)T; (T_l,] (x))

[z,@
35: procedure DERIVING THE SOLUTION AT T=0
N _
36 Polw) = 300 ¢ (0) T4 (2)
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Theorem 5.5.2. Let a Dynamic Programming Principle be given as in ) and .

Given a time steppingt = t1 < ... < tp, =T, let X 3z — V; (x) be a real valued
function that has an analytic extension to a generalized Bernstein ellipse B(X, o, ) with
parameter vector g, € (1,0)P and SUDzeB(x,00,) | Ve ()] < My, for k = 1,... nr.
Furthermore, let f : R xR — R be continuous. Moreover, let the conditional density and
characteristic functions at each time step t, satisfy the relation . Let the mapping
z — Real (e*iz(m*xo)go(z;u)) be analytic and bounded on B([—Z,Z], on) with opr > 4
for any arbitrary parameter combination p € [z,T] x P, where P is a compact parameter
domain.

Then, by applying Algorithm @ the resulting solution Py, (xz) converges to the solution
Wi, (z) for N — o0 and ez ~ 0. Furthermore, the approzimation error at time t, is given

by

ma |V (z) — Py | (534
O ek O ek om\ M

< Z C]DjNOé(Qtj,N,D,Mtj) + Z O]DTN (MtnT <CZM (T) + 5z> (f — 33‘))
=k =1

where Cp n as in (5.10), a(oy,, N, D, M) as in (5.9) and ez denotes the truncation

error of the empirical interpolation.

Proof. The proof of the recursive backward time stepping will be similar to the proofs

of Theorem and Corollary [5.2.4l For an error estimation, we have to consider

the empirical interpolation here in detail. First step is an empirical interpolation on a

rectangular domain [z, Z| x P, including the rectangular parameter space P = [ﬁl’ ] x
x g, Bql- We approximate

i, oleo) ~ [ Real (75560 p(aip)

By applying empirical interpolation, we truncate the domain to [0,Z]. Thus, we introduce
a truncation error. However, let us first focus on the empirical interpolation on the
bounded domain [0,Z] and the integration over this bounded domain.

The empirical interpolation is applied to the integrand Real(e~%*%e?*%0p(z; 1)), yielding,

Real( —izx zzxo Z Real( —iz¥ax lZ*xOQO(Z:;IU,)) QH(Z)-

Then, by choosing a compact parameter domain P, similarly to the setting of Theorem

5.5.1} we can apply the error bound of (Gafs and Glau| (2015). Note that here the mapping

. . —izx iz . - e*izxeizxo(p(z.“)_i_eiza:efizxotp(_z.'u)
is analytic, because z — Real (e7Te*™0p(z; p)) = z — : s ’
and z — e T T0p(z: 1) is analytic as well as z — e"*"e ©(—z;1). Moreover,

Real (e7#*e"**0p(z; n)) is bounded on B([—%,Z], oar) with oy > 4. In this case, |Gaf

—1i2xQ
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and Glau/ (2015) directly yield that it exists C' > 0 such that

pe%%gx‘j Real (e7"# e ™0 p(z; 1)) dz — J Z Real( —iERe iz xogo(zﬁ;,u)) qﬁ(z)dz’
< CzM (QTM>_M ,

for opr > 4.

Up to this point, we know that we can approximate the probability density function with
an error bounded by CZM (QTM)fM + e%. Here, the second part indicates the truncation
error of the integration region from [0,00) to [0,Z]. With these computations, we are

in the setting of Theorem and Corollary In a DPP setting like (5.3) and
(5.4), we will show how the approximation error evolves in the backward time stepping

scheme. At the initial time step t,,, = T, the error of the Chebyshev interpolation of
g(T,z) = Vp(z) is bounded by (5.9)),

max [V (2) = Pr,, (2)] < aler,,., N, D, M, ).

Similar to the proof of Theorem[5.4.1] we let the exact value of the conditional probability
density function be given by

pdfx,, () = pdf{l, (x) + pdfa,(z),

where pdf)/}’t‘ - (x) represents the empirically interpolated probability density func-
u+17 u
tions and pdfY, - (z) the error term. For the error at the nodal points, this yields
u+1l—tu
analogously,

I?Ea:fx |‘/tnT*1 (:EJ) B Pt"T71 ($])|

T—;
< maXJ |V}nT (x+x;5) — P, (x + z;)|pdfx 5, (x)dz

jeJ z—x;

n f Py (& + 23)lpdf5,, (@) de

Now, as shown in the proof of Corollary [5.2.4} the error maxzex V4, (z) — P, ()] is
bounded by a(gtnT N, D, MtnT ), we know that the expected error using the real probabil-
ity density function is bounded by exactly a(gtnT N, D, My, ). For the second summand,

we use |, (v + x;)| < My, . and |pdfs,,(z)| < CZM (QTM)fM + ez. Combining these
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yields,
I‘Ijlea:]X |‘/tnT—1 (x]) - PtnT—l ($])|
<alon. ,N,D, M, )+ M, - (Cz/\/l (LM)_M + a> (7 — ).
np ) Y ’ n np 4 z 3
With Cp v as in (5.10)), this yields, analogously to the proof of Corollary for the

error at tn,; 1,

I;lea;( H/tanl (x) - Ptanl (x)’ < 6tnT71 = OZ(Qtanl ) N7 D’ Mtanl)

_ om\ M _
+CD’N O[(QtnT,N,D,MtnT) +MtnT | CzZM (T) +éez - (SU—I) .
This directly leads to the recursive scheme for the error bound at t,,
Etu = a(thu? N? D’ Mtu)+

-M
Cp,N <€tu+1 + My, (CZM (QTM) + Ez) (T - x)) :

Now, applying a similar induction, as in the proof of Corollary directly yields,

nr . nr ) M
e, =, Chnaloy, N,D, M)+ Y CL Y (MtnT (C’z/\/l (QTM) + gz) (x_m)> _
Jj=k j=k+1

O]

Remark 5.5.3. As the error bound in indicates, the truncation error of the in-
terval, ez, is included as a factor and is not multiplied by any decaying term. Thus, this
truncation error only gets scaled with a larger factor. Therefore, in the implementation
of Algorithm [§ the empirical interpolation has to be applied carefully. In general, the
characteristic functions decay for increasing z exponentially and therefore, by making z
reasonably large, the truncation error ez decays exponentially as well. For a variety of
Lévy models, this is shown in|Glau (2016]).

If we want to combine Algorithm [§ with the theoretic statements from Theorem [5.5.
analyticity is required. However, due to the kink of the payoff function in the case of a
plain vanilla call or put option, this is not given. As in Section [5.3] we will introduce
here the concept of splitting. For the example of an American put option, we present in
Algorithm [9] a version with splitting.
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Algorithm 9 Dynamic Chebyshev with empirical interpolation and splitting for an
American put option

1:
2:

11:
12:

13:
14:
15:
16:

17:
18:
19:
20:
21:
22:
23:
24:
25:
26:

27:
28:

29:

30:
31:

32:

33:
34:

35:

procedure PRE-COMPUTATION STEP
As in Algorithm
procedure DERIVATION PARAMETER-DEPENDENT PARTS
Fix a parameter u
For k = 0: N, compute for fixed p and with zg = 2* for each Kk = 1 : M,
0 (2 ) and e TR (=2 1)
procedure INITIAL TIME T’
As in Algorithm
procedure ITERATIVE TIME STEPPING FROM ty41 — ty, u=npr—1,...,1
For j1 =0: Ny, k= 1 M, w = 1,2, compute integrals
Ints = Sxtu-%—l T;, T, (m))e(—l)“iz,’f:ﬁdx
For jo =0: Ny, k = 1 M, w = 1,2, compute integrals
Int? = g;tm T;, (T[;tlwﬁ] (2))e "D i g
For k =1: M, for j; =1: Ny,
define Sj, x(yo) = % (eiz:yf)«p(z:;u)lntjll . zz;“yoso(—z:;u)lnti K)
For k =1: M, for jo =1: Ny,
define Sj, «(y0) = 3 <eiz:y0cp(z:;u)lnt;2 L+ eTiE p(— 2k, M)Int?2 K)
Define functions in dependence on gy to determine the splitting point

E[Ptu-f—l(Xtu-f—l)’Xtu - yo]

—rAt

GTZgl OZH 1CJ1( u+1)I SJ1 K(yo)

—rAt
= ZD o 2mL 1 ¢y (tur1) InSia e (40)
Determine splitting point

Find &, as root of yo — g(tu,y0) — E[Pr, 1 (Xt 1) Xt = yo]
Split interval into [:c Zt, | and [Z4,, T
Set yk = 7'[Li,tu](x1) and y§ = T, 7] (z%)
Apply Chebyshev interpolation on both intervals
P, (yf) = 9(T,yf), k=1: Nl, derive
Lf0<ji <Ny}
c1j (tu) = (2 ]ifll 1 ) k=0 Ptu (yF) cos (]17T1\'?1)
Ptu <y§) = E[Ptqul( u+1>‘Xtu ]7 k - 1 N27 deriVe

2]1{0<]2 <Nag}

cagate) = (FU2) S, P (0 cos (G )
Obtain Chebyshev interpolation

Py, (2) = $hLg 1y (b Ty (g, (@) - U, ) ()
+ Zp:o €2,55 (tu) Tjs (T[_ztlu 7] () - Lz, z)(2)
procedure DERIVING THE SOLUTION AT T=0
Py(a) = 3o 1,5 (0T (7,50, (@) - Uz (%)
+ 3 02, (0) T (7 oy () - Lz 29 ()

(&
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5.6 Numerical Experiments - Example Bermudan and
American options

In finance, there are in general two types of plain vanilla options: European and American
options. For a European option, the option-holder only has the right to exercise the
option at maturity, whereas, for American options, the option-holder has the right to
exercise the option at any time up to the maturity. In the following, we will investigate
options which give the option-holder the right to exercise the option at a restricted
set of pre-specified possible exercise dates. This option type is called the Bermudan
option. Similar to the situation of the Bermuda islands between Europe and America,
Bermudan options take an intermediate place between European and American options,
see [Schweizer| (2002)).

Remark 5.6.1. So far, in the theoretic results, we have assumed that the function only
has support on the bounded domain X. The examples in the following are option prices.
For computational purposes, we work wn the state space with log varitables and thus,
technically, X = (—o0,00) in the one dimensional case being an example. By apply-
ing Algorithm |5 on a compact domain X = [z,T], a truncation error is made at both
sides. As we are considering Bermudan and American put options, we neglect the er-
ror made by cutting the domain on the right side by setting T reasonably high. We
consider the truncation error on the left side by adding to the conditional expectations
E[Tj(to" (Xt1)) - ]l{Xtu+1eX}|Xtu = 2¥], the expected value of the payoff function on
(—00,1), Elg(Xt,.,)| Xt, = 2¥]. Here, the assumption is that z is chosen small enough
that below x, we are, in any case, in the exercise region and would exercise the Bermudan
or American put option.

In the following, we present numerical results of the introduced dynamic programming
framework for the Black&Scholes model. Therefore, we define the test setting,

So = 100, S = 0.02, S = 250
o = 0.15, r = 0.03, np = 32 (5.35)
T=1, K = 100.

Our reference option type is an at-the-money American (Bermudan) put option with all
the parameters specified in . To investigate the accuracy of our proposed method,
we use the cosine method of Fang and Oosterlee| (2009) as the benchmark method. In
von Sydow et al.| (2015, the benchmark code is provided and reported with a relative
accuracy of 1074,

Application of Algorithm [6]

First, we apply Algorithm [6] and due to the kink of the put option payoff at maturity,
we apply a splitting of the domain as [S,S] = [S, K] u [K,S]. By applying a fixed
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splitting of the domain at K, for this numerical study, we set the number of Chebyshev
interpolation points equal on both sub-intervals. In Figure [5.1] we present the empirical
error decay for increasing the number of nodal points IV for integrating over the density
function, in Figure for the truncated moment method and in Figure for using
Fourier techniques to derive the conditional expectations.
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Figure 5.1: Convergence study of Algorithm@for the integration over the density function
(top). For increasing N, the relative error of pricing the reference option type
is reported. The cosine method of [Fang and Oosterlee| (2009) is used as the
benchmark method. The run-time is reported on the bottom.
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Figure 5.2: Convergence study of Algorithm@ for applying the truncated moment method
(top). For increasing N, the relative error of pricing the reference option type
is reported. The cosine method of [Fang and Oosterlee| (2009) is used as the
benchmark method. The run-time is reported on the bottom.
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Figure 5.3: Convergence study of Algorithm |§| for applying Fourier techniques (top). For
increasing IV, the relative error of pricing the reference option type is reported.
The cosine method of Fang and Oosterlee| (2009)) is used as the benchmark
method. The run-time is reported on the bottom.
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We observe that, while integrating the density function, the error decreases with increas-
ing N. Similarly, this holds for applying Fourier techniques to derive the conditional
expectations. However, the truncated moments method does not appear to be numeri-
cally stable. Our implementation is based on the truncated moments given by Kan and
Robotti| (2016). With increasing N, the power of 2V gets too high and the moment is
very large. Although the results for truncated moments in Figure look rather promis-
ing, by increasing N to 50 the option price literally explodes, explicitly to a value in the
region of 10%7.

By applying the Chebyshev interpolation, the run-times are directly connected to the
number of nodal points. In Figures and [5.3] we show how the run-times of each
method evolve with increasing number of nodal points N. So far, we conclude

e The dynamic programming framework with Chebyshev interpolation provides rea-
sonable results when the probability density function or Fourier techniques are
applied

e numerical stability issues occur by applying the truncated moments method.

Application of Algorithm

Now, we apply Algorithm [5| in which the splitting point is derived at each time step.
For the Black&Scholes model with configuration , we use the density function to
derive the conditional expectations and Figure illustrates the error convergence for
an increasing number of nodal points N and the run-times. In comparison with Figure
we observe that by applying splitting at each time point, a lower number of nodal
points is required to achieve the same accuracy. However, as the run-times in Figure [5.4
illustrate, by applying splitting at each time step, the conditional expectations have to
be re-evaluated over different domains at each time step, too. Thus, a pre-computation
of the conditional expectations is no longer possible. Therefore, it becomes absolutely
crucial to have a fast evaluation technique for the conditional expectation. Additionally,
identifying the splitting point at each time step also increases the run-time. In our
implementation, we use here the function fzero in Matlab.

For this experiment, we conclude,

e with splitting at each time step, we ensure that we are in our theoretical observed
framework with respect to the error convergence results

e empirically, the exponential error decay is observed

e the computational cost increases due to the necessity to derive both the conditional
expectations and the splitting point at each time step.
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Figure 5.4:
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Application of Algorithm [5| by applying integration over the density function
in the Black&Scholes model. For increasing N the relative error and the run-
time is reported. The cosine method of Fang and Oosterlee (2009) is used as

benchmark method.
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Application of Algorithm [9]

As a first step in the experiments here, the integrand of

o A A 0 . .
J e—zzxezzwow(z)dz = QJ Real (e_Zerzzg;o(p(z)) dz
0

—00

1000 o
~ 2J Real (e7#"e%™0p(z2)) dz,
0

where ¢(z) is the characteristic function of the Black&Scholes model, is empirically
interpolated in the following parameters,

At € [0.01,1], x, zg € [log(0.02),log(250)],
r e [0,0.1], o e[0.1,0.5].

The empirical interpolation on z = [0,1000] has been stopped for M = 1000 when
an empirical accuracy of 107!2 has been observed. For a comparison with the cosine
benchmark method, we now define a test grid of 121 equidistantly-spaced points on
S € [40,160]. Moreover, for parametric option pricing, we define 27 scenarios consisting
of all combinations of o € {0.15,0.3,0.45}, r € {0.01,0.03,0.05} and ny € {16, 32,64}. On
the test grid, put option prices can become relatively small. Here, we therefore investigate
the absolute error and no longer the relative error. In Figure[5.5] we present the error for
increasing N in the Chebyshev interpolation and the online run-times of the Chebyshev
interpolation. We observe that with about N = 250, we achieve an acceptable accuracy
for an online run-time of roughly 17 seconds. The cosine method required a run-time of
about 1.13 seconds and is still the faster method in this setting. However, contrary to the
application of Algorithm [ the combination of empirical interpolation and the dynamic
Chebyshev interpolation allows us to treat the nodal points as an additional parameters.
This, together with the additional interpolation of the characteristic function in the
parameters, significantly speeds up the method. Moreover, we can directly make use of
the decomposition in offline and online-phase for the parameter dependent 27 scenarios.
By applying Algorithm [f] a pre-computation is not possible and the run-times reported
in Figure have to multiplied by a factor of 27.
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Figure 5.5: Absolute error (top) of applying Algorithm |§| over the test grid and 27 pa-
rameter settings for increasing N. The cosine method of |Fang and Oosterlee
(2009) is used as the benchmark method. The run-times for the online phase
are presented on the bottom.
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5.7 Conclusion

The combination of dynamic programming and Chebyshev interpolation provides a very
general framework for solving DPPs. The driving motivation to investigate this combin-
ing idea is the option pricing of American/Bermudan options. However, this approach
can be easily extended to further applications in mathematical finance. More complex
options, such as swing options, see e.g. Bardou et al. (2009) and |Carmona and Touzi
(2008), can also be included. Portfolio optimization problems with non-concave utility
functions become of special interest, as the problems stated in |Carassus and Résonyi
(2015), because due to the non-concave utility functions standard approaches no longer
work and a DPP has to be solved. Especially in cases with a non-concave utility func-
tion that is analytic, our approach should be suitable because no splitting would be
required and, therefore, it is sufficient to derive the conditional expectations once in the
pre-computation phase. Moreover, asset liability management problems in discrete time
markets as, e.g. in Van Binsbergen and Brandt| (2007)), can be tackled by solving a DPP.
Here, our proposed methodology can be applied.

For the numerical examples, we have chosen a Bermudan option in the Black&Scholes
model. So far, the numerical results serve as proof of concept and highlight the generality
of the dynamic programming framework with respect to the choice of the technique for
solving the conditional expectations. We have tested the integration over the density
function, the truncated moment method and Fourier techniques. Only for the truncated
moments, we observed some numerically stability issues that have to be investigated in
the future.

Comparing Algorithm [6] and Algorithm [5 the dynamic Chebyshev approach in Algo-
rithm [0 is, as regards run-times, the fastest. Thus, this method allows a complete
pre-computation of the conditional expectations, however, some more nodal points are
required to achieve a desired accuracy. The two concepts of splitting and mollifying for
kinks and discontinuities have different advantages and disadvantages. If splitting is re-
quired, the splitting point is often time-dependent and changes during the time stepping
scheme. Thus, a pre-computation of the conditional expectations is not possible and, at
each time step, these have to be derived. This significantly increases the computational
costs. The more expensive the derivation of the conditional expectation is, the more sig-
nificant the run-times increase. Mollifying, on the other side, allows the pre-computation
of the conditional expectations. However, the error of replacing the payoff function by a
mollified function, for example, evolves through the time stepping scheme.

By focusing on a specific use-case, here the one dimensional American/Bermudan op-
tion pricing in the Black&Scholes model, other methods are available that can serve as
benchmark method. After the cosine method of [Fang and Oosterlee| (2009) provided in
a benchmark study, see von Sydow et al.| (2015), the fastest run-times while maintaining
a pre-specified accuracy, we selected this method as the benchmark method. Although
we can achieve results with comparable accuracy, all our dynamic Chebyshev algorithms
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are, with respect to run-times, slower. Otherwise, the cosine approach is based on an ap-
proximation of the characteristic function and thereby, limited to applications, in which
the characteristic function can be exploited. To bring the two philosophies from the
introduction to full-circle, the dynamic Chebyshev approach is in the spirit of Figure
Any pricing technique for the derivation of the conditional expectations is sufficient. The
cosine approach is a Fourier-based approach and thus in the spirit of Figure

So far, in the numerical implementation, we have used a one dimensional underlying.
Theoretically, the error convergence results do also hold for higher dimensions. However,
analogously to the conclusion of Chapter 4, by increasing the dimension of the tensorized
Chebyshev interpolation, the run-times suffer significantly under the curse of dimension-
ality. Here, a low-rank approximation can be advantageous. Regarding run-times, the
time to find the low-rank approximation becomes a crucial factor, because at each time
step coefficients for a new Chebyshev interpolation have to be assembled. The coefficients
for the tensorized Chebyshev interpolation, contrarily, are known a priori.

Finally, the results shown in Figure [5.5] underline the potential of combining the dy-
namic Chebyshev interpolation with usage of the parameter dependency via empirical
interpolation. Interestingly, the results from Gals et al.| (2016) allow for an arbitrary
dimensionality in the parameter space. Thus, the dynamic Chebyshev framework with
empirical interpolation can be applied to problems with a high-dimensional parameter
space and a lower-dimensional underlying space. The chebfun package, see e.g. |Driscoll
et al.|(2014), provides Chebyshev interpolations (including low-rank approximations) for
one, two and three dimensions.

An obviously following extension from Algorithm [0} is the application of the empirical
interpolation to the integrand resulting from deriving the conditional expectations, i.e.
resulting from

BTz (Xus) X = 7(")].

By doing so, additionally the degree j of the Chebyshev polynomial is incorporated
in the empirical interpolation. Thus, the conditional expectation does not have to be
computed for each Chebyshev polynomial Ty, ..., Ty individually and the run-time is
reduced further. This will be investigated in |Glau et al.| (2017b).
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A Detailed Results for Effects of
de—Americanization on Pricing

The tables in this section present the results to the study of the effects of the de—Ameri-
canization methodology on pricing in Section m For the test setting defined in ((3.14))
and several parameter scenarios, see Table American and European put prices are
derived and then, the de-Americanized prices are compared to the European prices.

Ty T> T3 Ty Ts Te T Tg
r=0% 1.E-4 1.E-4 1.E-4 1.E-4 1.E-4 1.E-4 9.E-5 6.E-5
r=1% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 2.E-4 1.E-4
P1 r=2% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 2.E-4 8.E-5
r=5% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 -3.E-5
r="7% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 -9.E-5
r=0% 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 1.E-4 1.E-4 7.E-5
r=1% 3.E-4 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4
P2 r=2% 3.E-4 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 5.E-5
r=5% 3.E-4 4.E-4 3.E-4 3.E-4 2.E-4 1.E-4 6.E-5 3.E-4
r="7% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 7.E-5 7.E-5 5.E-4
r=0% 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 1.E-4 1.E-4 6.E-5
r=1% 3.E-4 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4
P3 r=2% 3.E-4 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 6.E-5
r=5% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 1.E-4 8.E-5 -2.E-4
r="7% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 1.E-4 -1.E-7 -3.E-4
r=0% 2.E-4 1.E-4 1.E-4 1.E-4 1.E-4 8.E-5 8.E-5 2.E-4
r=1% 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 2.E-4 2.E-4 3.E-4
P4 r=2% 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 1.E-4 3.E-4
r=5% 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 8.E-5 1.E-4
r="7% 4.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 7.E-5 2.E-4
r=0% 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 1.E-4 9.E-5 4.E-5
r=1% 3.E-4 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 6.E-7
P5 r=2% 3.E-4 3.E-4 3.E-4 3.E-4 2.E-4 2.E-4 1.E-4 -1.E-4
r=5% 4.E-4 3.E-4 3.E-4 3.E-4 2.E-4 1.E-4 -7.E-6 -5.E-4
r="7% 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4 4.E-5 -1.E-4 -8.E-4

Table A.1: De-Americanization effects on pricing put options in the CEV model - average
error between the de-Americanized and European prices for each maturity.
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0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20
r=0% 4.E-5 7.E-5 1.E-4 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 8.E-5
r=1% 8.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 2.E-4 2.E-4
P1 r=2% 8.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 2.E-4 2.E-4
r=5% 7.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 1.E-4
r="7% 7.E-5 1.E-4 2.E-4 3.E-4 4.BE-4 4.E-4 1.E-4 2.E-4 8.E-5
r=0% 5.E-5 9.E-5 1.E-4 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 8.E-5
r=1% 9.E-5 2.E-4 3.E-4 3.E-4 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4
P2 r=2% 8.E-5 2.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 2.E-4 2.E-4
r=5% 6.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4
r="7% 6.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4
r=0% 4.E-5 7.E-5 1.E-4 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 8.E-5
r=1% 7.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4
P3 r=2% 7.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 3.E-4 3.E-4 2.E-4
r=5% 5.E-5 1.E-4 2.E-4 3.E-4 4.E-4 3.E-4 2.E-4 2.E-4 6.E-5
r="7% 3.E-5 9.E-5 2.E-4 2.E-4 3.E-4 3.E-4 2.E-4 1.E-4 -2.E-5
r=0% 4.E-5 7.E-5 1.E-4 1.E-4 2.E-4 2.E-4 1.E-4 1.E-4 9.E-5
r=1% 9.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 3.E-4 2.E-4
P4 r=2% 8.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 1.E-4
r=5% 9.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 -3.E-5
r="7% 9.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 -1.E-4
r=0% 3.E-5 7.E-5 1.E-4 2.E-4 2.E-4 2.E-4 1.E-4 1.E-4 7.E-5
r=1% 6.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 1.E-4
pPs5 r=2% 5.E-5 1.E-4 2.E-4 3.E-4 4.E-4 4.E-4 2.E-4 2.E-4 1.E-4
r=5% 2.E-5 7.E-5 1.E-4 2.E-4 3.E-4 3.E-4 1.E-4 1.E-4 -9.E-6
r="7% 4.E-5 4.E-5 1.E-4 2.E-4 2.E-4 2.E-4 4.E-5 4.E-5 -1.E-4

Table A.2: De-Americanization effects on pricing put options in the CEV model - average
error between the de-Americanized and European prices for each strike.

T1 T T3 Ty Ts Te T Tg
r=0% | 0.0565 0.104 0.108 0.1564 0.204 0.211  0.218  0.244
r=1% 0.055 0.102 0.106 0.151 0.155 0.203 0.208 0.226

p1  r=2% | 0054 0.101 0.104 0.107 0.151 0.196 0.198  0.208
r=5% | 0.052 0.057 0.097 0.098 0.100 0.136 0.136  0.161
r=17% | 0.051 0.054 0.057 0.093 0.093 0.093 0.093 0.109
r=0% | 0.103 0.154 0.204 0.208 0.217  0.230  0.242  0.283
r=1% | 0.103 0.152 0.201  0.204 0.212  0.223  0.233  0.265
ps r=2% | 0.102 0.109 0.154 0.201  0.207 0.216  0.224  0.248
r=5% | 0.099 0.104 0.147 0.150 0.192 0.195 0.198  0.203
r=7% | 0058 0.101 0.105 0.144 0.146 0.182 0.181  0.176
r=0% | 0.1562 0.205 0.212 0.219 0.233  0.252  0.269 _ 0.320
r=1% | 0.108 0.203 0.209 0.216 0.228 0.245 0.260  0.303
p3 r=2% | 0.107 0.201 0.207 0.213 0.224 0.239  0.251  0.287
r=5% | 0.105 0.153 0.199 0.203 0.210 0.219  0.226  0.241
r=7% | 0.103 0.150 0.194 0.196 0.201  0.206  0.210  0.214
r=0% | 0.1566 0.212 0.223  0.233 _ 0.252  0.276 _ 0.297  0.352
r=1% | 0.155 0.210 0.220 0.230  0.247  0.270  0.288  0.336
ps r=2% | 0.154 0.208 0.218 0.227 0.243  0.263  0.279  0.319
r=5% | 0.152 0.203 0.210 0.217 0.229 0.244 0.255 0.275
r=7% | 0.150 0.200 0.206 0.211  0.221  0.232  0.239  0.247
r=0% | 0.205 0.220 0.235 0.248 0.272  0.300 0.323  0.377
r=1% | 0.205 0.219 0.232 0.245 0.267 0.294 0.314  0.360
ps r=2% | 0.204 0.217 0.230 0.242 0.263  0.287  0.306  0.345
r=5% | 0.201 0.212 0.223 0.233 0.250 0.268  0.281  0.300
r="T7% 0.156 0.209 0.218 0.227 0.241 0.256 0.266 0.273

Table A.3: De-Americanization effects on pricing put options in the CEV model - max-
imal European put prices.
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Ty Ty Ty Ty Ts Te T Ty
r=0% | 4E5 2.E5 2E5 3.B6 9EG6 4E5 3E5 3.E5
r=1% | -2E-4 -3E4 -4E4 -4E4 -5E4 -8E4 -1.BE3 -2.E3

pp r=2% | -4E-4 -7E4 -9E4 -9E4 -1.E3 -2E3 -2E3 -4E3
r=5% | -22E-3 -2.E-3 -3.E-3 -2E3 -3E3 -4E3 -5E3 -6E3
r=7% | -3E-3 -4E3 -4E3 -3E3 -4E3 -4E3 -5E3 -4E-3
r=0% | 3.B5 8E5 5.E-5 2E5 -4.B5 -3.B4 -2.E5 5.E5
r=1% | -6.B-5 -3.B-3 -2.E-3 -2.E-3 -1.E-2 -6.E-3 -6.E-3 -2.E-2
po r=2% | -2E4 -8E3 -5E3 -4E3 -4E3 -3E-2 -2E2 -2E2
r=5% | -7.E-4 -1.E-3 -1.E-3 -2.E-2 -2E2 -2E2 -2E2 -2E=2
r=7% | -1.E-3 -1.E-3 -2.E-3 -2E3 -3E3 -3E2 -3E2 -3E-2
r=0% | 3.BE5 TE4 255 3E-4 284 2EA4 1EA4 266
r=1% | -5.B-4 -3.B-3 -2.B-3 -2.E-3 -2.E-2 -8E-3 -7.E-3 -9.E-3
ps r=2% | -1.E.3 -1.E2 -5E3 -4E3 -2E2 -3E2 -2BE2 -2E2
r=5% | -5.E-3 -4E3 -4E3 -2E2 -1E2 -1E2 -2BE2 -6.E2
r=7% | -1.E-2 -6.E-3 -6.E-3 -6E3 -3E2 -2E2 -3E2 -4E-2
r=0% | -2.B5 -2.B-4 3.E5 2E4 284 6E5 -3.B07 1EA4
r=1% | -7.B-4 -7.B-3 -3.E-3 -2.E-3 -2.E-3 -3.E-3 -3.E-3 -3.E-3
py r=2% | -2E-3 -7.E-3 -8E-3 -6.E3 -5E3 -6E3 -7.E-3 -9.E3
r=5% | -7.E-3 -4E3 -2E2 -3E2 -2E2 -2E2 -2BE2 -3.E2
r=7% | -1.E2 -7.E3 -4E2 -2E2 -4E2 -3E2 -3BE2 -5E2
r=0% | 264 -1E4 -4E4 48B4 384 -1E4 6.B4 7.EA4
r=1% | -2.E-3 -7.E-4 -1.E-3 -3E4 -6.E4 -5E-4 2.E-3 8.E-2
ps r=2% | -4E-3 -2E-3 -2E3 -2E3 -2E3 -2E3 2.E-3 1.E-1
r=5% | -7.E-3 -6.E-3 -5E-3 -6.E-3 -6E3 -8E-3 -6.E-3 1.E-1
r=7% | -1.B-2 -1.B-2 -8.E-3 -9.E-3 -9.E-3 -1.E-2 -1.E-2 1.E-1

Table A.4: Additional test for S = 100. De—Americanization effects on pricing put op-
tions in the CEV model - average error between De-Americanized and Euro-
pean prices for each maturity.

i Ty Ty T, T Te T Ty

T=0% | 19.88 19.88 19.88 19.88 19.88 19.88 19.88 19.94
r=1% | 19.78 19.68 19.58 19.48 19.28 18.98 18.69  17.62

p1 r=2% | 19.68 19.48 19.28 19.08 18.68 18.09 17.51  15.38
r=5% | 19.38 18.88 18.38 17.89  16.91 1546 14.06  9.33
r=17% | 19.18 1848 1779 17.11 1575 13.75 11.86  6.05
T=0% | 19.88 19.88 19.88 19.88 19.90 19.98 20.10  20.82
r=1% | 19.78 19.68 19.58 19.48 19.31 19.10 18.96  18.72

ps  r=2% | 19.68 19.48 19.28 19.08 18.72 18.24 17.84  16.72
r=5% | 19.38 18.88 18.39 17.90 16.97 1572 14.64 11.43
r=17% | 19.18 1848 17.80 17.12 15.83 14.12 12.65  8.52
r=0% | 19.88 19.89 19.94 2003 2029 20.78 21.32 23.44
r=1% | 19.78 19.69 19.64 19.64 19.73 19.98  20.28  21.55

ps  r=2% | 19.68 19.49 19.35 19.26 19.17 19.19  19.28  19.76
r=5% | 19.38 18.90 18.48 18.12 17.55 16.91  16.41  14.94
r=17% | 19.18 1850 17.90 17.37 16.50 15.47 14.64 12.19
r=0% | 19.90 20.11 2045 20.86 21.71  22.97 24.15  28.11
r=1% | 19.80 19.92 20.18 20.50 21.20 22.24  23.21  26.35

ps  r=2% | 19.70 19.73  19.90 20.14  20.69 21.52  22.29  24.67
r=5% | 19.41 19.16 19.09 19.10 19.22 19.46  19.67  20.07
r=17% | 19.21 18.78 1855 18.42 18.27 18.15 18.04 17.37
r=0% | 20.17 21.03 21.98 22.91 24.63 26.88 28.81 34.23
r=1% | 20.08 20.86 21.73 22.58 24.16 26.21 27.93  32.55

ps r=2% | 19.99 20.68 21.48 22.26 23.70 25.54  27.07  30.93
r=5% | 19.70 20.16 20.73 21.30 22.34  23.61 24.59  26.42
r=17% | 19.51 19.81  20.25 20.68 21.47 22.38  23.02  23.70

Table A.5: Additional test for S = 100. De—Americanization effects on pricing put op-
tions in the CEV model - maximal European put prices.
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