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Problem 

Technical systems of several industries face strong uncertainties regarding their utilization 
especially when being exposed to long lifecycles. As a result, the initially designed system 
oftentimes does not fit to the future changing environment. Especially large-scale systems that 
entail very large investments are exposed to those long lifecycles and uncertainties; however, 
both business models and stakeholders dealing with such systems regularly use point forecasts 
in design without proactively accounting for the eventuality that the actual situations in the 
future may be very different from the ones the technical system is designed for. As a result, 
there is a large potential of better strategic planning of those systems and, consequently, 
enabling a better response to dealing with alternative futures once uncertainties unfold. 

The offshore drilling industry is one very relevant representative to strongly benefit from the 
early consideration of such uncertainties. By embedding or planning for flexible systems in 
early design phases, the drilling systems can better deal with unfolding uncertainties, as 
physical changes on the rig then can be performed more efficiently and effectively. Indirectly, 
flexible design also lowers the threshold of performing those changes in the first place and, 
thereby, widens the application field on systems that run below their potential. 

 

Objectives 

Although research has provided various contributions to deal with future uncertainty, up until 
now it has still missed a coherent framework to systematically guide the user from an initial 
design basis to the actual flexible design solutions. In related methodologies the constituents 
leading to the generation of flexible design solutions are to a large extent 
and lack comprehensiveness. Mostly the focus is set on the valuation of the suggested design 
alternatives. In particular, the alternative change strategies and the large number of enablers to 
facilitate those changes are usually not the focus which certainly limits the confidence in the 
derived flexible design solutions. 

Consequently, based on a very careful and accurately derived industrial need and a profound 
literature review in the partially still separated academic fields of engineering design, 
engineering systems, manufacturing and factory planning, this thesis addresses those deficits 
by introducing a methodology of its own. The suggested methodology pursues the goal of 
facilitating large drilling system suppliers, the architects of the drilling system, to successfully 
embed flexibility into technical systems; this, in turn, should allow system users to better deal 
with unfolding uncertainties when the system is in operation, thereby, lowering the threshold 
to perform upgrades in the first place and reduce upgrade efforts. The positive effects, however, 
should not be limited to the system users but positively influence the value chain as a whole. 
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Results 

This thesis provides two main research contributions: First, it suggests a comprehensive 
methodology accounting for the uncertainties outside of the technical system and guiding the 
process of identifying affected physical constituents within the technical system. Once the latter 
are identified, it supports enabling those physical constituents with suitable flexibility and, 
finally, evaluating those to derive high-performing flexible design solutions. The methodology 
emphasizes that technical consistencies, e.g. between change strategies and enablers, exist 
across domains in the identification process which must be accounted for. By providing a multi-
domain, matrix-based and customer-project independent sorting framework and database 
storing all potential elements and relations, the identification is performed in a separate matrix-
based execution model that uses that database and the tacit knowledge of experts to assess the 
relevancy of constituents and relations for the specific customer project of concern. The 
methodology is enhanced by facilitators such as consistency matrices or portfolios to better 
meet the requirements of the methodology. The second research contribution is represented by 
the systematization of change strategies, in particular a limited set of operators, and specific 
enablers being design guidelines for facilitating that change. 

The methodology is validated with a major and relevant use case in the offshore drilling 
industry. To ensure the validity of the findings, an expert evaluation was performed which 
confirmed both the relevancy of the methodology and its fulfillment by strongly meeting the 
underlying requirements that guided the development of the methodology. 

Conclusions for industrial applications and scientific research 

As David Allaverdi was given comprehensive access to resources in the industry, in particular 
a large drilling system supplier, and with his background knowledge on the boundary conditions 
of the offshore drilling industry, the thesis was developed in strong alignment with the industrial 
needs. Consequently, the final results, as being confirmed by the expert evaluation, are both 
strongly relevant and also suitably implemented for being practically applicable in the 
addressed industrial context. Despite the focus on the offshore drilling industry, however, the 
field of application is seen to be much wider and, consequently, should be as well considered 
by practitioners of related industries (e.g. factory planning). 

Both the industrial need and the research gap were carefully confronted to derive an industrially 
as well as scientifically very relevant research. This thesis represents a work with a thoroughly 
identified research gap and strong rigor that significantly extends the status-quo of research in 
engineering design. 

 

Garching, January 2018      Prof. Dr.-Ing. Udo Lindemann 

       TUM Emeritus of Excellence 
Chair of Product Development 

       Technical University of Munich
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1.  

The offshore drilling business environment is complex and uncertain leading to limited 
strategic planning of drilling systems and reactive behavior [WHITESIDE 2001]. Oftentimes, 
rigid, i.e. non-flexible design prevails without accounting for future uncertainties when the 
system concept is defined. This leads to major value losses across the lifecycle for the users of 
the system and leaves a lot of potentials across the value chain unused. 

This work suggests to support System Suppliers in the identification of a suitable flexibility for 
customers and system users by following a methodology that is developed and evaluated as part 
of this research. Being industrially motivated, this work addresses the carefully identified 
research gap regarding the identification of high-performing flexible design solutions in real-
world conditions. 

In the following section 1.1 the background and situation in the offshore drilling industry is 
introduced as it is essential for understanding the need and the constituents of this research. 
Subsequently, an industrial based problem description highlights the deficits and potentials of 
better dealing with the addressed uncertainty (section 1.2). Section 1.3 bases upon the problem 
description and defines the research scope and objectives of the methodology. Based on that 
the research approach and methods are introduced (section 1.4) which is followed by a 
presentation of the thesis structure (section 1.5). 

1.1 Basics and situation in offshore drilling industry 
An important contribution in the oil & gas industry is the upstream oil & gas sector also known 

drilling wellbores below seabed, either for exploration or extraction of petroleum and gas from 
those oil fields. In section 1.1.1 a basic understanding of the offshore drilling environment is 
provided by introducing rig types, the process of making a well and the main topside drilling 
systems that enable the drilling process. Section 1.1.2 focuses on the main stakeholders, 
stakeholder constellations and business models of this industry which have implications on the 
research focus and results. Section 1.1.3 focuses solely on the status-quo of the upgrade market 
and the potentials of handling uncertainty better. Finally, in section 1.1.4 an industrially relevant 
case is shown that illustrates the need for preparing drilling systems for future changes. 

1.1.1 Basics in offshore drilling and engineering 

Rig types 

An offshore drilling rig is a large structure placed offshore to house workers and machinery in 
order to drill and, often, also produce oil and natural gas through wells. The rig may either float 
or be (semi-)permanently attached to the seabed (Figure 1-1). Depending on the different 
technical, economic, governmental, and safety requirements to accomplish a specific drilling 
program, offshore drilling rig vary in type, size and capability [Infield Systems Ltd 2016]. 
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Figure 1-1 Main rig types in offshore drilling industry (Images: MHWirth AS) 

Fixed platforms are rigs that are permanently fixed to the seabed mainly by steel jacket 
structures or concrete pillar and meant for long-term drilling and production. They have high 
construction costs, are immobile and limited to shallow water depths only (approx. 500 m). 
They are economically feasible for very large oil reservoirs and able to withstand extreme 
weather phenomena as they are not floating. In contrast, Mobile Offshore Drilling Units 
(MODUs) are mobile drilling rigs which can be moved without substantial effort and are not 
permanently fixed to the seabed. They include floating vessels but also jack-up rigs that are 
temporarily placed on the seabed. 

Jack-ups are hybrid rigs that are neither fixed permanently to the seabed nor floating during 
operations. The buoyant hull is fitted with a number of movable legs capable of raising its hull 
over the surface of the sea. Operations, both exploration and production drilling, can only be 
performed in very shallow water depths of up to 120 m [MATHER 2000, p. 14] as the jackets are 
placed on seabed. Jack-ups are either towed to the drilling position by tug boats or carried on 
the back of a submersible heavy lift ship. Jack-ups combine the advantages of floating vessels 
by being mobile while withstanding harsh environments similarly to fixed platforms. 

Semi-submersibles are floating vessels which have a number of pontoons that are submerged 
beneath the water line to float and remain stable in one location. The deck is positioned above 
the water line and sits on top of columns which connect the hull to the submerged pontoons. 
Semi-submersibles must be towed between drilling locations as a main propulsion plant is mis-
sing. Oftentimes, however, they are self-propelled by azimuthing thruster units to maintain 
position in areas above 650 m where anchoring is impractical [MATHER 2000, p. 7]. Semi-
submersibles offer a high level of stability and accurate station-keeping even in harsh environ-
ments. 

Drillships, the other large group of floating vessels, are self-propelled units with a large payload 
capacity, hence, making them more independent from supply vessels. They are suited for mid-
water until ultra-deep water depths and, due to their operational flexibility, are very suitable for 
exploration drilling, i.e. searching for information on formations in yet unexplored areas by 
having a main propulsion plant. 

Although other less prevalent types of rigs exist, they are not relevant to be introduced in this 
research context. All types of rigs follow generally a similar process of drilling and performing 

Mobile Drilling Unit (MODU)

Jack-up

Floating vessel
Fixed jacket 

structure Concrete pillar
Semi-submersible Drillship

Fixed platform
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well completion before production begins. However, being exposed to strong uncertainties1 and 
therefore considered to be most relevant for this research, the process of making a well is de-
scribed for floating vessels only. 

Making a well 

A very abstract typical process is presented as further details of the process that could differ 
(e.g. due to specific rig functions, objectives, environmental circumstances) are irrelevant to 
differentiate in this research (Figure 1-2). It represents the main drilling process with the main 
phases from start until completion of a well. 

 

Figure 1-2 Typical well performed offshore by floating vessel (Images: MHWirth AS) 

A large diameter drill bit (36 ), also referred to as , is usually attached to the 
drillstring, a high-strength steel pipe, which is lowered to the seabed. Drilling of the upper 
section (50 m  150 m) is performed by rotating the drillstring and keeping pressure bottom-
hole. The formation is broken apart mechanically by the bit containing cutting elements. The 
circulation of high-density mud2 powers the drill bit that produces cuttings which are usually 
removed from the wellbore and returned to the surface by circulating mud through the drill-
string and up the annulus. After tripping out of the hole, a casing string of less diameter, a 30  
Conductor, is run into the hole. The mud in the annulus is displaced and the conductor cemented 
in place. As all upcoming casings, the casing is hung-off in the wellhead that is placed on the 
seabed. 

A subsea Blowout Preventer (BOP), which represents a large valve to prevent uncontrolled 
release of oil and natural gas from the well is then set on the wellhead. Marine Drilling Risers, 
which are large diameter pipes that represent a temporary extension of the wellbore, connect 

                                                 
1 Floating vessels can operate in diverse environments and world locations being exposed to even stronger 
uncertainties in comparison to other rig types. 

2 In upper sections the mud is usually water-based and not oil-based as in the other well sections. 

Bit / Hole Opener
50 150m

Bit / Hole Opener
300 1500m

1000 5000 m 

3000 10,000 m

Marine Drilling Riser

Blowout Preventer
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the subsea BOP to the floating vessel guiding the mud returns to the surface [Schlumberger 
2015]. 

The process of drilling and casing setting is repeated with a smaller diameter drillstring 
assembly (26  bit) that is lowered through the Riser and BOP up to a drilling depth of 1500 
m. The previous process of casing cementing is repeated by setting a  casing. 

Depending on the wellbore stability and length various other intermediate casings may be set 
before the production casing is installed as shown in Figure 1-2. In contrast to the other casings, 
the production liner that is set into the productive formation is hung-off at the end of the pro-
duction casing. A production tubing and packers are set to guide the flow through the produc-
tion tubing once the liner in the productive formation is perforated to produce the well (not 
visualized in Figure 1-2). During completion, a Christmas Tree, an assembly of valves, spools, 
pressure gauges and chokes are set on the wellhead to control the flow of formation fluids from 
the well [Schlumberger 2016]. Once production is successful the BOP is removed and only the 
Christmas Tree remains on sea bottom. This finalizes the making of the well and sets the starting 
point for pipeline production. 

The topside drilling system enables the making of a well. Hence, the topside systems that define 
the scope of the System Supplier are briefly introduced below. 

Topside drilling systems 

The main drilling process is enabled by supportive processes that occur on the rig [ALLAVERDI 
2012]. As they can mainly be attributed to activities above sea level, they are referred to as 
topsi the main drilling process, different types, scope and inter-

actions of topside drilling systems are required on the rig. Figure 1-3 illustrates a typical 
conventional topside drilling system. 

The conventional hoisting system consists of machinery that helps to lift and lower the 
drillstring by Drawworks, Crown Block, Travelling Block, Deadline Anchor that are aligned 
on the drill line and a Derrick structure for supporting the drillstring and the machinery. The 
Topdrive is freely suspended enabling the turning of the drillstring and by moving up and down 
the Derrick, lifting and lowering the drillstring which facilitates the drilling operation. A back-
up system for turning the drillstring is the Rotatory Table that is located in well center. 

Floating vessels require compensation systems for the drillstring to compensate for the rig 
motion between the oscillating rig and the static seabed or bottom-hole. Drillstring Compen-
sation Systems are mounted on the top of the Derrick; they compensate the relative movement 
of the drillstring passively and, oftentimes, also actively by Active Heave Compensation. The 

buckling by a nearly constant pull on the riser string. 
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Figure 1-3 A typical conventional topside drilling system3 (Image: MHWirth AS) 

Single tubular such as drill pipes, risers and casings are usually stored in a horizontal position 
on pipe deck or on riser deck respectively. Horizontal-to-vertical tubular handling refers to the 
process of transporting and changing the orientation of those tubular from a horizontal to a 
vertical position on drill floor4. This requires several Cranes, Chutes and Feeding Machines for 
handling. In the vertical position casings and drill pipes are usually racked to stands and stored 
in Finger Boards of the Derrick structure to increase drillstring running efficiency. Risers, in 
contrast, are always run as single tubular and stored in separate Finger Boards. The vertical 
handling of tubular between storage areas and vertical tubular 
hand  performed by miscellaneous Cranes and Arms. Making up and breaking of tubular, 
can either directly contribute to the drilling process at well center  away from the 
well center to fill storage areas first. Either is mostly done by a dedicated machine, the 
Roughneck. 

The heavy equipment handling system located in the moon pool area mainly deals with 
transporting, lifting and guiding heavy equipment, especially BOP and Christmas Trees by 
various Cranes, Skidding and Structural Support Systems. It facilitates both the main drilling 
process but also auxiliary processes such as inspection and testing. 

A mud circulating system is used to break up formation and carry cuttings to the surface. 
Drilling mud is the main medium that, on the one hand, removes and carries cuttings to the 
surface, on the other hand, cools, lubricates the drill bit and drillstring. The circulating system 
mainly contains Bulk Storage Tanks for mud and cement, Mixing Equipment, High and Low 
Pressure Pumps, Mud Treatment Equipment and Cuttings Storage Facilities. Conventional 

                                                 
3 Figure 1-3 only highlights main drilling systems. The circulating system is not visualized. 

4 The relatively small work area around well center in which the rig crew conducts operations, usually adding or 
removing tubulars to or from the drillstring. 
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drilling is performed under atmospheric pressure opposed to Managed Pressured Drilling 
(section 1.1.4). 

Power Generating Units, usually centrally allocated on a rig, provide power to the machinery 
on the drilling rig by either diesel or gas fueled engines or gas turbines to be independent from 
rig external power sources [MATHER 2000, p. 23]. The electric power, in turn, either powers 
electrically-driven machines directly or, indirectly, by converting the electric power to hydrau-
lic power in Hydraulic Power Units. Usually the generated hydraulic power is then distributed 
through a ringline system on the rig to the hydraulically powered equipment. 

The Drilling Control & Monitoring System constitutes both physical and software-related 
solutions for controlling and monitoring all main- and topside process-related operations such 
as Drillers Control Cabins, Drilling Control Systems, Anti-Collision Systems, CCTV, etc. 

In the following the main characteristics of the offshore drilling business environment are 
introduced. 

1.1.2 Offshore drilling business environment  Stakeholders, 
constellations and business models 

The offshore drilling industry5 constitutes various stakeholders that actively contribute in the 
value chain. E&P companies6 or 
reserves represent the end customers in the addressed upstream oil & gas sector. Various pro-
duct and service suppliers contribute to the production of oil. 

The Operator is responsible for project planning, budgeting and the control of drilling 
operations in the utilization phase of the drilling system. The Operator authorizes a Drilling 
Contractor to perform drilling operations which he is responsible for. Services that involve 
specialized equipment and competency (e.g. well logging, wireline operations, and subsea com-
pletion) are mostly outsourced to so-called Service Companies. They are subcontracted either 
directly by the Operator or by the Drilling Contractor. Operators usually pay fixed day-rates to 
Drilling Contractors where the Operator takes most of the responsibility and economic risks; in 
contrast, the Drilling Contractor that provides the drilling rig and systems together with the 
personnel is accountable for the technical execution [MÜNCH 2013, p. 39]. The day-rates are 
paid independently of the performance of the Drilling Contractor; however, lower day-rates or 
even stops of payment might occur in case of downtime (e.g. wait-on-weather, repair) or con-
strained operations. 

Turnkey contracts, in contrast, shift the responsibility to Drilling Contractors by determining a 
fixed price upfront for making a well according to a drilling plan pre-defined by the Operator 
[CHAFCOULOFF ET AL. 1995]. In incentive-based contracts the responsibilities between Operator 
and Drilling Contractor are similarly split as in day-rate contracts; however, payments to Dril-

                                                 
5 Again, the focus lies on floating vessels such as semisubmersibles and drillships. Note that in contrast to fixed 
platforms, floating vessels are usually owned by the Operators. 

6 E&P companies are also  
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ling Contractors y-performance-indi-
exist that combine those three main 

representatives. Day-rate contracts, however, represent the large majority of contracts in the 
offshore drilling industry. 

In the system development phase the System Supplier develops, manufactures and delivers 
drilling systems which may vary in scope from project to project. Its main activities usually 
include the development of the drilling system (e.g. cranes, pumps, topdrives, skids), layout 
planning, engineering (structure, piping, cabling, etc.), manufacturing and the integration and 
commissioning on shipyard site. The tasks include the development of new rig concepts which 
strongly vary in novelty depending on the type of tender project. System Suppliers also offer 
lifecycle services by supporting maintenance, repair, overhauls, modifications and upgrades of 
drilling systems. 

The Shipyard manufactures the hull and integrates, commissions drilling systems together with 
the System Supplier. The hull is usually designed by a separate Hull Designer where the design 
can be considered as a blueprint that is repetitively manufactured by the Shipyard based on an 
obtained license. 

Based on MÜNCH [2013, pp. 30 38] the following three main constellations of system 
development and tenders can be differentiated: 
 Operator-dominated system development: In this constellation, the Operator initiates and 

coordinates the long-term development of a new rig concept and is responsible for the 
gradual elimination of candidates including Hull Designers, Shipyards and System Sup-
pliers in different phases of the tender process. For instance, so-called 7 projects are 
typical representatives where the Operator (here Statoil) builds different categories of rigs 
to make them fit better to their tasks and operating environment as discussed in EIKILL & 

ATTRAMADAL [2013]. Hence, this type of system development allows better meeting the 
 expectations and ensures long-term contracts with Drilling Contractors at rea-

sonable daily rates. In this constellation, the customer of the System Supplier is the 
Operator. 

HOPE ET AL. [2012] differentiate two typical constellations: 
 Owner Furnished Equipment (OFE): In this constellation, the Contractor dominates by 

being the main project leader of development, purchaser and future owner / user of the 
drilling rig. In this way, the Contractor can directly contribute to the development of the 
drilling rig and system with its own operational experience. However, deficits can be seen 
in inefficient project management and a missing cost focus and standardization of the dril-
ling rig. In this constellation, the customer of the System Supplier is the Contractor. 

                                                 
7  
each rig being a fit-for-purpose Mobile Offshore Drilling Unit (MODU) that better meets the operating 
requirements and, hence, also achieves higher operation efficiency [EIKILL & ATTRAMADAL 2013]. 
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 Builder Furnished Equipment (BFE): In this constellation, the Shipyard represents the 
responsible for delivering a completely integrated drilling rig to the Contractor8. The Con-
tractor profits from the strong competencies of purchasing and a stronger purchasing power 
of the Shipyard. In this constellation, the customer of the System Supplier is the Shipyard. 
The direct communication between those two leads to a stronger cost focus while often 
neglecting operational demands compared to the OFE constellation. 

The majority of constellations are now BFE models that have shifted from OFE constellations 
in the last new-build cycles [HOPE ET AL. 2012]. Rigs are often built on a speculative basis 
[ODELL 2014] especially in those two constellations where the end customer (Operator) is often 
unclear leading to significant uncertainty in system development phases. 

Each of the three system development constellations undergo competitive tenders which are 
initiated by an Invitation to Tender or ITT varying in time frame and level of specification9. 
According to BEIL [2010] they can be divided into two main types of customer requests10 
although various hybrid forms also exist: 
 Request for proposal (RFP) issued when buyer has a sense of the marketplace and has a 

statement of work containing a set of performance requirements that the buyer wants to be 
fulfilled. As the level of specification is usually still low, an iterative process between buyer 
and supplier is required. 

 Request for quote (RFQ) issued when the buyer can develop a statement of work that states 
the exact specifications of the goods or services needed. RFQs are appropriate for procure-
ment of items that are standard and well known in the marketplace. 

In response to ITTs, System Suppliers submit their bids simultaneously which, in the offshore 
drilling environment are sealed , i.e. the bid is only known to the buyer and supplier who 
submitted it and discriminatory implying that there is only one winner of the auction. 
Depending on the stakeholder constellations, specific stakeholders and type of requests, the 

-it-or-leave-
the buyer, which represents the customer, refuses further consideration if the desired price is 
not met; however, it can also be the starting point for general and unstructured bargaining 
between System Supplier and customer to finalize contract terms that both parties agree on 
[BEIL 2010]. 

                                                 
8 In some cases, an investor might initiate such a project instead of a Contractor by referring to already existing 
rigs or blueprints. 

9 Operator-dominated constellations can be considered as time extended tenders where the selection process by 
Operators is not performed based on a single ITT but on the results of the extensive collaborative phases of 
development. 

10 Request for information (RFI) represents another type of request that is a starting point for negotiation. Here, 
the buyer seeks to gain market intelligence regarding what alternatives and possibilities are available to meet the 

[BEIL 2010]. System Suppliers, however, usually respond to those requests only if they expect the 
buyer to issue an RFP (request for proposal) or RFQ (request for quote). 
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Between ITT and contract award, the System Supplier generates an initial rig concept to ensure 
a technically feasible and economically realistic offer. It is also a required part of the bid that is 
expected by the customer. The detailing of the rig concept and detailed design is continued after 
and if the contract award11 is given. 

1.1.3 The offshore drilling upgrade market 
According to KAISER & SNYDER [2013] the offshore drilling industry consists of five markets: 
MODUs are owned and operated in the contract drilling services market (system utilization 
phase) and constructed in the new-build market (system development phase); they are ex-
changed in the second-hand market, maintained and enhanced in the upgrade market and com-
plete their lifecycle in the scrap market. 

In addition to periodic maintenance, at least once over the course of their lifetime rigs are 
upgraded to embed new technology and in order to remain competitive which increases the 
value of the rig and its replacement cost [KAISER & SNYDER 2013]. This involves major capital 
expenditures by performing structural changes on the rig, installation or exchange of drilling 
equipment, piping and electrical system replacement. 

Upgrades are sometimes performed before the commencement of a contract between Operator 
and Drilling Contractor, without changing major rig specifications, which are usually charged 
to the Operator of the rig. In contrast, upgrades that significantly alter rig specifications or ex-
tend the lifecycle are usually attributed to the Drilling Contractor  [KAISER & 
SNYDER 2013]. Nevertheless, the borders of cost attribution highly depend on the market situ-
ation: High oil prices usually lead to a strong demand for offshore drilling rigs . 

rig changes at their own cost or accept inadequate offshore drilling rigs with low performance 

prepare the rig for future changes in early phases of design. In contrast, low oil prices usually 
lead to a weak demand for offshore drilling rigs . As in those times the market 
has an overcapacity of rigs, many of them must be warm- or even cold-stacked12. Hence, in a 
weak market the Operators  requirements for contract commencement are stricter than when 
rigs are short in supply [HARRIS 1989]. In this situation, Drilling Contractors receive much 
lower day rates and should be able to offe -for-

mands. Here it is 
for future changes. 

Upgrades are usually performed at the Shipyard with upgrade costs varying extremely 
depending on the type of rig and scope of the upgrade [KAISER & SNYDER 2013]. Whereas jack-
up upgrades usually range between $10 and $30 million, upgrade costs for floating vessels can 

                                                 
11 As section 1.2.5 shows, however, the degrees of freedom in design are highly reduced after the contract award. 

12 In contrast to active rigs which are working under contract, warm-stacked rigs are temporarily idle, i.e. without 
a contract and ready to use with minor preparation. Cold-stacked rigs are inactive for several months and years 
requiring significant capital and time to be re-activated [KAISER & SNYDER 2013]. 
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go up to $350 million if complete rebuilds on existing hulls are performed; the frequent mid-
range upgrades of floating vessels, however, vary usually between $75 and $150 million 
[KAISER & SNYDER 2013]. Between 2000 and 2010 a total of 287 MODUs were upgraded which 
represents half of the active fleet with an estimated average annual value between $1 and $3.4 
billion13 [KAISER & SNYDER 2013]. Although no specific numbers exist of how much of those 
upgrades are related to unfolding uncertainty during utilization phases, it can only be presumed 
from informal interviews (section 1.4) that it represents a large portion that could have been 
reduced by preparing the drilling rig in early design phases. 

1.1.4 A practical application: Managed Pressure Drilling (MPD) 
Managed Pressure Drilling (MPD) is an alternative drilling method to the prevalent 
conventional drilling. In contrast to conventional drilling MPD is not performed under atmo-
spheric pressure but is pressurized. Hereby, the annular pressure profile can be controlled better 
while enabling instant reactions in case of downhole pressure changes. Especially in complex 
formations with narrow pressure margins14 they can significantly reduce non-productive time 
(NPT) by better controlling the bottom-hole pressure (PBH). Despite a modification of existing 
drilling systems when shifting from conventional drilling to MPD, it requires especially the 
installation of dedicated drilling systems enabling the new capability such as well control and 
mud circulation systems. A more detailed description on the MPD drilling process and systems 
is provided in section 8.1.1. 

Despite the value of MPD, the uptake of MPD technology is still slow [JACOBS & DONNELLY 
2011]. Based on a 2011 questionnaire of 600 SPE15 members of various oil companies, so far 
MPD had relatively limited acceptance amongst them despite having the potential of being a 
widely-used technology in the future. drilling technology still 
represents a high risk to many oil companies, especially as investment costs are high [JACOBS 
& DONNELLY 2011]. Additionally, as rigs are often built on speculation without contracts and 
by non-drillers, the investment into MPD technology for newbuild rigs is hard to justify [PAVEL 
& HUMPHREYS 2012]. Making MPD technology fit to existing rigs usually requires time 
consuming and costly rig surveys and modifications, oftentimes requiring long lead times and 
preventing such changes to be performed in the first place [PAVEL & HUMPHREYS 2012]. 

                                                 
13 As described by KAISER & SNYDER [2013] the reasons for providing ranges of upgrade costs lie in the following: 

of what constitutes an upgrade. Shipyards generally do not breakout rig upgrade cost in their financial reports, and 
for private shipyards, no financial data is reported at all, therefore, a range of market values is provided by assu-

 

14 The delta between formation pore pressure and fracture pressure exists especially in mature fields with already 
highly depleted wells or areas with a strong overburden of seawater, i.e. especially in deeper waters. 

15 Society of Petroleum Engineers (SPE) is a non-profit professional organization to collect, disseminate and 
exchange technical knowledge concerning the exploration, development and production of oil and gas resources 
and related technologies for the public benefit. 
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The industry acknowledges the benefit of preparing the drilling rig for integrating MPD 
technology general MPD technology 
uptake, oil price) and the subsequent shifts of needs. This so-ca  refers to 

16 [PAVEL & HUMPHREYS 2012]. However, so 
far, there is no suitable systematic approach for the identification and enablement of those com-
ponents; neither, is there a suitable approach for facilitating the execution of such physical 
changes. 

Hence, as the value of MPD is usually uncertain in early tendering and design phases, it repre-
sents a relevant example for the flexible, late integration of MPD across the lifecycle once 
favorable circumstances occur. The option and ease of embedding MPD at this later lifecycle 
phase, however, must be accounted for in early phases of design. Section 8.1 uses MPD as a 
relevant use case for embedding flexible design by applying the developed methodology of this 
research. Besides this example, there are numerous other relevant cases that have large potential 
both within and beyond the offshore drilling industry. 

In the following a problem description is provided emphasizing both the limited uncertainty 
handling in the offshore industry and its negative implications. It suggests responses to better 
deal with those uncertainties. 

1.2 Problem description 
In the following sections the status-quo (section 1.2.1) and negative effects of limited uncer-
tainty handling in the offshore drilling industry (section 1.2.2) are highlighted. Section 1.2.3 
provides an overview of alternatives to avoid or facilitate changes across the lifecycle and 
suggests flexible design as the most relevant means that is addressed in this work. Section 1.2.4 
illustrates how flexible design contributes to reducing value losses across the lifecycle. The 
problem description closes by emphasizing the important role of the System Supplier in the 
stakeholder network to successfully address flexible design in the offshore drilling industry 
(section 1.2.5). 

1.2.1 Limited uncertainty handling 
Offshore drilling rigs face an uncertain future especially being sensitive towards political, 
market, legal and environmental conditions that strongly fluctuate across the long lifetime (25+ 
years) of a rig [ALLAVERDI ET AL. 2013]. This especially applies to floating vessels that must 
operate in changing legal contexts and under different environmental conditions over its life-
cycle. In the prevalent BFE or OFE constellations (section 1.1.2), the Operator and, hence, the 
operating conditions and requirements are usually unknown. At the same time the contracts 
between Drilling Contractors and Operators are usually of short nature leading to continuously 
changing and uncertain requirements for Drilling Contractors as Operators change multiple 
times across their lifecycle. Hence, Drilling Contractors deal with the risk of not being rewarded 
higher day-rates by Operators as compensation for embedding effective measures of uncertainty 

                                                 
16 The suggested m  
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handling. Additionally, as upgrades are often performed at Operators  costs, Drilling Contrac-
tors often lack incentives to prepare offshore drilling rigs for uncertainties in the future. 

However, the reasons for limited uncertainty handling can also be found in the system 
development phase. Competencies on operations and design have been strongly split in the past 
between the builders of the rig (Shipyards) and drilling system (System Suppliers) and the users 
of the system (Drilling Contractors, Operators). In addition, as several System Suppliers usually 
contribute to the system, piece-wise requirements specification occurs which leads to individual 
subsystems17 -
capability [BURROWES & SQUAIR 1999]. 

When several stakeholders contribute to the design this usually creates agency problems as 
stakeholder interests are not aligned [CARDIN 2014; BROWNING & HONOUR 2008; ROSS & 
RHODES 2007]. Especially with the most governing BFE constellations, operational require-
ments and lifecycle considerations usually have lower priority than the initial capital expendi-
tures (initial CAPEX) that fulfill the desired specifications18. Those agency problems and the 
negative side effects also apply within organizations: For instance, purchasing departments of 
Drilling Contractors usually deal with own budgets constraining spending in the purchasing 
phase. After awarding the contract to a System Supplier those projects are then handed over to 
their operating divisions which usually prefer a lifecycle perspective on drilling systems. Accor-
ding to MURMAN [2002, pp. 217 246] this task division in organizations hinders multi-
stakeholder thinking about dealing with lifecycle value which strongly applies to the obser-
vations made in the offshore drilling industry. 

As a result of those ineffective business models performance and innovation is inhibited 
[WARDT 2014]. This is also reflected in the slow technology acceptance in the petroleum sector 
compared to other industries [JACOBS & DONNELLY 2011]. According to WHITESIDE [2001], 
the entire oil industry ignoring them in the planning 
process and dealing with them as they arise . 

As observed in the offshore drilling industry, sales engineers of System Suppliers usually 
bundle resources to meet the articulated needs by customers without challenging them ex-
haustively to maintain efficiency in tender phases and avoid the risk of diverging from actual 
customer needs. As system designers usually neither explore how changes in specifications and 
market factors might change the design itself [NEUFVILLE & SCHOLTES 2011, p. 6], anticipated 
uncertainties that unfold during utilization phases are often being ignored in early design 
phases. 

                                                 
17 For instance, interfaces to drilling systems run by service companies, i.e. sub-contractors that are usually 
temporarily on the rig, often remain unconsidered in this phase. This, in turn, usually leads to complications in 
utilization phases when those services are needed. 

18 Despite the fact that in particular flexible design often entails a reduction of initial CAPEX since it leads to 
smaller and inherently less expensive initial systems as not everything must be of full scope from the beginning 
[NEUFVILLE & SCHOLTES 2011, p. 39]. However, in those cases the reduction of scope is perceived as an un-
favorable way of reducing initial CAPEX. 
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This limited strategic planning and the prevalence of rigid designs19, as also discussed in 
ALLAVERDI ET AL. [2013], however, have negative side effects that are presented in the 
following. 

1.2.2 Effects of limited uncertainty handling and trend 
The circumstances in the offshore drilling industry discussed in the previous section often lead 
to postponing the consideration of uncertainties to rig utilization phases, and oftentimes they 

[WHITESIDE 2001]. However, this postponement significantly 
increases costs as displayed by the 
program phase the implementation of a change becomes ten times costlier (e.g. REINHART ET 
AL. [1996, p. 49]). Once those rigid systems enter the utilization phase this leads to excessive 
costs for physical changes. 

In Figure 1-4 the behavior of lifecycle value20 is shown over time for a rigid system where value 
[BROWNING & HONOUR 2008]. 

Preferences (e.g. high safety ) should be met by fulfilling relevant requirements. 
The value desired by customers, here also referred to as customer expectations , increases 
over time. With the start of the utilization phase losses occur due to a deterioration of the system 
(e.g. wear and tear) or discrete changes21 (e.g. change of use context). Upgrades partially offset 
those value declines. The  in the offshore drilling industry require several 
months to perform and bound large costs as discussed in section 1.1.3. Hence, upgrades of rigid 
systems are performed very seldom with significant value losses as they are deferred. Once a 
newbuild rig is more advantageous than performing an upgrade on an existing rig, the rig is 
replaced by a new one (new system). 

                                                 
19 A rigid design (concept) represents the counterpart of a flexible design as it cannot adapt flexibly to changing 
conditions  [CARDIN 2014]. 

20 Value is considered to be the worth in monetary terms of the technical, economic, service and social benefits a 
customer company receives in exchange for the price it pays for a market offering [ANDERSON & NARUS 1998]. 
The customer company often concides with the system user depending on the system development stakeholder 
constellation (section 1.1.2). 

21 Discrete changes of value are not illustrated in Figure 1-4. 
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Figure 1-4 Lifecycle value of rigid system (adapted from BROWNING & HONOUR [2008]) 

As highlighted by ALLAVERDI ET AL. [2013], the following downsides of rigid designs could be 
observed in the offshore drilling industry: 
 Operational inefficiencies due to undershooting or overshooting ideal system behavior as 

system configurations are locked under changing requirements. Undershooting may lead to 
deficits in performance or affecting the quality of operations22. Overshooting, in contrast, 
usually triggers higher operating expenses which includes operational and maintenance 
costs. 

 Upgrades in utilization phases becoming very expensive as a result of longer upgrade pe-
riods, more physical effort and allocated resources. 

 Missed opportunities due to long periods of upgrading and rigs being unavailable for 
operations in that time period (availability losses). Being a strong deterrent, upgrades are 
usually only performed if the entire operation is at stake23 such as by excessive wear and 
tear. Upgrades may also be performed for rigs which fail to satisfy certification require-
ments [KVALØY & SØRENES 2009]. Hence, based on that observation, the value of the 
upgrade market shown in section 1.1.3 is underestimated if potential unperformed upgrades 
were also considered. 

 Missed opportunities due to the drilling rig not meeting the O -
sequent rejection of orders if upgrades cannot be performed or only at very high costs. 

At the same time the need for accounting for operational uncertainty is continuously increasing. 
Racing for the remaining oil and gas reservoirs, drilling in more challenging areas such as in 
ultra-deep water, complex formations or unknown and harsh environments (e.g. Arctic drilling) 

                                                 
22 Based on the theory of Overall Equipment Effectiveness (OEE) that regards availability, performance and 
quality losses as main indicators (section 6.4.2
relevant aspects. 

23 As highlighted in section 1.2.4  
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lead to new risks and opportunities. Catastrophic events like the  accident 
in 2010 also demonstrate the strong sensitivity of the upstream drilling sector to single events. 
Suddenly new rules and regulations may require technological changes for newbuilds but also 
existing rigs. 

W
crude prices, the market conditions are favorable to account for more lifecycle value during 
design. The tendency of more Operator-dominated system developments, such as 
projects introduced in section 1.1.2, illustrates that Operators would like to have more influence 
on the lifecycle performance of their systems. Trends in the last years can be seen in the entire 
industry where current business models are challenged as more collaborative system develop-
ment environments are embedded [EIKILL & ATTRAMADAL 2013; FULKS & COOK 2002], new 
technologies such as ng" are adopted [JACOBS & DONNELLY 2011] or 
drilling operations are automated [RASSENFOSS 2015]. Additionally, there exist already niche 
markets in the offshore drilling industry that offer more operational flexibility and cost 
efficiency by building modular drilling rigs such as by Archer [2013]. The increasingly stronger 
emphasis on total lifecycle value rather than on performance alone is an indication of a natural 
shift of an industry to a mature phase [MURMAN 2002, p. 195]. 

As a result, the highlighted value losses and the trend towards more focus on lifecycle value in 
the industry depicts that a better handling of uncertainty has a chance to be taken seriously. 
Section 1.2.3 discusses the alternatives to overcoming value losses that stem from uncertainties 
in utilization phases. 

1.2.3 Alternatives to overcoming value losses 
There are programmatic or technical things to avoid or manage risks and/or exploit oppor-
tunities [MCMANUS & HASTINGS 2004]. With regards to the offshore drilling industry and 
Figure 1-4, there are various alternatives to close the gap between the value desired by the 
customer and the lifecycle value provided by the system. Figure 1-5 illustrates important 
alternatives and highlights the means that are suitable. 

General programmatic changes in this context of application are provided by different means: 
First, proper verification & testing after production can ensure that unnecessary value losses of 
systems are avoided in the first place. An adequate scheduling of operations, instead, helps to 
close the value gap by aligning upgrade processes with ongoing planned stops like overhauls, 
transits, wait-on-weather. In contrast to the addressed exogenous uncertainties during utili-
zation (section 1.2.1), verification & testing mainly addresses minimizing the risk of unfolding 
system internal uncertainties. Improved scheduling allows better aligning upgrade cycles, 
independently of internal or exogenous uncertainties, but usually lies outside the scope of 
System Suppliers and, hence, represents an irrelevant means to be addressed from that perspec-
tive. 
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Figure 1-5 Alternative measures to close value gap 

Design measures represent an alternative to the suggested programmatic ones. The identifi-
cation of suitable flexibility can directly be addressed by System Suppliers in order to enable 
closing the value gap across the lifecycle. Naturally, besides flexibility also other design miti-
gation strategies exist which are introduced in section 2.4. Beyond the consideration of flexible 
design, its management represents an important subsequent means to realize closing the value 
gap. 

In this regard, sufficient training on properly embedding flexible design and its proper exercise 
represents an opportunity to avoid misinvestments and misalignments. Additionally, properly 
formulated design documentation, especially related to the proper exercise of future options, is 
relevant to close the gap and avoid idle performance. Overcoming agency problems across 
stakeholders can resolve challenges in introducing and exercising options across the lifecycle. 
This is also true for overcoming information asymmetries amongst stakeholders. 

Additionally, new business models could act as facilitators for embedding and exercising 
flexibility. The offshore drill -
Service- [MÜNCH 2013, p. 3]. A shift from a strongly product-orientated to a more use-
oriented business model by e.g. leasing out products24, could change the role of System 
Suppliers. Especially combined with flexible design and the incentives to minimize upgrade 
efforts, this change of business model could positively affect the lifecycle value. 

For the addressed measures on flexible design management, the identification of suitable 
flexibility is a prerequisite. Next to that, certain measures must be addressed from different (e.g. 
customer) or higher perspectives (e.g. entire E&P sector) to be facilitated. Especially business 
models are not under control of a single System Supplier and, hence, are another reason for not 
being addressed in this research. 

                                                 
24 According to TUKKER [2004] 
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This research focuses on overcoming value losses when facing uncertain and anticipated futures 
across the lifecycle. In the following, the positive effects of embedding flexible design are 
highlighted. 

1.2.4 Response to value losses by flexible design 
The utilization of offshore drilling systems is subject to uncertainty (section 1.2.1) and 
anticipation  is required. Anticipation mainly refers to looking forward in order to take a future 

decision and action [RHODES & ROSS 2009]. Within each engineering organization antici-
patory capacity 25 must be established to increase lifecycle value under this uncertainty. Flexi-
bility can be embedded in early design phases to respond to the anticipated uncertain futures. 
Figure 1-6, that bases upon BROWNING & HONOUR [2008], illustrates the lifecycle value of a 
flexible26 system. In contrast to rigid design, the flexible system allows: 
 Enabling optional upgrades that must not but should be performed as efforts and oppor-

tunity costs for upgrades are low 
 Enabling smaller and more frequent upgrades as efforts and opportunity costs for upgrades 

are low 
 Extending the lifecycle of the system as upgrades remain valuable before being replaced 

by a new system (newbuilds) 

 

Figure 1-6 Lifecycle value of flexible system (adapted from BROWNING & HONOUR [2008]) 

The result is an overall higher lifecycle value compared to a rigid system. Although continuous 
deterioration of the system is often the reason for performing upgrades in the offshore drilling 

                                                 
25 
changing scenarios as stakeholder needs and system context change over time, to consider their consequences, and 
to formulate design decisions in [RHODES & ROSS 2009] 

26 2.4. 
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industry, limited uncertainty handling can also lead to abrupt value changes over the lifecycle27 
as discussed in section 1.2.2. Based on ROSS & RHODES [2008], discrete changes of value are 
displayed over time (Figure 1-7) where each epoch has fixed system design characteristics, 
expectations and context variables. Multiple consecutive epochs can be strung together to create 
an era, which represents a longer run view of system evolution. Epoch shifts are subject to 
uncertainty and limited strategic planning. 

 

Figure 1-7 Value losses and robustness across epochs (adapted from ROSS & RHODES [2008]) 

There are two main alternatives for drops of value within this framework. On the one hand, the 
value of the system can drop due to performance28 changes in response to context changes, 
which represent dropping Figure 1-7. On the other hand, the value 
may drop as higher expectations may change the desired level of performance. Figure 1-7 
differentiates furthermore minimum customer expectations  below which operations cannot 
be continued and customer expectations  below which operations can continue but only in a 
suboptimal manner. As highlighted in ALLAVERDI ET AL. [2013] this results in three alternative 
cases of value losses and gaps which are illustrated in Figure 1-7: 
1. Context changes usually lead to a drop of performance. For instance, this may represent a 

shift of floating vessels from deep water operating environments to more shallow ones 
[KADIYALA & WHOOLEY 2011] or vice versa as illustrated by WILBURN ET AL. [1998]. Such 
a shift usually results in deficient operations due to less suitable systems that negatively 
affect performance or even hinder operations to be performed in the first place. 

2. Changes, usually increases, of customer expectations as a response to exogenous factors 
(e.g. technological development) or within organizations (e.g. increased safety standards of 

                                                 
27 Continuous fluctuations within epochs such as changes in wind speeds, formation, etc. also affect the perfor-
mance of the system but are not related to limited handling of uncertainty, hence, also do not represent epoch 
shifts. 
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Drilling Contractor). In this case, the performance of the system remains stable across 
epochs. 

3. A combination of case , for instance, a change of operating environments 
(e.g. rig move to Norwegian Continental Shelf) leads to more stringent certification require-
ments29 but also leads to drops in system performance (e.g. due to too heavy equipment 
being suitable for deeper water). 

Those value losses ask for value robustness to continue to deliver stakeholder30 value in the 
face of changing contexts and needs [ROSS & RHODES 2008]. This can be achieved through 
either passive or active means31, with the former akin to traditional robust approaches, and the 
latter embracing changeability as a dynamic strategy for value sustainment [ROSS ET AL. 2008]. 
Those means allow following alternative system paths to reestablish32 value (changed system 
path), which vary in costs, i.e. both in time and money [ROSS ET AL. 2008]. According to 
NEUFVILLE & SCHOLTES [2011, p. 39], flexibility in the design of projects can increase perfor-
mance (e.g. measured in financial terms) by at least 25 percent compared to standard design 
procedures. By preparing systems for change and easing the future upgrades, even upgrades in 
the  of Figure 1-7 are more likely to be performed as thresholds would also 
be reduced due to lower efforts and opportunity costs (also Figure 1-6). 

Such measures, however, require the System Supplier to take a leading role in the stakeholder 
network addressed in the next section. 

1.2.5 Contribution of Drilling System Supplier and effect in stakeholder 
network 

At the beginning of the lifecycle the designer has great degrees of freedom which become 
increasingly limited in later phases when changes require great expenses [ULLMAN 2010, p. 
20]. Hence, uncertainty in design is handled most effectively in early stages as then decisions 
have the strongest impact on the final product [LINDEMANN & LORENZ 2008]. Additionally, the 
environment of competitive tenders amplifies the urgency of dealing early with uncertainties as 
specifications are difficult to be renegotiated after contract awards. Depending on the boundary 
conditions in a project system architects and designers of various stakeholders (mainly Hull 
Designer, Shipyard, System Supplier) must collaborate in early design to better deal with the 
uncertainties and increase lifecycle value [ALLAVERDI ET AL. 2013]. 

                                                 
29 According to the Det Norske Veritas  (DNV) and the Petroleum Safety Authority Norway , Norwegian 
certification requirements are more stringent than in other parts of the world [KVALØY & SØRENES 2009]. 

30 In this context of application, refer to system users, in particular Drilling Contractors and 
Operators. 

31 DE NEUFVILLE [2004] also introduces controlling uncertainty  by demand management as a third option. 

32 Robust approaches should not lead to value drops in the first place, hence, a change of system paths should not 
be required. 
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The System Supplier contributes to this network by knowledge on drilling systems and the 
ability to influence the design to most extent33. Additionally, with their knowledge on drilling 
operations, System Suppliers can challenge customer specifications and positively influence 
the lifecycle value of the drilling system by addressing uncertainty in utilization phases. 

If the incentives of the customer and System Supplier are aligned rather than in conflict, as 
opposed to a zero sum game, they can both benefit from such an endeavor [BEIL 2010]. The 
only negative side effect for the System Supplier of actively accounting for uncertainty in 
utilization phases is the potentially smaller initial scope of the system due to letting system 
users stage investments across their lifecycle. Nevertheless, -
tive the positive aspects should certainly surpass34 the negative aspects due to: 
 Providing the ability of staging investments improving the hit rates in competitive tenders 
 Additional revenues for the embedment of design measures to deal with future uncertainty 
 More follow-up contracts and revenue in after sales market especially as upgrade frequency 

is increased and are performed (section 1.2.4) 

Thus, embracing flexible design may provide competitive advantages for both System 
Suppliers35 and system users. However, due to the various reasons highlighted in section 1.1.2, 
it still only represents a potential that must be proven in the industry. Still, this potential is 
considered to suffice to be addressed by this research. Consequently, in the following the 
research scope and objectives are introduced. 

1.3 Research scope and objectives 
Based on the problem description of section 1.2, the research scope and the objectives of this 
work are defined. In section 1.3.1, the overall goal of this work and the relevancy for other 
fields of application are emphasized. Section 1.3.2 introduces the unique boundary conditions 
of the offshore drilling industry that guide the development of the methodology. Based on those, 
the basic requirements on the methodology and the main research contributions are deduced 
(section 1.3.3). In section 1.3.4 the main and underlying research questions are formulated by 
anticipating the research gap. 

1.3.1 Goal of methodology 
With the profound problem description in section 1.2, the limited handling of uncertainty and 
the potentials of incorporating flexible design are emphasized. The System Suppliers can 
contribute significantly in early design phases, however, must meet customer acceptance in the 

                                                 
33 As oftentimes the hull is already well defined and even built when System Suppliers get involved, there are, 
however, already strong constraints in the degrees of freedom in those early phases. 

34 This consideration is hypothetical and must be proven in practice. 

35 The considerations and benefits are similarly valid for Shipyards. 
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first place. Based on the needs the goal of the methodology that is to be developed is sum-
marized as follows: 

The goal of this work is to support System Suppliers in early design phases to successfully 
embed flexibility into technical systems by following a [aspect 3] methodology that facilitates 
the [aspect 2] identification of [aspect 1] Flexible Design Opportunities. This should allow 
system users to better deal with unfolding uncertainty in utilization phases. 

In this regard, Flexible Design Opportunities (FDOs) represent the relevant physical 
components enabling flexibility in the system [CARDIN & NEUFVILLE 2008] and, additionally, 
the reasons (e.g. drivers for change) that lead to the need of embedding flexibility in the first 
place. 

Each aspect of the goal description describes the features of the methodology that are based on 
the boundary conditions (section 1.3.2) and represent the derived basic requirements of section 
1.3.3. Those aspects focus on: 
 The result by using the methodology (aspect 1) 
 The way the methodology is used (aspect 2) 
 The way the methodology is built and maintained (aspect 3) 

The direct beneficiaries of the methodology are system users of those drilling systems as they 
are able to significantly reduce risks and take advantage of arising opportunities in utilization 
phases which reduces value losses and, consequently, increases the lifecycle value of the system 
(section 1.2.4). 

Due to the role in the stakeholder network and the benefits of addressing potential changes in 
design early (section 1.2.5), the methodology is to be applied by System Suppliers in early 
phases of design, usually in parallel to competitive tenders, when there are still sufficient 
degrees of freedom to influence the design. 

Figure 1-8) when using the typical design process defined by 
CLARKSON & ECKERT [2005, p. 5]. The methodology targets mainly concept and sales 
engineering departments36 of System Suppliers. 

 

Figure 1-8 Typical design process (adapted from CLARKSON & ECKERT [2005, p. 5]) and focus of this work 

Although the motivation for the methodology is industry-specific, the relevancy and application 
of the methodology may equally37 apply to industries that have a need in embedding flexibility 

                                                 
36 Both departments also strongly contribute to the evaluation of the methodology (section 8.3.1). 

37 Although the overall methodology is considered to be applicable across industries, the generated results from 
section 5.3 contain partially industry specific results that are not directly transferable. 
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as a response to limited uncertainty handling. Thereby, embedding flexibility has most value 
for industries that have long lifecycles, face large uncertainty in user needs and, additionally, 
perform large (partially) irreversible investments38 [DE WECK 2007, 2008]. 

The addressed systems shall represent systems that are adapted from baseline 
systems and are defined during competitive tenders. Typical industries that fulfill those criteria 
apply to: p

industries. Naturally, other sectors in the  industry 
such as in the mid- and downstream39 may be equally applicable. 

The boundary conditions in the offshore drilling industry presented in the next section represent 
the foundation based on which the requirements and, consequently, the methodology is built 
upon. 

1.3.2 Industrial boundary conditions for methodology 
Attaining the goals of the FDO Methodology requires accounting for certain boundary 
conditions under which the approach is to be built, applied and maintained. Based on the 
research methods presented in section 1.4, in particular informal interviews and the partici-

those boundary conditions have 
been elicited and concretized. They are directly related to the general basic requirements of the 
FDO Methodology (section 1.3.3) and, subsequently, the FDO Methodology specific require-
ments that are presented in section 4.3.2. 

The boundary conditions can mainly be attributed to two categories: 
for which base upon the specific circumstances of the market 

(section 1.1.2), the reasons for limited uncertainty handling in the past (section 1.2.1) and the 
changing trend in the industry (1.2.2). On the other hand,  conditions refer to the 
typical organizational and technical circumstances at System Suppliers in this industry that 
must be accounted for when addressing the methodology. In the following the individual 
conditions of those two categories are discussed starting with the main category of market 
conditions. 

Market conditions 

The first group of market conditions describes the status-quo of stable conditions in the offshore 
drilling industry at the time of research. The following ones were relevant to consider: 

                                                 
38 Also referred to as sunk costs , i.e. costs that have already been incurred and cannot be recovered. According 
to PINDYCK [2007] irreversible investments are often industry-specific (e.g. equipment) and its resale value is 
strongly linked to the economic situation of the industry; hence, the economic value of the asset would move up 
or down with the economic conditions in the industry making the investment irreversible. In all cases, the instal-
lation and removal costs that may contribute substantially to the overall investment are irreversible. 

39 Whereas the midstream sector processes, stores, markets and transports commodities such as crude oil, natural 
gas, natural gas liquids / sulphur, the downstream sector includes oil refineries, petrochemical plants, petroleum 
products distributors, retail outlets and natural gas distribution companies [PSAC 2016]. 
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 BC1, Fixed deadlines during tenders for making offers: Tenders have fixed deadlines that 
can hardly be extended, especially not on behalf of the System Supplier. 

 BC2, Excessive time constraints and pressure in most competitive tenders: Mostly tenders 
undergo extreme time pressure as tender deadlines are often announced on short notice. 
Although there are exceptions, especially as types of tenders vary (BC5), this is the rule 
rather than the exception. 

 BC3, Conservatism and risk aversion in market: Due to its circumstances, the market is 
very risk averse and historically proven solutions are usually preferred [ALLAVERDI ET AL. 
2013]. 

 BC4, Fragmented and incomplete articulation by customers regarding needs on flexible 
design: In general, customers articulate only parts of their needs explicitly. As observed by 
ROSS & RHODES [2007] this is usually due to forgetting, not knowing, difficulty in expres-
sion, implying already knowledge by the designer or nondisclosure. 

Despite those stable conditions, the market of the offshore drilling industry is also subject to 
strong variations. Those variations can be related to: 
 BC5, Variation of stakeholder constellations and tender conditions during system develop-

ment: As described 1.1.2, the stakeholder constellations can vary during system develop-
ment represented by OFE, BFE or Operator-dominated constellations. This strongly affects 
the tender conditions such as timeframe and the required resources40. 

 BC6, Variation of type and detail level of customer specifications: Customer specifications 
can vary in what is actually expressed as a need (e.g. operating conditions, system specific 
requirements, desired solutions), how it is expressed (oral, written) and on which level of 
detail it is expressed. Depending on the extreme customer requests of RFPs and RFQs, the 
engineer has more or less degrees of freedom for an offer. 

 BC7, Variation of decision-making criteria of customers for awarding contracts: The prefe-
rences and, hence, the decision-making criteria vary across customers, their departments or 
even individuals within departments (section 1.2.1). Customers may have a strong cost 
focus (mainly initial CAPEX) or prefer to invest in increased lifecycle value. 

 BC8, Variation of customer expectations regarding types and scope of flexible design 
embedment: The preference on embedding flexible systems strongly depend on  and 

. Customers may expect that System Suppliers offer a range of alternative solutions 
on flexible design also based on unarticulated needs, only respond to articulated needs on 
flexible design or meet only articulated needs without any consideration of flexible design. 

                                                 
40 BFE constellations which dominated at the time of this research are usually short tenders responding to requests 
for quotes (RFQ). Operator-dominated constellations, instead, usually leave more degrees of freedom (request for 
proposal or RFP) with long feasibility studies upfront which also require more resources. 
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Despite the variation of conditions in the market, there are also market trends at the time of 
research that are of relevancy41: 
 BC9, Abruptly higher customer expectations and stronger penalties on unsatisfactory 

results: In the past offshore drilling systems have picked up rather slowly on the 
technological progress compared to other industries [ROGERS 2011]. However, the increa-
singly competitive market and the shorter innovation cycles and adoption of new techno-
logies have led to an abrupt increase of customer expectations. Although those expectations 
vary with the market situation (e.g. oil price), this recent increase might be stronger than in 
other industries that have had a steadier development of customer expectations in the past. 

Despite market conditions, corporate conditions also play an essential role and are elaborated 
on in the following. 

Corporate conditions 

Corporate conditions address typical circumstances42 of System Suppliers and distinctive 
technical features that must be accounted for to successfully deduce requirements on the metho-
dology. The first group addresses boundary conditions under which tenders are performed: 
 BC10, Often highly experienced and change resistant engineers performing tenders: Ex-

perienced sales engineers are usually required for dealing with heterogeneous customer 
requests and a wide scope of technical challenges while being exposed to strong time 
pressure. Oftentimes, however, this required experience comes with a resistance against 
new promising procedures or working habits. 

 BC11, Limited resources for handling of tenders: Limited resources of experienced 
engineers with sufficient competency to handle tender projects. 

 BC12, Limited resources for build-up and maintenance of database: Besides the limited 
resources for handling tenders, resources for building and maintaining a database are 
scarce. 

 BC13, Heterogeneous experience levels of engineers on flexible design: The knowledge on 
flexible design strongly depends on the individual engineer as it depends on the past roles, 
individual preferences and experiences made. 

 BC14, High expectations on accurate and up-to-date models for application: The potential 
users of new methodologies expect applications to be accurate and up-to-date as any 
deficits (e.g. inconsistencies) are unlikely to be uncovered during tender projects which 
may have major negative consequences for customers, system users or System Supplier. 

                                                 
41 Note that trends that are not relevant with regards to determining requirements on the suggested methodology 
are not further considered. 

42 Those corporate conditions might vary across different System Suppliers which could not be validated in this 
study. 
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 BC15, Overwhelming amount of flexibility potentials in drilling systems: There is a large 
scope of design variables that can be addressed 
portfolio to make drilling systems flexible. 

Corporate conditions should also account for typical  working behavior: 
 BC16, Hardly challenge of customer specifications: Oftentimes customer specifications 

cannot be (fully) challenged especially due to strong time pressure in competitive tenders. 
 BC17, Limited experience with decision-support tools: Usually the suggested engineering 

solutions are based on experience and intuition rather than on decision-support (e.g. by use 
methods, tools) that fosters the process of identification, assessment and decision-making. 

 BC18, Reference design as starting point for new offers: Engineering solutions usually 
build upon previously delivered and proven solutions that are adapted to fit individual 
customer specifications rather than generating entirely new solutions. This reduces the risk 
of delivering immature systems while being able to efficiently handle customer requests in 
competitive tenders. 

 BC19, Local focus on flexible design potentials and solutions: Flexible design is usually 
applied by either strictly following articulated customer needs or by suggesting isolated 
flexible solutions to an existing problem. A holistic consideration of uncertainties, affected 
systems and flexible design alternatives for better handling is usually not the focus. 

Those boundary conditions play different roles when defining basic requirements. Whereas 
nd risk aver-

3)), other boundary conditions represent unfavorable conditions that must 
n potentials and 

19)). However, they may also represent boundary conditions that positively 

 (BC18) which is in line with flexible design that must start from an existing design 
[CARDIN 2014]. 

Based on those boundary conditions the basic requirements for the methodology are deduced 
and introduced in the following section. 

1.3.3 Basic requirements and research contributions 
In order to account for the market and corporate conditions, seven different basic requirements 
were defined to meet the goal presented in section 1.3.1. They build upon the boundary condi-
tions defined in section 1.3.2 and can be traced in Table 1-1. The boundary conditions are 
clustered to groups43 that can be clearly assigned to basic requirements. The two relation types 

 Table 1-1 differentiate the origin of attributed boundary conditions 
further. 

                                                 
43 on boundary conditions that cannot be assigned to a specific group. 
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Table 1-1 Basic requirements of FDO Methodology basing upon underlying boundary conditions 

 

I) aims at the identification of a relevant set of 
uncertainties and relevant, feasible concepts that result in high-performing solutions. 

ive identification of II) addresses a holistic identification. By 
considering both articulated and unarticulated needs [ROSS & RHODES 2007], this requirement 
supports widening the scope of uncertainties and also supports identifying the range of affected 
system constituents and flexibility alternatives. 

-orien III) ensures that only customer relevant 
solutions are generated that depend on the individual pre II  
it is strongly related to the effective identification of FDOs (BR I). 

IV) addresses meeting the imposed time and 
resource constraints in projects which can reduce the threshold of applying the FDO Metho-
dology in the first place. 

The A  (BR V) emphasizes the need of making the 
methodology easily understandable and applicable to its users. Thereby the threshold for apply-
ing the methodology shall be reduced. Additionally, the methodology shall allow a correct and 
envisioned application of the methodology. 

T FDO Methodology  (BR VI) targets a situation dependent 
application of the methodology without having to follow strict and rigid procedures. This serves 
to better deal with the strong variations in projects by reducing the threshold of application and 
enabling a situation-dependent identification of FDOs. 

The - BR VII) is to reduce the threshold and 
the overall effort of incorporating the FDO Methodology when building and maintaining the 
database of the methodology. 

Although all basic requirements are considered for the development and the evaluation of the 
BR BR IV identified as the top-level requirements that mainly 

contribute to the research goal (section 1.3.1). They represent showstoppers as their non-
fulfillment makes other basic requirements dispensable (e.g. customer-orientation). However, 
due to the strong interdependency of basic requirements 

all basic requirements were accounted for during the deve-
lopment of the methodology either directly or indirectly. Strongly interdependent requirements 
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are clustered to aspects  as shown in Table 1-2. Each aspect contributes to meeting the goal 
defined in section 1.3.1. 

Table 1-2 Core and contributive aspects derived from basic requirements for goal specification 

 

In parallel to the development of the FDO Methodology, those general basic requirements could 
be broken down further to more detailed FDO requirements as described in section 4.3. Finally, 
the fulfillment of those FDO requirements and, hence indirectly, also of the basic requirements 
is rated by running an expert evaluation on the suggested FDO Methodology (section 8.3.3). 

By anticipating the core findings of this research, the following two main research contributions 
can be formulated: 
 As observed by CARDIN [2014], procedures and research efforts on flexible design are not 

well organized into a consolidated framework. This work addresses this need by providing 
an -to- 44 methodology: Hereby important constituents within and outside of the 
technical system should be identified such as uncertainties and affected system constituents 
for which suitable flexible design concepts and final flexible design solutions are identified. 
The methodology should embed systematized empirical data and heuristics to guide the 
user interactively45, hence, accounting for the  when being run. The focus 
lies especially on the phase of concept generation -
lop new pro [CARDIN 2013]. 

                                                 
44 The term goes back to BARTOLOMEI [2007] (emphasized in section 3.2.1) that refers to the Engineering Systems 
Matrix  (ESM or ES-MDM) as an end-to-end  representation of an engineering system by including endogenous 

of the technical system is now transferred to the need of a methodology that accounts for the underlying reasons 
for change that are external to the system (input of methodology) leading to the generation of flexible design 
solutions within that system (output of methodology). 

45 The interaction is opposed to an automated support where interactions are mostly received from the support with 
some replies at the beginning and end of the interaction [BLESSING & CHAKRABARTI 2009, p. 163]. 

Aspect 1 Aspect 2 Aspect 3

Identification of effective FDOs BR I effective

Comprehensive identification of FDOs BR II comprehensive

Customer-oriented identification of FDOs BR III customer-oriented

Efficient identification of FDOs BR IV efficient

Appropriate usability for engineers BR V user-oriented

Flexible application of FDO Methodology BR VI flexible Core

Efficient build-up and maintenance of database BR VII
efficiently built 

and maintainable
Contributive
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 Specific heuristics for the phase of concept generation which address both the Transition, 
i.e. the type of change that is to occur (section 5.3.5) and the Change Enablers that facilitate 
that change of Objects (section 5.3.4). 

As literature reviews indicate (section 3), current approaches are insufficient to attain the 
addressed goal of section 1.3.1 by meeting the underlying basic requirements. Hence, in line 
with BLESSING & CHAKRABARTI [2009, p. 46], the research on the methodology and the pursued 
contributions are considered to be both academically and practically worthwhile while being 
realistic in scope, especially as priorities are set to focus the research46. 

1.3.4 Research questions 
Based on the defined research goal (section 1.3.1), the main research question is defined as 
follows: 

Which methods and tools enable designers in early stages of system design to successfully 
identify and offer flexible design solutions to their customers to allow system users better deal 
with uncertainty in utilization phases? 

This research question can be further divided into two categories that contain sub-questions. 
The first group handles the procedural aspects of that research question: 
 How can all relevant Objects that are subject to utilization uncertainty be identified in 

technical systems? 
 How can those Change Objects be enabled to reduce upgrade efforts in utilization phases 

under consideration of different upgrade strategies? 
 How and when shall the concepts of enabled Change Objects be assessed and solutions be 

derived? 
 How can the identification of FDOs be enhanced by complementary supportive methods? 
 How can the procedure be supported by a tool? 

Furthermore, the systematization of data is addressed that is relevant for performing the 
procedure: 

 Which domains are relevant for determining flexible solutions? How are they defined? 
 Which are relevant dependencies of those domains? 
 How must elements of the domains be defined and systematized to be applicable in the 

procedure? 
 How and to which extent can application context-dependent knowledge be reused and 

integrated into the procedure? 
 How can the data model build-up and maintenance be supported? 

                                                 
46 Especially by prioritizing basic requirements or only partial elicitation of relevant data to develop and evaluate 
the methodology. 
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Those questions are confronted with the research goal and the underlying basic requirements 
that are to be fulfilled by the methodology which strongly influences the characteristics of the 
solution. 

In the following the research approach and the research methods are introduced that support 
answering those questions. 

1.4 Research approach and methods 
In this work, the researcher has direct and extensive access to resources of a large Drilling 
System Supplier where he is partly embedded. Hence, the research approach and methods, 
especially the extensive empirical studies, are explicitly chosen so that this research is both 
industrially and academically relevant while being rigorous in nature. 

According to BLESSING & CHAKRABARTI [2009, pp. 6 12] the Design Research Methodology 
(DRM) is applied as a basis framework in order to prevent shortcomings in design research. It 
comprises a four-stage process which is represented as a matrix in Figure 1-9. 

 

Figure 1-9 DRM research approach with main research methods 

Each of the four stages has its own objectives and deliverables which can be attained by the use 
of different research methods. Iterations have been performed within and across those stages 
by making adaptations and improvements of tentative results or taking a more detailed perspec-
tive on the previously defined ones. Depending on the research goal, research question and the 
boundary conditions under which the research is performed, the suitable research methods can 
vary. In the following each stage is discussed with a primary focus on the selected research 
methods that have been applied to meet the research goal. 

problem that is both academically and practically worthwhile and realistic and, thereby, de-
fining the research goal [BLESSING & CHAKRABARTI 2009, p. 43]. Especially informal inter-
views and observations made in trainings on drilling systems and operations that highlighted 
various relevant project cases allowed recognizing or deducing the challenges of planning 
future drilling operations and systems. A literature study was performed to address the problem 
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both from an industrial and academic perspective. Both literature and the interviews, observa-
tions resulted in a problem description (section 1.2) and contributed to the specification of the 
research goal (section 1.3.1) and research questions (section 1.3.4). 

S-I) aims at gaining sufficient understanding on the topic of 
interest and the factors that undermine its success [BLESSING & CHAKRABARTI 2009, p. 75]. 
Through informal interviews and participatory observation47 (DS-I, 1.1) of an Operator-domi-
nated system development project48, relevant industry-specific boundary conditions were de-
fined (section 1.3.2). This led to iterations to the RC stage and minor adaptations of the research 
focus. Based on that the basic requirements of the methodology were defined (section 1.3.3) in 
order to meet the research goal (section 1.3.1). 

As part of the prescriptive study (PS) an extensive literature analysis was performed to gain 
insights on prevalent methodologies for identifying FDOs which are summarized in section 3.1 
and 3.2. Based on this literature analysis and complementary informal interviews in this phase, 
an initial design support was developed to close the research gap and, at the same time, 
contribute to the industrial problem. 

With a first procedural model at hand, further research on the solution components, i.e. relevant 
domains and domain elements, was performed (DS-I, 1.2) that is required for the identification 
of FDOs. This entailed another extensive literature analysis, especially on the concept gene-
ration constituents of FDOs represented in section 3.3, a large series of semi-structured case-
based interviews which is described in detail in section 5.2.1 and a complementary company 
internal document archival analysis which targeted both project documentation on tenders and 
product documentation (such as drawings, technical descriptions, etc.). The detailed FDO 
requirements were iteratively defined as described in section 4.3.1. 

The subsequent activities related to processing, data extension and verification are documented 
in section 5.2.2 and were performed by SCHLATHER [2015] and CARATHANASSIS [2015] based 
on the results from the RS and DC-I stages. This allowed populating the data model of the 
methodology and, hence, represented new input for the PS stage (section 5.3). Regular reporting 
on the current status of the methodology with subsequent informal interviews represented 
support evaluations ensuring that errors and deviations could be accounted for early while 
synthetizing additional FDO requirements that were still to be embedded as illustrated in section 
4.3.1. 

Finally, in -II) the application and impact of the design support is 
evaluated as recommended by BLESSING & CHAKRABARTI [2009, p. 181]. Based on the appli-
cation of the methodology on a relevant use case (section 8.1) and the theoretical contributions 

                                                 
47 Represents a long-term case study in a natural setting. Researcher with knowledge on offshore drilling systems 
was moderately observing, i.e. with limited participation by the researcher.  

48 The project addressed the development of a new rig concept for an Arctic drillship which faces significant 
utilization uncertainty and was intended to stretch over years. Participation meant, on the one hand, the attendance 
at regular internal meetings of the concept design team (System Supplier) and, on the other hand, at important 
multi-stakeholder meetings during the tender process. 
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to the fulfillment of FDO requirements (section 8.2), an expert evaluation with selected focus 
groups was run (section 8.3) to show the usefulness of the methodology (success evaluation). 
The feedback from the evaluation was not implemented in this work (PS stage) but should be 
considered in the future for improving and extending the methodology further. Naturally, this 
should also be followed by an expert evaluation (DS-II). 

The following section provides an overview on the structure of the thesis. 

1.5 Structure of thesis 
This thesis can be divided into six main themes that are visualized in Figure 1-10: 
 An introduction to this research (chapter 1) 
 An extensive theoretical background to generate transparency on focus, a common under-

standing and terminology for this thesis (chapter 2) 
 State-of-the-art  to provide an overview of related research and highlight the research gap, 

research contribution of the FDO Methodology (chapter 3) 
 The suggested FDO Methodology with its various constituents (chapter 4-7) 
 The application and evaluation of the suggested FDO Methodology (chapter 8) 
 A final conclusion and outlook of the FDO Methodology (chapter 9) 

The already introduced chapter 1 provides background information of the industry and the 
situation that motivates this research topic and allows deducing a problem description. 
Subsequently, the objectives of this research are derived and a research methodology is defined 
addressing both the guiding research approach and questions. 

Chapter 2 provides a common understanding and terminology based on various relevant 
literature for this work. Concretely, it interprets offshore drilling for the larger field of plant 
engineering, systematizes the field of uncertainty and uncertainty modeling and narrows down 
the lifecycle phases and types of changes that are targeted by the methodology. This is followed 
by elaborating and consolidating the ambiguous field of flexible design before providing an 
understanding on systems and their requirements. 

Chapter 3 introduces a reference taxonomy for the identification of FDOs and general relevant 
end-to-end procedural models from different relevant academic disciplines which are then 
compared and evaluated. As a matrix-based approach is regarded most suitable to meet the 
requirements of the targeted FDO Methodology, alternative relevant matrix-based methodo-
logies are highlighted in detail and benchmarked. This allows deducing the research gap. 

-
view on relevant constituents of the methodology is performed. 

Chapter 4 introduces the overall framework of the suggested FDO Methodology. It suggests 
three models that are necessary to support the identification of FDOs. The main model, the 
FDO Procedural Model, is described in detail. Then the process of identifying FDO require-
ments for the FDO Methodology is provided and the results are presented. 
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Figure 1-10 Structure of this thesis 

Chapter 5 presents the FDO Data Model which builds upon the FDO Procedural Model and 
acts as an organizing framework of relevant domains and their constituents. The process from 
eliciting empirical data to the embedment into the FDO Data Model is described followed by a 
detailed presentation of the constituents and categories of each of the domains. 
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Chapter 6 presents the application model (FDO Execution Model) which is based both on the 
FDO Procedural Model and FDO Data Model. First the build-up of the model and the available 
selections are highlighted. This is followed by demonstrating the alternative and scalable paths 
the user can follow. Then the technique of tracing is introduced which represents an important 
aspect of building change scenarios which are illustrated subsequently. Finally, insights into 
the assessment and decision-making of FDOs are addressed both when running through the 
FDO Execution Model and when Flexible Design Concepts  are already generated from which 
suitable solutions are deduced. 

Chapter 7 focuses on the complementary support to meet the defined FDO requirements when 
applying the FDO Methodology. Those FDO Facilitators target different phases of the metho-
dology including the build-up and maintenance phase of the FDO Data Model. 

Chapter 8 applies the FDO Methodology based on an industrially relevant use case. Then the 
theoretical contributions of the FDO Methodology are introduced that depict how the FDO 
requirements were intended to be met. Finally, the process, the results and a reflection of the 
expert evaluation are provided that are based both on the introduced use case and the theoretical 
contribution of the same chapter. 

Chapter 9 first summarizes the results of the FDO Methodology. Then the research results and 
the implications of this research are discussed. This is done, on the one hand, by addressing the 
strengths and weaknesses of the developed methodology that refer to the initially defined re-
search sub-questions. On the other hand, the contribution to research and industry is highlighted 
separately. Finally, an outlook depicts further potentials that were not addressed in this research, 
yet may provide interesting contributions in the future. 

To complete this work, the appendix provides more relevant aspects and details that were only 
briefly addressed in the main body of this thesis. 





 

 

2.  

The following sections base upon relevant fields of literature to further highlight the research 
focus and generate a common understanding and terminology for the subsequent chapters of 
this thesis. Hereby, first the broader industrial field of plant engineering is addressed that 
offshore drilling systems represent (section 2.1). Furthermore, the relevant field of uncertainty 
is systematized both by addressing it from a perspective of accessible knowledge and from a 
perspective of its sources within and outside of the technical system (section 2.2). Additionally, 
since a large amount of alternative uncertainty modeling techniques exists, they are elaborated 
on by differentiating between formal and practical approaches focusing explicitly on the most 
relevant one for this research context. As changes can occur at different times across the 

 and also be of different nature, the addressed phases and targeted types of 
changes are isolated (section 2.3). In section 2.4 the large and ambiguous field of flexible 
design is introduced as a means of dealing with uncertainty; it is regarded in a larger context 
and under consideration of various academic disciplines before being consolidated for this 
research. Finally, this chapter closes by providing an understanding of the system, its system 
architecture and the underlying system requirements (section 2.5). 

2.1 Plant engineering and offshore drilling systems 
This section is to introduce plant engineering as the broader industrial field representing 
offshore drilling systems. This categorization supports, on the one hand, accessing information 
and building upon a broader reference basis that shares the same or alike characteristics, hence, 
supporting the development of the methodology. On the other hand, it also provides a broader 
context of application of the methodology beyond the narrow application field of offshore 
drilling systems. The characterization of plant engineering and the delimitation to offshore 
drilling systems bases strongly upon insights provided by HERBERG [2016, pp. 15 26]. 

According to VDMA [1976] plants 
not independent units like machines, devices, electric power units, controls and the connecting 
elements like electrical connection lines , which altogether cause a certain production- and 
working process . Furth independent and stationary or 
stationary used functional units which are not deployed solely temporarily or at constantly 

[BStMUGV 2009, p. 5]. 

According to FÖRSTER [2003, p. 10] and based on GAUSEMEIER ET AL. [2000], machinery and 
plant engineering49 can be separated from five other company groups: Producers of units, 
electrical devices, production machinery, motor vehicles and supplier of components and indi-
vidual parts. FÖRSTER [2003, p. 12] provides examples in the field of relevance such as textile, 
packaging, food processing machines or rail vehicles, large diesel engines and printing ma-
chines. Plant engineering can be confined further into large scale plants which consist of e.g. 

                                                 
49 In Germany always referring to both machinery and plant engineering (ger.: Maschinen- und Anlagenbau).  
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raw material production-50 and processing facilities, power or chemical plants and wood-
processing plants [VDMA 2011, p. 4]. 

The field of plant engineering possesses typical characteristics which separates it strongly from 
other fields, especially those of consumer goods and serial production as illustrated in the 
following: 

In contrast to consumer goods, plants represent capital goods [FÖRSTER 2003, p. 15], which 
serve as means for the production or processing of other goods. They are exposed to long 
lifecycles to amortize those investments and generate profit [FÖRSTER 2003, p. 16] leading to a 
large share of lifecycle costs and revenues to be realized after initial sales [MATEIKA 2005, p. 
2]. Thereby, a significant share in revenues comes from after sales services [MATEIKA 2005, p. 
22]. 

In contrast to consumer-oriented mass markets, there is not a customer anonymity but known 
customers ask for individual products [MATEIKA 2005, p. 14]. Requirements elicitation is per-
formed by complete surveys, mainly qualitative, not basing itself on quantifiable averages of 
specific market segments [BEREKOVEN ET AL. 2009, pp. 303 307]. The individual processing 
of orders highlights a need-driven and not a prognosis-driven product development 
[BAUMBERGER 2007, p. 151]. As requirements come directly from customers, this leads to a 
high amount of in-house development [MATEIKA 2005, p. 16]. It also increases market trans-
parency especially as a result of negotiations on various topics such as quality, price, delivery 
time, etc. [BEREKOVEN ET AL. 2009, pp. 303 307]. A negative side effect of this 
individualization, in comparison to a series production, is the increased complexity [FÖRSTER 
2003, pp. 10 11]. This complexity is amplified by the importance of the after sales market and 
the long-term spare part availability [FÖRSTER 2003, p. 16]. The individualization of products 
and systems requires a make-to-order production with workshop character and small batch sizes 
[MATEIKA 2005, p. 16] which leads to almost no economies of scale and stresses the need to 
reduce fixed costs to remain competitive [MATEIKA 2005, p. 17]. 

In plant engineering sales precede the actual creation of the good [MATEIKA 2005, p. 15]. 
According to FÖRSTER [2003, p. 4] during projection planning  the requirements analysis and 
concept generation of the plant is performed. As defined by TROPSCHUH [1988], this phase 
marks the activities between customer inquiry and the submission of an offer by the customer  
which coincides with the tendering activities described by BEIL [2010] shown in section 1.1.2. 
In this phase the information level on requirements is still low while time pressure is high 
leading typically to the use of baseline systems and subsystems as a starting point [FÖRSTER 
2003, p. 87]. In those early phases negotiations usually have a strong emphasis on commercial 
aspects [HERBERG 2016, p. 18]. At the same time as a result of the limited development capacity 
compared to serial production, the main objectives concern fulfilling the desired functions by 
the customized system and an on-time delivery [FÖRSTER 2003, p. 15]. However, as decision-
making is usually performed intuitively without considering implications over the lifecycle 
[MATEIKA 2005, p. 4], this leads to uncalculated technical, temporal and economic risks 
[HERBERG 2016, p. 18]. Especially as plants, in contrast to a serial production, can mainly only 

                                                 
50 Offshore drilling systems can be attributed to this category [HERBERG 2016, p. 16]. 
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be tested and examined after system integration of the physical system [HERBERG 2016, p. 19], 
this risk is even amplified. 

The characteristics that apply for plant engineering, in general, are equally applicable for the 
specific application field of offshore drilling systems. Aspects that may further specify the field 
of offshore drilling, especially regarding the business environment and market, were introduced 
in section 1.1.2 and 1.1.3. Further differentiating features of the technical and operating envi-
ronment are: 
 Discontinuously working systems: As shown in section 1.1.1, an offshore drilling rig repre-

sents a discontinuously working facility, in contrast to continuously working facilities such 
as power plants, process plants or production lines [HERBERG 2016, p. 22]. 

 Mobility: Although offshore drilling systems constitute mainly stationary equipment (sec-
tion 1.1.1), the entire Mobile Offshore Drilling Unit (MODU) may change operating 
locations. 

 Operating context-dependency and influences: The performance and system output of 
offshore drilling rigs, especially MODUs, depend extremely on exogenous factors from 
metocean51, geology, human and regulatory which are highly uncertain [ALLAVERDI 2012; 
ALLAVERDI ET AL. 2013]. Hence, those factors strongly govern design specifications. 

 Constraints: Offshore drilling units, especially MODUs, face extraordinary spatial con-
straints, which are strongly determined by the hull design and mass constraints on the rig 
and in certain rig areas [HERBERG 2016, p. 25]. Additionally, as introduced in section 1.1.1 
for the realization of downhole drilling processes when making a well, the tight area around 
the well center represents a chokepoint [HERBERG 2016, p. 25] which governs the speed of 
interrelated topside activities and possibly leading to downtime of the entire rig in case of 
disturbances. 

Although offshore drilling systems represent a unique field of plant engineering, due to the 
multifaceted characteristics of offshore drilling systems, various other fields must also be 
considered. For instance, the mission character of offshore drilling rigs and systems during 
operations make space systems (e.g. LAFLEUR & SALEH [2010]) an important field of consi-
deration. Additionally, when considering the common characteristics where flexible design is 
most relevant52 (section 1.2.4) there are also other fields of interest that go beyond plant 
engineering such as construction as illustrated in section 1.3.1. Hence, although offshore 
drilling systems can be allocated to the field of plant engineering, both the reference basis as 
well as the field of application of the methodology depends especially on the individual 
characteristics of those domains rather than a top-down classification. 

                                                 
51 Metocean parameters include factors attributed to: winds, waves, water depths and sea level variations, currents, 
air and sea temperatures, snow and ice, marine growths and their combinations [HSE 2001; ALLAVERDI 2012]. 

52 Systems with large and mostly irreversible investments, exposed to long lifecycles and large usage / 
requirements uncertainty [DE WECK 2007, 2008]. 
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2.2 Systematization and modeling of uncertainty 
Uncertainty is prevalent in different fields including philosophy, statistics, economics, finance, 
insurance, psychology, engineering and science [DE WECK ET AL. 2007]. In this context of 
application, the uncertainty in early design phases is addressed that comes from yet unknown 
utilization in the future of technical systems. 

Uncertainty is present in all areas of design and designing related to products, processes, users 
and organizations [EARL ET AL. 2005]. According to EARL ET AL. [2005] 
parameters and behaviors which are not known completely beforehand, processes have un-
certain durations and uncertain effects, users and conditions of use can change, organizations 
change and, more widely, contexts, environments and long-term conditions of use are unpre-

possible outcomes. 

CHUCHOLOWSKI ET AL. [2013] differentiate engineering changes in general by considering their 
ge 

or objectives pursued 
 / factors that lead to the 

-effect network (section 4.2.1). Root causes 
are the specific underlying causes that can be reasonably identified and controlled by manage-
ment. According to CHUCHOLOWSKI ET AL. [2013]  can be used synonymously to 

 

In general, as uncertainties represent the reasons for change, they are often all referred to as 
HERNÁNDEZ [2003], WESTKÄMPER & ZAHN [2009], RÖSIÖ [2012], 

KLEMKE [2014] [DE WECK ET AL. 2007], 
[BARTOLOMEI 2007, p. 74] [NEUFVILLE & SCHOLTES 2011, p. 70]

[MEKDECI ET AL. 2012] [CARDIN 2014]. They repre-
[KLEMKE 2014, p. 44] [RÖSIÖ 

2012, p. 20] [HERNÁNDEZ 2003, p. 32] that must be responded to.  

Uncertainties can be systematized differently. Section 2.2.1 provides two relevant alternatives 
of systematization: On the one hand, uncertainties can be characterized by the knowledge on 
uncertainty. On the other hand, uncertainty sources can be used for systematization. Next to 
systematizing uncertainties, the alternatives to modeling uncertainties are discussed in section 
2.2.2. 

2.2.1 Uncertainty knowledge and sources 

Knowledge on uncertainty 

MCMANUS & HASTINGS [2004] differentiate uncertainties from the view of a system architect 
or designer. According to MCMANUS & HASTINGS [2004] uncertainties can be categorized by 
the accessibility of knowledge; although being a continuum they are represented as three 
discrete categories: First, they can represent statistically characterized (random) variables / 
phenomena, i.e. things that cannot always be known precisely, but which can be statistically 
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bles such as the 
weather in a specific region. Secondly, they may be known unknowns  (things we know we 

 which are at best bounded and may have entirely unknown values. Thirdly, the 
most uncertain category is represented by unknown unknowns 53, -

 that are EARL ET AL. [2005] and BROWNING & 
RAMASESH [2015], amongst others, do not differentiate between the first and second category 
both referring to them known u  Whereas known unknowns can be handled by 
conventional risk management [MCMANUS & HASTINGS 2004; BROWNING & RAMASESH 2015], 
unk-unks require conservative mitigation strategies [MCMANUS & HASTINGS 2004]. 

On the one hand, uncertainties can be considered from the knowledge base of a person or 
organization and are not static but evolve over time as more information is collected 
[MCMANUS & HASTINGS 2004]. On the other hand, as many planners resist wasting resources 
on planning projects , this can lead to a large gap of what is knowable 
and what is actually known [BROWNING & RAMASESH 2015]. Hence, as suggested by 
BROWNING & RAMASESH [2015] some unk-unks can be converted54 to known unknowns where 
the techniques of conventional risk management apply again (Figure 2-1). 

 

Figure 2-1 Converting knowable unk-unks to known unknowns (adapted from BROWNING & RAMASESH [2015]) 

Especially by considering the unarticulated needs which are explicitly addressed by BR II 
(Comprehensive identification of FDOs), the methodology is to support the conversion of 
knowable unk-unks to known-unknowns which, in turn, allows them to be targeted specifically. 
Unk-unks that are not knowable, hence, cannot be identified through additional efforts require 
general and conservative mitigation strategies and are not targeted by the methodology. 

Sources of uncertainty 

In system design uncertainties can be differentiated between endogenous and exogenous ones55 
depending on whether the sources of those uncertainties lie within or outside the system 

                                                 
53 Wholly unknown uncertainties  by SUH ET AL. [2007]. 

54 BROWNING & RAMASESH [2015] as a combination of targets, methods and tools. 

55 In line with DE WECK ET AL. [2007], this differentiation also applies to this work. 

Known
unknowns

AfterBefore

Knowable
unk-unks

Unk-unks

Known
unknowns

Unk-unks



40 2. Theoretical background and disambiguation 

 

boundary or sphere of influence [DE WECK ET AL. 2007]. Thereby, two types of uncertainties 
within the system are differentiated: 
 Product context: Uncertainty relates to the technical risk of the product due to its novelty. 

Uncertainty also arises by integrating proven components into other proven products cau-
sing unknown interactions or exceeding tolerance margins. Additionally, unmodeled 
interactions between parts of the system may lead to uncertain change propagations once 
changes occur. The reliability of a component and the durability, i.e. wear and tear of a 
component, may also be uncertain leading to unscheduled deterioration or failures. 

 Corporate context: Here uncertainties are addressed that relate to the business context in 
which the product is designed. This may include uncertainties due to internal ill-planning 
(product strategies) or unexpected product changes due to contractual agreements. 

Exogenous uncer and as section 1.2.1 highlighted the 
main uncertainties of concern in this work: 
 Use context: Uncertainty related to the way a product is used and the conditions under 

which it has to operate, e.g. different weather conditions, skills of system operators, etc. 
 Market context: Uncertainty related to changes in demand profiles which also highly de-

pend on the behavior of competitors in the market. This category also includes changes in 
the economy such as changes of exchange rates affecting the cost of manufacturing, etc. 

 Political and cultural context: Uncertainty related to changing legislation and regulations 
which affect both the design of products and the operability of existing products. Un-
certainty is also driven by political decisions and new trends, policies and fashions across 
different cultures and globally. 

Various authors in the field of product and system design and factory planning highlight similar 
change driver categories and individual drivers as suggested by DE WECK ET AL. [2007]: 

For instance, resulting from two workshops with 12 participants of various industries, ECKERT 
ET AL. [2009] differentiate similar causes for changes which partially include the highlighted 
sources of uncertainty including requ r competition / market oppor-

t q s  errors / problems / system 
integration project m c design for service / 
upgrades / t  GREDEN [2005, p. 61] which addresses the building 
industry, differentiates similarly amongst market, climate, regulatory, technological and future 
use uncertainties. SHARIFI & ZHANG [1999] provide a more comprehensive view on changes in 
a manufacturing firm as a whole, introducing the five change driver categories changes in 
market , changes in competition , changes in customer requirements , changes in techno-
logy  and changes in social factors . 

Literature dedicated solely to factory planning also differentiates between internal and external 
change drivers (e.g. HERNÁNDEZ [2003, pp. 109 112], KLEMKE [2014, p. 15], WESTKÄMPER & 
ZAHN [2009, pp. 9 12]). In particular, HERNÁNDEZ [2003, pp. 157 163] defines 13 manageable 
internal divisions related to the factory surround (e.g. corporate management, sales planning, 
research / development). Additionally, he distinguishes between non-manageable external 
fields, which consist, on the one hand, of 11 divisions related to the corporate surround (e.g. 
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competitors, market, customers) and, on the other hand, of 6 divisions in the global surround 
(e.g. politics, economy, society / public). KLEMKE [2014, pp. 167 169] defines a total 39 change 
drivers56 differentiating amongst the categories: quantity and variant driver  (factors influ-
encing quantity and variants), target drivers  (factors influencing cost, quality and time 
targets) and process- and element driver  (factors influencing objects in the factory). 

A smaller subset of considered change drivers can be found in the field of production 
engineering. Here the focus lies on change drivers related to the product , volume , tech-
nology  and strategy  as summarized from various relevant literature by RÖSIÖ [2012, p. 21]. 

Those uncertainties affect each other [DE WECK ET AL. 2007; CHUCHOLOWSKI ET AL. 2013], 
however, do not all overlap and many endogenous uncertainties are even independent of 
exogenous uncertainties [DE WECK ET AL. 2007]. KREBS [2011, pp. 16 17] differentiates further 
amongst qualitative and quantitative relationships. HERNÁNDEZ [2003, pp. 112 115] uses those 
interdependencies in order to generate scenarios. 

Although various literature and application fields share common change drivers, especially on 
a higher level of aggregation, at a more detailed level they are usually system or domain specific 
(e.g. SCHUH ET AL. [2009], SHARIFI & ZHANG [1999]). SHARIFI & ZHANG [1999] address even 
the contradictive meaning of change drivers  change that may be a harmful incident 
for a company may not be bad for another company or even the same company in a different 
situation. It could even be an opportunity in a different time or place  In line with this obser-
vation, NEUFVILLE & SCHOLTES [2011, p. 70] highlight that 

that ystem and identify the factors that will 
Hence, this process usually requires the collaboration of a range of 

experts [NEUFVILLE & SCHOLTES 2011, p. 70; KLEMKE [2014, p. 63]. 

Consequently, whereas the identified sources of uncertainties can be generally applicable on 
higher levels of aggregation and support the identification of specific change drivers in the 
application fields of interest, its constituents can hardly be generalized across those fields and 
must be elicited separately. 

2.2.2 Uncertainty modeling 
In line with DE WECK ET AL. [2007], one can differentiate between formal and practical 
approaches to uncertainty modeling. Formal approaches are extensively elaborated on in 
HALPERN [2003] and mainly include numeric expressions of the likelihood of future events. 
Practical approaches instead are more prevalent in the engineering context. The alternative 
approaches to uncertainty modeling are based on DE WECK ET AL. [2007] which are introduced 
the following and visualized in Figure 2-2. 

                                                 
56 change drivers such as financial crisis or natural catastrophes as they can hardly 
be predicted. 
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Figure 2-2 Alternative approaches to uncertainty modeling (based on DE WECK ET AL. [2007]) 

Formal approaches to uncertainty modeling 

Probability theory  considers the extent to which something is likely to happen or be the case. 
It is used extensively in areas such as statistics, mathematics, science, philosophy to draw 
conclusions about the likelihood of potential events and the underlying mechanics of complex 
systems. Bayesian probability theory  defines probability as the degree to which a person 
believes a proposition. Bayesian theory also suggests that Bayes' theorem can be used as a rule 
to deduce or update the degree of belief with the occurrence of new information. The 
Dempster-Shafer theory  [DEMPSTER 1967; SHAFER 1976] is based on the mathematical 

theory of evidence based on belief functions and plausible reasoning being used to combine 
evidence from different sources and determine the probabil Possibility theory  
is mathematical theory, an alternative to probability theory, dealing with certain types of 
uncertainty. ZADEH [1978] bases upon and extends the theory of fuzzy sets and fuzzy logic, 
where information is considered as incomplete or imprecise and memberships of elements can 
be gradually assessed. 

As highlighted in CARDIN [2014], probability, bayesian and possibility theory are useful when 
knowledge is available on the underlying phenomena; in contrast, for applying the Dempster-
Shafer theory expert knowledge is required to elicit distributions. As emphasized by DE WECK 
ET AL. [2007], due to various reasons (e.g. time and financial constraints, engineering educa-
tional background) those methods are often inaccessible to designers and engineers seeking to 
incorporate future uncertainty into their thinking and design work. Hence, this provides the 
basis for less formal and more practical approaches in systems design. 

Practical approaches to uncertainty modeling 

According to DE WECK ET AL. [2007], practical approaches can be divided into two main 
categories, namely models representing continuous uncertainty variables and those representing 
discrete ones: 

Continuous variables represent uncertainty as a random variable over time (e.g. prices of 
commodities, raw materials). Here iffusion models  (e.g. De Weck, Olivier L et al. [2004]) 
are addressed where the initial state is known and there is diffusion due to randomness using a 
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mathematical description, usually Geometric Brownian Motion (GBM). As a large number of 
scenarios can occur, this is usually handled by Monte Carlo simulation. Alternatively, lattice 
models  can be applied [COX ET AL. 1979] where the evolution of the uncertain factor (e.g. 
price, market value, demand, etc.) is depicted as a binomial model. This means a state with a 
certain value (V) at time (t) can only progress to either an up state with value uV and with 
probability p, or to a down state with value dV and probability 1  p. 

Next to modeling continuous variables, more discrete uncertainties are addressed represented 
by discrete events (e.g. earthquake, hurricane) or scenarios which can be covered by scenario 
planning . The idea is to generate a finite set of future scenarios that collectively capture the 
possible future outcomes. According to GAUSEMEIER ET AL. [2001, p. 79] 
universal description of a possible situation in the future that bases upon a complex network of 
influencing factors. Furthermore, a scenario can include the representation of a development 

 

A general procedure of scenario generation is provided in Figure 2-3. According to 
GAUSEMEIER ET AL. [2001, pp. 84 116], scenario management follows a five-step process: 
First, with the scenario preparation (phase 1), the project goal and project organization is deter-
mined and the design field57 is analyzed and defined. When performing the scenario field 
analysis (phase 2), the scenario field is described by the corresponding influencing factors 
which drive the change of a design field and, hence, correspond to the introduced change drivers 
of section 2.2.1. Three alternative scenario fields exist which determine those types of influ-
encing factors: The scenario field may lie outside of the design field and cannot be affected 
(outer field scenario). Alternatively, the scenario may only refer to internal factors which can 
be affected and, as they are part of the design field, form the so-called design field scenario . 
Oftentimes, however, a mixture of both scenarios exist which result in so-called system 
scenarios . Hence, the considered influencing factors may both come from outside and inside 
the design field. The generated key factors, which act as representatives of various influencing 
factors, result from the analysis of the interdependencies amongst influencing factors. The 
scenario prognosis (phase 3) represents the core of scenario management. Here the alternative 
developments of the previously specified key factors (also referred to as projections ) are 
determined and the most characteristic ones selected. Based on those relevant projections and 
during scenario generation (phase 4), a handful of coherent and applicable scenarios are 
defined58. In the fifth and last phase (scenario transfer) the impact of those scenarios on the 
defined design field is analyzed. Based on the alternative development possibilities, explana-
tions for strategic decisions and the development of suitable handling strategies are derived. 
Hereby, GAUSEMEIER ET AL. [2001, p. 105] differentiate between two alternative strategies that 
depend on the extent of scenarios: A strategy that bases upon one scenario only is considered 
to be focused  whereas a strategy that accounts for multiple future scenarios, usually similar 
ones to limit the effort, is referred to as future robust . 

                                                 
57 Those areas that should be designed when addressing scenario project such as product, service or technology. 

58 GAUSEMEIER ET AL. [2001, pp. 96 99] divide this phase into two stages. Based on the projection consistent 
projection clusters are generated. Those projection clusters, in turn, are again compared amongst each other and 
merged into internally consistent groups resulting in  
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Figure 2-3 General procedure of scenario generation [GAUSEMEIER ET AL. 2001, p. 85] 

Strongly associated with scenario planning and described by HELMER-HIRSCHBERG [1967], the 
Delphi method represents a systematic, multistage interview technique that supports the 
identification of future trends, events, technical developments, etc. Domain experts are pro-
vided with questions or theses of the future and generate their prognosis independently while 
adjusting their written statements depending on anonymous feedback of other experts. In the 
end the intention is to arrive at a consensus amongst those experts. As highlighted by DE WECK 
ET AL. [2007], the Delphi method describes a formal way for generating the future scenarios 
based on an expert group opinion, hence, it is considered complementary to scenario planning, 
especially supporting the phase of scenario prognosis. 

Due to the important basic requirement V  (Appropriate usability for engineers), practical 
approaches are favored in this work. Additionally, as the addressed epoch shifts lead to abrupt 
value losses (section 1.2.4), a modeling of discrete events and scenarios is pursued. Hence, 
scenario planning is considered to be the most suitable uncertainty modeling method for the 
methodology. 

2.3 Lifecycle perspective on changes 
Building on Figure 1-8 and adapted from SALEH ET AL. [2003], Figure 2-4 displays a typical 
system lifecycle where changes can occur across different phases. According to SALEH ET AL. 
[2003] and highlighted in Figure 2-4, only those changes are relevant that occur when systems 
are in operation, i.e. after they have been fielded. As literature provides a very inconsistent and 
mixed taxonomy on upgrades and related fields [MÖRTL 2002, p. 26], they must be addressed 
and delimited carefully to focus the targeted types of changes for this work. 
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Figure 2-4 Typical system lifecycle and targeted phase (adapted from SALEH ET AL. [2003]) 

Changes of systems and underlying products59 differ across their utilization phase. Based on 
MÖRTL [2002, p. 28], MATEIKA [2005, p. 23] and ULRICH [1995], the following main types60 
are condensed to: 
 Maintenance & repair: Checking the deteriorated actual state against the initially defined 

target state of product or system and, if required, re-establishing target state without 
changing the technological level61. 

 Overhaul: Dismantling, cleaning, checking, refurbishment or exchange of component parts 
performed within pre-scheduled intervals to keep desired target state at same technological 
level. 

 Upcycling / Retrofit: Adaptation or replacement of component parts and modules of pro-
ducts and systems to a higher technological level. It also involves exchanging entire pro-
ducts with modern ones at the end of their lifecycle, usually during planned production 
shutdowns, while reusing the existing engineering infrastructure such as piping, cabling, 
cabinets, etc. as much as possible. 

 Upgrade: Increase of utility by adding or changing functionality of product or system, 
hence, leading to the integration of additional modules and component parts to attain a 
higher technological level. 

 Adaptation: Changes of products and systems due to application in different use envi-
ronments, hence, increasing utility without necessarily changing the technological level 
[ULRICH 1995]. 

                                                 
59 As section 2.5.2 and 5.3.3  that a system is 
made up of, -system where each one fulfills an important function and, 
thereby, contributes directly to the overall fulfillment of the process. Both the entire system, in general, and the 
underlying products, in particular, are  

60 Although those main types were strictly separated here, they are partially interrelated and, hence, in practice 
used interchangeably to some extent. 

61 MÖRTL [2002, p. 28]  technical standard that is embodied by the product or 
system. By changes over the lifetime, the technological level of a product or system may be kept the same or, in 
order to prevent technical obsolescence, be modified to an up-to-date technology superseding the old one. 
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Figure 2-5 delimits the changes that are considered in this work from the ones that are excluded. 

 

Figure 2-5 Different types of changes and delimitation of rig upgrades 

As discussed in section 1.3.1 for flexible design to be of value, the addressed system should 
have a long lifecycle, face large uncertainty in user needs and perform large (partially) 
irreversible investments [DE WECK 2007, 2008]. Therefore, the types of changes that are of 
concern should also be the consequence of strong uncertainty, be of large scale and, hence, face 
significant efforts to be realized. Consequently, upcycling / retrofit , upgrade  and adap-
tation  represent most relevant candidate changes as they result from strong utilization uncer-
tainty while requiring a high effort to realize them. They are referred to as the rig 
upgrades  in order to modify rig functions and systems in the face of known and knowable 
uncertainty (section 2.2.1) to provide additional utility to system users. 

Those rig upgrades can be facilitated by changeable and flexible design being addressed in the 
following section. 

2.4 Flexible and flexibility-related design 
The definition of is highly ambiguous and confusing as discussed in various 
literature [SALEH ET AL. 2003; ROSS ET AL. 2008; SALEH ET AL. 2009; KISSEL ET AL. 2012; ROSS 
& RHODES 2015]. As changeability  is also incon-
sistently defined [HERNÁNDEZ 2003, p. 26]. Hence, for this thesis it is important to introduce 
the relevant main concepts of flexibility and related terms followed by a synthesis and 
delimitation of the most applicable definitions for this work. 

The following three academic fields of relevance are addressed separately in the following 
sections: 
 Changeability and flexibility in engineering design (section 2.4.1) 
 Changeability and flexibility in manufacturing and factory planning (section 2.4.2) 
 Real options and managerial flexibility of engineering systems (section 2.4.3) 

Based on those three fields, a definition for this research is synthetized in section 2.4.4. 

2.4.1 Changeability and flexibility in engineering design 
define and disambiguate that term from related 

terms that also address a change of systems but have a different focus. For an initial definition 
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and disambiguation, the consideration of lifecycle properties of engineering systems, or so-
62, is considered to be a suitable framework. It differentiates properties of systems 

that usually manifest themselves after a system has been put to its initial use and typically 
concerns wider system impacts with respect to time and stakeholders [DE WECK ET AL. 2011]. 
Preliminary results on ilities indicate that at least three semantic fields exist including change-
type , architecture-type  and new ability-type  ilities [ROSS & RHODES 2015]. Change-type 
ilities, in particular, are relevant in this regard as they address change or resistance of changing 
systems which also includes . 

An explorative study with individuals researching and applying ilities uncovered potential 
means-end63 hierarchical relationships amongst a set of change-type ilities [DE WECK ET AL. 
2012; ROSS & RHODES 2015]. Table 2-1 shows the definitions of the change-type ilities that 
were provided to the groups for this exercise64. The aggregated view from the different groups 

ded as a top-level change-type ility 
under which it includes  

Table 2-1 Change-type ilities for means-end hierarchy exercise [DE WECK ET AL. 2012] 

 

The change-type ilities were extended by MEKDECI [2013, pp. 141 155] who additionally 
introduced pliability 65. It refers to -

where all validated designs can be 
transitioned to within a system architecture. New change-type ilities are likely to be added to 
the existing set in the future. 

                                                 
62 -  

63 Multiple child-parent links. 

64 The i ere initially on this list. However, through this exercise they 
-  ilities, i.e. appear at lower levels and serve as enablers for higher level ilities. 

They are considered to belong to the semantic field of -types  [ROSS & RHODES 2015]. 

65 Changeability is considered to be a transition 
to a new system (changeability), it requires that the new system is part of the same system architecture which is 
not a requirement for changeability [MEKDECI 2013, p. 153]. 

Ility  Name Definition  ("ability  of  system...")

adaptability to  be  changed  by  a  system-‐internal  change  agent  with  intent

agility to  change  in  a  timely  fashion

changeability to  alter  its  operations  or  form,  and  consequently  possibly  its  function,  at  an  acceptable  level  of  resources

evolvability design  to  be  inherited  and  changed  across  generations  (over  time)

extensibility to  accommodate  new  features  after  design

flexibility to  be  changed  by  a  system-‐external  change  agent  with  intent

modifiability to  change  the  current  set  of  specified  system  parameters

reconfigurability to  change  its  component  arrangement  and  links  reversibly

robustness to  maintain  its  level  and/or  set  of  specified  parameters  in  the  context  of  changing  system  external  and  internal  forces

scalability to  change  the  current  level  of  a  specified  system  parameter

survivability to  minimize  the  impact  of  a  finite  duration  disturbance  on  value  delivery

value  robustness to  maintain  value  delivery  in  spite  of  changes  in  needs  or  context

versatility to  satisfy  diverse  needs  for  the  system  without  having  to  change  form
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F is considered further within the framework of change-type ilities to resolve the 
ambiguousness and define it for this work. 

Focusing changeability types and flexibility 

Apart from the means-end hierarchy study, ROSS & RHODES [2015] define changeability as the 
higher or overarching ility that encompasses other ilities. They are introduced in ROSS ET AL. 
[2008] and include: adaptability, flexibility, robustness, scalability and modifiability. 

ROSS ET AL. [2008] differentiate in that context between change mechanisms  change 
effects  and change agents . According to ROSS ET AL. [2008] the change mechanism is the 
path66 the system must take in order to transition from its prior to its post state as deepened in 
section 3.3.1
addressed. 

Change effects address the parameter sets and values such as for a car with the parameter sets 
{number of wheels, color of vehicle, quietness of cabin} and the parameter values 

67. Depending on the change effects, three different changeability types can 
be differentiated: 
 ified parameters is changed (e.g. by 

adding the  to the existing parameter set) 
 value of the specified parameter changes (e.g. color of 

 
 

despite changes in the operating environment 

The other means for differentiating changeability types are through change agents which refer 
to instigators, i.e. the forces for setting the change in motion (Figure 2-6). Whereas flexible 
changes are regarded those that are initiated by external agents (e.g. upgrades by humans), 
adaptable changes are those that are initiated internally (e.g. by software). 

FRICKE & SCHULZ [2005], in contrast, refer to only four types of changeability represented by: 
flexibility, agility, robustness and adaptability. The understanding of the flexibility types by 
ROSS ET AL. [2008] and FRICKE & SCHULZ [2005] is still in line and corresponds to the 
definitions in Table 2-1. However, FRICKE & SCHULZ [2005]

an flexibility [SCHULZ & FRICKE 1999]

are not required for any of those two. Latter differentiation is also made by OLEWNIK ET AL. 

                                                 
66 According to ROSS ET AL. [2008] ined by the number of acceptable change paths that 
can be taken which depends on the possible number of end states and the number of change mechanisms available.  

67 parameter values strongly coincide 
with 7.2.1). 
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[2004] modating predictable 
changes in operating environment, while robust design parameters are capable of accom-
modating unforeseeable changes in  

 

 

Figure 2-6 Change agent location (internal or external) for 
lexibility  [ROSS ET AL. 2008] 

SALEH ET AL. [2003] also differentiate between 
implies the ability of a design to satisfy changing requirements after the system has been 
fielded, robustness involves satisfying a fixed set of requirements despite changes in the system 
environment (or w Figure 2-7 depicts this by illustrating the relation 
between system objectives and environment. Fixed or changing system objectives correspond 
to the introduced variations of either nd/or  defined by ROSS ET AL. 
[2008]. 

 

Figure 2-7 [SALEH ET AL. 
2003] 

Furthermore, as highlighted by KISSEL ET AL. [2012] heterogeneous definitions of flexibility 
and adaptability contribute majorly to the ambiguity in this field as they often have opposite 
meanings in literature. The reason lies in an opposed change agent perspective when referring 
to flexibility or adaptability as used in e.g. GU ET AL. [2009] or HASHEMIAN [2005]. Despite 
those different definitions, the underlying concepts are still relevant for either field of literature 
and are consequently accounted for. In order to avoid confusion, however, in the following 

external changes of the product or system. 
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Differentiating flexibility from lifecycle perspective 

According to SALEH ET AL. [2003] flexibility in engineering can be separated into two68 
different time intervals across the lifecycle, one addressing changes before and one after 
fielding the system before the 
system operations commence (Tops) denoting a willingness and ability to include requirement 
changes and characterizing the interaction between customers and designers working on 
separate subsystems of complex engineering design. Here -

requirement changes before fielding a system (e.g. flexible requirements until decision-making, 
flexibility by offering a range of solutions instead of single point solutions). In this context 
LINDEMANN & REICHWALD [1998] 

 Also tar-
geting change before fielding, BISCHOF [2010, p. 26] differentiates between coping with 
changes of requirements in the design phase by flexibility of a product under development 69 
which may be also be supported by specific methodologies concerning flexibility (e.g. flexible 
product platforms by SUH ET AL. [2007]) or design guidelines focusing on easing changes in 
design phases (e.g. QURESHI ET AL. [2006], KEESE ET AL. [2007]). On the other hand, flexibility 
in engineering design can also relate es 
handling requirement changes of physically existing systems that are already in operation. 

As section 2.3 highlights, flexibility of a design after the fielding is explicitly addressed in this 
work and of no concern. Although 
the focus is not specifically on flexibility of a product under development
field, especially as it usually lacks a clear delimitation, provides important insights that is 
applicable, and, hence, is considered further. 

Flexibility of a product under development  coincides with the definition of design-time 
adaptability  [CHMARRA ET AL. 2008] 

design adaptability  by 
HASHEMIAN [2005, p. 69] 
common adaptable blueprint, and in the upgrading of new models through the modification of 

 can be further split -
 and [CHMARRA ET AL. 2008] where both coincide with the 

HASHEMIAN [2005]  concerns 
increasing utility by flexibility when the product performs a task (e.g. ease of switching between 
two tasks). 
its normal operational mode and by adapting it to new operational modes [CHMARRA ET AL. 

                                                 
68 Regarding the timing of change and the related flexibility, MOSES [2010] differentiates even between three 
different types related to the phase of initial design, redesign of an existing system and the operation of the system. 

69 ases upon the original 
 BISCHOF [2010, p. 26] and SALEH ET AL. [2003] 

respectively  
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2008]. Figure 2-8 summarizes the relevant definitions of flexibility from a lifecycle perspective 
basing on the time frame suggested by SALEH ET AL. [2003]. 

 

Figure 2-8 Lifecycle perspective on flexibility with relevant references in engineering design 

- [ROSS & RHODES 2008] 
highlighted in section 1.2.4, runtime adaptability can be attributed to planned changes within 
epochs (e.g. easing rigging activities), whereas lifetime adaptability can be regarded as higher 
effort adaptations across epoch shifts (e.g. easing system upgrades due to changes in operational 
and legal environment). 

Besides differentiating between design and product adaptability, HASHEMIAN [2005, pp. 71
73] distinguishes also between sequential and parallel adaptability: 

Sequential adaptations consider coping with the extension of the service life of a design or 
product related to emergent technologies, alterations of legal regulations or the time-related 
changes of requirements. Sequential design adaptations represent the evolutions of designs 
within a program such as the V2 ballistic missile by Werner von Braun [HASHEMIAN 2005, p. 
72]. According to HASHEMIAN [2005, p. 70], product related sequential adaptations could be 
related to adaptable homes where changes happen continually as the needs or the lifestyle of 
residents change which strongly corresponds to the introduced lifetime adaptability . 
HASHEMIAN [2005, p. 74] refers to both types  

Parallel adaptations, in contrast, extend the usage of a product or design into new applications 
widening the service scope of the system. Parallel adaptations of products or designs are usually 
reversible. For designs during development this would mean the ease of adapting the design to 

t customers or to limit costs of customized products 
[HASHEMIAN 2005, p. 75]. For products after fielding this would mean the ability of setting-up 
up the same product 
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[HASHEMIAN 2005, p. 74] [ROSS & RHODES 2015]. Hence, it can be 
 that occurs within epochs. 

HASHEMIAN [2005, 7-8: 73-74] further differentiates the certainty under which the system is 
designed for. General adaptability accounts for adapting to unforeseen changes in the absence 
of forecast information, i.e. unk-unks that are not knowable (section 2.2.1). In this case, no 
specific adaptations can be targeted during the design process. Instead, specific adaptability is 
the ability of the system to adapt itself to foreseeable changes (known unknowns) where the 
provisions in the design are made for specific adaptations which are known in advance. The 
differentiation between general and specific adaptability cannot be attributed to a specific life-
cycle phase and, hence, is not addressed in Figure 2-8. 

Another relevant distinction of flexibility addresses the mission character of offshore drilling 
operations by accounting for inter- and intra-mission flexibility of space systems in response to 
uncertain operating environments [LAFLEUR & SALEH 2010]. Each mission can be considered 
as a new epoch. Hereby, inter-mission flexibility refers to multiple (space) vehicles that are 
fielded in series and whose design is adapted in the course of the program. In contrast, intra-
mission flexibility regards a fielded one-of-a kind system which is then modified over time to 
adapt to changing operating environments. Hence, whereas inter-mission flexibility belongs to 
design-time adaptability and coincides, in particular, with the definition of sequential design 
adaptations, intra-mission flexibility can be attributed to lifetime adaptability. 

In the following the definitions of changeability and flexibility for manufacturing and factory 
planning are discussed. 

2.4.2 Changeability and flexibility in manufacturing and factory planning 
In the field of manufacturing systems TONI & TONCHIA [1998] refer to flexibility as the ability 
to change or react with little penalty in time, effort, cost, or performance  

. Complementary, flexibility can be 
considered as a passive attribute for changes in a predefined flexible system scope  
[WESTKÄMPER & ZAHN 2009, p. 47] or, as described by REINHART & GRUNWALD [2001], 

. 
Based on BROWNE ET AL. [1984] and SETHI & SETHI [1990], ELMARAGHY [2005] classifies 10 
basic types of manifesting systems flexibilities. This includes, for instance, 
as the ability to vary production volumes profitably with production capacity. Those manu-
facturing flexibilities can be attained by different means: 

Dedicated Manufacturing Lines (DML) which do not have any embedded flexibility only focus 
on cost-effectiveness designed for production of a specific part type at high volume 
[ELMARAGHY 2005]. Instead Flexible Manufacturing Systems (FMS), an integrated system of 
machine modules and material handling equipment under computer control, allow manufac-
turing several types of parts at minimum changeover costs on the same system at the required 
volume and quality [ELMARAGHY 2005]. Changes of processes and production volume can be 
attained within the pre-defined boundaries without any physical changes of the manufacturing 
system itself [ELMARAGHY & WIENDAHL 2009, p. 4]. However, due to their high costs, they 
are only adequate for large part variations that are produced in small quantities [HUTCHINSON 
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& PFLUGHOEFT 1994]. The high acquisition costs of FMS, in turn, also significantly influence 
the cost to produce a part [TERKAJ ET AL. 2009]. Reconfigurable Manufacturing Systems 
(RMS), instead, facilitate cost effective and rapid responses to the market and product changes 
through customized flexibility that is required at that moment, by performing structural changes 
[KOREN & SHPITALNI 2011]. They allow changes in functionality and scalable capacity by 
physically changing the components of the system through adding, removing or modifying ma-
chine modules, machines, cells, material handling units and/or complete lines  [ELMARAGHY 
& WIENDAHL 2009, p. 4]. Finally, Focused Flexibility Manufacturing Systems (FFMS) consi-
der a mix of built-in flexibility and reconfigurability that is balanced in such a way to ensure 
lowest costs [TERKAJ ET AL. 2009]. 

According to GÜNTHNER ET AL. [2006, p. 6] and based on HILDEBRAND ET AL. [2005, pp. 30
31], flexibility can be further differentiated regarding the timing of activation : Flexibility that 
is required during operations and is already considered in the initial investment is referred to as 
basic flexibility . In contrast, flexibility that is required and activated at later stages over the 

lifecycle, requires a subsequent investment representing extended flexibility . In both cases, 
however, the changes can be sufficiently anticipated and, hence, are planned for with the dif-
ference that extended flexibility  reduces initial investments as the timing of the investment is 
postponed to operational phases. 

However, manufacturing companies face turbulent environments that are especially governed 
by technology, globalization of markets and permanent changes of demand and supply 
[WESTKÄMPER & ZAHN 2009, p. 9]. In response, beyond the defensive responses to immediate 
needs in manufacturing, factories must have a more proactive tactical or even strategic focus 
on changes that goes beyond the given structures and procedures [ELMARAGHY & WIENDAHL 
2009, pp. 9 10]. Consequently, systems are referred to as changeable when its processes, 
structures and behavior inherently possess a specific, implementable variability. Changeable 

[WESTKÄMPER ET AL. 2000]. REINHART & GRUNWALD [2001] consider changeability as going 
beyond the predefined flexibility corridor -

REINHART ET AL. [2008] 
quickly adapt also beyond given corridors in relation to organization and technology without 

 According to GÜNTHNER ET AL. [2006, p. 36], beyond basic and 
extended flexibility, changeability can be considered as the ability of the system to respond to 
planned but, additionally, also unplanned events efficiently and effectively. 

WIENDAHL ET AL. [2007] define changeability as characteristics to accomplish early and 
foresighted adjustments of 
impulses economically  It is considered as an umbrella term concept70 that encompasses many 
change enablers at various levels of an industrial company [ELMARAGHY & WIENDAHL 2009, 
p. 3]. Hence, in contrast to flexibility which applies to especially to the manufacturing and 

                                                 
70 REINHART & GRUNWALD [2001] 
of future changes. Instead, WIENDAHL ET AL. [2007] 
ability, reconfigurability, flexibility, transformability and agility. 
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assembly levels of a factory  
[ELMARAGHY & WIENDAHL 2009, p. 11]. According to ELMARAGHY & WIENDAHL [2009, pp. 
11 12] six factory levels can be differentiated that are addressed by the different classes of 
changeability. The main focus of changeability lies on the intermediate product and production 
levels71 addressing flexibility, reconfigurability as a basis and especially the transformability 
of systems [WIENDAHL ET AL. 2007; ELMARAGHY & WIENDAHL 2009, p. 13]. Transformability 
applies to the entire factory and calls for structural intervention in the production and logistics 
systems, in the structure and facilities of the building, in the organization structure and process 
and in the area of personnel [ELMARAGHY & WIENDAHL 2009, p. 13]. Those transformations 
can involve dismantling options as a basic attribute [WIENDAHL ET AL. 2015, p. 97]. 

Concerning the type of change in a factory, HERNÁNDEZ [2003, pp. 44 47] provides a system 
theoretical understanding: Flexibility represents changes in the structure coupling such as 
redirecting an order to another machine where only relations between the system elements 
change. In contrast, transformability requires a transformation of the system which beyond the 
changes of relations also affects the number, order, allocation and functionality of elements. 

At last real options and managerial flexibility of engineering systems are addressed in the next 
section. 

2.4.3 Real options and managerial flexibility of engineering systems 
Real options derive 

[HIGHAM 2004]. They are especially targeting engineering systems which are 
characterized by a high degree of technical complexity, social intricacy, and elaborate pro-

cesses, aimed at fulfilling important functions in society  [MIT Engineering Systems Division 
2008]. They face long lifecycles (+20yr), require large irreversible investments, face large 
uncertainty over their lifetime and, in addition, have a large number of design variables and 
parameters [CARDIN 2014]. 

Managerial flexibility refers to the ability of the management to affect the course of a project 
by acting in response to the resolution of market uncertainty. As new information arrives and 
uncertainty about market conditions and future cash flows is gradually resolved, management 
may have valuable flexibility to alter its operating strategy in order to capitalize on future 
opportunities or mitigate losses [TRIGEORGIS 1993]. In that context two types of options are 
differentiated [TRIGEORGIS 1996, pp. 1 4]: 
 Call option: gives the right, with no obligation, to acquire the underlying asset by paying a 

pre-specified price on or before a given maturity 
 Put option: gives the right to sell the underlying asset and receive the exercise price 

                                                 
71 

factory. 
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NEUFVILLE & SCHOLTES [2011] demonstrate that by the use of real option analysis, alternative 
designs can be compared analytically by quantifying alternative possibilities as the value of 
flexibility can be calculated in present terms. As discussed in SALEH ET AL. [2009] it regards 

 of flexibility 

MANDELBAUM & BUZACOTT [1990] where they consider flexibility as the number of options 
still open in the second period after a decision has been made in the first period. 

system as a black box. As TRIGEORGIS [1996] 

that are yes/no  options on entire projects. Those change strategies are also referred to as 
MIKAELIAN ET AL. [2011]

by changing the system design [WANG & NEUFVILLE 2005]. It is similar to the definition of 
MIKAELIAN ET AL. [2011] 

[CARDIN 
2014] 3.3 with 
respect to the contribution of this work. 

A further extension is the concept that provides a quantitative means 
of exploring the optimal degree of design flexibility in a system to maximize its lifetime value 
for varied stakeholders [ENGEL & BROWNING 2008]. SCHRIEVERHOFF ET AL. [2012] add that 
architecture options provide a quantitative means for decision support on the degree of 

flexibility to design  

Based on those three academic fields of relevance, the definitions are consolidated to deduce a 
suitable definition for this work. 

2.4.4 Consolidation and definition of flexibility 
Sections 2.4.1 to 2.4.3 provide an overview over relevant academic fields and definitions of 
flexibility. Multiple definitions must be considered, however, as they reflect different relevant 
aspects of flexibility that only together subsume an overall understanding of what is to be 
addressed by flexible design in this work. This is accounted for by highlighting relevant 
definitions and disassociating them from related definitions in Table 2-2. 
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Table 2-2 Contributing and excluded definitions for flexible design used for this work 

 

(section 2.4.1). The definition by ROSS ET AL. [2008] considering changes by external agents as 
. As defined by FRICKE & SCHULZ [2005] with 

correlated aspects of 
of system c Robust design represents a passive approach to deal with 

conditions [DE WECK 2008]
[NEUFVILLE & SCHOLTES 2011, p. 97]. Nevertheless, robust 

o approaches72 might not be the 
[BISCHOF 2010, p. 29]. The need 

for an integrated consideration of flexible and robust design is also emphasized in e.g. OLEWNIK 
ET AL. [2004]. Consequently, despite that fact that the methodology targets primarily flexibility 
due to the reasons highlighted in section 1.2.4, robust design must also be accounted for: On 
the one hand, it ensures to achieve better global solutions as robust designs may outperform 
rigid or even flexible designs. On the other hand, robust designs often facilitate the embedment 
of flexibility in the first place which makes them indispensable when addressing flexibility. 

In line with SALEH ET AL. [2003] this work targets changes and flexibility of already fielded 
systems. Both [CHMARRA ET AL. 2008] and, more specifically, intra-
mission flexibility  [LAFLEUR & SALEH 2010] are addressed in this work as flexibility strongly 
deals with handling fielded one-of-a kind systems (drilling rigs) that are exposed to changing 
operating environments and requirements. Based on the classification of adaptability by 
HASHEMIAN [2005], the following definitions are also relevant for this work: 
 fielded and physical systems  

                                                 
72 Flexible or robust design. 

Reference Contributing Excluded

ROSS ET AL. [2008] "Flexible" with external change agent "Adaptable" with internal change 
agent

FRICKE AND SCHULZ [2005] Flexibility, Agility, Robustness* Adaptability

SALEH ET AL. [2003]
BISCHOF [2010] Flexibility of a design after fielding

- Process flexibility
- Flexibility of a product under 

development

CHMARRA ET AL. [2008] Lifetime adaptability - Design time adaptability
- Run-time adaptability

Product adaptability Design adaptability
Sequential adaptability

(product-related)
Parallel adaptability

Specific adaptability General adaptability
LAFLEUR AND SALEH [2010] Intra-mission flexibility Inter-mission flexibility

REINHART & GRUNWALD [2001]
REINHART ET AL. [2008]

"Changeability" outside of
preplanned flexibility corridors

"Flexibility" within preplanned 
corridors

GÜNTHNER ET AL. [2006] Extended flexibility Basic flexibility
HERNÁNDEZ [2003] Transformation of system Changes in structure coupling

Section 2.4.3:
Real options and managerial 

flexibility of engineering 
systems

ENGEL AND BROWNING [2008] Architecture options
- Real options "in" projects

* "Robustness" only indirectly considered as part of solution

Section 2.4.1:
Changeability and flexibility 

in engineering design

HASHEMIAN [2005]

Section 2.4.2:
Changeability and flexibility

in manufacturing and
 factory planning
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 Product-related s physical (rig) upgrades 
and the extension of the service life of fielded systems 

 flexible designs should deal with specific future scenarios on 
known uncertainty 

In the academic fie REINHART & GRUNWALD 
[2001] and REINHART ET AL. [2008] as significant changes also outside 
of the flexibility corridors. Although in the context of this work, especially the changes outside 
those corridors are meant (section 1.2.4)
would target unanticipated and changes that cannot be planned in advance and 
usually are required by unfolding unk-unks (section 2.2.1). However, the primary focus of this 
work lies upon preparing the offshore drilling rig for blurry but nevertheless anticipated future 
changes73. As a delimitation of is missing 
[GÜNTHNER ET AL. 2006, p. 35]74, both definitions are considered to be relevant: The 
cons le as it considers postponing investments to later 
lifecycle phases (as considered for use case in section 8.1). With regards to HERNÁNDEZ [2003, 
pp. 44 47], changes that address permanent changes of -

 are also relevant for this work. 

he focus of this work lies on providing and facilitating system 
constituents with a large set of flexibility options in the system architecture with an optimal 
degree of design flexibility to its stakeholders. Hereby, however, the focus and the optimal 
degree of design flexibility does not consider alone but a whole range of specific 
enablers that can facilitate the change of fielded systems (section 3.3.2). Although the definition 
of flexibility is suitable, the concept of architecture options as a means for quantifying the value 
of flexibility is not further pursued. 

The overall definition of flexibility by SALEH ET AL. [2003] applies equally for this work: 

Flexibility of a design s the property of a system that allows it to respond to changes in 
its initial objectives and requirements occurring after the system has been fielded, i.e. is 
in operation, in a timely and cost-effective way.  

Furthermore, CARDIN & NEUFVILLE [2008] define Flexible Design Opportunities (FDOs) as 
physical components ystem where flexibility exploits technical 
aspects of the design to make the system adaptable to its environment. As already introduced 
in section 1.3.1 for the context of this work, however, this definition is extended by also 

                                                 
73 As discussed in section 2.2.1, this may require a previous conversion from knowable unk-unks to known 
unknowns. 

74 
HILDEBRAND ET AL. [2005] is also subject of discussion in GÜNTHNER ET 

AL. [2006, p. 35]. 
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including the reasons (e.g. drivers for change) that lead to the need of embedding flexibility in 
the first place75. 

The definition of FDOs for this work is extended to all phases that target the identification of 
flexible design concepts and solutions which also includes non-physical components such as 
uncertainties as they represent opportunities leading to flexibility. 

2.5 System and system requirements 
As introduced in section 1.3.1 and highlighted by CLARKSON & ECKERT [2005, p. 5], the early 
phases of design can be divided into need identification  and conceptual design  (Figure 1-8). 
The 

 [CLARKSON & ECKERT 2005, p. 6]. In the application 
context of this work (section 4.2.1) the need is driven by customer requests during tenders 
(section 1.1.2) and known or knowable exogenous uncertainties (section 2.2.1) where a future 
violation of system requirements justifies the embedment of flexible design. 

During c
trade-offs and synthetize several solutions [CLARKSON & ECKERT 2005, p. 7]. They generate 
principle solutions 76 by combining working principles which are based on sub-functions and 

are combined into a working structure which is then evaluated [PAHL ET AL. 2007, pp. 159
225]. According to SUH [1990, pp. 30 35] in general two different approaches exist, namely 
creating a major new innovation vs. the improvement of an existing design. As  

 [CARDIN 2014], design concepts 
embedding flexibility have a baseline design to start from. 

First, with regards to the phase of need identification, system requirements  is pro-
vided (section 2.5.1). For both the an 
abstract view on the system is required leading to a brief introduction on theory and 
system architecture in section 2.5.2. This section closes by presenting an understanding of 
system and system architecture in this work. 

2.5.1 System requirements 
According to PONN & LINDEMANN [2011, p. 35] requirements are demanded properties of the 
product (or system) that is to be developed. They are both the measure guiding the generation 
of solutions and the basis for assessing design concepts and design embodiments. A missing or 
wrong definition can have significant negative side-effects such as higher costs and efforts in 
design phases due to changes, delays of market introduction or even quality deficits which can 

                                                 
75 As section 5.1 will show

. 

76 As section 4.2.1 will show, in this context of application, flexible design solutions (principle solutions) are 
generated based on deriving suitable flexible design concepts (working structure) which represent a combination 
of enablers (working principles) that facilitate a change (function) for a system constituent. 
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jeopardize the success of the product or system [PONN & LINDEMANN 2011, p. 35]. Hence, 
accounting for requirements appropriately in particular their identification, structuring, 
analysis, coordination and communication, adaptation and maintenance is important during 
product or system development. With increasing project maturity those requirements can be 
concretized by going from higher level requirements to more specific ones which can be used 
for assessment and decision-making. Next to the contribution to product development, require-
ments also play an important external role towards other stakeholders such as suppliers or 
partners by e.g. contributing to contract specifications [PONN & LINDEMANN 2011, p. 35]. 

As highlighted by CARATHANASSIS [2015, p. 15], various types of requirements are mentioned 
in literature that have the same meaning despite a different wording and vice versa. A differen-
tiation based on their intended focus of those requirements led to the synthesis of the following 
main categories [CARATHANASSIS 2015, p. 16]: 
  needs and expectations (e.g. business requirements, user require-

ments, organizational requirements)  
 Describing the (development of the) artifact (e.g. technical requirements, (non-)functional 

requirements, design requirements) 
 Describing different maturity levels (e.g. unknown requirements, verified requirements, 

validated requirements) 
 Addressing different levels of abstraction (system requirements, subsystem requirements, 

component requirements) 

Requirements have various definitions in literature. Table 2-3 provides an excerpt of relevant 
ones which emphasize the constituents of requirements. 

Table 2-3 Relevant definitions of requirements 

 

Hence, as evident from Table 2-3, requirements always consist of two parts, namely the 
describing purpose or task and a measurable part. In line with IEEE 1233 [1996, p. 11] and 
based on IEEE 610 [1990, p. 62]

Source Definition

IEEE 610 [1990, p. 62]

(1) A condition or capability needed by a user to solve a problem or achieve an objective.
(2) A condition or capability that must be met or possessed by a system or system component to 

satisfy a contract, standard, specification, or other formally imposed documents.
(3) A documented representation of a condition or capability as in (1) or (2).

IEEE 1233 [1996, p. 11]
A well-formed requirement is a statement of system functionality (a capability) that can be validated, 

must be met or possessed by a system to solve a customer problem or to achieve a customer 
objective, and is qualified by measurable conditions and bounded by constraints.

YOUNG [2004, pp. 1-2]
A requirement is a necessary attribute in a system, a statement that identifies a capability, 

characteristics or quality factor of a system in order for it to have value and utility to a customer or 
user.

JUNG [2006, p. 175]

A requirement is a demand of certain properties (ger. "Eigenschaften") or functions which have to be 
fulfilled by a product. The requirement can be claimed consciously or unconsciously by a person who 
has an interest in the fulfillment of the requirement. A requirement always consists like a property of a 

describing attribute (ger. "Merkmal") and a defined characteristic (ger. "Ausprägung").
PONN & LINDEMANN

[2011, p. 428]
Demanded properties with respect to the product or process under development. Requirements can 

be formally expressed as attributes (ger. "Merkmal") and characteristics (ger. "Ausprägung").
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part can be refer . Additionally, IEEE 1233 [1996, p. 11] differentiates 
another . As a result, according to IEEE 1233 [1996, 
pp. 11 12], three different constituents make up a system requirement: 
 Capabilities  are the fundamental requirements of the system and represent the features or 

functions of the system needed or desired by the customer. A capability should usually be 
stated in such a way that it describes what the system should do
system-related requirements at higher levels of abstraction. 

 77 and characteristics 
that are stipulated for a capability. They further qualify a capability that is needed, and 
provide attributes which permit a capability to be formulated and stated in a manner that 
can be validated and verified. 

 are requirements that are imposed on the solution by circumstance, force, or 
compulsion. Constraints limit absolutely the options open to a designer of a solution by 
imposing immovable boundaries and limits. They may apply across all requirements or be 
specified in a relationship to a specific capability or set of capabilities. 

Within this work the meaning and build-up of strongly leans on the 
understanding provided by IEEE 1233 [1996, pp. 11 12]78. 

2.5.2 System and system architecture 
System theory deals with the general properties and principles of entireness , independently 
of its specific nature and the nature of its components [BERTALANFFY 1970, p. 75]. The 
following summarizes the relevant aspects of system theoretical considerations by GÖPFERT 
[1998, pp. 10 18]: 

A system represents a unity which is delimited from its environment or system context by a 
system border. The environment only represents the excerpt that is relevant for the system. The 
system is, hypothetically, either isolated from its environment (closed system) or, realistically, 
linked to the environment (open system) by either input  from or output  to the environment. 
The system can be decomposed into subsystems where constituents that cannot be further 

                                                 
77 According to HERNÁNDEZ [2003, pp. 85 86], attributes, in general, can be differentiated further into quantitative 
and qualitative ones: Quantitative ones can be described either by a discrete (integer) or continuous scale of values 
(real number). In contrast, qualitative ones can be described by an ordinal scale, which bases upon a monotonically 
increasing scale of classes or grades (e.g. low, medium, high). Alternatively, qualitative attributes may also be 
represented on a nominal scale using binary attributes (e.g. no, yes). In addition to those qualitative attributes, a 
categorical variable may apply that varies in type or kind [JOHNSON & CHRISTENSEN 2008, p. 39] and where there 
is no intrinsic ordering to the categories. 

78 Nevertheless, the definition by YOUNG [2004, pp. 1 2], JUNG [2006, p. 175] and PONN & LINDEMANN [2011, p. 
428] are considered as complementary and consistent definitions to the one in IEEE 1233 [1996, pp. 11 12]. 
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divided are referred to as elements 79. This decomposition leads to the establishment of a 
system hierarchy at different levels of abstraction with a is part of relationship  implying a 
nested hierarchy. 

Besides the dependencies to its environment, system internal dependencies exist which can be 
horizontal between subsystems and vertical towards subsystems at different hierarchical levels 
making up the hierarchical structure. GÖPFERT [1998, p. 20] defines a system architecture as 
the hierarchical  and dependency structure  of the system. According to GÖPFERT [1998, pp. 
91 92] product architecture80 can be defined as follows: 
 the functional structure, i.e. the decomposition of desired functions into sub-functions and 

their dependencies 
 the physical structure, i.e. the physical composition of product components and their 

dependencies 
 the transformation between functional and physical structure, i.e. the relationship between 

the functional and physical description of the product 

ULRICH [1995] emphasizes additionally the specification of interfaces between interacting 
components as another aspect of product architecture. Other authors depict certain aspects of 
that definition or enhance that definition by referring to product or system architecture as: 
 The fundamental organization of a system embodied in its components, their relationships 

to each other, and to the environment, and the principles guiding its design and evo-
lution  [CLOUTIER 2006, p. 12; IEEE 1471:2000, p. 3]  

 
stages of deployment, operations,  [INCOSE 2010, p. 97] 

 -
[CRAWLEY 2004] 

System architectures represent only a snapshot of the current structure as they are dynamically 
changing [GÖPFERT 1998, p. 21]. They have a strong influence on the system  behavior rooted 
in changing complexity, functional behavior, emergent behavior81 and ilities 82 (section 2.4.1). 
As CRAWLEY [2004] suggests system architectures may arise from different mechanisms such 
as from the process of deliberate de novo design83 of a system or by e.g. resulting from an 

                                                 
79 This relativistic definition implies that each element can, again, represent a subsystem which is subdivided 
further [GÖPFERT 1998, p. 16]. 

80 A differentiation between product and system architecture is not considered as used inconsistently in literature. 

81 Emergent behavior leads to entirely new properties on higher system levels [GÖPFERT 1998, p. 23]. 

82 ULRICH [1995] emphasizes that the (product) architecture determines how the product can be changed. 

83 As CRAWLEY [2004] highlights, however, despite the benefit of defining ideal architectures, de novo 
architectures are rather used for generating benchmarks for comparison to real architectures. Only few 
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evolution of previous designs84. They can be modeled by 3D system models , hierarchical 
models , graphs  and matrices  [GÖPFERT 1998, p. 22]. 

Figure 2-9 displays the understanding of system and system context by anticipating the results 
of this work. The system that represents the technical system is divided from its environment, 
referred to by a system boundary. As flexible design is motivated by 
responding to exogenous uncertainties affecting the technical system as 
highlighted in section 1.2.1 and 2.2.1, the system context must be accounted for. Consequently, 
the technical system is considered to be ; on the contrary, the effects of flexible design 
when responding to changes in the technical system are considered to have no effect on the 
system context, i.e. no outputs to the system context exist. 

The technical system that lies within the system boundary makes up the system architecture 
which takes a perspective beyond the functional structure, physical structure and their rela-
tionships as described by e.g. GÖPFERT [1998, pp. 91 92]; it also accounts for flexibility 
relevant domains and interrelationships within the technical system. Hence, it contains both 
influenceable domains (within the system boundary of Figure 2-9) and subjacent entities / 
elements (not visualized in Figure 2-9) that are relevant when identifying FDOs in the technical 
system. Both the domains and the individual entities are interrelated85; entities may be related 
to entities of the same domain or to those of other domains. 

 

Figure 2-9 Technical system and system context in this work 

2.5.1 and 5.3.2) 
and the physical constituents of the technical system, , that are 
hierarchically represented in section 5.3.3 for the context of this work. On the one hand, those 
Objects may be 
overall fulfillment of (topside) processes (section 1.1.1). On the other hand, the system can be 
subdivided into other subsystems as Objects that have a passive function 
such as the physical structure or electrical cabling working as facilitators for those products 
and, hence, contributing indirectly to the fulfillment of those processes. Those types of Objects 
that are affected and must be changed in order to re-fulfill their requirements are referred to as 

4.2.1). 

                                                 
84 Similar to the addressed differentiation by SUH [1990, pp. 30 35]. 

85 Note that the interrelations of domains are not further discussed and will be introduced in section 5.1.  
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Additionally, in order to allow generating flexible design concepts, the technical system 
contains change strategies or so-called type of change the Ob-
ject undergoes (highlighted in section 3.3.1 and 5.3.5). The other aspect to consider regarding 
the generation of flexible design concepts is the enablers that ease this change, also referred to 

 emphasized in section 3.3.2 and 5.3.4. 





 

 

3.  

This section targets the state-of-the-art that is related to the two anticipated main contributions 
for this work introduced in section 1.3.3: 

First, it concerns methodologies aimed at supporting the identification of Flexible Design 
Opportunities (FDOs). This is done in two stages: First, in section 3.1 the more general metho-
dologies and procedural models that guide the user from change drivers and change initiation 
towards flexible design concepts and solutions (end-to-end models) are presented to highlight 
differences amongst them followed by stressing the potentials for a matrix-based approach. 
Then in section 3.2 relevant matrix-based methodologies are presented in detail to provide the 
reader with sufficient knowledge on the main alternative concepts that exist which is required 
for following the subsequent benchmarking that unfolds the research gap. 

Second, in section 3.3 literature on the second major contribution addressing the phase of 
concept generation is systematized focusing on design guidelines, principles and operators for 
change enablers and strategy generation to uncover further potentials addressed by this 
research. 

3.1 End-to-end methodologies for FDO identification 
In section 3.1.1 a taxonomy of procedures for enabling and managing flexibility in engineering 
systems is suggested as a framework for the organization of existing works and contributions 
in this thesis. In section 3.1.2 an overview of relevant end-to-end methodologies is provided 
followed by comparing the individual steps of their procedural models. This is the basis to 
benchmark those methodologies with respect to the defined basic requirements and allows 
highlighting the potentials and justifying the focus of matrix-based approaches for this work 
(section 3.1.3). 

3.1.1 Reference taxonomy of procedures by CARDIN [2014] 
CARDIN [2014] introduces a five-phase cohesive and systematic design framework for enabling 
and managing flexibility in engineering systems operating under uncertainty (Figure 3-1). It 
builds upon existing taxonomies and, hence, suggests a more complete framework to guide 
practitioners, researchers and educators through the identification and valuation of FDOs which 
is considered to be very fragmented so far. 
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Figure 3-1 Taxonomy of procedures to support the design of engineering systems for flexibility [CARDIN 2014] 

The following five organizing principles exist that also represent the different phases of the 
design framework: 
 Phase 1, Baseline Design: Design for flexibility bases upon an existing design configuration 

(design architecture captured by detailed sketch, computer aided design, etc.), referred to 
as baseline design concept  which may have already accounted for uncertainties and 
represents the starting point for further analysis. 
scratch for flexibility may render the design space very large, with many possible moving 

[HU & CARDIN 2015]. 
 Phase 2, Uncertainty Recognition: In this phase, the major sources of uncertainty that can 

affect lifecycle performance are identified and modeled. This usually results in either 
formal and/or practical approaches (section 2.2.2) enabling explicit evaluation of the 
existing baseline design concepts and the generated flexible design concept alternatives. 

 Phase 3, Concept Generation: In this phase, flexible systems design concepts are generated 
that deal proactively with the changing operating conditions identified in phase 2. Each 
concept contains a strategy (e.g. expand, contract, abandon) that defines how the system 
will change in the face of uncertainty and enablers (e.g. by modularity, scalability) which 
specify the embedded flexibility and how it is managed. 

 Phase 4, Design Space Exploration: In this phase designers explore the design space for the 
most valuable systems design concepts and decision rules86 to operate the system. CARDIN 

[2014] emphasizes the valuation, i.e. the use of quantitative procedures in this phase, 
resulting in a set of recommended flexible systems design concepts with more precise 
design specifications and recommendations on decision-rules. In the application context of 
this work, however, this step also considers qualitative evaluations (section 3.1.2, 3.2.2). 

                                                 
86 Decision rules are applied to determine the appropriate timing of exercising flexibility in operations, when 
observing the main sources of uncertainty. They are important to lifecycle value assessment of flexible (systems) 
design concepts [CARDIN 2014]. 
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 Phase 5, Process Management: This phase proposes setting favorable conditions in the 
social and collaborative environment under which flexibility is generated, evaluated and 
deployed more productively. It suggests reducing barriers to implementation, stimulate 
creativity, deal with study agency problems, i.e. conflicting stakeholder interests, and with 
information asymmetries of stakeholders when going through phases 1-4. The objective is 
to enable a successful deployment of flexibility and the proper exercise / management of 
flexible designs once fielded87. 

As the taxonomy of procedures of Figure 3-1 already suggests, CARDIN [2014] emphasizes the 
flexible use by designers who may not follow a sequential flow but go back and forth between 
phases or explore those phases in any suitable order. 

In the following this taxonomy of procedures is used as an organizing framework for comparing 
relevant methodologies that address the identification of FDOs. 

3.1.2 Relevant methodologies and procedural models 
In this section methodologies and their procedural models are compared against each other that 
should cover both the steps leading to the identification of Objects that are to be changed (also 

Change Objects  and the subsequent identification of flexible design concepts 
to initiate the embodiment phase of the design process. Procedural models that have a dedicated 
focus on only specific phases such as the evaluation phase (e.g. by BABAJIDE ET AL. [2009], 
BOURANI ET AL. [2013] or HEGER [2007]), are not the focus of this section. Next to the width, 
the depth of those models should be abstract enough88 to be independent  from very specific 
theories89. Also besides their intended fields of applications, they should be applicable to other 
or similar fields (e.g. not only bound to manufacturing planning). A sufficient level of abstrac-
tion also facilitates the benchmarking that is performed in this section. 

Based on those selection criteria and by targeting flexibility for physically fielded systems90 
(section 2.4.4), relevant methodologies are introduced in Table 3-1 that can be assigned to the 

 

The methodologies of engineering systems often target specific application contexts (e.g. 
building), which however, according to the authors, are also applicable across various other 
fields of engineering systems. They all relate to lifetime adaptability  but partially also support 

 operational flexibility that eases the configurational 

                                                 
87 NEUFVILLE & SCHOLTES [2011, pp. 165 194] 

  

88 Naturally, even procedural models of the relevant references vary in their level of abstraction. 

89 E -  SILVER & DE WECK [2007]. 

90 In con  
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changes of systems of systems 91 (e.g. NILCHIANI & HASTINGS [2007], MIKAELIAN ET AL. 
[2011]). 

m usually addresses the entire factory 
with its different levels of hierarchy or focuses on specific underlying levels such as 
manufacturing (e.g. SCHUH ET AL. [2009]) or assembly systems (BAUDZUS ET AL. [2013]). Al-

lifetime adaptability  is addressed, some authors also regard their applicability 
for other types of changeability (e.g. reconfigurability during operations) respectively. In the 
following, each of those methodologies are introduced briefly. 

Table 3-1 Categorization of literature on methodologies addressing the identification of FDOs 

  

Overview of FDO methodologies 

The methodology by GREDEN [2005] addresses two shortcomings in the design and decision-
making practices that are especially prevalent in the building industry: On the one hand, systems 
are designed as if they remain static entities despite facing significant uncertainties over their 
lifecycle. On the other hand, typical decision-making methods (e.g. net present value, lifecycle 
costing) do not recognize uncertainty and the ability to postpone decisions to the future when 
uncertainties are resolved. GREDEN [2005, pp. 55 76] developed a real options methodology to 
designing and valuing flexible systems that are exposed to identified future uncertainties. The 
methodology addresses the identification of uncertainties, defining flexibility, designing and 

                                                 
91 

ple, heterogeneous, distributed systems. These 
interoperating collections of component systems usually produce results unachievable by the individual systems 
alone. [INCOSE 2010, p. 11] 
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Engineering systems (general) x x x x x

Building / Construction x

(Aero-)space system x x

Factory planning (general) x x x

Manufacturing system x x

(Manual) assembly system x

Flexibility of a design under development x x

Flexibility of a design after fielding - Runtime adaptability x x x x x

Flexibility of a design after fielding - Lifetime adaptability x x x x x x x x x x x

Lifecycle
perspective

on flexibility

Engineering systems Manufacturing and
factory planning

Application
context
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evaluating real options, making decisions and transfer & manage flexibility in operational 
phases. She applies this methodology for two cases addressing sustainable building design. 

NILCHIANI & HASTINGS [2007] target the need for a comprehensive framework enabling 
decision-makers to measure the value of flexible design. They propose a unified and compre-
hensive methodology (6E flexibility framework) for measuring the value of flexible design in 
space systems that base upon six fundamental elements92 that define the problem and clarify 
the boundaries. It consists of 12 steps that start with the problem definition and end with a final 

 of design concept alternatives. Despite being targeted for 
the application field of space systems as demonstrated in the case study, this methodology is 
said to be generally applicable for many engineering systems. 

NEUFVILLE & SCHOLTES [2011] address the challenge that designers of complex, long-lasting 
projects usually follow fixed specifications and narrow forecasts to determine their design. 
Those rigid designs underperform compared to their flexible counterparts as in contrast to 
former, latter are able to take advantage of opportunities while avoiding harmful losses over 
the lifecycle. NEUFVILLE & SCHOLTES [2011] suggest a four-phase methodology by estimating 
the distribution of future possibilities, identifying candidate flexibilities, evaluating (real op-
tions) and choosing flexible designs and, finally, implementing flexibility. They apply their 
methodology for the different phases exemplarily on large scale systems across various 
industries (e.g. building, oil & gas). 

MIKAELIAN ET AL. [2011] target the deficits of real options analysis (ROA) which so far focused 
mainly on the valuation rather than the identification of real options. They introduce a metho-
dology, the integrated real options framework or IRF, for a holistic consideration of real options 
in an enterprise context and across different enterprise views (e.g. strategy, organization, 
process, product). It supports strategy generation based on the characterization of real options 
in enterprises as a combination of mechanisms  that enable real options (e.g. modularity) and 
types  (e.g. expansion, switching) being emphasized in section 3.3. Based on the recognition 

of relevant uncertainty drivers, a mapping exercise between mechanism patterns and types 
to identify new real options. Those flexible design concepts 

can then be evaluated by traditional real option analysis (ROA). They apply that methodology 
through application to a surveillance mission of unmanned aerial vehicles (UAVs). 

HERNÁNDEZ [2003], first mentioned in section 2.4.2, addresses the increasingly turbulent envi-
ronment of production enterprises that faces significant and radical change efforts across their 
lifecycle while lacking the ability to adjust to these new requirements. In this regard, he 

ransformability93 being decisive for the success of a production 
enterprise. Basing himself 
especially on the necessary constituents and objects for the transformation. HERNÁNDEZ [2003, 

                                                 
92 They make up the coordinates of the flexibility that is to be measured. They consist of: system boundary, system 
aspect, time window of interest, uncertainty profile within time window, degree of access and value delivery in 
response to change. 

93 As mentioned in section 2.4.2 and by REINHART & GRUNWALD [2001], this ability to change can also be referred 
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pp. 92 153] also introduces a methodology for the systematic identification of transformability. 
He emphasizes especially the process of scenario planning to detect transformation needs and 
pursues the systematic identification of robust measures for selected (groups of) objects. The 
systematization and the methodology are applied for the planning of a new factory. 

NYHUIS ET AL. [2005] respond to the need of a methodology for the systematic assessment of 
factory transformability94 based on a target-actual comparison. They suggest a six-step-metho-
dology for evaluating the transformability of a factory: First, the actual state and transforma-
bility of the factory are analyzed. Based on the development of scenarios, future requirements 
are deduced and the target transformability is assessed. As a result of the target-actual 
comparison on transformability, suitable measures for action are derived if required. 

SCHUH ET AL. [2009] target the need of increasing individualization and high dynamics of 
demanded products. This requires production companies to adjust its production system to 
future needs and conditions at minimum effort. Hence, SCHUH ET AL. [2009] suggest a 
methodology consisting of four steps that introduces object-oriented design to production 
systems. Based on an analysis on change drivers, the production system and their interde-
pendencies, it pursues the idea that system elements (subassemblies) that change at the same 
time for the same reason can be encapsulated in identical objects; in contrast, system elements 
that do change for different reasons are separated. This ensures that the influence of change 
drivers is limited to very small areas and not spread across the whole system. The implemen-
tation and impact of this methodology is shown by two case studies. 

BAUDZUS ET AL. [2013] address the fact that manufacturing companies face high fluctuations 
in sales volume or increasing product variety. By embedding changeable production systems, 
the system can be adjusted outside of the flexibility corridors at less effort. BAUDZUS ET AL. 
[2013] present a methodology to support designers of assembly systems in the process of 
creating changeable solutions. In order to limit investments in changeability, only presumable 
trends and, hence, changeable solutions for specific changes are considered. This is done by 
considering the dimensions of change (e.g. quantity, quality), the affected characteristics of 
enablers (e.g. degree of automation, transportability). Latter are then confronted with the 
discrete and predefined change enabling solutions where the most promising ones are selected 
and translated into specific designs. The methodology is applied on assembly systems which 
produce high-tech precision mechanical equipment in single- and small series production. 

FRANCALANZA ET AL. [2014] address the continuously changing customer demands regarding 
factories and the subjacent manufacturing systems that were not sufficiently targeted in the past. 
Based on a comparative analysis of methodologies 

FRANCALANZA ET AL. [2014] synthetize a systematic metho-
dology to changeable manufacturing design. After an analysis of possibly changing 
requirements due to future unfolding uncertainties, the synthesis focuses on determining 
manufacturing system design elements, their level of changeability (e.g. reconfigurability, 
flexibility) and suitable enablers (e.g. modularity, scalability). This is followed by a simulation 
of the provisional design solution, a subsequent evaluation where expected properties are 

                                                 
94  
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compared against initial design criteria and a final decision on the provisional design. The 
methodology is applied briefly in a case study. 

KLEMKE [2014] addresses the continuous environmental changes of producing companies and 
the ability of factories to be changeable. He targets the need for a methodology that allows an 
examination of changeability under consideration of all technological, logistical, organizational 
and human factory elements, their relations as well as the production goals of quantity, variants, 
costs, time and quality. KLEMKE [2014, pp. 83 107] suggests a methodology for the planning 
and design of systemic factory changeability. The methodology can be divided into two stages: 
First, during change monitoring the possible change needs of factories are identified by 

evaluation it is determined if 
the available changeability is sufficient for the needs of change; in case of insufficient 
changeability of factory elements, potentials are deduced for their increase. The methodology 
was validated on two sites by a large manufacturer of laboratory and process technology. 

Confrontation of procedural models 

As the main steps of procedural models usually contain various sub-steps to be accounted for, 
this required an additional analysis of their descriptions. Based on this analysis and a 
comparison across the procedural models of the introduced methodologies, their main steps 
could be broken down into homogenized sub-steps95. For each procedural model, the num-
bering96 in Table 3-2 indicates the order of sub-steps. Those sub-steps, in turn, are also assigned 
to the sorting framework by CARDIN [2014] presented in section 3.1.197. The sub-steps and their 
affiliation are represented separately in appendix 11.1.1. For transparency, appendix 11.1.2 
provides an overview of the original steps of the procedural models that are confronted with 
the homogenized sub-steps. 

                                                 
95 Hence, naturally due to splitting those steps into homogenized units, they do not correspond to the original 
formulation and number of steps provided by the authors. 

96 Note that sub-steps marked as # (!)  refer to those that are input to the methodology and are not explicitly 
-steps that are explicitly marked as optional steps in literature. If one 

author has identical step numbers in the procedure, it represents a concurrently occurring step. 

97 As already highlighted in section 3.1.1, the meaning of  is extended referring to any 
intermediate or final evaluations (quantitative, qualitative). 
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Table 3-2 Confrontation of procedural models by use of homogenized sub-steps 

 

Based on those results, the following general observations can be made: 
 Steps in phases II, III and IV are mainly98 accounted for across all references. 
 All procedural models target the specification of flexible design concepts with most of them 

also ending up in evaluated solutions that are the starting point for embodiment design. 

                                                 
98 With the exception of FRANCALANZA ET AL. [2014] 
their affected requirements and SCHUH ET AL. [2009] that does not address an evaluation explicitly. 

GREDEN [2
00

5, 
pp

. 5
5-7

6]

NIL
CHIA

NI &
 H

ASTIN
GS [2

00
7]

NEUFVIL
LE &

 SCHOLTES [2
01

1]

MIK
AELIA

N ET A
L. [2

01
1]

HERNÁNDEZ [2
00

3, 
pp

. 9
2-1

53
]

NYHUIS ET A
L. [2

00
5]

SCHUH ET A
L. [2

00
9]

BAUDZUS ET A
L. [2

01
3]

FRANCALANZA ET A
L. [2

01
4]

KLEMKE [2
01

4, 
pp

. 8
3-1

07
]

2 1 1* (a) Determining and characterizing system scope
4 (b) Decomposition of system into multiple subsystems and elements

7 (c) Identifying suitable rigid baseline of Object from which flexible designs are developed and compared against.
1 4 1 1 (!) 1 3 1 1 (!) 2 (a) Defining relevant sources of uncertainties / Change Drivers
2 5 2 2 4 2 2 (!) 3 (b) Consideration of uncertainty profile over time / scenario building

3 (c) Classifying uncertainties according to attributes (e.g. entry frequency, cause)
4 (a) Determining changeability type depending on factory level (reconfigurability, transformability, etc.)

3 3 (b) Determining time window of addressed flexibility (frequent runtime changes vs. larger scale lifetime changes)
4 1 6 10 (c) Identifying suitable change measures / flexible design strategies for Change Objects (e.g. extend, switch, replace machine)

5 (d) Determining and classifying change profiles of Change Objects (frequency, amplitude)
6 (e) Characterizing interdependencies between Change Objects (type, number, frequency of interaction) 

2 2 (4) (f) Identifying already existing flexibility in Objects to deal with uncertainty
7 (g) Determining action alternatives (e.g. increase automation) and modifications of Change Objects (e.g. equip with sensors)

4 1 (h) Identifying new Object requirements as a result of unfolding uncertainty
11 (i) Determining change requirements on allowable time and costs to perform change

7 5 3 5 14 (j) Identifying required flexibility / suitable Change Enablers for Change Objects (e.g. modular machine, space for extension)
7 (k) Separation of complex and complicated system elements

5 8 3 9 7 9 6 6 17 (l) Specifying flexible design concepts for Change Objects
(10) (m) Modifying rigid baseline of Object to flexible design concept

9 14 8 6 7 9 (n) Selecting best performing flexible design concepts and initiate embodiment / integration
8 8 4 (o) Short listing / delimiting affected or uncertainty sensitive Objects
8 3 6 (p) Short-listing / delimiting Objects not fulfilling future requirements

9 (q) Selecting Objects affected by other Objects (change propagation)
13 (r) Selecting Objects not fulfilling changeability requirements (e.g. time for change)

4 (s) Short-listing flexible candidate designs of Change Objects
3 (a) Assessing change sensitivity of Objects with regards to unfolding uncertainties
5 2 5 (b) Assessing Objects' fulfillment of future requirements

8 (c) Assessing impact on indirectly affected Objects (systemic consideration)
12 (d) Assessing Objects' fulfillment of change requirements (e.g. time for change)

3 (e) Screening flexible candidate designs of Change Objects
6 15/18 (f) Estimating cost-benefit of measures / flexible design concepts

16 (g) Risk assessment of sufficient extent of Change Enablers in case of simultanously unfolding uncertainties
6 (h) Determining criteria for measurable value delivery (e.g. operational costs) related to monetary and non-monetary benefits

11 (i) Selecting suitable evaluation methodology (e.g. Monte Carlo simulation, decision analysis)
7 12 5 4 8 (!) 7 (j) Valuating flexible design alternatives and baseline design

6 (5) (k) Confronting actual and target flexibility of Objects
8 13 6 5 8 (l) Comparing performance amongst flexibly designed Change Objects

7 (m) Sensitivity analysis of Change Objects concerning flexible design performance
9 (a) General initial preventive actions (e.g. integrating stakeholders during system development)

10 (b) General ongoing operational actions (e.g. maintaining the legal permission and knowledge to exercise flexiblity)
10 (c) Specific initial preventive actions: Record proper exercise of flexibility and relevant data

9 (d) Specific initial preventive actions: Selection of flexibility that is accessible / can be exercised across lifecycle
11 (e) Specific ongoing operational actions: Transfer knowledge to responsible for proper management of flexibility
12 (f) Specific ongoing operational actions: Monitoring of uncertain events to occur and feedback

* "System" usually includes potential Change Objects to be enabled (e.g. manufacturing system). However, here the identification of to-be manufactured product 
families is meant that are subject to variation. Changes of product variants (e.g. in their shape, number) are subject to uncertainty and lead to changes of relevant 
Objects in the manufacturing system (e.g. workholding device of manufacturing machine).

V

Engineering systems Manufacturing and
factory planning

I

II

III

IV

I - Baseline Design
II - Uncertainty Recognition
III - Concept Generation 
IV - Design Space Exploration (Evaluation)
V - Process Management 
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 The starting phases vary across references (i.e. phase I, II or III) and neither those phases 
nor the underlying steps in each phase are performed in a strict consecutive order. This is 
in line with CARDIN [2014] that highlights that the identification of FDOs does not neces-
sarily follow a sequential flow across phases but usually involves or should somehow 
involve those phases as discussed in section 3.1.1. 

 Although a baseline design99 (phase I) is always needed for the addressed references, their 
selection is often without mentioning and, hence, is often missing in 
Table 3-2. The identification of a suitable baseline design for the identification of flexible 
design concepts is explicitly addressed only by NILCHIANI & HASTINGS [2007]; however, 
relevant sub-steps and criteria for such a selection are not provided. 

 Process engineering (phase V) is only considered by certain authors in the field of en-
gineering systems . 

 Whereas in the field of engineering systems  the emphasis often lies on the extensive 
quantitative assessment of a high number of flexible design concepts based on a limited 
amount of design variables and for a limited number of Change Objects, the field of 

 stresses the gradual identification and containment 
of various flexible design concepts based on many alternative design variables for 
numerous Change Objects. 

 Whereas some references such as NILCHIANI & HASTINGS [2007] or FRANCALANZA ET AL. 
[2014] intentionally embed the selection of flexibility relevant aspects (e.g. selecting 
changeability type, suitable evaluation methodology) as a separate step being output of the 
procedural model, others constrain such aspects and pursue a specific goal from the 
beginning (e.g. SCHUH ET AL. [2009] targeting modularity  of Change Objects only). 

In the following the methodologies and underlying procedural models are considered with 
regards to the defined basic requirements (section 1.3.3). Matrix-based methods are suggested 
to better meet those basic requirements. 

3.1.3 Benchmarking of methodologies and conclusion 
The methodologies and underlying procedural models targeting the identification of FDOs are 
compared to each other100 regarding their fulfillment of FDO basic requirements defined in 
section 1.3.3 to better illustrate research gaps and potentials in this work. 

                                                 
99 This also includes activities related to system definition and structuring. 

100 The mapping of individual steps, however, and hence the comparison faces challenges especially due to: 
heterogeneous detail of information on the methodologies, oftentimes only implicit information available and, 
additionally, due to existing interdependencies across those requirements. 
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Table 3-3 Benchmarking of selected methodologies against pre-set basic requirements 

 

As indicated in section 1.3.3, BR I represents a very important basic requirement of aspect 1 . 
Although existing methodologies already partially support the fulfillment of this basic require-
ment, they mostly lack the comprehensive consideration of the problems leading to flexibility 
(such as baseline designs, uncertainties) and the generation of flexible design concepts (BR II). 
For instance, a thorough design space exploration  may still lead to inferior designs than if all 
available and suitable baseline designs were accounted for from the beginning. At the same 
time the selection of effective solutions is subjective, hence, also requires more consideration 
of the customer perspective for making decisions (BR III). 

BR IV, the other main requirement and core of aspect 2 , is insufficiently addressed although 
certain authors have introduced solutions to make the identification of FDOs more efficient in 
certain phases (e.g. use of simpler screening models  for a quicker evaluation of design 
performance [NEUFVILLE & SCHOLTES 2011, pp. 99 127]). Both BR V and BR VI represent 
important basic requirements on their own and must have more focus to contribute to a more 
efficient identification. 

BR VII, which represents a basic aspect  at the same time, has 
not received much focus in the reference literature. This is evident by the rather weak docu-
mentation and isolated, brief descriptions on database build-up and maintenance. Also, as the 
presented methodologies mostly acquire data when running the methodology for a specific case, 
either fully (e.g. NEUFVILLE & SCHOLTES [2011]) or partly (e.g. KLEMKE [2014]), the efficiency 
of building-up a data model becomes even more important101. 

                                                 
101 As will be shown in section 7, in this work the build-up and maintenance of the database is performed 
independently from running the methodology which, however, is often done differently as the addressed references 
suggest. 
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 BR I Identification of effective FDOs

 BR II Comprehensive identification of FDOs

BR III Customer-oriented identification of FDOs fulfilled

BR IV Efficient identification of FDOs partially fulfilled

BR V Appropriate usability for engineers slightly fulfilled

BR VI Flexible application of FDO Methodology not fulfilled

Aspect  3 BR VII Efficient build-up and
maintenance of database not applicable / difficult to assess

Engineering systems Manufacturing and factory 
planning

Aspect  1

Aspect  2
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Building upon the identified potentials, matrix-based or DSM methods102 (section 3.2) are 
relevant to consider, demonstrated also by the growing interest to use matrix-based models for 
the identification of real options [MIKAELIAN ET AL. 2012]. Matrix-based methods offer the 
following advantages when modeling system architecture according to EPPINGER & BROWNING 
[2012, p. 9]: 
 Conciseness: compact representation format of a large and complex system 
 Visualization: highlighting relationship patterns of particular interest to system designer 

and by system-level view enabling globally optimal decision-making and focus on parti-
cular elements 

 Intuitive understanding: once properly displayed, quick understanding by target audience 
on the basic structure of complex system  

 Analysis: enabling powerful analysis and illumination of certain patterns and effects (e.g. 
change propagation) 

 Flexibility: highly flexible modeling tool for modification and extension (such as graphics, 
colors, additional data) by both researchers and practitioners 

Those advantages are considered to contribute to the fulfillment of the basic requirements as 
illustrated in Table 3-4. Whereas certain advantages address the fulfillment of basic require-
ments directly, others contribute to core basic requirements through contributive ones (section 
1.3.3). 

Table 3-4 Advantages of matrix-based approach by contribution to fulfilling FDO requirements 

 

Hence, the use of matrix-based methods is suggested to better meet those basic requirements. 
In the following relevant matrix-based methodologies are presented that either fully or partially 
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address the identification of FDOs and, consequently, represent relevant references for this 
work. 

3.2 Matrix-based methodologies for FDO identification 
The focus of this section lies on describing and comparing relevant matrix-based methodologies 
for the identification of FDOs. In contrast to section 3.1, this section explicitly considers 
literature on matrix-based methodologies that are also beyond the relevant flexibility for fielded 
systems. Insights on matrix-based methodologies can be relevant and/or be transferred beyond 
the specific addressed type of flexibility. This is especially relevant as there is only a very limi-
ted reference basis on matrix-based methodologies for flexibility of fielded systems (section 
3.2.2). 

In section 3.2.1 a brief introduction to matrix-based approaches is provided followed by a 
description and evaluation of each matrix-based methodology. In section 3.2.2 those ap-
proaches are then benchmarked followed by concluding on the research gap which legitimates 
the direction of this research. 

3.2.1 Relevant matrix-based methodologies 
The DSM methodology appeared in the early 1980s when scholars showed how graph theory 
can be used to analyze complex engineering projects [STEWARD 1981]. STEWARD [1981] 
demonstrated the ability to show sequences of design tasks as a network of interactions where 
nodes represent individual tasks and links depict information flows. This allowed the analytical 
identification of inefficiencies and redundancies amongst others. 

Design Structure Matrix (DSM) methods is a networking modeling tool to represent the 
elements comprising a system and their interactions, thereby, highlighting the system archi-
tecture [EPPINGER & BROWNING 2012, p. 2]. The following types of DSM models can be diffe-
rentiated according to EPPINGER & BROWNING [2012, pp. 11 12]: 
 Static architecture models which represent systems whose elements exist simultaneous-

ly103. They either show the interaction of product-related elements (functions, components, 
subsystems in product architecture DSMs) or the communication between members of 
organizations (individual, teams and departments in organization architecture DSM). 

 Temporal flow models represent systems whose elements may be activated over time and 
represent different types of processes. Time-based models include both activity-based and 
parameter-based matrices. 

                                                 
103 [EPPINGER & BROWNING 2012, 
p. 12]. 
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 Multiple-Domain Matrix104 (MDM) bases upon the definition by MAURER [2007, pp. 72
82] and represents different domains (e.g. product, process, organization) in a single matrix. 
The MDM includes both DSMs (Design Structure Matrix) relating identical domains on 
the diagonal of the MDM and DMMs (Domain Mapping Matrix) relating different domains 
with each other. 

As observed by MIKAELIAN ET AL. [2012] both DSM and MDM models 
suited for modeling and analysis of complex engineered systems compared to other repre-

Although interview methods are usually used to elicit relevant infor-
mation, information can oftentimes also be extracted at less effort from available data sets 
where the targeted results can be determined directly or indirectly [LINDEMANN ET AL. 2009, 
pp. 79 117]. 

Various applications of DSM methods exist to support the management of complex systems 
also focusing on the identification of FDOs. MDMs, i.e. both within and across DSMs and 

[LINDEMANN ET AL. 2009, p. 89]. In particular, change propagation plays an overarching role 
for most of the considered methodologies as section 3.2.2 illustrates. ECKERT ET AL. [2004] 
suggest a differentiation amongst different types of change propagation depending on the 
number of incoming and outgoing parameters to deal with product changes during design as 
shown in Figure 3-2. 

 

Figure 3-2 Change propagation tree of systems (right) with different change behaviors [ECKERT ET AL. 2004] 
and corresponding DSM (left) 

Whereas multipliers are elements that generate more changes than they absorb, carriers absorb 
a similar number of changes. Absorbers, in contrast, are elements that can absorb more change 
than they actually cause. Finally, constants are defined as elements that remain unaffected by 
change. Most systems are designed to include tolerance margins, so-called buffers, which can 
absorb some degree of change and prevent change propagation [ECKERT ET AL. 2012]. In some 
cases, despite the need of changes, elements are sometimes not handled as a response to a 
management policy which does not allow handling changes with significant effort or conse-

                                                 
104 EPPINGER & BROWNING [2012, pp. 233 324]. The 
research and especially application of structural complexity management and MDMs for the field of product design 
were strongly elaborated by LINDEMANN ET AL. [2009]. 
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quences. They are referred to as  As a change often cannot be ignored entirely and 
other more easily changeable systems must compensate for this lack of change, resistors are 

. 

Based on this brief introduction to DSM methodology and change propagation, the most 
relevant matrix-based methodologies that deal with the identification of FDOs are represented 
and discussed in the following. This includes reference literature that highlights the systematic 
identification of FDOs within and across domains through the different phases highlighted by 
CARDIN [2014], primarily focusing on identifying the width of opportunities from baseline and 
uncertainty recognition to concept generation. In contrast, matrix-based approaches that take a 
deep dive on certain domains and aim for an optimization rather than the identification of higher 
level are not targeted specifically. For instance, ENGEL ET AL. [2016] focus on 

approach and 
measure (Architecture Adaptability Value or AAV) trading of the interface costs and the 
architecture options to determine the right level of modularity and the most suitable assignment 
of components to those modules. Additionally, in the following akin matrix-based identification 
methodologies are excluded that do not address flexibility specifically but pursue other related 
goals such as targeting a variant-optimized product program such as discussed by SCHUH ET 
AL. [2007]. 

A detailed description on each of them is provided in appendix 11.2 and recommended to rea-
ders that are not yet familiar with those. For ensuring the best understanding by the reader, the 
order of introducing those works accounts for both the logical interdependencies amongst 
works and the chronology of publication. 

Change prediction method by CLARKSON ET AL. [2004] 

Products are continuously changed across their lifecycle where the change of one part ends up 
with the modification of other parts. Hence, CLARKSON ET AL. [2004] provide a method (Change 
Prediction Method or CPM) to predict changes in redesign and customization of complex 
products. By knowing change propagation paths with high likelihood and impact, design efforts 
can be directed towards avoiding changes of expensive sub-systems and allowing change where 
it is easier to implement105. The change propagation method can be divided into the steps initial 
analysis , -by-case analysis  . The methodology is based on a case study 
and initially validated on Westland Helicopters. A more detailed description of the metho-
dology can be found in appendix 11.2.1. 

The CPM method is a change prediction method that accounts for indirect change propagation 
in addition to the direct change propagation between adjacent sub-systems. However, as 
ECKERT ET AL. [2004] highlight, prediction of change involves two activities, namely the pre-
diction of the cause of change and the prediction of changes that results from those changes. 
CLARKSON ET AL. [2004] focus strongly on latter where the identification and mapping of 
requirements on instigating sub-systems without systematic support by the 

                                                 
105 Hence, flexibility as a means to ease those changes is not addressed. 
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methodology. Additionally, CLARKSON ET AL. [2004] do not account for the risk of the 
instigating sub-system changes triggered by exogenous factors / requirements. 

In the end the risk scatter graph allows viewing the combined risk for the case, where the 
criticality of sub-systems can be compared and sub-systems can be prioritized. The generation 
and evaluation of design strategies, in particular flexible design concepts, that are based on 
those results are not addressed by that methodology. 

HoQ-CPM approach to assess the changeability in complex engineering 
systems by KOH ET AL. [2012] 

KOH ET AL. [2012] present a modeling method that seeks to support the prediction and 
management of undesired engineering change during the design and development of complex 
products. The methodology builds upon the QFD method, in particular, the House of Quality 
(HoQ) described by HAUSER & CLAUSING [1988] and the change prediction method (CPM) by 
CLARKSON ET AL. [2004]. It expands change propagation analysis from one design domain, i.e. 

enables cross-domain tracing of changes. The objective is to better evaluate the suitability of 
change options to address the relevant product requirements by accounting for the effects of 
change propagation. The CPM-HoQ approach is applied in a case study addressing a jet engine 
fan. A more detailed description of the methodology can be found in appendix 11.2.2. 

The focus of KOH ET AL. [2012] lies upon selecting the most performing change options by also 
accounting for undesired change, i.e. change propagation effects across product components. 
In contrast to CLARKSON ET AL. [2004] and KOH ET AL. [2013], the approach considers three 
different design domains dealing with change and enabling tracing amongst them. However, 
besides 
performance also depends on targeting the relevant product requirements in the first place. With 
the ability to use the methodology for identifying change options that are searched for due to 
specific requirement changes, the methodology lacks the consideration for the reasons leading 
to changes. Hence, the steps leading to changing requirements by accounting for uncertainty 
factors (e.g. related to technical obsolescence, regulations) and scenarios are not emphasized. 

out considering enablers 
for facilitating that change, a subsequent evaluation could not be performed. 

Step-based CPM by KOH ET AL. [2013] 

The step-based CPM bases upon the Change Prediction Method (CPM) by CLARKSON ET AL. 
[2004]. It introduces a dependency modeling technique to assess the changeability of complex 
engineering systems. The approach contains three different steps: capturing change data (1), 
compute change indices (2) and the assessment combined with recommendations (3). The 
methodology is applied on a case addressing a heavy-duty diesel engine. A more detailed 
description of the methodology can be found in appendix 11.2.3. 

The step-based CPM method is used to provide an estimation of system changeability by the 
use of indices. The results provide the basis for addressing changeability alternatives to deal 
with relevant components. Despite its value, there are downsides that must be addressed with 
respect to this work: the building of matrices concerning planned changes and direct change 
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propagation that mainly bases upon values from expert interviews are extreme and may often 
be impractical, especially for the targeted complex engineering system. Furthermore, the 
inclusion of the highly relevant exogenous factors as change initiators are only considered as 
unspecific ose uncertain 
exogenous factors or the building of alternative scenarios is missing. Although the step-based 
CPM supports the identification of Change Objects by visualizing them in the ICI-ICL and 
OCR charts106, respectively, a guide for the systematic identification of specific alternative 
flexible design concepts is also missing. Consequently, also a subsequent evaluation is not part 
of the methodology. 

Sensitivity DSM by KALLIGEROS [2006] 

KALLIGEROS [2006] 
sequentially which can be partially based on the same platform, i.e. share the design of some of 
the components and systems. It is assumed that the decision to standardize certain components 
between those two assets is done when the second asset is designed following standardization 
strategies, i.e. the selection of common components, based on the state at that time. The value 
of the initially defined system is determined by the flexibility to embed yet uncertain stan-
dardization strategies in the second development. The developed methodology is applied on a 
large offshore floating vessel, an FPSO107 unit [KALLIGEROS 2006, pp. 105 135]. 

The contribution by KALLIGEROS [2006] is twofold: On the one hand, KALLIGEROS [2006, pp. 
55 77] suggests a methodology and algorithm for the exploration of the best standardization 
opportunities to choose from by using a DSM-based methodology (Invariant Design Rules or 
IDR). Hereby invariable platform and customizable components are identified first, followed 
by the subsequent integration of suitable standardization strategies for customizable compo-
nents by removing their sensitivity (e.g. over-sizing). On the other hand, KALLIGEROS [2006, 
pp. 79 103] suggests valuing the initial design108 by rating its flexibility to deploy suitable 
standardization strategies in the future. However, being relevant for this work only the IDR was 
considered. A more detailed description of the IDR methodology and the Sensitivity DSM 
(sDSM) can be found in appendix 11.2.4. 

The main focus of the IDR methodology is the identification of most suitable standardization 
strategies for customizable components. Although in KALLIGEROS [2006] customized compo-
nents are considered as potential platform candidates by removing their sensitivity, they can 
equally be considered as flexibility candidates  [BARTOLOMEI 2007, 
p. 134] and, hence, the methodology becomes relevant for this work. However, in KALLIGEROS 
[2006] the identification of uncertainties (exogenous factors) is not supported explicitly. 
Additionally, the sDSM only accounts for changes between directly related variables but not 
beyond, i.e. without accounting for indirect change propagation. Due to the different objective 

                                                 
106 ICI: incoming change impact; ICL: incoming change likelihood; OCR: outgoing change risk. 

107 FPSO: Floating, Production, Storage and Offloading. 

108 KALLIGEROS [2006] assumes that the system architecture of the initial design can be favorable or 
disadvantageous regarding future standardization strategies. 
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of KALLIGEROS [2006] compared to the one in this work (section 1.3), the generation of flexible 
design concepts for the identified customized components xc is also not considered. 

Flexible platform design process by SUH ET AL. [2007] 

SUH ET AL. [2007] emphasize that product platforms and unique components are designed by 
experience and formal methods in literature without considering exogenous uncertainty. They 
suggest that if the right subsets of elements are designed with flexibility, the platform will avoid 
expensive redesigns and manufacturing switching costs. A seven-step flexible platform design 
process (FPDP) is suggested. The entire methodology is applied on a use case that targets the 
introduction of a new automotive platform that is to accommodate three vehicle variants. A 
more detailed description of the FPDP can be found in appendix 11.2.5. 

The methodology suggested by SUH ET AL. [2007] offers an end-to-end approach on the 
identification of flexible components in product platforms. They account for the identification 
of uncertainty, however, without a comprehensive consideration of alternative futures. The sub-
sequent identification of instigating components (Change Objects), in particular the mapping 
of uncertainties to customer attributes are not explicitly addressed; at the same time the mapping 
of uncertainty relevant customer attributes to design variables is suggested to be performed by 
principal components analysis (PCA) for non-trivial relationships that may depict limits when 
large amounts of attributes and design variables are addressed. The mapping of design variables 
to components relies on a decomposition of the physical system by constraining the physical 
space under consideration which may lead to left out potentials outside of the considered system 
boundary. 

According to SUH ET AL. [2007] the main contribution of the methodology, also the only DSM 
based part of the methodology, lies in the identification of critical platform elements for 
embedding flexibility (step IV) as it represents the most critical and difficult step. Recom-
mended decision rules to prioritize product platform components for flexible design are pro-
vided. However, indirect change propagation is not considered. Recommendations on 
generating suitable flexible design concepts (step V) are -
ming of a component to enable production of other variant) without a systematic consideration 
of flexible design alternatives. Naturally, as product platforms are addressed, only flexibility of 
a product under development is targeted, where flexible design alternatives are not directly 
applicable to the addressed flexibility of fielded systems (section 2.4.4). The evaluation is then 
performed quantitatively by the use of real options which can also be challenging as section 
3.2.2 describes. 

Engineering Systems MDM framework by BARTOLOMEI [2007] 

BARTOLOMEI [2007] provides a methodology which incorporates the strengths of the sDSM 
and change propagation analysis by using a holistic framework for representing the social-
technical system. The Engineering Systems Matrix (ESM) or ES-MDM109 organizes the infor-

                                                 
109 The ESM was in later publications (e.g. BARTOLOMEI ET AL. [2012], EPPINGER & BROWNING [2012, pp. 308
316] - -  
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mation of DSMs and DMMs in the already introduced Multiple Design Matrix (MDM), i.e. a 
network graph of nodes (components) and edges (relationships). It is built based on a 
methodology for Qualitative Knowledge Construction (QKC) which offers an iterative, 
systematic process for constructing knowledge of a complex system and a customized software 
tool (SMaRT) to streamline the modeling process. Within the ES-MDM framework, 
BARTOLOMEI [2007, p. 135] suggests a nine-step process which enables the identification of 

110 in socio-technical systems. A more detailed description 
of the ES-MDM framework and the hot spot analysis can be found in appendix 11.2.6. 

Unfortunately, as also highlighted by WILDS [2008, pp. 35 36], BARTOLOMEI [2007] only 
provides a conceptual thought experiment on the hot spot identification process by application 
on a Micro Air Vehicle (MAV) without a formal analysis, demonstration and verification. This 
makes the approach less tangible as it misses important details which also motivates the 
approach by WILDS [2008]. 

As highlighted by BARTOLOMEI [2007, p. 134], the suggested methodology by BARTOLOMEI 
[2007] extends the approach of KALLIGEROS [2006] and SUH ET AL. [2007] by going beyond 
technical and functional domains to also address social, process and environmental domains. 
As all DSMs and DMMs can theoretically serve the identification of FDOs, this provides a 
large application flexibility; however, at the same time users may be overwhelmed as they lack 
clear guidance for the identification of FDOs. Additionally, depending on the stakeholder role 
and degree of influence by the user, certain domains may not be accessible or only represent 
boundary conditions instead of actual means when addressing FDOs. 

In particular, although the FDO identification process describes multiple scenarios, an 
aggregation technique of those is not suggested. In addition, the hotspot identification process 
indicates neither if and how the three criteria for FDO identification, namely uncertainty / 
volatility, benefit and cost, are weighted against each other to identify FDOs nor does it provide 
a ranking of how the hot spots compare to each other [WILDS 2008, p. 36]. Basing upon the 
sDSM by KALLIGEROS [2006], only direct change propagations between elements are explicitly 
considered. Especially the generation of flexible design concepts that follows the identification 
of Change Objects is done ad hoc  before they are valued by real option analysis. 

In general, a more detailed description and application of hot spot identification would be 
important to further understand and assess the contribution of that methodology within the ES-
MDM framework. 

Methodology for identification of FDOs by WILDS [2008] 

WILDS [2008] bases strongly on the work of BARTOLOMEI [2007] and suggests that the 
identification of FDOs111 is based on two contributions: a combination of sensitivity and change 

                                                 
110  [BARTOLOMEI 
2007, p. 134]  

111 WILDS [2008, p. 23] defines FDOs as system components that offer opportunities for embedding flexibility 
which only partially reflects the definition in this work (section 2.4.4). 
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propagation (1) and scalability (2). Whereas sensitivity techniques emphasize the magnitude of 
change in performance due to each component, change propagation techniques assess the 
change behavior, i.e. if components are multipliers, absorbers, or carriers [WILDS 2008, p. 40]. 
Both together help identifying where to embed flexibility. Scalability, in contrast, addresses the 
possibility of analyzing systems of different, in particular, larger sizes and levels of complexity. 
Hereby, using different levels of abstraction, iterative analysis on gradually lower levels of 
abstraction and better management of complexity of the required human-input by decomposing 
the interactions in the ES-MDM are targeted. Based on the available data on the Micro Air 
Vehicle case study by BARTOLOMEI [2007], the methodology is applied while making assump-
tions for simplification in each of the steps. A more detailed description of the methodology 
can be found in appendix 11.2.7. 

Unlike BARTOLOMEI [2007], WILDS [2008] offers a metric (Desired Flexibility Score or DFS) 
to rank and prioritize Change Objects regarding their suitability to embed flexibility by 
accounting for various domains of the ES-MDM. Additionally, indirect relationships within 
domains (in particular, the O  are explicitly accounted for. 

Nevertheless, the usability of the approach is limited: The effort of data elicitation and model 
execution is extreme (e.g. ES-MDM, CIRT112 Pairings with various types of change initiators 
and relationships, different change scenarios, complete consideration of change propagation 
subgraphs) leading to challenges of embedment in practice, especially with the usually large 
and varying scope of data in engineering systems. WILDS [2008] does also not offer clear 
guidelines on how uncertainties are identified based on system drivers (corresponding to 
Change Drivers ) and how change scenarios are built. Additionally, basing upon the identified 

system drivers and change scenarios clear guidance is missing which alternative paths must be 
followed and lead to the identification of change initiators, i.e. the instigating Change Objects, 
in the ES-MDM; as suggested by WILDS [2008, pp. 70 71] this may be done either by a direct 
identification or require a flow down to components in other domains first (e.g. stakeholder, 
objective, function domain). Furthermore, the execution of the approach requires switching 
between graphs and matrices which limits the usability and could be solved within the ES-
MDM itself. Last, as the focus of the presented methodology only lies on the identification of 
Objects that are suitable for embedding flexibility, a consideration of the alternative flexible 
design concepts is only addressed exemplarily without providing guidance and also lacking a 
subsequent valuation. 

Logical-MDM by MIKAELIAN ET AL. [2012] 

MIKAELIAN ET AL. [2012] acknowledge that so far traditional approaches have only used 
hoc  identification of various flexibilities for uncertainty management without looking on how 
these flexibilities are obtained. The large amount of alternatives can hardly be handled by a 

[MIKAELIAN ET AL. 
2012]. They introduce a structured approach to identify where real options are or can be em-
bedded by suggesting a Logical-MDM, a variant of the MDM -
tionships for displaying choices and, hence, flexibility, followed by a subsequent valuation of 

                                                 
112 Change initiators and relationship types. 
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those real options. Hereby a real option tuple <Mechanism, Type> that bases upon the 
integrated real options framework (IRF) by MIKAELIAN ET AL. [2011] is defined (section 3.1.2). 
The Logical-
(UAVs). A more detailed description of the methodology can be found in appendix 11.2.8. 

The Logical-MDM by MIKAELIAN ET AL. [2012] facilitates a systematic identification of real 
options . However, this time uncertainty 
sensitive Objects  or are input to the methodology. In this regard, Change 
Objects (e.g. UAVs) and the enablers of change, the mechanisms (e.g. configuration of UAVs), 
are not explicitly differentiated. In contrast to handling uncertainties related to design changes, 
the approach 

[MIKAELIAN ET AL. 2012], which concerns especially facilitating 
operational flexibility and configurational changes such as in the illustrated case study on 

(section 3.1.2.). This also relativizes the need for change propa-
gation that addresses especially design changes. As highlighted by HU & CARDIN [2015] the 
approach also lacks considering efforts during the tuple selection process, i.e. when generating 
flexible design concepts, before a valuation takes place. 

Hence, the Logical-MDM is a novel framework to represent and choose real options, however, 
lacks comprehensiveness to guide the entire process of FDO identification that is targeted in 
this work. 

Flexibility in the design of engineering systems by HU & CARDIN [2015] 

The suggested methodology builds upon previous works [HU 2012; HU ET AL. 2013] and 
extends the ES-MDM methodology by BARTOLOMEI [2007]. It integrates a Bayesian network 
methodology and models complex change propagation within multiple domains of an engi-
neering system. HU & CARDIN [2015] apply the methodology on an exemplary case related to 
a waste-to-energy (WTE) plant relying on anaerobic digestion. A more detailed description of 
the methodology can be found in appendix 11.2.9. 

The focus of the approach lies upon phases 1-4 of the reference taxonomy of procedures  by 
CARDIN [2014] introduced in section 3.1.1. The emphasis in HU & CARDIN [2015] was put on 
the identification of Change Objects by also considering resulting probabilities from indirect 
relationships and also the costs of change. However, using the risk susceptibility index (RSI) 
as the sole decision-making criterion for Change Objects may be critical, as it presumes that 
changes of a system component cause the same RGenerated113 independently if rigid or flexible 
designs are embedded. However, by embedding flexible design to ease changes (e.g. modular 
design, standardized interfaces to surrounding of system component), flexibility may signifi-
cantly reduce the risk of change propagation compared to the rigid peer design. 

Next to that the approach misses a systematic selection of flexible design concepts which 
consist of flexible strategies (e.g. expand, switch in WTE use case) and enablers (e.g. structural 

                                                 
113 Indicates the degree of risk generated by a change in system element si under uncertainty U. 
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reinforcement114, more land reserved, modular design for WTE use case). Hence, the generated 
flexible design concepts may still represent suboptimal solutions despite their valuation as 
potentially better ones may remain unconsidered. Additionally, as all considered flexible design 
concepts are also valuated without prior filtering, the valuation effort remains high or must be 
constrained to a limited number of flexible design concepts from the beginning. This effect is 
even amplified if a large amount of Change Objects is considered of which each requires a 
flexible design concept on its own. 

Other non-matrix FDO identification methodologies for concept generation 

Despite DSM-based methodologies and the suggested end-to-end methodologies of section 3.1 
for the identification of FDOs, other approaches exist that especially concern the relevant phase 
of generating flexible design concepts, i.e. phase 3 of the taxonomy of procedures by CARDIN 
[2014]. The following provides an overview of the alternative fields where aspects of concept 
generation of flexible designs are aimed for: 

Guiding change strategies are defined by various authors. TRIGEORGIS [1996, pp. 2 3] 
suggested a number of generic real option strategies in order to stimulate the strategy gene-
ration. Other authors (e.g. COPELAND & ANTIKAROV [2001], BALDWIN & CLARK [2000]) 
contribute to the definition of change strategies on different hierarchical levels. In contrast, 
CARDIN ET AL. [2012] integrate a short lecture on the topic of flexible design and apply a 
structured prompting mechanism to stimulate the generation of alternative flexibility strategies 
by designers. Despite step 3 of the reference taxonomy of procedures, in this case also 

phase 5) is addressed as it targets the improvement of collaborative engineering. 

Next to the change strategies, the enablers for changes must be addressed for the generation of 
flexible design concepts. The identification of those Change Enablers can be addressed by 
industry guidelines. FRICKE & SCHULZ [2005], amongst others, support concept generation by 
defining high level changeability principles (e.g. simplicity, ideality, modularity). Specific 
guidelines for the development of flexible products are provided by e.g. BISCHOF [2010, pp. 
63 107]. The CMEA method (Change Modes and Effects Analysis), table and procedure by 
PALANI RAJAN ET AL. [2005] to evaluate product flexibility is performed as an empirical study 
(vacuum cleaner) where also guidelines for flexible design are derived (modularity, parts reduc-
tion, etc.). Instead, GIL [2007] targets specifically complex products and systems by addressing 
a case study on an airport expansion program concerning 5 projects and 12 options which 
provides recommendations on alternative safeguarding strategies115 to deal with future uncer-
tainty. 

                                                 
114 Those examples show that partially robust enablers were accounted for to enable changes in the future. Hence, 
the distinction between robust and flexible design enablers is often difficult as they are highly interdependent. 

115 Passive safeguarding involves only design work (e.g. account for additional space required in future) and is 
recommended when uncertainty of exercising is high and modularity low. Active safeguarding, in contrast, is 
recommended when the exercise uncertainty is rather low as it involves design and physical execution work for 
the initial product or system. 
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Especially existing guidance on the identification of Transitions and Change Enablers are not 
regarded as alternatives but rather complementary to the matrix-based methodologies for this 
work. Hence, section 3.3 discusses relevant references in more detail. Before, however, the 
introduced matrix-based methodologies are benchmarked resulting in the identification of the 
research gap. 

3.2.2 Benchmarking of methodologies and research gap 
The relevant matrix-based methodologies on the identification of FDOs (section 3.2.1) are 
benchmarked in Table 3-5 according to the introduced reference taxonomy of procedures by 
CARDIN [2014] presented in section 3.1.1116. This also includes methodologies where only 

KOH ET AL. [2012]) or 
those that serve primarily a different purpose in KALLIGEROS 
[2006]). Although each of the provided references embeds DSMs / MDMs, the extent within 
the methodology varies as highlighted in Table 3-5. The methodologies also vary in the targeted 
type of flexibility: Especially flexibility of a product under development  is targeted by most 
authors. MIKAELIAN ET AL. [2012] focus especially on enabling operational flexibility for 
System-of-Systems (SoS). HU & CARDIN [2015] represent the only work117 that explicitly tar-
gets flexibility of fielded systems which is also the focus of this work as discussed in section 
2.4.4. 

All provided methodologies consider an initial design basis for the identification of FDOs. 
However, whereas most authors only assume a baseline design intuitively without a systematic 
identification, HU & CARDIN [2015] emphasize the identification of the best performing design 
basis118 before flexibility is even considered. 

Although most of the reference methodologies account for uncertainties and scenarios, only 
some embed them as core elements in their methodology as Table 3-5 suggests. Besides 
MIKAELIAN ET AL. [2012], their primary focus lies on the identification of Change Objects and 
the subsequent prioritization and selection. Hereby the aim is especially on the identification of 
change instigating Objects and direct change propagation between Change Objects. Indirect 
change propagation is only partially emphasized. If accounted for, it mainly concerns the 
calculation  of concluding metrics across the change propagation chain of Objects to prioritize 

critical Change Objects. This prioritization, however, might already be performed outside of 
the matrix-based methodology (e.g. by use of risk portfolio). 

                                                 
116 (phase 5) being neither major focus of the benchmarked approaches nor 
emphasized in the developed FDO Methodology is not addressed in Table 3-5. 

117 Note that many authors do not explicitly mention the phase that is aimed for by flexibility; although usually the 
use cases provide a clear picture which phases are targeted, this does not necessarily imply that the approach would 
be unsuitable for other phases (e.g. BARTOLOMEI [2007], WILDS [2008], MIKAELIAN ET AL. 
[2012]). 

118 Identifying the best performing baseline design is important as final results could wrongly indicate suitable 
flexible design concepts although yet unconsidered but existing baseline designs might perform even better. 
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The phase of generating flexible design concepts, especially by the use of matrix-based 
methodologies, has had little focus in research so far. Flexibility, i.e. the selection of change 
strategies (Transitions) and Change Enablers, is usually performed ad hoc  without consi-
dering how these flexibilities are obtained [MIKAELIAN ET AL. 2012]. As indicated by CARDIN 
ET AL. [2012] so far DSM methods have focused mostly on switching flexibility between 
product variants, but do not consider other flexibility strategies that exist. KOH ET AL. [2012] 
emphasize the identification of the most suitable change options  that address possible 
Transitions for design phases; however, Change Enablers to facilitate those changes are not 
further addressed. MIKAELIAN ET AL. [2012] offer the only matrix-based methodology that 
emphasizes the integrated identification of suitable Transitions ( type ) and Change Enablers 
( mechanism ). However, the MDM only supports the phase of concept generation without 
explicitly dealing with the steps leading to flexibility. 

Most flexible design concept evaluations use real option valuations  for large scale systems 
as a means to quantify the value of flexible design concepts facing challenges when perfor-
mance parameters cannot be clearly assigned to monetary payback functions [SCHRIEVERHOFF 
2014, p. 6]. Additionally, the valuation of flexible design concepts can cause a lot of effort, 
especially if a large amount of design alternatives is addressed simultaneously. 

Table 3-5 Comparison of matrix-based methodologies for identification of FDOs 

 

Although all approaches are partially matrix-based, none of them represents a matrix-based 
end-to-end  approach. Hereby the quantification by defined metrics (e.g. for change propa-

gation, flexible design concept) often plays a more important role than a clear guidance to 
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Quantitative design concept evaluation x (x) x x

Matrix-based contribution
x Core of methodology
'x' Addressed / brief documentation
(x) "Ad hoc" consideration

Not accounted for

Lifecycle perspective
on flexibility

Concept generation:
Identification of Change Objects

Concept generation: Generation of 
Flexible Design Concepts

Design space exploration: Concept 
evaluation and decision-making

Matrix-based 
contribution of
FDO Methodology 

"End-to-end"
FDO Methodology

2

1
Phase of research
contribution 1

Phase of research
contribution 2
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identify FDOs119. Also, the focus of current matrix-based approaches lies on the processing of 
empirically derived data that is then used for analysis in the absence of domain experts. It 
thereby ignores the available tacit knowledge of domain experts and required application 
flexibility in industrial settings and projects. 

The need for addressing the phase of concept generation is explicitly highlighted by CARDIN 
[2013] considering phase 3 of the reference taxonomy of procedures (Figure 3-1

 In this regard HU & CARDIN [2015] also add that 

 

Hence, the suggested FDO Methodology in this work emphasizes two main aspects which to 
the best knowledge of the author have had little focus so far and are visualized in Table 3-5. 
They reflect the two anticipated research contributions introduced in section 1.3.3: 
1. Provide a matrix-based end-to-end  methodology which facilitates the identification of 

FDOs by integration of domain experts in tender-based development projects. The metho-
dology should be able to embed systematized empirical data and heuristics which guide the 
user interactively in systematically identifying uncertainties, affected system constituents 
for which suitable flexible design concepts are identified and flexible design solutions. 

2. Emphasize the neglected phase of flexible design concept generation  as an integrated 
part of the matrix-based methodology for the identification of FDOs by use of operators 
and heuristics regarding Transitions and Change Enablers. 

Based on the second research contribution, the following section provides an overview of the 
state-of-the-art regarding Transitions  and Change Enablers  which are the basis for 
forthcoming work. 

3.3 Flexible design concept generation 
As addressed in section 2.4.3 

neers by accounting 
for the MIKAELIAN ET AL. [2011] refer to former as type , which 
belongs to the domain of managerial decision makers and to latter as mechanism  which is the 
domain of engineers. This organizational distribution of decision-making, in turn, hinders a 
holistic consideration as decisions are made within each silo  leading to suboptimal solutions. 
Both MIKAELIAN ET AL. [2011] and CARDIN [2014] recognize the need of an integrated 
perspective to generate better results on flexible design. Hence, MIKAELIAN ET AL. [2011] sug-
gest real options  as a <Mechanism, Type> tuple disambiguating the terminology by 
offering a single frame of reference. Both entities of that tuple represent design variables that 
together with the Change Object allow flexible design concept generation. Figure 3-3 illustrates 
the concept of integrating Transitions and Change Enablers basing on ALLAVERDI ET AL. 

                                                 
119 For instance, BARTOLOMEI [2007] provides the ES-MDM domains and dependencies without offering clear 
guidance on the paths to follow. 
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[2014]. Hereby, Change Enablers are intended to reduce the incurred transition costs120 which 
include both the time and money spent on the change path121 between prior and post states. 

 

Figure 3-3 Integrated perspective of Transitions and Change Enablers for generation of flexible design concepts 
(adapted from ALLAVERDI ET AL. [2014]) 

In the following sections, both contributing entities to generate flexible design concepts are 
addressed separately. Whereas section 3.3.1 systematizes Transitions, section 3.3.2 addresses 
both the abstract Change Enabler principles and the more specific Change Enabler guidelines 
based on relevant literature. Each of the two sections conclude with the potential contributions 
that are to be addressed by the FDO Methodology. 

3.3.1 Transitions 
According to ROSS ET AL. [2008]

[JARRATT ET AL. 
2011] in response to either value losses due to performance changes when changing use 
contexts and/or drops due to higher customer expectations as highlighted in section 1.2.4. As 
illustrated in Figure 1-7 by actively changing the system paths, post states of higher perfor-
mance and, hence, also higher value can be attained. 

Literature offers various definitions on Transitions which refer to the same phenomenon in 
similar ways. Table 3-6 summarizes the relevant ones, grouped by the academic fields they 
address. BALDWIN & CLARK [2000, p. 123] regard them as operators of modular designs 
enabling alternative evolutionary paths for the structure during development. HERNÁNDEZ 
[2003, pp. 43 46] focuses on fielded manufacturing systems and factories by separating 
Transitions from the less severe structure coupling of technical systems (also section 2.4.2). In 
the field of engineering systems, Transitions are mainly regarded as options for projects of 

                                                 
120  of entire 

 

121 Note that as shown in section 2.4.1, ROSS ET AL. [2008] refer to the change path taken hange mechanism

defined by MIKAELIAN ET AL. [2011]  
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fielded systems that can be exercised in the future for technical, or even broader, socio-technical 
systems. ROSS ET AL. [2008], in contrast, regard Transitions within the trade-space network of 
designs where various paths at different utility and costs can be taken. 

Table 3-6  across literature 

 

The characteristics of those Transitions can differ amongst various criteria that are highlighted 
in the following: 
 Multiple enterprise views: As described in section 3.1.2, Transitions can be subject to 

multiple enterprise views122 [MIKAELIAN ET AL. 2011]. For instance, by embedding modu-
larity (product view of Change Enabler) the component provides the option of being reused 
in a future design (product view), provides a different function during system operation 
(process view) or the option to customize for market expansion (strategy view). 

                                                 
122 MIKAELIAN ET AL. [2011] introduce eight enterprise views that apply for the tuple <Mechanism, Type>: 
Strategy, Policy, Organization, Process, Product, Service, Knowledge, IT. 

Reference Reference term Definition of Transitions
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BALDWIN & CLARK [2000, p. 123] 
Modular 
operators

Modular operators are "changes that can be 
imagined in a modular structure [...]. They 
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designers can do to a modular system".
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based on
HERNANDEZ [2003, pp. 43-46]

Transformation

"Transformations change not only the relation 
of the elements [structure coupling], but also 
their qualities and functions up until the point 
that new structures and systems are created."

TRIGEORGIS [1996, p. 1] Real options

Real options "to alter its initial operating 
strategy in order to capitalize on favorable 

future opportunities or to react so as to mitigate 
losses".

WANG & NEUFVILLE [2005] 
Real options
"on" projects options taken on technical things, treating 

technology itself as a black box."

MIKEALIAN ET AL. [2011]
(Real options) 

type

"A real option type refers to an action or 
decision that may be exercised by the owner of 

the real option.The "type" is therefore 
representative of the future flexibility."

CARDIN 2014
HU & CARDIN 2015

Flexible (design) 
strategy

"The flexible design strategies [...] are akin to 
real options and offer different ways to change 

and adapt the system in the face of 
uncertainty."

ROSS ET AL. [2008] (State) transition
"Change can be defined as the transition over 

time of a system to an altered state."
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 Transition interdependencies: Transitions can be performed in different combinations 
[TRIGEORGIS 1996, p. 3; BALDWIN & CLARK 2000, p. 123; MIKAELIAN ET AL. 2011; 
NILCHIANI & HASTINGS 2007]

[BALDWIN & CLARK 2000, p. 123]. Additionally, 
Transitions can also act as Change Enablers for other Transitions, often in a chain of 

[COPELAND & ANTIKAROV 2001, pp. 12 13; MIKAELIAN ET AL. 2011]. 
 Relations to Objects / system: Transitions can take different forms depending on the Object 

/ system [CARDIN 2014; HEGER [2007, p. 70] which is a result of individual system be-
havior123 [BALDWIN & CLARK 2000, p. 146]. 

 Relations to Change Enablers: Transitions and Change Enablers are related to each other 
and are interdependent [CARDIN 2014]. Consequently, their combinations must be consi-
dered as indicated by MIKAELIAN ET AL. [2011] who consider the following four main 
combinations of mechanisms M (Change Enablers) and types T (Transitions)124: M1:T1, 
M1:Tn, Mn:T1 and Mn:Tn. 

 Level of abstraction: Transitions vary in their level of detail, thereby, also in their range of 
applicability. Whereas they may be defined as generic operators125 
operations (e.g. BALDWIN & CLARK [2000, p. 123] (e.g. TRIGEORGIS 

[1996, pp. 2 3]), they may also be expressed uniquely for the context of application. Due 
to the large scope possibilities of latter, they are usually provided as examples in literature 
(e.g. MIKAELIAN ET AL. [2011]. 

In the following only the generic sets of Transitions are introduced that can be directly applied 
or stimulate strategy generation for the particular context of application. 

In engineering design BALDWIN & CLARK [2000] address the power of 
126 relating to their value by a retrospective look on design evolution in the 

computer industry and the application of certain design principles. According to BALDWIN & 
CLARK [2000, p. 12] 

[BALDWIN & CLARK 2000, pp. 123 146]: (1) 

                                                 
123 BALDWIN & CLARK [2000, p. 146]
inherently an empirical question. One must look, in detail, at how the systems in question actually behave, to know 

 

124 Where Mn or Tn require multiple mechanisms or options respectively. 

125 According to BALDWIN & CLARK [2000, p. 129] within the context of complex adaptive systems 
actions that change existing structures into new structures in well-defined ways. They are like verbs in a language 
or functions in mathematics: by their 

 

126 The design rules are collections of modules that dictate the design of the other modules in the system. 
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modules. Those modular operators can be combined and sequenced to attain all desired evolu-
tionary paths for the design and task structures. 

PONN & LINDEMANN [2011] focus on the effective and efficient concept development and 
design of technical products. In contrast to BALDWIN & CLARK [2000], they define operators 
solely127 for the systematic variation of functions in a flow-oriented functional model 
differentiating amongst eight different types [PONN & LINDEMANN 2011, p. 337]: (1) Omit  
functions, (2) Add  functions, (3) Interchange  functions, (4) Series connection  of identical 
functions, (5) Parallel connection  of functions, (6) Cyclic connection  of functions, (7) 
Integration  (8) Separation  of functions. Although those operators do not 

focus on the physical domain of Objects specifically, they still represent generally applicable 
or transferable change strategies. 

In contrast, HILDEBRAND ET AL. [2005] emphasize the benefits of modularity by suggesting a 
systematic approach for a change-oriented design of factories in order to reduce both the effort 
for the identification of Change Objects and concept generation addressing extended 
flexibility 2.4.2. The effort of the following operations should be 
reduced without disturbing the ongoing factory operations [HILDEBRAND ET AL. 2005, p. 25]: 

Integrate  modules thereby extend  factory structures, (2) Separate  modules thereby 
reduce  factory structures and (3) Substitute  modules thereby qualitatively change  factory 

structures. 

Instead, in the field of engineering systems are addressed which go beyond the 
Transitions of product or design changes of technical systems. In particular TRIGEORGIS [1996] 
focuses on real options on  projects which concern the valuation of possible investment 
opportunities. In this regard TRIGEORGIS [1996, pp. 2 3] introduces seven real options that can 
be applied. They are a mix of call  and put  options (also section 2.4.3): (1) Option to defer  
capital investment until favorable market conditions arise, (2) Time-to-build option  referring 
to staging the deployment of assets instead of inserting all capacity at once, (3) Option to alter 
operating scale  by expanding or contracting output production capacity or resource utilization 
with halts or restarts in extreme cases, (4) Option to abandon  a project permanently and 
realize the resale value of assets, (5) Option to switch  by changing the output and/or input 
mix of the facility, (6) Growth options  referring to early investments (e.g. R&D) to capitalize 
on future growth opportunities (e.g. new products) and (7) Multiple interacting options  
referring to a combination of various options, thereby, generating synergies amongst them. 

                                                 
127 PONN & LINDEMANN [2011, pp. 397 413] also address the physical domain focusing on the systematic 
variation of design  by providing a procedure for variation and a checklist of properties with design parameters 

their focus is not on the available operations 

exchange, mirror) that, however, are not relevant as change strategies for this context of application. 
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Whereas many of the real options occur naturally (e.g. to defer investment) others may be 
planned or build at some extra cost (e.g. to expand capacity). 

COPELAND & ANTIKAROV [2001, pp. 12 21] provide the following modifications to 
TRIGEORGIS [1996]: Here the real option alter operating scale  is split into the options 

. In that context, also compound  options are introduced as options 
on options , i.e. the consideration of each option as a dependent option of previous options 
which corresponds to the staging option  by TRIGEORGIS [1996]. Beyond TRIGEORGIS [1996], 
COPELAND & ANTIKAROV [2001] 
rainbow options  that are driven by multiple sources of uncertainty where the option depends 

on two or more underlying variables [COPELAND & ANTIKAROV 2001, p. 13]. In contrast to 
TRIGEORGIS [1996], the   
not addressed explicitly. AMRAM & KULATILAKA [2000] address those real options similarly, 
however, misses  

Based on those traditional real options, several authors apply them on specific problems: For 
instance, MIKAELIAN ET AL. [2011] provide examples on real option tuples that are applied 
across the enterprise architecture with types such as expand collaboration allocate resour-

 together with their corresponding Change Enabler counterparts. NILCHIANI 
& HASTINGS [2007] apply real options exemplary for the domain of space systems. Hereby they 

introduced 
together with the underlying conditions  for change. Those responses to chan-
ges  are still high-level and become concrete due to 

-
 / 

 NILCHIANI & HASTINGS [2007] emphasize that a 
system may need combinations of the above or even custom-made responses. 

On the one hand, the provided operators do not specifically target fielded or physical systems 
(such as BALDWIN & CLARK [2000] and PONN & LINDEMANN [2011]) or are very limited in 
scope (e.g. HILDEBRAND ET AL. [2005]). On the other hand, as discussed in AARLE [2013, pp. 
12 14] real options address Transitions from a project perspective that either aim for operating 
activities of one project (e.g. option to defer, abandon, contract) or take a strategic perspective 
addressing one or multiple projects where real options can initiate new projects (compound 
options). A broken-down and comprehensive set of specific options describing the alternative 
and complementary technical operations that must be accounted for when performing larger 
system upgrades are not targeted. Especially with the envisioned embedment of Transitions into 
a matrix-based methodology, there is a need to address a set of specific Transitions that are also 
compatible. 

In the following, the second entity for concept generation is introduced by highlighting relevant 
literature in this regard. 

3.3.2 Change Enablers 
As highlighted by MIKAELIAN ET AL. [2011], the identification and implementation of Change 
Enablers are increasingly important in efforts to actively seek flexibility for managing 
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uncertainties . Change Enablers have various definitions across literature although they all 
share key characteristics. Table 3-7 depicts important definitions from literature arising from 
the fields of Manufacturing and factory planning Systems engineering / Engineering 

. 

Table 3-7 Change Enabler  across literature 

 

As observed in and complemented from SCHLATHER [2015, p. 36], Change Enablers can be 
differentiated according to different criteria such as: 

Reference Reference term Definition of Change Enablers

HERNÁNDEZ [2003, p. 54]

feature of a change object to change. By its existence, mode of action and 
specification change enablers contribute significantly to the overall task 

fulfillment of change. The characteristics of the change enabler has a 
direct positive or negative impact on the object and, hence, indirectly on 

the changeability of the factory as a whole."

WIENDAHL ET AL. [2007] 

"A factory that is designed to be changeable must have certain inherent 
features or properties that will be called change(ability) enablers. They 

enable the physical and logical objects of a factory to change their 
capability towards a predefined objective in a predefined time."

NYHUIS ET AL. [2008. p. 26] requires features that enable change. These features are referred to as 

FRICKE & SCHULZ [2005] Principles "The Principles** are enablers for the realization of changeability."

WANG & DE NEUFVILLE 
[2005] Real options "in" projects

"Real options "in" projects concern design features built into the project 

the technical system."

MIKAELIAN ET AL. [2011] Mechanism
"A mechanism is defined as an action, decision or entity that enables a real 

option. The mechanism can therefore be interpreted as a source of 
flexibility."

CARDIN [2014] Enabler infrastructure design and management to provide and use the flexibility in 
operations."

ROSS ET AL. [2008] Path enablers

"Path enabling variables differ from design variables in that design 
variables are generated in order to create value, while path enablers are 
generated in order to create or enhance changeability. Real options and 

path enabling variables are similar in that both factors allow for a system 
change, and may not contribute to system value if left unused."

** High-level Change Enablers
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 Multiple enterprise views: As shown for Transitions, Change Enablers can also be subject 
to multiple enterprise views [MIKAELIAN ET AL. 2011]. This is also reflected by 
HERNÁNDEZ [2003, p. 66] who differentiates amongst 

. 
 Change Enabler interdependencies: Change Enablers affect each other either positively or 

negatively as indicated by FRICKE & SCHULZ [2005] or NYHUIS ET AL. [2008, p. 27]. 
Additionally, Change Enablers may not only facilitate changes of Change Objects directly 
but be indirectly required by primary Change Enablers [NYHUIS ET AL. 2008, p. 27; 
MIKAELIAN ET AL. 2012]. 
3.3.1  being a set of Change Enablers, may be required to enable 
a Transition [MIKAELIAN ET AL. 2011]. Similarly, HERNÁNDEZ [2003, p. 56] regards 
Change Enablers as individual properties of Objects which can be activated selectively by 
targeted bundling  when changes are required. 

 Relations to Objects / system: The suitability of Change Enablers depends on the addressed 
Object or system [HERNÁNDEZ 2003, p. 72; NYHUIS ET AL. 2005; CARDIN 2014]. Hence, 
HERNÁNDEZ [2003, p. 56] states that Change Enablers and Objects must be considered as 
combinations referring to them as s 128. Change Enablers 
from different domains can be assigned to Change Objects on different hierarchical levels, 
e.g. on machine level or factory layout level [HERNÁNDEZ 2003, pp. 65 71]. 

 Relations to Transitions: as described in section 3.3.1 
 Level of abstraction: Design guidance can be defined on different levels of abstraction 

[NOWACK 1997, pp. 50 62; VAN WIE 2002, p. 67; BISCHOF 2010, p. 85]. This also applies 
to design guidance for flexible design embodied by different hierarchical levels of Change 
Enablers . On the upper end, they can be considered as overarching principles  [FRICKE 

& SCHULZ 2005] [MIKAELIAN ET AL. 2011] that enable change. 
On the lower end, they represent specific, detailed and prescriptive recommendations that 
themselves vary in their level of abstraction and can be assigned to those superordinate 
categories (e.g. BISCHOF [2010, pp. 83 107]). 

Based on this last criterion, Change Enablers are differentiated in the following by providing 
an extensive overview of general Change Enabler principles and relevant representatives of 
Change Enabler guidelines. 

Change Enabler principles 

As highlighted in BISCHOF [2010, p. 89], guidelines can only be applied effectively when 
developers have easy, context sensitive access. Especially with a large number of guidelines a 
simple access is challenging; hence, in order to provide a quick overview and ease handling, its 
number should be limited by clustering [BISCHOF 2010, p. 89]. Design principles , which 

                                                 
128 This term is a translation by WIENDAHL ET AL. [2007] 
(ger.) by HERNÁNDEZ [2003, p. 56]. 
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represent general laws concerning a natural phenomenon or behavior of the system [NOWACK 
1997, p. 60], can facilitate a systematization of those guidelines. In the context of flexible design 
they provide a means to catalog Change Enabler guidelines fostering their -

[MIKAELIAN ET AL. 2011]. 

Prior work on DSM-based FDO identification focused primarily on modular designs despite 
the fact that not all Change Enablers actually stem from modularity [MIKAELIAN ET AL. 2012]. 
Various authors in their respective academic fields of research provide a whole range of Change 
Enabler principles that can also facilitate change and should be accounted for. 

Table 3-8 summarizes the range of Change Enabler principles with respect to the corresponding 
author(s). 

Table 3-8 Change Enabler principles across relevant literature of different academic fields 

 

If explicit from literature, primary Change Enabler principles are differentiated from secondary 
or extending ones. As those Change Enabler principles partly have similar meanings across 
authors, Table 3-8 (top) illustrates overlaps for higher end Change Enabler principles129 based 

                                                 
129 A further confrontation amongst all Change Enabler principles is difficult: On the one hand, often only 
definitions without specific Change Enabler guidelines are available. On the other hand, Change Enabler principles 
often contain a mix of guidelines for each Change Enabler principle which, in turn, could be attributed to a range 
of Change Enabler principles addressed by other authors. 
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TRF x x x x x

P-CPT x x x x x x x x x x
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x Primary Change Enabler principles
(x) Secondary / extending Change Enabler principles
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on their definitions130 which are provided by appendix 11.2. This can be either due to simi-
larities and/or due to aggregating subordinate Change Enablers (Table 3-8). 
The primary focus of Change Enablers in the field of engineering design is on specific design 
guidelines for application. However, certain authors assign those design guidelines to superior 
categories corresponding to the addressed Change Enabler principles as a means of systemati-
zation: QURESHI ET AL. [2006] analyzed patents of the United States patent repository by use of 
the CMEA methodology and derived 17 representative guidelines131 on flexible design of 
products that face product evolution. Those guidelines could be divided into four main princi-
ples to attain flexibility: modularity approach , spatial approach , interface decoupling 
approach  and adjustability approach . They provide 

[QURESHI ET AL. 2006]. 

KEESE ET AL. [2007] build upon the work of QURESHI ET AL. [2006] and, additionally, perform 
an empirical study (section 3.2.1) to analyze 11 electro-mechanical consumer products to derive 
a merged list of guidelines. The guidelines from QURESHI ET AL. [2006] were partially rephrased 
to attain maximum clarity and new guidelines added resulting in a total of 24. This resulted in 
the additional principle parts reduction approach . 

Based on an extensive study from literature, direct experiences of practicing developers and 
established design practices of engineering organizations, BISCHOF [2010, pp. 83 107] defines 
guidelines to support the identification of flexible, and as being very interdependent, robust 
designs for changing environments. A total of 34 design guidelines is derived that can be 
clustered to six categories: decoupling and modularization 132, inherent flexibility , easy 
(dis-)assembly , standardization , extended use  and over-engineering . 

FRICKE & SCHULZ [2005] address incorporating changeability into a system architecture when 
releasing a new version or derivative but, additionally, also when upgrading already fielded 

 as introduced in section 2.4.1. They differentiate between basic and 
extending principles where latter supports the former ones. Whereas basic principles (ideality / 
simplicity, independence, modularity / encapsulation) support all aspects of changeability, the 
six extending principles (e.g. scalability, redundancy) only address specific aspects of change-
ability. FRICKE & SCHULZ [2005] claim that although targeting product systems, the suggested 
principles are applicable to any type of system (e.g. processes, organizations). 

MIKAELIAN ET AL. [2011] introduce a framework for holistic consideration of real options in an 
enterprise context where real options represent the already discussed <Mechanism, Type> 
tuples (section 3.2.1

                                                 
130 Despite definitions and only if available, specific Change Enabler guidelines helped to further understand the 
meaning of those Change Enabler principles. 

131 Note that QURESHI ET AL. [2006] refer to those guidelines principles
are referred to as approaches  

132 Split into two separate categories in Table 3-8. 
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133 which, as the type of real 

 

Manufacturing & factory planning provides a rich field for Change Enabler principles and, by 
focusing on only changeability of products and systems after fielding (section 2.4.2), they have 
high relevancy for this work. HERNÁNDEZ [2003, p. 54] focuses on Change Enablers as 
facilitators of changeability in factory planning which imply 
of dynamics, complexity and connectivity. According to HERNÁNDEZ [2003, p. 54] the 
following six Change Enablers, which correspond to the higher-level principles, can be defined: 
mobility , , modularity , function- and utilization neutra-

lity ,  and (dis-)integrability . They facilitate organizational, technical and 
spatial changes of Objects [HERNÁNDEZ 2003, p. 57] on all four hierarchical levels of a 
factory134 [HERNÁNDEZ 2003, pp. 71 74]. Guidelines are deduced for each transformation 
building block, i.e. each Change Object-Change Enabler combination [HERNÁNDEZ 2003, pp. 
75 82], however, at a still high abstraction level of both Change Enablers and Objects. 

HILDEBRAND ET AL. [2005, pp. 36 81] 
pendent underlying principles: former is 

-) ass -test-
M  e i.e. the unimpeded transport of the 

Object; however, in this case it also addresses the initiation and finalization of the Object 
handling process by accounting for its - [HILDEBRAND ET AL. 2005, pp. 65
77] handleability
conditions such as a lack of space in the factory (e.g. HILDEBRAND ET AL. [2005, p. 67]). The 

 -
135 are successively 

introduced in HILDEBRAND ET AL. [2005, pp. 81 128]. 

WIENDAHL ET AL. [2007] systematize Change Enablers facilitating both physical and logical 
Objects of a factory that may satisfy the needs of changeability on different hierarchical levels. 
Change Enablers of physical Objects can relate to a Reconfigurable Manufacturing System 
(RMS) on manufacturing level, Reconfigurable Assembly System (RAS) on assembly level or 
a Transformable Factory (TRF) on factory level. RMSs are marked by six core reconfigurable 
characteristics as defined in KOREN & ULSOY [2002] addressing both software and hardware 

primary Change 
Enablers; in contrast, represent supporting 
Change Enablers. RASs include two additional Change Enablers according to WIENDAHL ET 
AL. [2007]

                                                 
133  section 
3.3.1. 

134 From highest to lowest level of the factory: (1) Factory, (2) production- and logistics area, (3) production- and 
logistic systems and (4) single workstation. 

135 As those guidelines are not explicit, however, they are not further considered. 
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an assembly system or even move the system to another location. On the other hand, as 
assembly operations c automatability
manual and automated work content. At last for TRFs, the Change Enablers universality , 
scalability , modularity , mobility  and compatibility  apply which strongly overlap with 

the Change Enabler definitions by HERNÁNDEZ [2003, p. 54] and correspond to the definitions 
in WIENDAHL & HERNÁNDEZ [2006]. The Change Enablers defined by WIENDAHL ET AL. [2007] 
for TRFs are also considered by various other authors addressing changeability on factory level 
(e.g. NYHUIS ET AL. [2005], NYHUIS ET AL. [2007], HARTUNG ET AL. [2012]). 

HEGER [2007] derives Change Enabler principles based on an empirical study that validates an 
already preliminary set from literature. HEGER [2007, pp. 22 25] bases upon Change Enabler 
suggestions by other authors, especially HERNÁNDEZ [2003] and literature related to KOREN & 
ULSOY [2002], to generate a preliminary set of Change Enabler principles136 [HEGER 2007, pp. 
76 78], called a preliminary changeability potential type 137 (P-CPT) represented in Table 
3-8. The P-CPT represents one dimension in a search space that also includes the other two 
dimensions type of Objects  and feature types  [HEGER 2007, p. 74] to systematically 

138, i.e. design variables such as weight, dimension or 
system architecture, that can influence the P-CPTs in the search space. This search was 
supported by use of literature, experiences from projects and domain experts [HEGER 2007, p. 
83] ending up with the identification of 232 changeability potential features [HEGER 2007, p. 
76]. In the subsequent bottom-up exercise, the assignment of those features to those P-CPTs 
revealed their relevancy leading to the identification of revised 

 139 (D-CPTs). As visualized in Table 3-8 this final set includes: compatibility , 
mobility , modularity , neutrality , scalability , standardization , universality  and 
object-specific changeability potential , with the last principle representing a depository for 

features when only a very low number of feature types could be assigned [HEGER 2007, p. 78]. 
P-CPTs were removed (e.g. diagnosability) if the number of suitable features was low and only 
secondary140. Consequently, the P- tandardization  was kept as a new D-CPT as it 
includes a very high number of secondary contributions. 

The overview of the addressed Change Enabler principles in Table 3-8 suggests that the Change 
accounted for independently from the academic fields 

and authors and, thereby, confirms the dominancy in research when addressing flexible design 
in general. However, other Change Enabler principles dominate as well, especially when 
accounting for the highlighted corresponding definitions such as for universality

                                                 
136 HEGER [2007, pp. 74 75] emphasizes that as completeness of those P-CPTs cannot be assured, the group 

iscellaneous  is added acting as a placeholder. 

137 ger.: vorläufige Wandlungspotentialart 

138 ger.: Wandlungspotentialmerkmal 

139 ger.: ermittelte Wandlungspotentialart. 

140 changeability potential -CPT (primary contribution) but could, in addition, 
also be assigned to another less important P-CPT if applicable (secondary contribution). 
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principles also dominate only in 
m . 

Guidance on selecting the right flexibility goes beyond the high-level Change Enabler princi-
ples. The following provides an overview on alternative guidelines for flexible design. 

Change Enabler guidelines 

Guidelines are s 
[NOWACK 1997, p. 61] and stand 
specific problem situations [PAHL ET AL. 2007, p. 125]. They represent heuristics which are 
abstractions of experience  for treating complex, 
inherently unbounded, ill-structured problems  [MAIER & RECHTIN 2009, p. 41]. Guidelines 
embody ribes 

 [VAN WIE 2002, p. 66]. In the context of architecture design 
guidelines require a prior search for tacit, product based knowledge of architecture design 
which is then transformed into a meaningful set of design guidelines [VAN WIE 2002, p. 71]. In 
the end the generated design guidelines [s] for a context 

[NOWACK 1997, p. 62]. According to VAN 
WIE [2002, p. 67] those design guidelines can differ in their level of abstraction: Whereas a low 
level of abstraction eases execution, it hinders generalizing those guidelines and, especially due 
to its higher number and increasing context-dependency, makes it harder to maintain. 

As already emphasized previously, various authors introduce Change Enabler principles 
together with the related prescriptive design guidelines. Based in the works embedded in Table 
3-8, this applies especially to: QURESHI ET AL. [2006], KEESE ET AL. [2007], BISCHOF [2010, pp. 
83 107], HERNÁNDEZ [2003, pp. 75 82] and HEGER [2007, pp. 164 191]. 

Additionally, by adopting the TRF Change Enabler principles of WIENDAHL ET AL. [2007], 
HARTUNG ET AL. [2012] define 37 underlying criteria (such as pretestability 141 being an 
important aspect of Change Enabler principle modularity ) with specific characteristics and, 
if applicable, example cases for enhancing the understanding. Based on an empirical study and 
without referring to any superordinate Change Enabler principles, PALANI RAJAN ET AL. [2005] 
suggest six guidelines to improve flexibility of product design. 

Table 3-9 depicts one typical design guideline each for the most common Change Enabler 
principle  based on the introduced references. 

                                                 
141 Note that the exemplary focus in the paper of HARTUNG ET AL. [2012] 

 across 
modularity-related guidelines in Table 3-9  
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Table 3-9 Exemplary design guideline modularity  

 

The subject of reference addressed by the guideline may differ across views (e.g. technical, 
organization) and within them (e.g. technical view with focus on product , production 
facility , , etc.). The guideline usually contains prescriptive texts at different levels of 
abstraction. For instance, design guidelines by PALANI RAJAN ET AL. [2005] have a rather high 
level of abstraction and are more solution neutral in contrast to e.g. HEGER [2007, pp. 164 191] 
who provides more specific design guidelines which also results in a higher number of 
guidelines for each Change Enabler principle142. BISCHOF [2010, pp. 91 92] also adds addi-
tional explanatory text and illustrations demonstrating unfavorable and favorable applications 
to ensure a proper, unambiguous understanding and application of the guideline by the user. 
HEGER [2007, pp. 164 191] provides next to short guideline descriptions, a means for 
evaluating the fulfillment of current designs by providing performance characteristics at dif-
ferent levels of changeability that are either qualitative or quantitative in nature. Similarly, 

                                                 
142 As could be observed, the level of abstraction differs even across design guidelines of the same authors which 
is not further addressed however. 

Reference Guideline

PALANI RAJAN 
ET AL. [2005]

Modularizing the design leads 
to more product flexibility. As 

the design becomes more 
integrated, it becomes more 

inflexible for redesign.

QURESHI ET 
AL. [2006]

Using a different module to 
carry out each different 

function.

KEESE ET AL. 
[2007]

Using separate modules to 
carry out functions that are 

not closely related.

BISCHOF
[2010, pp. 94-95]

Minimize the internal 
connections. Use bus 

systems.

Minimizing the internal connections and 
making use of bus systems allows easy 

exchange of product parts during the whole 
lifecycle. The less a part or a module is 

connected with other parts of the product, 
the less the exchange or change of this part 
affects the rest of the product negatively. 

This way later changes can be implemented 
easier.

HERNANDEZ
[2003, p. 80]

Standardized, pre-tested,
autonomous units (plug and 

produce).

HEGER
[2007, p. 165]

System architecture: the 
functions of the facility are 

realized in physically 
independent and standardized 

modules.

not fulfilled
sporadically fulfilled

partially fulfilled
mostly fulfilled

fulfilled

0%
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75%
100%

HARTUNG ET 
AL. [2012]

Pretestability: Possibility of 
diagnosing, tuning, gauging, 
testing, etc. before exchange 

of means of production 
(integration into the system).

1. Testing only possible during standstill of system
2, Testing when running system
3, Testing of partial functions without integration
4, Testing of basic functions without integration
5, Entire pretestability outside of manufacturing-/ 
assembly line
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HARTUNG ET AL. [2012] define those performance characteristics by combining verbal state-
ments and numbers for the different levels of changeability. Where applicable, HARTUNG ET 
AL. [2012] also provide example cases to support the decision-making by users. 

As BISCHOF [2010, pp. 209 211] shows and builds upon, various guidelines related to the 
(e.g. modularization ) exist. According to best 

knowledge of the author, however, further works within the field of flexible design do not 
provide comprehensive lists of design guidelines, especially as they usually focus on various 
aspects of products and systems and/or often -

 only: For instance, for VAN WIE [2002] flexibility guidelines  represent only a subset 
of the targeted general architecture guidelines. MÖRTL [2002, pp. 105 108] who suggests 
various guidelines related to durable and upgradable products differentiates several perspec-
tives (strategic decision-making, design, process of change, general) where the extent of 
design guidelines  is rather limited and unspecific. Hence, a main contribution in this work 

lies on deducing specific Change Enabler guidelines on flexible design by addressing physical 
Change Objects of offshore drilling rigs, hence, contributing to the underrepresented field of 
plant engineering (section 2.1). The design guidelines should be defined in such a way that they 
can be suitably integrated into the matrix-based FDO Methodology. 



 

 

4.  

The FDO Methodology consists of three different and interrelated models that all contribute to 
the fulfillment of objectives defined in section 1.3. Section 4.1 introduces those three models 
and elaborates on their interdependencies. Section 4.2 describes the general Procedural Model 
of the FDO Methodology in detail as it represents the starting point of the FDO Methodology 
development and the more specific FDO requirements. The process of their identification and 
the final results are presented in section 4.3. 

4.1 Models for identification of FDOs 
As discussed in section 3.1.1, the FDO Procedural Model bases upon CARDIN [2014]. It 
describes the main steps and iterations for identifying FDOs consisting of three main stages. In 
each of those stages different aspects of Flexible Design Opportunities (FDOs) are identified: 
 Identification of Change Objects (stage I): At this stage, based on a selected reference 

design, the most relevant Objects for embedding flexible design are chosen that are then 
confronted with project-specific reasons for change. This results in the identification of 
project-relevant Change Objects if the underlying System Requirements cannot be met. 
Change Objects lie within the solution space143, i.e. 
directly designed, changed, and implemented by the stakeholder(s) [DE WECK ET AL. 2011, 
p. 98]. 

 Generation of Flexible Design Concepts (stage II): At this stage Flexible Design Concepts, 
i.e. the combination of Change Objects and suitable design variables consisting of Transi-
tions  and Change Enablers  (section 3.3) are identified that ease the process of future 
changes. 

 Determination of Flexible Design Solutions & Integration (stage III): At this last stage those 
Flexible Design Concepts are assessed and only the most performing and consistent ones 
are considered further and combined, whereas the other ones are discarded. Those Flexible 
Design Solutions can then be integrated into the initially chosen reference design. 

As shown in Figure 4-1, the FDO Data Model is the second model that is part of the 
methodology. 

 

                                                 
143 As the subject of investigation is a Drilling System Supplier, it mainly refers to drilling systems that are always 
or, depending on the project, sometimes part of the delivery. 
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Figure 4-1 Models and their relations contributing to FDO Methodology 

It represents a systematized and master144 database containing relevant industry-specific and 
company-specific elements and relations that have been evaluated across domain experts. The 
main domains and dependency types of the FDO Data Model are based on the individual steps 
at each stage of the FDO Procedural Model and are represented in a matrix overview (section 
5.1). It consists of matrices linking the same or different domains with each other. Each domain 
is made up of individual elements which are interlinked with other elements by 

particular matrix. The embedded data 
represents valid but only potentially relevant elements and relations varying from project to 
project (e.g. due to different customer preferences, operational environment). The FDO Exe-
cution Model builds both upon the FDO Procedural Model consisting of multiple represen-
tations of the single represented matrices and inherits data from the FDO Data Model to allow 
a directed and traceable identification of FDOs (section 6). It can be realized in a tool which 
can be used by engineers during different projects in order to support the identification of FDOs. 
Based on the Procedural Model potential elements and relations are accounted for in two ways: 

 Potential elements of domains: Based on a filter mechanism145 supported by supplementary 
methods (section 7) only a relevant subset of existing elements is fed into the FDO Exe-
cution Model. Hence, depending on the boundary conditions, the size of the model and its 
constituents vary. 

 Potential relations across elements: Testing the relevancy of potential relations across 
imported elements is performed on an individual basis during application of the FDO 

                                                 
144 In this application context master  refers to a database with all the available data that feeds a subset to the 
actual application model (FDO Execution Model). 

145 Although the filter can theoretically be applied to elements of all domains, the domain of Objects  is 
considered to be most relevant to filter as it is subject to strong variation across projects and represents the baseline 
for flexible design. Based  (section 7.1), the number of elements can be limited to 
the most relevant ones. 

FDO Procedural Model

FDO Data Model

FDO Execution Model

Process related input

Data related input
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Execution Model or even during the post assessment once tentative selections are pursued 
 . 

In contrast to the generic FDO Procedural Model, most data from the FDO Data Model is 
considered to be application specific146 as boundary conditions differ strongly across appli-
cation fields [ALLAVERDI ET AL. 2015]. This also applies to the FDO Execution Model that 
inherits industry specific information from the FDO Data Model. Nevertheless, some of the 
data may also apply to other similar fields of application such as Transitions

, hence, are also considered research contributions (section 1.3.3); elements of the 
-

cation context dependent. The overall FDO Methodology is certainly applicable to other 
industries with similar boundary conditions (section 1.3.2). 

The FDO Methodology is an interactive support as it involves many types of interactions147 
[BLESSING & CHAKRABARTI 2009, p. 163]. It requires user interaction when running the FDO 
Execution Model, during assessment and decision-making based on the FDO EM Report 
(section 6.4) and when applying the FDO Facilitators (section 7) that support the build-up, 
maintenance of the FDO Data Model and the identification of FDOs. 

4.2 FDO Procedural Model 
-to-

of section 3.1. As highlighted in section 4.1, it represents the basis for the FDO Data Model and 
FDO Execution Model by focusing on a specific aspect of the design project, namely the 
identification of FDOs. It is prescriptive in nature with a clear audience (sales engineers in 
tender phase) and applicable to an industrial section, namely the offshore drilling industry, 
although it might be equally applicable for other industries that share similar boundary condi-
tions (section 1.3.2). The FDO Procedural Model bases upon the Taxonomy of procedures to 

CARDIN [2014] which is introduced 
in section 3.1.1. It is developed to make it fit to and account for the previously mentioned 
market and corporate boundary conditions. - -
ting and improving the management of the design project, project portfolio or company 
[CLARKSON & ECKERT 2005, p. 41]. If implemented correctly, it is to improve the performance 
in specific aspects of a project, namely the successful offer of flexible systems that are to 
increase the lifecycle value of system users as highlighted in section 1.3.1. 

The FDO Procedural Model represents different stages that have to be traversed to allow the 
identification of high-performing FDOs. It is intended that iterations are primarily performed 
between stages and not within stages. Nevertheless, certain activities such as the identification 
of the reference design might induce certain activities before the next stage can be attained. 
Hence, the FDO Procedural Model is stage-based in nature; nevertheless, certain specific acti-

                                                 
146 Here: application field of drilling system. 

147 Opposed to an automated support where interactions are mostly received from the support with some replies at 
the beginning and end of the interaction [BLESSING & CHAKRABARTI 2009, p. 163]. 
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vities that are not further elaborated on in detail (e.g. systematic search of reference design), 
might be required additionally. The prescription of those activities, however, would limit the 
application context of the procedural model and, consequently, is not the focus of the formal 
description of this methodology. It is assumed that those activities are in place as a prerequisite 
to apply the procedure148. Iterations between the defined stages and steps are highlighted in 
section 4.2.1. 

The identification of FDOs within the FDO Procedural Model can be separated into three main 
stages as shown in Figure 4-2. The left side marks the need for action by supporting the 
identification of Change Objects. Once those Objects are determined, the second stage (Figure 
4-2, right top) deals with the generation of Flexible Design Concepts which consists of deter-
mined Change Objects and the available combinations of Transitions and Change Enablers. 
Subsequently, the third stage (Figure 4-2, right low) concerns the determination of Flexible 
Design Solutions by assessing those Flexible Design Concepts followed by combining and 
integrating them into the initial reference design. Being in line with NEUFVILLE & SCHOLTES 
[2011, pp. 99 127] the emphasis in this last phase lies upon the efficient short-listing and 
selection of candidate designs. As section 4.2.2 will show, consistent selections within and 
across stages of the FDO Procedural Model are pursued to ensure satisfactory results which is 
why those stages / their subordinate steps are represented as layers that are connected in series 
or in parallel in Figure 4-2. 

                                                 
148 Those activities are most relevant in stages of the FDO Procedural Model that are not directly integrated into 
the FDO Execution Model, hence, represent aspects that go beyond the matrix-based approach (e.g. selection of 
reference design, FDO assessment & decision-making). 
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Figure 4-2 FDO Procedural Model with the three main stages and subordinate steps 

In section 4.2.1 the FDO Procedural Model is elaborated on while referring to Figure 4-2. The 
focus lies upon a description of each stage and underlying steps. Based on the introduced FDO 
Procedural Model, the value and potential of providing consistency across steps and stages is 
emphasized in section 4.2.2. 

4.2.1 Main stages in FDO Procedural Model 

Identification of Change Objects: Determining Baseline Objects 

In line with the corporate boundary conditions (section 1.3.2) and for attaining a more efficient 
process, a reference design is selected as starting point for new offers (step 1). It reduces the 
risk of delivering malfunctioning systems and supports a more efficient handling of projects. 
Similar designs are usually created by modifying the existing designs based on similar but 
different requirements [GU ET AL. 2009]. In this context of application, the reference design 
consists of a modified initial design basis requiring the following main activities: 
 Determination of an already existing / delivered suitable hull design, drilling systems and 

system layout to minimize design changes due to customer specifications 
 Modification of drilling system design including products and bulk items (in section 5.3.3 

referred to as  to meet individual customer specifications 
 Modification of drilling system configuration (layout) to meet individual customer speci-

fications 

Stage I: Identification of Change Objects

Stage II: Generation of Flexible Design Concepts

Stage III: Determination of
Flexible Design Solutions & Integration

B
A M

C

F

E

G

I

K
L

Forward-oriented

Backward / iterative

D

H

J



108 4. Proposed FDO models and Procedural Model 

 

The outcome of those activities is a tentative solution without systematically identified FDOs 
that can, however, already include flexible149 Objects. Oftentimes those Objects then do not 
become Change Objects as they already sufficiently handle future changes without requiring 
additional Change Enablers. 

The reference design also includes Objects that might not be part of the solution space150. Those 
Objects are usually not imported as they cannot be influenced but might be relevant if, for 
instance, various System Suppliers cooperate to establish an integrated solution for the 
customer. 

Next to that, the reference design may include Objects that are irrelevant for embedding 
flexibility in the first place. Hence, based on the Objects of the reference design (A), the general 
need for making those Objects flexible is assessed and irrelevant Objects are removed ending 
up with the flexibility (step 2); thereby, the degree of filtering may 
strongly dependent on the customer151. That filter works by having defined upgrade risks152 for 
Objects allowing to discard Objects that lie below certain criticality values (section 7.1). In 
contrast to products153, Objects that represent bulk items (e.g. piping, electrical cabling) and are 
mostly affected indirectly due to change propagation are always imported. They can hardly be 
filtered out beforehand as they are usually spread across the rig and integrated to various other 
Objects. 

The defined Baseline Objects are considered further when addressing the identification of 
FDOs. 

Identification of Change Objects: Recognition of change sources 

At this stage the underlying factors for the potential change of Objects, so-
s  are identified represented by both the system-external Change Drivers and the system-
related System Requirements (step 3). As introduced in section 2.2.1 and defined in section 
5.3.1, Change Drivers represent both the uncertain underlying causes (root causes) and the 
resulting causes which lead to a non-fulfillment of System Requirements and, hence, drive the 
system change. They represent known uncertainties or knowable ones (knowable unk-unks) 
that must be converted beforehand as illustrated in section 2.2.1. They will be resolved in the 
future and come from outside the system such as oil price fluctuations, Health Safety Environ-
ment (HSE) requirement changes, etc. They also represent uncertainty sources that are known 

                                                 
149 As explained in section 2.4.4 this also includes robust designs. 

150 I.e. Objects that cannot be affected by the System Supplier. Note that this can vary from project to project or 
across the lifecycle. 

151 Hence, in contrast to a parallel reduction of the ES-MDM to only relevant subgraphs when the change scenario 
is known [WILDS 2008, p. 48], this allows condensing the field to a more relevant set for the customer before the 
change scenario is addressed. 

152 Resulting from the average likelihood and impact of the upgrade. 

153 A differentiation of Objects can be found in section 2.5.2 and, in more detail for this context of application, in 
section 5.3.3. 
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[CARDIN ET AL. 
2012]. 

In this application context, a System Requirement, basing upon section 2.5.1 and anticipated 
for section 5.3.2, represents the capability of a system that can be validated and that must be 
met or possessed by a system to solve a customer problem or to achieve a customer objective. 
If met by the system, it provides both value154 and utility155 to the customer or system user. 

As emphasized in DE WECK ET AL. [2007] that for exogenous uncertainties, these 
have to be projected into the system architecture and design embodiment to identify hardware 
and software components that are most likely to be changed in the future as a function of the 

Hence, those Change Drivers constitute a cause-and-effect network 
of factors that can be uncertain and whose changes can affect certain System Requirements that, 
in turn, can affect physical Objects156. Change Drivers can be identified systematically by deter-
mining the relevant factors and building a representative and consistent scenario as introduced 
in section 2.2.2. The directly affected System Requirements and the ones that are affected 
indirectly 

 the output of step 3. 

Iterations may be required (B) when the identified scenario results in the identification of 
entirely new System Requirements157 / capabilities that were not accounted for when deter-
mining the reference design in step 1 158. Objects of dedicated capability would have been omit-
ted when selecting the reference design as future scenarios were not yet accounted for and, 
consequently, are also not part of the imported Baseline Objects (e.g. MPD dedicated drilling 
systems if MPD is to be a new capability in the future). If reference designs from previous 
projects cannot be found with such a capability, Object placeholders must be added to the 
existing Baseline Objects (step 2) to ensure that flexibility for those Objects is at all considered. 

At the next stage, it must be determined if the defined Baseline Objects (step 2) are significantly 
affected by the changing System Requirements that result from recognition of change sources 
(step 3). 

                                                 
154 What it is worth when requirements are fulfilled. 

155 What you get out of the value of the system. 

156  

157 As will be later referred to: Cap1 System Requirements. 

158 Note that the recognition of change sources is usually not accounted for when identifying the initial reference 
design (step 1) as other factors dominate that stage in the industry (price, certain and immediate functionality, 
reusability of already delivered systems, etc.). However, if the priority level of design for flexibility were to raise 
in the future, the selection of the reference design (step 1) could be an outcome of change source recognition (step 
2). Thereby, this iteration could be avoided. 
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Identification of Change Objects: Screening for Change Objects 

The directly and indirectly affected System Requirements are now confronted with Baseline 
Objects (C). Each Baseline Object represents a potential Change Object, i.e. an Object where a 
change of a System Requirement may lead to its non-fulfillment. This non-fulfillment indicates 
a Change Trigger , thus, the Change Object would have to be changed to still run within the 
allowed ranges. 

Three different types of Change Triggers could be confirmed when performing and processing 
results from semi-structured interviews (section 5.2) and performing a final expert evaluation 
of the FDO Methodology (section 8.3). The Change Trigger159 alternatives are provided in 
Figure 4-3 and base upon observations made in semi-structured interviews (section 5.2) and a 
differentiation of change deviations made by CONRAT [1997, pp. 21 25]. 

 

Figure 4-3 Change Trigger alternatives and focus in FDO Methodology 

The three different types of Change Triggers can be differentiated based on type of deviation
type of change Type of deviation refers to the fact that the Change Trigger can be 

either caused by a deviation of the actual state (e.g. deterioration of system) or of the nominal 
state (e.g. change of a System Requirement) after fielding the system. In contrast, t

modified but deficient either from the very beginning or due to deterioration across the life-
cycle. ECKERT ET AL. [2004] differentiate similarly between initiated chan-

                                                 
159 MEKDECI ET AL. [2012] 
external to the system which coincides with the definition of Change Triggers in this work. 
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ges  arising from outside a source and emergent changes  arising caused by the state of the 
design. In the following those three different states are emphasized: 
 Actual state deviation, internally deficient type of change: The Change Trigger is caused 

by not fulfilling the actual state from the very beginning due to an incorrect implementation 
of the System Requirement or due to a gradual deterioration or sudden failure of the system 
after fielding of the system. 

 Nominal state deviation, internally deficient type of change: The Change Trigger is caused 
by an initial incorrect specification of the System Requirement. 

 Nominal state deviation, externally modified type of change: The Change Trigger can be 
caused by a change of certain characteristics (e.g. capacity) or by adding / removing a 
System Requirement / a new capability where the reasons for change are exogenous and do 
not come from the system itself. 

The last of those Change Trigger types is related to the addressed exogenous uncertainty whose 
systematic identification is to be supported with the FDO Methodology. In step 4 it focuses on 
the latter group by searching for affected Baseline Objects (Change Objects) based on the pre-
viously affected and identified System Requirements. The relevancy of changes, however, must 
be checked individually. Sufficient design margins, as discussed in ECKERT ET AL. [2012], 
might be considered to avoid Change Triggers in the first place. 

If there is a high number of Change Objects where System Requirements remain unfulfilled, 
hence, require flexibility, it may be necessary to reconsider the initially selected reference de-
signs and the defined Baseline Objects (D) to avoid a too wide and even superfluous focus when 
continuing with the identification of FDOs. The following actions may apply: 
 There may be other reference designs and Baseline Objects that can better deal with the 

defined scenarios. In this case, the initially selected reference design in step 1 should be 
substituted with a more suitable one. This may result in avoiding Change Triggers in the 
first place or, if Baseline Objects are to be changed, changes to be performed at much lower 
efforts. 

 The modifications of the original reference design in step 1 to better meet customer specifi-
cations may have increased the sensitivity of those Object for future changes (e.g. modifi-
cation from skid to crane solutions makes it more sensitive to wind loads). Hence, the modi-
fication of the reference design should be reversed (e.g. keep skid solution) or applied in 
such a way that the sensitivity for change is reduced (e.g. change to over-dimensioned 
cranes that are already part of the product portfolio). 

 The criticality value in the upgrade risk portfolio of step 2 can be increased further in 
addition or next to the reconsideration of reference designs (step 1) so that less Baseline 
Objects are considered in the first place. 

Only considering direct dependent relationships between elements without considering indirect 
dependencies may ignore valuable opportunities to embed flexibility [HU & CARDIN 2015]. 
Hence, as section 3.2 illustrates, changes, may not only represent triggered 
by exogenous uncertainty but also be induced by change propagation [KOH ET AL. 2013]. This 
applies when Objects are coupled, especially when coupled physically, and a change made to 
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one Object160 requires the change of another Object in order for the overall product to work 
correctly [ULRICH 1995].  

Consequently, Change Objects might not only be directly affected by changes of System 
Requirements but also by physical changes when propagation across Objects occur. This 

selected Transition (step 5) which is attributed 
to the second stage of the FDO Procedural Model. 
Object is more likely to have physical implicati eplace-

Consequently, an iteration161 between the second and first stage is required 
to identify indirectly affected Objects (F) based on the selected Transition. 

Those identified Change Objects are now transferred to stage II (E) to generate Flexible Design 
Concepts. 

Generation of Flexible Design Concepts 

Based on the identified Change Objects, the relevant Transition can now be selected (step 5). 
As introduced in section 3.3.1, they represent change strategies to be performed on physical 
Change Objects to make them re-fulfill any violated System Requirements. As section 5.3.5 
will show, Transitions are always considered in relation to the entire Change Object. For 
instance, the change might be related to an Entire Replacement  or Relocating  of the Change 
Object. The suitable Transition always depends upon the Change Object itself. 

Change Enablers, introduced in section 3.3.2, are inherent features or properties that enable the 
physical Change Objects to facilitate Transitions in a time and cost efficient manner after the 
system has been fielded. examples of the underlying 
principles those Change Enablers can be attributed to as will be shown in section 5.3.4. The 
selected Change Object and Transition are both transferred (G) to step 6 for finalizing the gene-
ration of the Flexible Design Concept. Here the suitable Change Enablers are selected. Change 
Enablers might also require other specific Change Enablers as a prerequisite, i.e. cannot be 
embedded if other Change Enablers are not in place (section 5.1). 

Both Transitions and Change Enablers represent design variables to generate Flexible Design 
Concepts for the previously defined Change Objects. The integrated perspective of those design 
variables and the means for generating valid combinations are highlighted in section 5.1. Two 
alternative approaches for generating Flexible Design Concepts exist that are highlighted in the 
following: 
 Transition-driven approach: The Change Enablers are selected (step 6) based on previously 

identified Transitions for each Change Object (step 5) that are locked, i.e. are not subject 
to change once specified in step 5. This allows to consider change propagation immediately 
(F). Oftentimes, however, a single selection is difficult due to the Change Object being 
affected by different System Requirements (e.g. change of hoisting capacity degree 

                                                 
160 The degree to which change propagates through a product depends on the complexity of the Object itself 
[CLARKSON ET AL. 2004]. 

161 The scope of this iteration strongly depends on the system layout of the reference design. 
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of Derrick  affecting crane A) or by other Change Objects (e.g. change of 
Drillstring Compensation System  causing change of crane A) where suitable Transitions 

vary (e.g. Partial vs. Entire Replacement). Hence, in step 5 Transitions162 must either be 
homogenized by compromising on one specific Transition for the Change Object (e.g. 
crane A only prepares for Entire Replacement) or by differentiating each Change Object 
and splitting it into multiple ones (e.g. crane A1, crane A2, etc.), thereby, allowing different 
Transitions for each Change Object (Partial Replacement for crane A1, Entire Replacement 
for crane A2). By feeding the alternative Flexible Design Concepts to stage III (I), they are 
assessed (step 7) and provide the basis for decision-making (K). The best performing Flexi-
ble Design Concepts are then determined (step 8) which represent or can be combined to 

. The Transition-driven approach is recommended when up-
grade preferences are well-established, upgrades have a fixed schedule and/or strong time 
pressure in projects exists. 

 Enabler-driven approach: In this approach Transitions (step 5) and Change Enablers (step 
6) are regarded simultaneously which results in a strongly iterative process (G, H). This 
allows the identification of best performing combinations of Transitions and Change 
Enablers for the identified Change Object. Transitions are now considered to be resettable 
design variables that can vary for a specific Change Object in search for the best Change 
Enabler-Transition combinations. However, to attain a single Transition which is required 
for the consideration of change propagation (F), an intermediate assessment (step 7) takes 
place to decide on the best Transition(s) with regards to the interdependent Change En-
ablers for the Change Object. In contrast to the Transition-driven approach where the 
Transition is defined from the very beginning, the Enabler-driven approach requires to go 
back to stage II after the assessment (J). Based on the assessment results, the most suitable 
Transition(s) can now be selected for the Change Object (step 5). As before, this can be 
either done by or, by splitting-up 
the Change Object into different instances, thereby, allowing to choose a set of suitable 
Transitions. This is the basis for identifying downstream Objects that are affected by 
change propagation (F). Those indirectly affected Change Objects, in turn, would now be 
subject to the same iterative process until no more (relevant) Change Objects exist. The 
Enabler-driven approach is recommended when high-performing solutions should be 
embedded and/or there is sufficient time in projects as the process is more time-consuming 
than the Transition-driven approach. 

The process of assessment and decision-making represents the next and last stage of the FDO 
Procedural Model. 

                                                 
162 Section 6.1 will discuss in detail 
is realized in the FDO Methodology. 
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Determination of Flexible Design Solutions & Integration 

When applying the Transition-driven approach, the assessment of Flexible Design Concepts 
(step 7) is performed sequentially without returning to stage II. In contrast, when applying the 
Enabler-driven approach, the selection of the final suitable Transition(s) bases upon the out-
come of the intermediate assessment: The Transition(s) that contributes best to the Flexible 
Design Concept is then selected in stage II. 

The challenge of the assessment and decision-making at this stage is the high number163 and 
the high164 but also heterogeneous165 level of abstraction of Flexible Design Concepts. Details 
on the assessment and decision-making are presented in section 6.4.2 as it strongly depends on 
the results of the applied FDO Execution Model. 

Flexible Design Concepts of high performance are filtered and integrated to Flexible Design 
Solutions (step 8) with highly complementary Change Enablers. As the number of solutions 
should now be significantly reduced to a set that can be handled, a quantitative design space 
exploration could be performed subsequently (not part of the FDO Methodology and, hence, 
not visualized in Figure 4-2). The high-performing Flexible Design Solutions can then be inte-
grated into the reference design (L). 

At this conceptual stage a reiteration represents the most desirable iteration cycle next to no 
iteration at all [SUH 1990, p. 32]. As there might still be insufficient solutions for each Change 
Object, initially neglected Baseline Objects may be reconsidered by lowering the critical risk 
and by rerunning the FDO Methodology (M). Less critical Change Objects might still be worth-
while to embed flexibility as they may generate more value across the lifecycle. 

The FDO Data Model, and subsequently, the FDO Execution Model, builds upon consistency 
of the available choices across different stages of the FDO Procedural Model which is presented 
in the next section. 

4.2.2 Initial proposition of providing consistency across FDO steps 
By running semi-structured interviews and continuous support evaluations, it could be observed 
that the selections across various steps and stages of the FDO Procedural Model were strongly 
interdependent. The selection of one element usually limits the available subsequent options 
and vice versa. Hence, only certain combinations within and across different stages, represented 
as layers connected in series or in parallel in Figure 4-4, are valid or technically consistent. 

                                                 
163 The number of Flexible Design Concepts to be assessed is usually very high. Especially when considering the 

- us Change Objects a number of Transitions and Change Enablers can be 
selected each representing a Flexible Design Concept. 

164 Flexible Design Concepts are still at a quite high level of abstraction making an assessment difficult. 

165 Some of the Flexible Design Concepts are well-established and already physically available (e.g. lifting lugs) 
making an assessment on value and additional effort easier. Others (e.g. modular system) might still need deve-
lopment and reference values on added value and additional effort are missing. 
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Figure 4-4 depicts a simplified demonstration example166 where only certain Baseline Objects 
are affected by relevant change sources (stage I). It also demonstrates the interdependency of 
Change Objects, Transitions and Change Enablers which only form Flexible Design Concepts 
when being consistent to each other (stage II). Based on the limited relations of domain 
elements across those steps, various consistent Flexible Design Concepts can be developed167 
that can then be assessed and result in high-performing Flexible Design Solutions168. 

 

Figure 4-4 Technical consistency across FDO steps and stages 

As highlighted in section 3.1.3, matrix-based approaches strongly support the fulfillment of 
(basic) FDO requirements and are especially suitable for visualizing those interdependencies in 
a compact format and support an application. Hence, in order to benefit from the existing tech-
nical consistencies during application, the data, i.e. the elements and potential relations, must 
be mapped and stored in a predefined data model (FDO Data Model) before being applied in 
the FDO Execution Model. 

In the following the iterative process of identifying FDO requirements for the development and 
evaluation of the FDO Methodology is presented. This is followed by showing the results of 
that process. 

                                                 
166 A differentiation between Change Drivers and System Requirements is not further considered in this example. 

167 In this example, each Change Object has only one valid Flexible Design Concept. 

168 Stage III is not visualized in Figure 4-4. 
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4.3 FDO requirements identification and specification 
Section 4.3.1 demonstrates the iterative process of identifying FDO requirements. Section 4.3.2 
then shows the final FDO requirements that guide the development of the methodology and 
also represent criteria against which the entire FDO Methodology is evaluated. 

4.3.1 Process of identifying FDO requirements 
The process of identifying FDOs is represented in Figure 4-5 together with an enumeration for 
each of the addressed activities. As section 1.3.3 has shown, the basic requirements of the FDO 
Methodology (1) are based on the industry-specific boundary conditions which were deter-
mined with the research methods discussed in section 1.4. They represent the starting basis for 
the development of the FDO Methodology. In the early phases of FDO Methodology develop-
ment (2), in particular when developing the FDO Procedural Model, tentative proposals on the 
FDO process supported the definition of FDO requirements as the required building blocks of 
the methodology became clearer. 

In order to fulfill those basic requirements and as highlighted in section 3.2, matrix-based 
methods were considered contributory to fulfill those basic requirements, hence, were selected 
as core reference methods of the FDO Methodology and, due to that concretization, also contri-
buted to a breakdown into FDO requirements (3). Especially the input generated from semi-
structured interviews on mini cases to build the FDO Data Model (4) emphasized in section 5.2 
and informal interviews (5) further facilitated the generation and validation of FDO require-
ments. All inputs that affected the formulation of FDO requirements had to be analyzed for 
suitability first (6). Especially as the run interviews were usually not dedicated for determining 
FDO requirements from experts explicitly but were a result of implicit indications during inter-
views, it also became necessary to interpret relevant statements and translate them to FDO 
requirements (6). 

 

Figure 4-5 Process of identifying FDO requirements 

Once tentative FDO requirements were defined, they were iteratively adjusted (7) based on 
further informal interviews or insights during the development of the FDO Methodology. 

Finally, by completing the development of the FDO Methodology those FDO requirements 
represented the final criteria against which the final results were evaluated against (8) also re-
flected in section 8.3. 
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Hence, the generated FDO requirements based on initially defined basic requirements and 
knowledge gained during the development of the FDO Methodology and analysis / interpre-
tation of the FDO requirements. This was favorable due to mainly two reasons: On the one 
hand, it provided clear and sufficient focus to develop the FDO Methodology from the start 
without locking oneself and compromising on suboptimal methods. On the other hand, it provi-
ded sufficient flexibility to allow for mutual adjustments of both FDO Methodology and FDO 
requirements based on the increasing knowledge and status of the development. This allowed 
their continuous convergence which, in the end, is also mirrored in the satisfactory fulfillment 
of FDO requirements (section 8.3.3). 

In the following the final FDO requirements are presented. 

4.3.2 Suggested FDO requirements 
As the previous section illustrated, the superior basic requirements from section 1.3.3 were 
deduced gradually and iteratively based on the basic requirements and in parallel to the 
development of the FDO Methodology. A total of 23 FDO requirements were identified that 
are also listed in appendix 11.4. Hence, although they are considered to be solution neutral, 
they build upon an increasing concretization of the FDO Methodology. 

BR I: Identification of effective FDOs 

The identification of effective FDOs aims at the effective limitation and reduction to a relevant 
problem and solution space169 while supporting the identification of relevant Flexible Design 
Concepts and Solutions within the determined solution space for both System Supplier and 
user. It includes the following requirements: 
 R1, Ability to identify the relevant problem and solution space: The methodology should 

support the identification of only relevant change sources (Change Drivers, System Re-
quirements) and Objects on the drilling rig. 

 R2, Ability to identify technically feasible solutions: The methodology should allow the 
identification of only those Flexible Design Concepts that are technically feasible. 

 R3, Ability to identify high-performing solutions: The methodology should allow the 
identification of the best performing Flexible Design Concepts beyond its feasibility, i.e. 
solutions of high value and/or high value-effort ratio. 

 R4, Ability to reduce to effective and relevant solutions: The methodology should allow a 
systematic reduction of available solutions to an effective and relevant set (relevant toge-

 

                                                 
169 n be directly designed, changed and implemented by 
the stakehol
affected by the proposed system solution or have an exogenous influence on the chosen solution [DE WECK ET AL. 
2011, p. 98]. 
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 R5, Ability to reduce risk of offering non-profitable solutions from System Supplier's per-
spective: By using the methodology, the System Supplier should reduce the risk of offering 
Flexible Design Solutions that are non-profitable due to e.g. new and yet unproven offers, 
embedment of flexibility at System Supplier's cost, etc. 

Flexible Design might be effective locally. However, as MIKAELIAN ET AL. [2011] emphasize, 
a localized synthesis usually leads to flexibility candidates within silos being avoided by intro-
ducing a framework that allows a holistic consideration which are addressed as requirements in 
the following section. 

BR II: Comprehensive identification of FDOs 

The comprehensive identification of FDOs is necessary for filling in essential gaps on needs 
not articulated by the customer (e.g. emphasized in ROSS & RHODES [2007]) and extending the 
available sets of Flexible Design Concepts to generate better Flexible Design Solutions: 
 R6, Comprehensive identification of change sources and Objects: The methodology should 

allow accounting for explicitly articulated but also non-articulated change sources (Change 
Drivers, System Requirements) and Objects by the customer. 

 R7, Comprehensive generation and representation of Flexible Design Concepts: The 
methodology should allow a comprehensive identification and representation of Flexible 
Design Concepts including suitable Transitions and Change Enablers for the identified 
Change Objects. 

The customer acts as the final decision-maker and, hence, must be accounted for when applying 
the FDO Methodology. As illustrated in section 1.3.3, it is the last other basic requirement next 
to BR II of aspect 1 to contribute to the core requirement BR I. 

BR III: Customer-oriented identification of FDOs 

The customer-oriented identification of FDOs accounts for identifying a customer-relevant 
problem space, solution space and Flexible Design Concepts resulting in Flexible Design 
Solutions that meet customer expectations: 
 R8, Customer-dependent decision-making on relevant problem and solution space: The 

type of change sources (Change Drivers, System Requirements) and relevant Objects de-
pend on the customer and must be accounted for during decision-making. 

 R9, Customer-dependent decision-making on solutions: The selection of suitable Flexible 
Design Concepts and Flexible Design Solutions for the selected Change Objects depend on 
the customer and must be accounted for during decision-making. 

The efficient identification of FDOs is considered to be important when considering the time 
constraints under which solutions have to be found and decisions are made. 
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BR IV: Efficient identification of FDOs 

The efficient identification of FDOs is considered to be important in order to reduce the 
threshold of applying the FDO Methodology in the first place. At the same the FDO Metho-
dology must meet the time and resource constraints as a prerequisite to provide quality results: 
 R10, Efficient identification of Baseline Objects: The Baseline Objects, i.e. the Objects that 

represent the design basis before flexibility is even considered, should be identified in a 
time- and resource-efficient manner. 

 R11, Efficient identification of change sources and Objects: The identification of change 
sources (Change Drivers, System Requirements) and the affected Change Objects should 
be performed in a time- and resource-efficient manner. 

 R12, Efficient identification of Flexible Design Concepts and Solutions: The identification 
of Flexible Design Concepts and Flexible Design Solutions for the identified Change Ob-
jects should be performed in a time- and resource-efficient manner. 

The usability of the FDO Methodology is the next basic requirement to be addressed. 

BR V: Appropriate usability for engineers 

The appropriate usability for engineers are relevant both with regards to the actual threshold of 
users to apply the methodology in the first place and, if being used, applying the methodology 
correctly. The following requirements are considered to be important: 
 R13, Non-ambiguous and clear comprehension: The methodology and its constituents can 

be unmistakably comprehended by its users. Despite achieving better results, it also helps 
engineers and decision-makers to be more confident about those results. 

 R14, Simple traceability of selections and decisions: The selections and decisions within 
the methodology are transparent and can easily be traced back. 

 R15, Homogeneity of and within approach170: The methodology represents one integrated 
approach for both identifications of Change Objects and generation of Flexible Design 
Concepts. 

 R16, Ease of application: The application of the methodology is easily understood and 
performable. 

 R17, Ease of managing models during execution: The methodology should provide the 
means to easily adapt, integrate and remove data when being applied. 

A flexible application of the methodology is considered to be of especially high importance 
under the boundary conditions it is to be used (section 1.3.2). As illustrated in section 1.3.3, it 
is the last other basic requirement next to BR V of aspect 2 to contribute to the core requirement 
BR IV. 

                                                 
170 I.e. switching between different application models is to be avoided or limited. 
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BR VI: Flexible application of FDO Methodology 

The flexible application of the FDO Methodology is essential for reducing the threshold of 
applying the methodology under varying boundary conditions and enabling the situation-
dependent adequate identification of FDOs that suits those boundary conditions. This is embo-
died by the following requirements: 
 R18, Alternative entry or exit points: The methodology should allow the user to enter or 

exit the model at different stages or steps. 
 R19, Ability of omitting or postponing step(s) and iteration(s): The methodology should 

allow the user skipping certain steps and iterations. This also includes delaying decisions 
such as the selection of Transitions to later phases of the methodology. 

 R20, Ability of changing direction of identification: The methodology should allow the 
user the identification of change sources and Change Objects by following different 
directions through the model being able to identify causally related and unarticulated prior 
upstream causes and downstream elements that follow causality. 

 R21, Scalability of complexity and comprehensiveness: The methodology should be able 
to scale both the complexity of the model and the degree of comprehensiveness. 

Despite the requirements that address the execution of the FDO Methodology, the prior and 
intermediate phases of building and maintaining the model database should also be accounted 
for which coincides with aspect III as section 1.3.3 illustrated. 

BR VII: Efficient build-up and maintenance of database 

The efficient build-up and maintenance of the database should reduce the threshold as well as 
the overall effort of incorporating the FDO Methodology due to time and resource savings in 
the build-up and maintenance of the model: 
 R22, Efficient build-up of database: The build-up of the initial database should be per-

formed in a time-and resource-efficient manner. 
 R23, Efficient maintenance of database: The maintenance of the database, after the first 

build-up and in between application periods, should be performed in a time-and resource-
efficient manner. 

As section 4.3.1 illustrated, the FDO requirements are relevant with regards to continuously 
guiding and reflecting the development of the FDO Methodology; however, they also represent 
criteria for  evaluation presented in section 8.3. 

In the following, details and background information on the other model of the FDO 
Methodology introduced in section 4.1, namely the FDO Data Model, is presented. 



 

 

5.  

Based on the FDO Procedural Model (section 4.2.1) and the need for consistency within and 
across stages (section 4.2.2), the suitability of matrix-based approaches to support the identifi-
cation of FDOs is recognized. 

In the following section 5.1 a meta-model of the FDO Data Model is introduced by highlighting 
the main domains and dependency types required for the identification of FDOs which guides 
the process of data elicitation, processing and verification. This process is described in detail 
in section 5.2. which focuses on the case-based semi-structured interviews, the main research 
method for populating the FDO Data Model. This is followed by presenting the results in 
section 5.3 on the FDO constituents and categories of each of the five domains. 

The processing of data and the results for this chapter were strongly supported and covered by 
the theses of CARATHANASSIS [2015] and SCHLATHER [2015]. For the embedment into the overall 
research context and FDO Methodology minor adjustments of those results were performed. 

5.1 MDM-based meta-model 
The FDO Procedural Model and the visualization of technical consistency in section 4.2.2 
depicts that for the identification of Change Objects and the generation of Flexible Design 
Concepts various domains and type of dependencies are required which were already briefly 
addressed in section 2.5.2. According to LINDEMANN ET AL. [2009, p. 23], the number of 
components, dependencies and variants are important characteristics of complexity. 
LINDEMANN ET AL. [2009, p. 62] state that th complexity can lead to two challenges 
which are illustrated with respect to the FDO Methodology: 

Change 
Objects and new Flexible Design Concepts based on the various combinatory options that exist. 
A proactive approach of identifying suitable FDOs and highlighting the consequences should 
be emphasized from the beginning to avoid iterations and setting the basis for generating high-
performing solutions in the end. 

On the other hand, a handling problem exists where ongoing adaptations such as changing 
selections during application of the FDO Methodology generate problems to control the 
complexity. Even if those changes are clear and by themselves not complex in nature, system 
dependencies may lead to subsequent changes that are implicit and usually cannot be antici-
pated leading to both losses in efficiency and effectiveness. This might result in missing out on 
risks such as by the negative consequences of change propagation but also on new opportunities 
that arise by such adaptations (e.g. chang Transition  allow the selection of new and 
potentially even better Change Enablers). Hence, as highlighted in LINDEMANN ET AL. [2009, 
p. 63] for better handling system designers need a manual that contains information about 
impact chains or the consequence of selections and adaptations. 

As section 3.1.3 demonstrated, matrix-based methods contribute significantly to the fulfillment 
of basic requirements. By applying structural complexity management, complex systems can 
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better cope with the above addressed design and handling problems. The scope of consideration 
can be defined in a Multiple-Domain Matrix (MDM) also introduced in section 3.2.1 and illu-
strated as a meta-model in Figure 5-1. The meta-model systematizes and collects relevant do-
mains and dependency types and puts these into a common framework [KREIMEYER 2010, p. 
109]. As highlighted in KOH ET AL. [2012], various entities and dependencies can exist when 
using matrix-based approaches. Hence, this requires to develop supports with specifically de-
fined domains and dependency types which in this context of application follow the FDO 
Procedural Model presented in section 4.2.1. 

 

Figure 5-1 FDO Data Model as MDM-based meta-model 

As highlighted in section 1.4 the applicable domains and dependency types and the underlying 
elements and relations result from an iterative process171 through the application of various 
research methods, especially the case-based semi-structured interviews (section 5.2.1). As de-
picted in Figure 5-1 the following five domains are relevant with regards to the identification 
of FDOs: Change Driver, System Requirement, Object, Change Enabler and Transition. As 
illustrated in section 2.5.2 Change Drivers belong to the environment of the technical system, 
hence, are part of the system context172. All other domains belong to the technical system and, 
consequently, with their elements and relationships make up the system architecture. The FDO 
Data Model covers stages I and II of the FDO Procedural Model and, indirectly, sets the basis 
for stage III. 

                                                 
171 Iterations are often necessary for practical applications [LINDEMANN ET AL. 2009, p. 63]. 

172 BARTOLOMEI [2007, p. 73] -MDM which lie outside of the system 
boundary as Figure 11-8 highlights. 
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omain contains all possible Objects that could be fed as Baseline Objects173 
when identifying FDOs. It is the central domain as it: 
 Connects it with the steps of change source recognition by determining the System Require-

ments and the underlying Change Drivers which enable the identification of Change 
Objects174 

 Represents the basis for the identification of suitable Transitions and Change Enablers as 
only by knowing the Change Objects, Flexible Design Concepts can be generated 

This MDM consists of four DSMs and five DMMs. It includes the dependency types that, as 
highlighted in section 4.1, only represent potential relations across elements, i.e. require a 
confirmation in the respective application context as illustrated in section 6.4.1. In the following 
both the DSMs and DMMs of stage I, i.e. the identification of Change Objects, and stage II, the 
generation of Flexible Design Concepts, are described successively by providing one illu-
strative example for each of those matrices. Readers who already would a like to have a deeper 
look on those matrices are recommended to look at the FDO Execution Model175 for the use 
case described in section 8.1.3. 

For the first stage of identifying FDOs, namely the identification of Change Objects, the 
following matrices exist (Figure 5-1) of which MD and ME can be subject to Change Triggers 
which were introduced in section 4.2.1: 
 MA: A Change Driver can cause  other Change Drivers that in turn affect certain System 

Requirements (MB). For instance, the Change Driver the 
Change Driver operating area  

 MB: A Change Driver can affect  certain System Requirements. For instance, a customer 
ed ergonomics System Requirement ine of 

 
 MC: A System Requirement may require  another System Requirement to be fulfilled as 

a prerequisite. 
 and, consequently, also of 

place. Latter can be showstoppers if they are not prepared for or able to be changed. 

                                                 
173 Note that the steps leading to and the identification of Baseline Objects itself (step 1 and 2) are considered as 
input to the FDO Execution Model. The selection in step 2 is supported by the Upgrade Risk Portfolio, an FDO 
Facilitator, that is emphasized in section 7.1. 

174 Similarly, KALLIGEROS [2006, pp. 60 61] differentiates for the identification of platform and customized 

 

175 As will be discussed in section 6.1, the FDO Execution Model consists of multiple representations of matrices, 
hence, the reader is advised to look at the represented matrices MA  MG in section 8.1.3 and/or appendix 11.7.4. 
As the Transition-dependent matrices MH and MI are superposed with MD/ME and MF in the FDO Execution Model 
(section 6.1), they are introduced separately in appendix 11.7.2. 
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 MD: A System Requirement usually affects  an Object to become an instigating Change 
Object. This Change Trigger can occur when a System Requirement belonging to an Object 
is not fulfilled anymore (e.g. hook load capacity  affects the Object Topdrive ) or when 
System Requirements could imply physical impacts due to movements176 (e.g. changes of 
t , i.e. how tubulars such as drill pipes, casings, etc. are handled 

might  physically). 
 ME: A Change Object affects  another Object (Change Trigger) when Objects have a 

physical impact on other Objects due to change, also referred to as change propagation  
(section 3.2). For instance, changes Derrick 
(structure)  physically. Hence, in addition to MD, ME represents another way of generating 
Change Objects. 

Flexible Design Concepts build upon the identified Change Objects from MD and ME, 
respectively. MF and MG should include only those relations in the FDO Data Model that are 
profitable or feasible from a  perspective. The matrices related to stage II, the 
generation of Flexible Design Concepts, are shown in the following: 
 MF: As highlighted in section 3.3.2, Change Enablers and Objects must be considered 

integrated [HERNÁNDEZ 2003, p. 56], where each combination is referred to as a 
[WIENDAHL ET AL. 2007]

Change Enablers that contribute to the effectiveness and efficiency of physical change. For 
instance, a (Gantry) crane (Change Object) can be changed and handled at more ease if its 
sub-assemblies were equipped with lifting lugs or pad-eyes (Change Enabler). 

 MG: As emphasized in section 3.3.2, Change Enablers affect each other (e.g. FRICKE & 

SCHULZ [2005]) [NYHUIS ET AL. 
2008, p. 27]. They provide a platform for other Change Enablers (mechanisms), thereby 
indirectly enabling Transitions (type of real options) [MIKAELIAN ET AL. 2012]. Hence, 
overlooking a rerequisite Change Enabler  might lead to not being able to exercise the 
initially selected Change Enabler which then represents a bad investment despite its 
suitability when considered isolated177. For instance, the embedment of the previously men-
tioned lifting lugs  for increased mobility (initial Change Enabler) usually -
lable space for rerequisite Change Enabler) wh
considered to be a bad investment if there is a lack of accessibility. 

 MH: As discussed in section 3.3.1 (e.g. CARDIN [2014], HEGER [2007, p. 70]), an Object 
only  depending on the function, build-up of the Object and 
system constraints Topdrive cannot be (Transition) 
as it has to remain at well center and within the Derrick structure to fulfill its function(s). 

                                                 
176 ME, in contrast, only covers physical changes between Objects that are statically connected. 

177 This can be translated into a bad performance of this Change Enabler as it cannot be used for what it is intended 
for. 
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 MI: A s only certain Transitions. For instance, pre-installing a 
structure base for a Change Object usually artial Replace-
ment , i.e. the removal and integration of sub-assemblies. The empirical data 
indicates a Mn:Tn  relationship between Change Enablers and Transitions which repre-
sents the most general case of the mapping alternatives suggested by MIKAELIAN ET AL. 
[2011] introduced in section 3.3.1. 

Although, as highlighted by MIKAELIAN ET AL. [2011] and emphasized in section 3.3.1, 
Transitions (or real option types ) can enable other Transitions, i.e.  
which are also referred to as , empirical data and evaluation has not 
provided an applicable case and need for this research, hence, was not pursued further. This 

-Transi
be identified (e.g. the relation of adding a new capability (System Requirement) and the need 
of  a new Object (Transition)) but due to this exception hardly justify the build-up of 
a dedicated DMM as a whole. This is resolved by categorizing System Requirements (section 
5.3.2) and the use of constraints (section 7.3). 

The MDM-based meta-model represents the basis for both defining the system (section 5.3) 
and the application of the FDO Methodology in the FDO Execution Model (section 6). 

Prior to introducing the constituents of the model in section 5.3, the focus in the following is 
on the research approach to identify those constituents. 

5.2 FDO data elicitation, processing and verification 
In section 5.2.1 the basis for the semi-structured interviews and a classification of this research 
method is provided. This is followed by section 5.2.2 which elaborates on the steps of pro-
cessing the elicited data and verifying results based on another run of expert interviews. 

5.2.1 Case-based expert interviews 
Throughout the study various research methods were used to develop and evaluate the FDO 
Methodology (section 1.4). The core research method, however, is represented by semi-
structured interviews. The main objective of running those interviews was to gain under-
standing of the phenomena related to the domain elements and the relations178 between them as 
highlighted in section 4.2.2. The end result was not intended to be a complete model but only 
an initial FDO Data Model that is applicable for use while, based on the high level of con-
cretization, allows making specific iterative improvements on the FDO requirements (section 
4.3.1) and, hence, the FDO Methodology itself. The following description bases upon 
ALLAVERDI ET AL. [2015] describing the process of data acquisition in detail. 

Interviewing is regarded especially useful for understanding complex systems that are not easy 
to simulate or that include many different stakeholders, actors and systems [SUMMERS & 
ECKERT 2013]. At the same time the database was lacking most of the information required for 

                                                 
178 Both relations within and across domains were addressed. 
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meeting the objectives mentioned above. The overview in Table 5-1 classifies the applied 
research method when running interviews based on criteria defined by SUMMERS & ECKERT 
[2013]. 

Table 5-1 Classification of expert interviews [adapted from Allaverdi et al. 2015] 

 

A study within the organization of one Drilling System Supplier was conducted by focusing on 
upgrade relevant Objects that possessed significant differences amongst each other. By ad-
dressing product families179 as the targeted Objects of investigation, a sufficiently high level of 
abstraction was attained limiting the number of accounted Objects of the portfolio while neglec-
ting inconsiderable deviations180 of product variants with regards to upgrade relevant aspects 
(e.g. suitable Change Enablers, Transitions). The Upgrade Risk Portfolio (section 7.1) to sup-
port the identification of Baseline Objects in the FDO Methodology (section 4.2.1) was initially 
built for and used in the context of those case-based interviews to prioritize most relevant 
product families. Based on the defined criticality of Objects, the relevant product families and 
the order of addressing them were determined. Those critical Objects were now confronted with 
existing upgrade projects of the past or present to concretize the interviews around specific 
cases . The interviews were run for each independently by going 
through a reference questionnaire (appendix 11.5) while allowing for iterations and encou-
raging discussions. Although Change Object , 
in some cases the Object was confronted with different projects to account for major new 

                                                 
179 Only equipment related product families were considered as a starting point (not bulk items). 

180 The performed interviews showed that the statements always apply within the same product family. 
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insights that were announced in advance 
Object leading to completely different Change Enablers). 

After the first pilot interviews in the early phases, questions were removed, combined or 
modified in order to improve the execution of the interviews and increase the quality of the 
results. Besides a category of questions for eliciting general information on the upgrade project 

subsequently, five domains introduced in section 5.1, including an initial assessment of Change 
Enablers that make up the Change Enabler Value-Effort Portfolio (section 7.4). Despite project-
specific questions, questions regarding the generalization of statements were raised to provide 
details on the transferability and applicability of statements to other cases and circumstances 

. Questions also 
concerned receiving background information both as a means to understand the context of the 
data when being processed while providing insights affecting the FDO requirements and 
methodology as a whole. The full list of questions attributed to the four categories can be found 
in appendix 11.5. 

A series of interviews was held at different sites of the Drilling System Supplier under 
investigation as each site had its own product lines contributing to the entire product portfolio. 
There mostly experts181 on Lifecycle Engineering (LCE) were interviewed that were both fami-
liar with the addressed product families while having detailed knowledge on those upgrade 
projects. 35 interview sessions were performed resultin n 
critical Objects. 

Based on the core research method and other complementary methods (section 1.4), the data 
for the FDO Data Model was processed and verified displayed in the next section. 

5.2.2 Complementary data and activities 
The case-based interviews contributed majorly to building the FDO Data Model as a whole, i.e. 
for both stages of the FDO Procedural Model. The questions concerning stage I provided project 
specific insights on relevant elements and relations leading towards the identification of Change 
Objects. In contrast, questions related to stage II focused on providing rigorousness on Flexible 
Design Concepts by introducing a high number of embedded and recommended Change 
Enablers. Consequently, whereas the case-based approach contributed to generate a large 
amount of Flexible Design Concepts based on specific projects, this rigorousness was rather 
limited182 for System Requirements and especially Change Drivers. Hence, to extend the scope 
on elements for stage I, complementary methods were used to widen the data basis on relevant 
elements in the offshore drilling industry. Based on the research approach and methods of 
section 1.4, this included using the results from both RC and DC-I stages such as the obser-

                                                 
181 In few cases product or project responsibles were interviewed if they were familiar with the case under 
investigation. 

182 As only the case relevant change sources were identified which were partially also redundant. 
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vations made in trainings on drilling systems and operations, the long-term participatory 
observation of an Operator-dominated system development project, the informal interviews and 
an additional document archival analysis on technical specifications for heterogeneous tender 
projects. 

The processing, completion and verification of data related to 
 (stage I) (stage II) required cer-

tain activities to get useful results from the raw data. CARATHANASSIS [2015, pp. 51 75] and 
SCHLATHER [2015, pp. 52 96] describe those activities for stage I and II respectively. Table 5-2 
provides a general overview of the performed activities183 which has parallels to the more gene-

Qualitative suggested by BARTOLOMEI 
[2007, pp. 97 102] when building the ES-MDM introduced in section 3.2.1. 

Table 5-2 Activities related to processing, data extension and verification of data 

 

As the case-based interviews only provided a subset of relations that are to be embedded into 
the FDO Data Model, relations had to be completed separately. In a separate workshop with 
domain experts and based on an initial prioritization of Change Drivers, sample causal chains 
were identified individually for stage I. Despite improving the FDO Methodology and showing 
its applicability (support evaluation), it represented the basis for applying the methodology from 
the beginning to the end184 on verified real-world data and run the expert evaluation of the 
methodology. Besides the data gathered from the case-based interviews, change propagation 
(MG) was not specifically targeted during the completion process. 

Stage II was reaching out for a more complete model beyond depicting its applicability. As 
highlighted in section 1.3.3
within the framework of the FDO Methodology. Despite the lack of research and the research 
contribution of this work, practical reasons motivated a higher density in stage II due to: 

                                                 
183 This process was highly iterative and could deviate from the intended order. 

184 More sample causal chains were gathered for stage I of the FDO Methodology than were actually used for the 
use case and expert evaluation (section 8). 

A systematic and continuous aggregation of redundant 
domain elements and relations x x x

An abstraction of individual domain elements to a 
suitable level x x x

A reassignment of domain elements to other domains 
based on a more specific domain definition x x

A categorization of domain elements (section 5.3) x x x x

Definition of consistent syntax for all domain elements 
(section 5.3) x x x

Expert-supported building of new causal chains 
(relations) based on the verified domain elements x x x

A systematic extension of relations by Object classes 
(section 7.2) x x x
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verification
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 More knowledge of potential system users on affected Change Objects by certain change 
sources (stage I) than on how they can be enabled by flexible design (stage II) 

 Incomplete stage II would question the overall value added by the FDO Methodology as it 
requires supporting the generation of Flexible Design Concepts 

Stage II realized the systematic completion of relations without running individual paths but by 
generating Object classes that shared common properties (section 7.2). This allowed assigning 
Change Enablers and Transitions to new Objects where relations had already been known for 
Objects of the same class. MG was not addressed in that context and, hence, bases upon the 
case-based interviews only. Both the elements and relations were subject to an extensive verifi-
cation process by domain experts. 

As is shown schematically in Figure 5-2, the FDO Data Model of stage I is populated sparsely 
whereas stage II, especially due to generating Object classes, is mostly densely populated185. 
Densely populated matrices, however, do not ensure completeness as is explained in section 
7.2.1, but allow an application of random selections (e.g. any Change Object can be selected 
for generating useful Flexible Design Concepts). In contrast, sparsely populated matrices must 
demonstrate the application of the FDO Methodology based on a small number of interrelated 
elements and specific cases (e.g. only certain instigating Change Drivers usable for demon-
strating tracing across domains). 

 

Figure 5-2 Population density of relations in FDO Data Model 

Overall, taking into account the boundary conditions and the large amount of data required for 
the development of the FDO Methodology, this procedure is considered to be satisfactory. On 
the one hand, by collecting, processing, completing and verifying data, enough knowledge was 

                                                 
185 G solely bases upon the results of case-based interviews. 
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available to develop, apply and evaluate the FDO Methodology. On the other hand, by per-
forming those activities with an enhanced focus on stage II, the core aspect of the FDO 
Methodology, namely flexible design, could be targeted addressing especially the second 
research contribution, i.e. the operators and heuristics for the generation of Flexible Design 
Concepts as defined in section 1.3.3 and 3.2.2. 

Based on that FDO Data Model, the FDO Execution Model is run. In the following the domains 
that make up the FDO Data Model are presented. 

5.3 Main domains of FDO Data Model 
The following sections introduce the constituents for each of the five domains. Each of the 
domains are built up similarly by providing a general definition, a syntax186 or other expressions 
for the constituents to be applied in the FDO Data and Execution Model, a categorization within 
each domain and, partially, statistical distributions on the individual constituents and (sub-) 
categories based the available empirical data. 

5.3.1 Change Driver 
Based on the various definitions and the classifications provided in section 2.2.1, Change 
Drivers are defined as follows in the course of this work: 

Change Drivers are both the root and resulting causes which can lead to a non-fulfillment of 
System Requirements and, hence, drive the system change. They -

 knowable unknowns act exogenously on the technical system. 

Based on this definition and by considering causality, Change Drivers are both the underlying 
causes, i.e. the initial reasons for change and the subsequent causes which lie downstream 
causing other Change Drivers187 to occur. Change Drivers across this causal chain must end up 
affecting System Requirements to be of relevancy and, hence, represent the underlying reason 
for the change of an Object. The Change Drivers that are of concern are uncertain to occur; 
however, the existence of those uncertainties is either known (articulated needs by customer) 
or knowable (unarticulated needs by customer) where latter can be converted to known 
unknowns by use of the methodology (section 2.2.2). Unlike System Requirements, Change 
Drivers are independent of the technical system and affect it from exterior. As expressed by 
HERNÁNDEZ [2003, p. 110], they represent non-steerable factors  of the global and corporate 
environment and are the basis for change scenarios discussed in section 6.3.2. 

As discussed in section 5.2.2, certain activities had to be performed with the available raw data. 
Each domain should have uniquely defined domain elements to form a consistent and 
homogenous group that facilitates comprehension and avoids misunderstandings. As the defini-

                                                 
186  

187 -and-effect network are possible as indirect relationships 
may have been confused with direct ones / forgotten during the elicitation process. This motivates an iterative and 
incremental improvement of the FDO Data Model in the long-run. 
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tion of domain elements is to connect domains in the FDO Data Model and the FDO Execution 
Model, developing a suitable syntax required the consideration of the defined dependency types 
and domains that the Change Driver domain is related to. 

Based on CARATHANASSIS [2015, pp. 55 56], the following syntax rule was considered and 
proven to be applicable: 

<Type of change><Subject of change> 

Thereby, the first part of the syntax refers to the type of change. The second part refers the 
subject that is to be changed outside of the technical system (section 2.5.2). Based on this 
general syntax three alternative formulations were defined: 
 Change of : e.g. Change of rate of penetration 188. It represents the most common 

formulation as it is generic enough to be applicable across different cases and specific 
enough to describe relations to other domain elements. Mostly they can be regarded as 
must changes 189 [CONRAT 1997, pp. 52 53] in the causal network as they usually cannot 

be prevented or ignored and, hence, are permanently valid causalities. 
 Alternatively, the change can be formulated more specifically to avoid misunderstandings. 

- -
cretize the type of change. -
nently valid causalities. 

 Demand for mud logging . They are usually the last Change Drivers 
in the causal network of this domain causing either other  
affecting specific elements of the . They indicate explicit 
customer requests and, hence, as being strongly dependent on the preferences of the 
decision- sed to the permanently valid 

 

After having systematized the empirical data according to those three alternative formulations, 
CARATHANASSIS [2015, pp. 56 60] assigns those Change Drivers to certain superordinate 
categories. They base upon the classification of DE WECK ET AL. [2007] introduced in section 
2.2.1, however, are condensed to only the relevant ones based on the elements from the data: 
 Use Context: Change Drivers related to the way a product is used and the conditions under 

which it has to operate. It is related to changes in modes of operation and circumstances. 
 Economic Context: Change Drivers that include availability and, especially, efficiency 

related customer requests mostly representing subsets of the defined . 
They are based on economic interests190 across the value chain. 

                                                 
188 The rate of penetration by which the formation can be drilled changes. 

189 Although CONRAT [1997, pp. 52 53] refers to changes of physical products, this type of change is similarly 
applicable to Change Drivers. 

190 Safety, for instance, although being also of interest for the customer, does not belong to the economic but 
belongs to the ontext  (Health Safety Environment (HSE)). 
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 Legal Context (HSE): It includes Change Drivers which emerge from superior political 
decisions leading to certain HSE regulations in legal areas of operations or are defined by 
rig owner or operator specific HSE rules191. 

 
 System Context: Change Drivers related to uncertain lifecycle properties, technical obsole-

scence and control of wear & tear of the system.  

Subcategories represent an intermediate level of categorization between specific Change 
Drivers and the introduced generic main categories. Besides its purpose of further systematizing 
Change Drivers, this level of concretization allows the targeted prompting192 of new Change 
Drivers when building scenarios (section 6.3.2). Table 5-3 illustrates the fifteen identified 
subcategories that are assigned to the four main categories and provides domain specific 
examples of Change Drivers for each of them. 

Table 5-3 Systematization of Change Drivers in subcategories 

 

A total of 78 Change Drivers could be identified. Although those Change Drivers only represent 
one snapshot and perspective based on the chosen research methods and boundary conditions 

                                                 
191 Regulations are the rules which are authorized by the government and are part of an act to control people from 
doing anything not permissible by law. Instead, rules are a set of instructions that are part of that regulation meant 
for individuals and organizations to tell them what to do and what not to do [SURBHI 2016]. 

192 Prompting new Change Drivers by asking about the relevancy of each Change Driver subcategory. 
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(organization, people, country, etc.), the relative contribution to the categories and subcate-
gories indicates a tendency of the dominating Change Drivers in this context of application. 

Figure 5-3 highlights the assignment of single Change Drivers to sub-categories and categories 
based on the available data. The figure suggests that the largest group of relevant uncertainties 
to prepare for in the future are related to Use Context  
i.e. preparing for potential operational changes such s 
of rig crew constellations  indication of the risk of 
emergence of each Change Driver. Hence, it is supposable that subcategories and categories 
that constitute very few Change Drivers are still very important as they are likely to occur in 
the future and/or have a strong impact. 

 

Figure 5-3 Contribution of Change Drivers to categories and sub-categories 

 

5.3.2 System Requirement 
System Requirements can be deduced from the known or knowable Change Drivers. Section 
2.5.1 provides insights into the definition and constituents of system requirements which are 
especially based on IEEE 1233 [1996, pp. 11 12]. Based on that the specific definition of 
System Requirements for the FDO Methodology are derived: 

A System Requirement is a statement of system capability that is qualified by measurable 
conditions and bounded by constraints that can be validated. If met or possessed by a (drilling) 
system, it solves a customer problem or achieves a customer objective which, in turn, provides 
value and utility to the customer or system user. 
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Based on this definition, System Requirements define a capability with measurable conditions 
and constraints that are related to the system. Based on the insights from section 2.5.1, the three 
constituents can be elaborated on for this context of application: 
  describe the ability of the system to perform a function (e.g. the ability of 

Managed Pressure Drilling ) or the existence of a feature (e.g. having CE certified equip-
ment). Capabilities alone can have binary attributes on a nominal scale (no, yes) describing 
if the capability is required or not. 

 how a function is fulfilled (e.g. methods such 
as alternative Heavy Equipment Guiding Principles) or parameters within allowable bor-
ders for functions or features (e.g. changes in Mud Storage (volume)). Hence, conditions 
can be provided quantitatively by a continuous or discrete scale of values193. For the other 
cases, conditions can be expressed qualitatively by ordinal scales or by categorical variables 
where there is no intrinsic ordering (e.g. Tubular Connection Making Method). 

 nally imposed borders under which functions or features have 
to be fulfilled (e.g. specific Tubular Specifications , limits in Indoor Toxic Fumes Expo-
sure ). The same scales apply as for conditions194. Identically also categorical variables 
may apply. 

Based on this definition the following syntax of a System Requirement was defined: 

<System Requirement><[Capability],[Condition],[Constraint]> 

where the first part represents the description of the capability and the second part specifies if 
it concerns the existence of that capability or a related condition or constraint of that capability. 
The following three syntaxes exemplify each of the three alternatives: 
 Offline Standbuilding [Capability]: The ability of parallel offline standbuilding when 

performing drilling operations. 
 Marine Riser Handling Principles [Condition]: The method of how marine risers are 

handled. 
 Working Temperature [Constraint]: The allowed temperature upper and lower bound under 

which the rig crew and drilling systems operate. 

The System Requirements of concern are only those that face significant uncertainty and can 
potentially trigger changes of Objects by changes of their characteristics or by introducing a 

                                                 
193 Although theoretically possible, based on the data a discrete scale does neither apply for conditions nor 
constraints. 

194 BOP Specifications) represent an aggregation 
of different attributes (e.g. dimensions, weight) and are not further differentiated. A further differentiation, 
however, may be required if only subsets of System Requirements (e.g. weight and not dimensions) are affected 
by Change Drivers / upstream System Requirements and/or when the impact on other Objects depends on those 
attributes. Hence, a further differentiation of domain elements may be considered but was not further pursuit in 
this work due to practical reasons. 
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new capability as highlighted in Figure 4-3. Those System Requirements can be differentiated 
further: In line with the system theoretical considerations of section 2.5.2, system internal 
dependencies exist that can be separated into spaces of different degrees of influence. 
According to DE WECK ET AL. [2011, pp. 97 101], the system can be divided into three different 
spaces as illustrated in Figure 5-4. Elements, i.e. System Requirements, within the boundary 
are part of the system; elements195 outside of the boundary belong the environment or context. 

 

Figure 5-4 Definition of system boundary [adapted from de Weck et al. 2011] 

In this application context, the different spaces represent the alternative origins of System 
Requirements. The solution space reflects the space that can be directly designed, changed, and 
implemented by the stakeholder(s) [DE WECK ET AL. 2011, p. 98], hence, that is under control 
of the System Supplier of concern. The design space includes also other elements that could be 
part of the solution, however, cannot be affected as they are not the scope of the concerned 
stakeholder196 and usually involve other contributors to the system. The problem space, the 
broadest system boundary, includes all types of System Requirements, also those, that only 
affect the design space exogenously. Whereas changes of capability and conditions can be 
interpreted as requirement changes within the solution space (i.e. System Requirements that 
can be influenced by the System Supplier), exogenous influences on the solution space repre-
sent constraining System Requirements that define the lower and upper bound for the System 
Supplier. Similar to DE WECK ET AL. [2011, pp. 97 101], HERNÁNDEZ [2003, pp. 109 111] 

                                                 
195 
the system and cannot be affected by design (e.g. noise emissions). 

196 As noted in KOH ET AL. [2012], system boundaries may be porous when changes of elements within the system 
boundary have wider implications. This may require analysis to capture the wider implications of changes that go 
beyond those boundaries, i.e. accounting for system elements that are outside of solution space and in the design 
space. 
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refers to those system boundaries as influencing areas of manageable and non-manageable 
factors in a factory. 

Figure 5-5 depicts the derived six different categories of System Requirements that could be 
differentiated based on the consolidated data. Besides accounting for the origin of System 
Requirements, the general characteristics of System Requirements allow further differentiation 
of capabilities and conditions that are subject to change within the design space (Figure 5-5, 
left). Capabilities address the ability to perform a function (Cap1) or the existence of a feature 
(Cap2). Conditions address the manner of how functions are fulfilled (Cond1) or the parameters 
for features or functions within the allowable borders (Cond2). Two different constraints can 
affect the solution space (Figure 5-5, right): On the one hand, elements of the design space can 
act upon elements of the solution space (Const1). On the other hand, constraints can act 
externally from the problem space (Const2). 

 

Figure 5-5 Categories of System Requirements 

Figure 5-6 shows the number of relevant System Requirements assigned to those six categories. 
It indicates that Cap1, i.e. adding197 a new a functional capability, and Cond2, changing para-
meters within the allowable range of variation, represent the most dominating System 
Requirements that could face change in the future. As for Change Drivers, those results only 
provide an indication as they are limited to the specific boundary conditions of the offshore 
drilling industry, the corporate context and the applied research methods. 

                                                 
197 Although removing  is also possible usually adding  is meant. 
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Figure 5-6 Number of System Requirements related to the six different categories 

Despite the systematization of the System Requirements domain and transparent-making of the 
most dominating ones, this differentiation has also implications198 on the execution of the FDO 
Methodology. One important implication 
functional capability: When accounting for new functional capabilities (Cap1) that were not 
considered when selecting the reference design (step 1 in FDO Procedural Model), an iteration 

 FDO Procedural Model) to the reference designs might be required to either 
select another reference design with Objects containing that capability or by including 

to the existing reference design as s then be 
optionally added  if needed199. 

The next section focuses on the Objects domain that is strongly related to the domain of System 
Requirements. 

5.3.3 Object 
T of the reference design that could be fed as 
Baseline Objects (step 2 in FDO Procedural Model). As highlighted in section 5.1 it is the 
central domain as it is both relevant with regards to the identification of Change Objects and 
the generation of Flexible Design Concepts by considering suitable Transitions and Change 
Enablers for those Change Objects. In line with the definition by BARTOLOMEI ET AL. [2012], 

sents the technical domain or the physical components of the system . 
Within the FDO Methodology Objects are defined as follows: 

                                                 
198 Other implications and benefits from that categorization shall be subject to further research. 

199 The FDO Execution Model always requires a reference (Baseline Object) to change the design from. If there is 
no Baseline Objects available for the new capability, those Objects remain unconsidered and, hence, can never be 
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Objects are physical constituents of the drilling system that can be influenced by the System 
Supplier, i.e. belong to the solution space. If the Baseline Object in the Object domain does not 
fulfill the System Requirement, a Change Trigger occurs and the Object becomes a Change 
Object. 

Although System Requirements could theoretically also affect software related constituents in 
the Object domain, which, in turn, could be enabled, in this application context the focus lies 
solely upon identifying and enabling physical Objects that are within the scope of the System 
Supplier and are considered to have the largest potential to avoid value losses across the 
lifecycle as highlighted in section 1.2.3. 

As pointed out by HERNÁNDEZ [2003, pp. 65 66] defining the search space of Objects is 
important for the identification of Change Objects as it ensures a comprehensive identification 
of system constituents at different levels of detail. As CLARKSON ET AL. [2004] indicate, 
generating a product model requires a careful balance between the level of detail and the 
subsequent cost of populating the model. Hence, this also strongly applies to the build-up of 
the FDO Data Model. 

As emphasized in section 2.5.2 and with regards to system theoretical considerations, the 
system can be decomposed into subsystems at different levels of abstraction with a is part of 
relationship  implying a nested hierarchy. Based on SCHLATHER [2015, pp. 48 53] the search 
space can be defined according to this hierarchy of the system where the relevant Objects are 
assigned to different hierarchical levels (Figure 5-7). This hierarchy includes the underlying 
systems for the constituents of the Objects domain, the potential Change Objects of concern 
and also Enabler Reference Objects  which belong to the d  being 
introduced in section 5.3.4. 

On system level the drilling system constitutes the solution space of the System Supplier. It 
belongs to the overall system, the superordinate drilling rig, and can be broken down into 
various subsystems. As section 2.5.2 already highlighted more generally, the drilling system 
can mainly be differentiated into represent products contributing to 
the drilling process (e.g. drilling machines, cranes, chutes, cabins, etc.) and bulk items with a 
passive function which mainly include: 
 Structure: load-carrying structure (e.g. drillfloor structure, moonpool structure) and hull 

rooms that that are part of the hull structure (e.g. equipment rooms) 
 Flowing systems: flowing systems refer to all pipes, tubes and ducting elements that are 

part of the drilling system and conduct hydraulic and pneumatic media (e.g. hydraulic 
piping, HVAC ducting) 

 Electrical cabling: electrical cabling refers to all cables conducting electrical power and 
information (power cables, data communication cables) 
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Figure 5-7 Hierarchy of drilling system for identification of FDOs 

Drilling equipment can be further differentiated in product groups that contribute to a drilling 
process by fulfilling a specific superordinate function (e.g. vertical pipehandling, hoisting, 
rotating) or can be assigned to a characteristic location of operation (e.g. drillfloor). The level 
below represents the product level200 where the constituents of the Objects domain are repre-
sented in addition to the bulk items on subsystem level II. The scope of those Objects may differ 
(e.g. Roughneck vs. Drillstring Compensator) as core functionalities may be fulfilled by single 
equipment only or by a larger set of interacting decentralized equipment which only conjointly 

 

Within the FDO Methodology they may be imported various times201 to differentiate multiple 
Objects that belong to the same product family (e.g. Roughneck product family) and are 
represented multiple times on  Product assemblies are 
assigned to the lowest hierarchical level consisting of product subsystems which are only 
relevant for Enabler Reference Objects discussed in section 5.3.4. They include also architec-
tural elements that are part of the drilling system but not part of the load-carrying structure such 
as doors, windows, etc. 

Bulk items can be sufficiently described In contrast to 
, bulk items  usually represent Objects that are either affected directly and 

                                                 
200 Note that, on the one hand, product  refers to the type of Objects as defined in section 2.5.2 that are embodied 
by drilling equipment  in this application context. On the other hand, product  refers to a specific hierarchical 
level of drilling equipment  as illustrated in Figure 5-7. 

201 Note that in the following, especially in the use case of section 8.1, each product is fed only once without 
differentiating different instances of that product further. 
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globally202 (MD) but mostly indirectly as a result of drilling  (ME). Hence, 
bulk items are not defined and fed uniquely as Baseline Objects for products (e.g. Roughneck 
Hydraulic Piping ) but usually remain unspecific (e.g. ydraulic P with a traceable 
affiliation due to their relation to Objects in the FDO Data Model in case of change propagation 
(ME). In contrast to drilling equipment, bulk items are also not filtered according to their criti-
cality (Upgrade Risk Portfolio) as they are usually affected in case of drilling equipment 
changes and, therefore, mostly indirectly making a prior anticipation of  difficult. 
However, as bulk items remain unspecific, the number of imported bulk items is very limited 
and, hence, the need for a reduction of those Baseline Objects is also low. 

The next section discusses the Change Enablers domain by using the definition of Enabler 
Reference Objects of this section. 

5.3.4 Change Enabler 
Based on the identified Change Objects, suitable Transitions shall be facilitated. The Change 
Enabler domain represents the main domain in stage II of the Procedural Model to generate 
Flexible Design Concepts. In this application context Change Enablers only relate to the 
product view (section 3.3.2) and are defined as follows: 

Change Enablers are inherent features or properties embedded in physical Enabler Reference 
Objects to facilitate Transitions of physical Change Objects in a time and cost efficient manner 
after the system has been fielded, i.e. is in operation203. 

As highlighted in section 5.3.3, the Object domain considers physical constituents only. Change 
Enablers facilitate those physical Objects and are also embedded in physical Enabler Reference 
Objects which are discussed in detail in this section. Hence, software related solutions to ease 
future changes are not addressed in this domain. By easing the Transition between two states 
of the product or system, both the time spent and the costs of making those changes should be 
reduced for systems which are already in use. 

In order to avoid ambiguousness while easing application, SCHLATHER [2015, p. 62] defines a 
syntax for Change Enablers as follows: 

<Design guideline ID><Design guideline><Enabler Reference Object> 

Those constituents have the following meaning204: 
 A design guideline  is a formal prescriptive description of what to do with the Enabler 

Reference Object. For clarity and systematization of design guidelines, each design guide-
line is assigned to a superior category of Change Enabler principles and defined by a clear 

                                                 
202  

203 Basing upon the definition of flexibility by SALEH ET AL. [2003]. 

204 Note that examples with that syntax can be found in Table 5-5 as the individual constituents require a thorough 
derivation first. 



5.3. Main domains of FDO Data Model 141 

 

 

number which together form a unique design guideline ID205 
mobility-related design guideline). 

 An Enabler Reference Object  which defines the location of where the design guidelines 
are embedded as it oftentimes does not correspond to the Change Object that is to be 
facilitated. So far this differentiation has not been made, also not for the 

defined by HERNÁNDEZ [2003, p. 56] introduced in section 3.3.2. How-
ever, based on the elicited data it is considered necessary to ensure a proper application of 
the defined design guidelines. 

As demonstrated in section 3.3.2, Change Enablers can be defined on different levels of 
abstraction, divided into the general Change Enabler principles and the more specific design 
guidelines to ease the identification of FDOs. As emphasized by VAN WIE [2002, p. 67] and in 
section 3.3.2, the level of abstraction is a compromise leading to either an ease of application 
(low level of abstraction) or generalization independent from the context of application (high 
level of abstraction). Thus, based on the case-based interviews described in section 5.2, 
although a mostly context-independent applicability of design guidelines was pursued, their 
level of abstraction still varies depending on the danger of possible misunderstandings but also 
based on the level of concretization in the original data. Hence, whereas in some cases very 
specific design guidelines were synthetized, in other cases more general ones were generated 
that leave their users more degrees of freedom. As in some cases the more general design 
guidelines also contain the more specific ones, redundancies exist that, however, are dealt with 
by excluding redundant Change Enabler alternatives (section 7.5). 

Literature-based design guidelines (section 3.3.2) only provided a basis of reference and 
comparison. SCHLATHER [2015, pp. 135 136] could illustrate an overlap of those design 
guidelines and the ones from literature, especially the ones with a rather high level of 
abstraction. 

Based on the defined Change Enabler principles from literature (section 3.3.2), the design 
guidelines could be attributed clearly206 to the following six Change Enabler principles: 
universality, modularity, mobility, scalability, compatibility and connectivity. The principles 
base especially on the five principle categories by WIENDAHL ET AL. [2007] and ELMARAGHY 
& WIENDAHL [2009] for a Transformable Factory (TRF) as shown in section 3.3.2. However, 
SCHLATHER [2015, p. 42] adds the c  for stronger dissociation from the 
principle compatibility  m  

Based on SCHLATHER [2015, pp. 41 44] and section 3.3.2, the categories are defined as follows 
with respect to the FDO Methodology: 

                                                 
205 The FDO Data Model and the FDO Execution Model only show the compressed form of the ID which can be 
looked up to identify the description of the associated design guideline. 

206 such as 
weight reduction or specific subprinciples such as standardization / over-sizing) could not be defined for the whole 
set of design guidelines accordingly. 
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 Universality (UNI): Universality  represents the characteristic of Objects to be dimen-
sioned and designed to meet diverse tasks, demands, purposes and functions; to guarantee 
the independence of function and use, universality stipulates an over-dimensioning of 
Objects [ELMARAGHY & WIENDAHL 2009]. Strongly associated with robustness , it cha-
rac  insensitive towards changing environments and deliver 
its intended functionality even under varying operating conditions without requiring 
physical changes from external [FRICKE & SCHULZ 2005]. For instance, universality  is 
embodied by over-dimensioning carrying structures or the pre-installation of parts (e.g. 
fundaments), supply pipes or prepared boreholes for attachment. 

 
[WIENDAHL ET AL. 2007]. It serves to easily modify production capacity by adding or 
subtracting manufacturing resources (e.g. machines) and/or changing components of the 
system [KOREN & SHPITALNI 2011]. It is strongly related to universality as scalable Objects 
often need related system constituents to be universal to allow an expansion or reduction 
(e.g. sufficient deck space required for extension of crane system on deck). 

 Modularity (MOD): Modularity  relates to the compartmentalization of operational 
functions into units [KOREN & SHPITALNI 2011]. It fosters the ability to easily exchange 
uniform, autonomous, functional units or elements on different system levels [NYHUIS ET 

AL. 2008, p. 27]. As modules are autonomously acting units and elements, exchanges only 
have a partial impact on Change Objects and the surrounding [HERNÁNDEZ 2003, p. 55]. 
Standardized interfaces are often seen as part of modularity (e.g. ELMARAGHY & 

WIENDAHL [2009]), however, here are considered as prerequisites of modularity and 
covered separately by the c  

 Mobility (MOB): Mobility  describes the ability to change the location of Objects with 
least effort, which besides the possibility of motion, also includes the aspect of execution 
and applicability [HARTUNG ET AL. 2012]. It goes beyond the division of immobile and 
mobile items and covers all production and auxiliary facilities including buildings and 
building elements [WIENDAHL ET AL. 2007]. In this application context, mobility  covers 
both direct mobility by enabling Objects (e.g. through lifting lugs) but also indirect ones 
such as by easing the mobility of personnel through e.g. access baskets or manrider win-
ches. 

 Connectivity (CON)  of (physical) connections within and 
across Change Objects. By identifying suitable force-, positive- and material-locking 
connections, the integration and disintegration of Objects is to be eased. It is separated from 
the Change Enabler principles compatibility  and modularity . 

 Compatibility (COM): Compatibility  is to allow various interactions between Objects 
[WIENDAHL ET AL. 2007]. Here the primary focus lies on the standardization of interfaces 
with the ability of interfaces to fit regarding material, information, power and media 
[NYHUIS ET AL. 2008, p. 27]. In this particular context, this is reflected in the standardization 
of e.g. ports, plugs or footprints towards certain drilling equipment. 
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As highlighted by SCHLATHER [2015, pp. 42 43] those six Change Enabler principles, 
especially the separation between modularity, connectivity and compatibility, allows a better 
differentiation amongst design guidelines during application while supporting the identification 
and development of Object classes (section 7.2.1). 

On a more detailed level of abstraction, design guidelines represent the other main aspect of the 
Change Enabler  syntax. Similar to BISCHOF [2010, p. 92] and introduced in section 3.3.2, 
Change Enabler guidelines are described by a short verbal explanation: 

<Action><Subject><Purpose (optional)> 

Whereas the action relates to what is to be done with the Enabler Reference Object (e.g. 
refers to the aspect of enablement (e.g. space around object). The 

purpose provides an additional information what the Change Enabler is meant for. The purpose 
is added in some cases to avoid ambiguity and/or add precision. For instance, the extent of 

-
 This ensures a better interpretation of those heuristics, that, as being 

applied with judgment [MAIER & RECHTIN 2009, p. 30], are more apt to be applied properly 
than without such an additional information. 

To avoid further ambiguity, and shown exemplarily in Table 5-4 for the scalability-related 
SCA_16: Assign dedicated areas on room ceiling for evolutionary develop-

ment of piping, cabling and ducting  each guideline is integrated into a checklist categorized207 
according to the applicable Change Enabler principles. Based on common practice and the 
benefits of supplementary guideline information presented in section 3.3.2, the design consti-
tutes of the design guideline ID, the presented short verbal explanation and an additional more 
detailed description. 

Table 5-4 SCA_16  

 

The complete list with the identified 88 design guidelines208 that bases solely on the consoli-
dated data from the semi-structured interviews can be found in appendix 11.6. As demonstrated 

                                                 
207 Design guidelines may sometimes be assigned to alternative Change Enabler principles. In this work, however, 
the assignment of design guidelines always follows the categorization made and described by SCHLATHER [2015, 
p. 58] that already allocated them to the most intuitive Change Enabler principles. 

208 To ensure consistency and clarity, the IDs, design guidelines and their descriptions are partially adapted from 
the originally synthesized design guidelines provided by SCHLATHER [2015]. Explanatory pictures are not provided 
as the modified descriptions should already ensure an unambiguous interpretation. 

SCA_16

 Assign dedicated areas on 
room ceiling for 

evolutionary development 
of piping, cabling and 

ducting

The aim is to constrain changes over the lifetime to dedicated areas on the ceiling of the room that do not affect its 
surrounding as there are spatially separated from other Objects. This applies especially to bulk items such as 

piping, cabling, ducting that strongly develop across the lifecycle and due to that spatial separation would not 
affect other Objects.
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in SCHLATHER [2015, pp. 135 136], they have partially significant commonalities209 with the 
design guidelines defined by other authors introduced in section 3.3.2. 

The Enabler Reference Object, the other constituent of the Change Enabler syntax, can take 
various forms [SCHLATHER 2015, pp. 62 65]. Seven types of Enabler Reference Objects could 
be identified resulting from a compromise between a sufficiently precise description to avoid 
ambiguity while limiting the number of Enabler Reference Objects to an applicable set during 
application. They are illustrated in Table 5-5 together with additional explanations and examp-
les210. 

Table 5-5 Alternative types of Enabler Reference Objects for Change Enabler definition 

 

Whereas the Enabler Reference Object types 1-3 refer to the Change Objects or modules of it, 
Enabler Reference Object types 4-7 refer to other Objects. Enabler Reference Object types 6 
and 7 represent exceptions referring to specific structure items, i.e. embedded hull rooms and 
support structures, that are repetitively used and whose affiliation can be derived from the 

                                                 
209 Although possible, the extension to new and other literature-based design guidelines was not the focus. 

210 
ensure better understanding. In the FDO Methodology (FDO Data Model, FDO Execution 

Model) this affiliation is evident from the element relations in matrix MF. 

# Ref. Object Case Example Explanation

1 Change Object
The design measure needs 
to be embedded into the 
Change Object.

Roughneck | MOB_ 1: 
Equip with lifting lugs / pad-
eyes for Object handling; 
Change Object

The Change Object Roughneck is to be equipped with bolted 
or welded lifting lugs to ease its lifting or repositioning (e.g. 
entire replacement of Roughneck).

2
Specific module 
of the Change 
Object

The design measure needs 
to be embedded into a 
specific module of the 
Change Object.

Roughneck | MOB_ 1: Equip 
with lifting lugs / pad-eyes 
for Object handling; Change 
Object (Motor)

The motor of the Change Object Roughneck is to be 
equipped with bolted or welded lifting lugs to ease its lifting or 
repositioning (e.g. partial replacement of Roughneck).

3
Several modules 
of the Change 
Object

The design measure can be 
embedded into several 
modules of the Change 
Object.

Operator chair | CON_6: 
Design quick connectors for 
Object modules; Change 
Object (Modules)

replacement) is facilitated by quick connectors on certain 
Operator Chair modules (e.g. joystick, screens, armrests).

4 A specific other 
Object

The design measure needs 
to be embedded into 
another specific Object.

Electrical Cabling | MOD_ 
10: Decentralize supplying 
Objects in system; LIR specific supplying Object 

5
Objects 
interfacing the 
Change Object

The design measure is not 
directly related to the 
Change Object but to the 

Change Object.

Hydraulic Piping | MOD_12: 
Reduce distance between 
connected Objects; Object

Reducing the distance of connected Objects facilitates 

pipe segments. It is related to the Objects connected by 
Hydraulic Piping (e.g. Hydraulic Power Unit (HPU) and 

and can 
be derived from the system architecture of the reference design.

6
The room the 
Change Object is 
located in

The design measure needs 
to be embedded into the 
(hull) room where the 
Object is located.

Shale Shaker | MOB_10: 
Provide pre-installed lifting 
gear on top of ceiling; Room

replacement) is facilitated by auxiliary lifting equipment 
(pulleys) that are mounted on the ceiling of the (Shale Shaker) 

can be derived from the system architecture of the reference 
design.

7

The structure 
that directly 
supports the 
Change Object

The design measure needs 
to be embedded into the 
structure that directly 
supports the Change 
Object.

BOP Crane | UNI_2: 
Oversize with regard to stress 
/ load cases; Structure

are facilitated by over- e.g. changing wall 
thickness or material) supporting the BOP Crane. A further 

from the system architecture of the reference design.
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affected Change Object and the system architecture of the selected reference design. Identically, 
the affiliation can be determined for Enabler Reference Object type 5. 

As discussed in section 5.3.3. the search space embodied by the hierarchy of the drilling system 
for the identification of FDOs (Figure 5-7) does not only define hierarchies for potential Change 
Objects but also those of Enabler Reference Objects. Change Objects for Enabler Reference 
Objects 1, 4, 5, 6 and 7 can be identified on subsystem level III for equipment and subsystem 
level II for bulk items. In contrast to Change Objects, Enabler Reference Objects (type 2 and 
3) may have to be specified for module(s) of Objects (subsystem level IV) to provide sufficient 
accuracy for correct application. 

The collected Change Enablers, in particular the design guidelines, can be differentiated across 
different groups211 according to the elicitation and processing activities described in section 
5.2: Change Enablers that were already accounted for in the mini-case project (1), i.e. already 
part of the upgrade project, Change Enablers that were recommended but not embedded and, 
hence, could not be activated for the upgrade project under investigation (2) and those that were 
required for other Change Enablers as a prerequisite212 (3). Next to that as a result of the 
subsequent verification, new Change Enablers were added or removed when verifying the 
consolidated data (4). 

As indicated by SCHLATHER [2015, p. 98] recommended Change Enablers that were not yet 
embedded and of a high value-effort ratio (section 7.4) strongly encourage engineers to inte-
grate them in future projects to ease changes. However, as in many cases those Change Enablers 
represent entirely new solutions of Objects (e.g. modular design of Object), they must often213 
face prior product development to be offered in the first place. Especially latter must then also 
be evaluated for their maturity during stage III of the FDO Methodology (section 4.2). 

The next section elaborates strongly interrelated to the 
domain of Change Enablers. 

5.3.5 Transition 
Transitions are represented in the last domain of the FDO Data Model. The Transition domain 
represents the second main domain in stage II of the Procedural Model to generate Flexible 
Design Concepts. In this application context Transitions only relate to the product view (section 
3.3.1) and are defined as follows: 

Transitions are externally imposed change strategies for physical Change Objects to make them 
re-fulfill any violated System Requirements. 

                                                 
211 Any statistical distributions are not shown especially due to reasons of confidentiality and as they do not affect 
the outcome of the FDO Methodology. 

212 Covered by matrix MG in FDO Data Model. 

213 Not all Change Enablers require separate product development efforts in order to be embedded (e.g. space 
around Object). 
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As introduced in section 3.3.1, Transitions represent an intended change of a system to an 
altered state as defined by ROSS ET AL. [2008]. In line with HERNÁNDEZ [2003, pp. 44 45] and 
WIENDAHL ET AL. [2015, pp. 99 100], those changes refer mainly to the radical change type of 

214. Once System Requirements are not ful-
filled due to external changes (Change Drivers) resulting in a Change Trigger (Figure 4-3), the 
Transition re-establishes the desired status-quo by use of an external change agent215 [ROSS ET 
AL. 2008]. As highlighted by BALDWIN & CLARK [2000, p. 146], the nature and number of 
(Transition) operators to a system depends on the use context. Hence, although the literature-
based Transitions of section 3.3.1 are used complementary to the empirical data, the case-based 
interviews are the primary source to derive Transitions that are relevant for this context of 
application. 

As demonstrated in section 3.3.2, Transitions can be defined at different levels of abstraction 
being very general (e.g. embodied by operators) or uniquely defined for a single case. The 
integration of Transitions into the FDO Execution Model favors a high-level definition of 
Transitions, namely operators, which are based on the context of application but allow reuse 
for those types of systems for identical purposes, namely the identification of FDOs. Based on 
the case-based semi-structured interviews (section 5.2), the following eight distinct operators 
could be identified (Figure 5-8). They are in line with the criteria for selecting module 
operators  by BALDWIN & CLARK [2000, p. 130] introduced in section 3.3.1 

f  verifiable by direct obser-
. This set of operators includes the 

[BALDWIN & 
CLARK 2000, p. 130]. However, in contrast to module operators, those Transitions are not meant 
to be combinatory216 substitution  only possible after splitting ) but regarded as stand-
alone operators. They always refer to the hierarchical level of the Change Object under 
investigation, which is subsystem level III for drilling equipment and subsystem level II for 
bulk items (section 5.3.3). 

                                                 
214 New structural coupling would only be . 

215 External change agents represent flexibility-type changes according to ROSS ET AL. [2008] and FRICKE & 

SCHULZ [2005]. Here, they represent physical changes performed by humans assisted by machinery. 

216 Although theoretically, combinations of Transitions may exist (e.g. elocati  combined with 
Replacement ), 3.3.1) is not pursuit further as there was 
no case demonstrating that need. Nevertheless, compound options could be handled by splitting Objects into 
instances with unique Transitions as shown in section 6.1. In contrast to the illustrated split-up, however, the 
Transitions would not represent alternative but always complementary Transitions when an upgrade occurs (e.g. 

not belong to competing but complementary Flexible Design Concepts that, in the end, are integrated to the same 
Flexible Design Solution. 
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Figure 5-8 Available Transitions for Change Objects [SCHLATHER 2015, p. 60] shown exemplarily for drilling 
equipment (Images: MHWirth AS) 

In contrast to the Transitions 2-8 which require changes performed by external agents, Transi-
tion 1 does not require any actions in response to changing System Requirements as it is meant 
to deliver its intended functionality under varying conditions of operation [FRICKE & SCHULZ 
2005]. This can mean, for instance, an over-dimensioning of hydraulic or electric power 
capacity, the over-dimensioning of deck sizes or excessive load capacities of structures preven-
ting a Transition requiring external agents in the first place. This robustness, however, comes 
at a cost
allowing only an  performance [DE WECK 2008] as highlighted in section 2.4.4. 
Nevertheless, robustness must be considered integrated with the other flexibility-related 
Transitions due to: 
 The intention of comprehensiveness (BR II) which includes the consideration of rigid, 

robust or flexible solutions to avoid bias of selecting flexible solutions at less performance 
 Limits in being able to change designs by either the nature of the Object (e.g. load carrying 

structures) or by being outside of the System Supplier  space 
 Strong interdependency of purely flexible and robust Change Enablers where a lack of 

robustness might act as a showstopper for exercising embedded flexibility in the first 
place217 

The relocation of Change Objects (Transition 2) refers to a change of its position and/or system 
configuration on the rig. Although drilling systems mostly keep their initial configuration 
across their lifecycle, sometimes configuration changes might occur that are usually limited to 
single Objects218. 

                                                 
217 Proven by the existence of universality-related Prerequisite Change Enablers in MG of the FDO Data Model. 

218 Due to the compact and constrained design of offshore drilling rigs (section 2.1), large-scale reconfigurations 
such as in production engineering are hardly possible and could not be confirmed within the scope of this research. 

(1) Passive (2) Relocating (3) Partial Replacement (4) Entire Replacement

(5) Adding (6) Reducing (7) Extending (8) Contracting
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Replacements (Transition 3 and 4) may refer to certain larger subassemblies219 such as a motor 
or gearbox (Partial Replacement) or to the entire Object (Entire Replacement). Entire Replace-
ments  of Change Objects may also be necessary when adding functionality or capacity. In 
contrast, major changes in subassemblies, e.g. due to modified functionality or capacity, are not 

is operation is covered by an extension (Transition 
7) or contraction of the Change Object (Transition 8). 

In some cases, Objects are added to (Transition 5) or removed from the drilling system (Transi-
tion 6). Adding  may also mean the inclusion of entirely new Objects that were not present on 
the rig before, usually when entirely new capabilities are added (e.g. Managed Pressure 
Drilling). Hence, w mostly a response to missing functionality, capacity or 
the need to increase performance, ing may be required due to excessive utility 
consumption, maintenance efforts, weight, etc. of idle or overdimensioned Objects220. 

Extending  reflects the 
capacity related System Requirements (e.g. additional cross-bracings to Derrick structure, 
stronger and larger Derrick Drilling Machine motor). Contracting  goes into the opposite di-
rection mainly for R  

As the scope of Objects, especially equipment-like ones, varies (section 5.3.3), Objects of 
smaller scope (e.g. Roughneck ) might be related 

Reducing  vs. Objects of larger decentralized scope that are usually 
contracted  that consists of various units). 

The identified Transitions usually occur in response to epoch shifts (section 1.2.4) when various 
Objects are affected simultaneously, either directly or by change propagation. Depending on 
the transition path [ROSS ET AL. 2008] which depends on the preferences and circumstances, 
including the available resources, the selected Transitions for each Change Object might be 
synchronized or performed independently from each other. 

Based on the case-based interviews and the eight introduced Transitions, Figure 5-9 illustrates 
the number of Change Enablers facilitating Transitions [SCHLATHER 2015, p. 107]. It 
summarizes the occurrences of matrix MI in descending order. 

                                                 
219 The modernization of components is not the direct focus of upgrades and considered to be 
2.3). 

220 Either embedded consciously as a means of robustness or unintentionally due to insufficient planning. 
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Figure 5-9 Number of Change Enablers facilitating Transitions (based on SCHLATHER [2015, p. 107]) 

It highlights that most Change Enablers do support the extension of Objects while the least 
Change Enablers facilitate the P
interviews on flexibility-type Change Enablers and the fact that, in contrast to other Transitions, 
P f over-dimensioning which limits the extent of possible 

Change Enablers. Hence, the distribution highlighted in Figure 5-9 can be both an indication 
for the nature of Transitions of which some are facilitated by many and some by only few 
means. However, they might also reflect gaps of supporting certain Transitions which might be 
closed by targeted initiatives in product development. 

In the following the FDO Execution Model is presented. 
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6.  

The FDO Execution Model bases upon the FDO Data Model and its constituents which have 
been introduced in the previous section and the FDO Procedural Model (section 4.2). Whereas 
the FDO Data Model represents the project-independent database, the FDO Execution Model 
represents the project-dependent application model of the FDO Methodology. It consists of 
only relevant FDO Baseline Objects for the project limiting the size of the FDO Execution 
Model. 

Section 6.1 provides a general characterization of the FDO Execution Model where the main 
build-up is introduced. Section 6.2 displays the alternative and cumulative paths that can be 
run depending on the scope that is targeted. After highlighting the need, tracing and the syste-
matic building of change scenarios is highlighted in section 6.3. Finally, section 6.4 shows how 
the assessment and decision-making is performed when running through the FDO Execution 
Model and, in addition, when entire Flexible Design Concepts are assessed and decided on 
which base upon a separate report based on the selections made. 

6.1 Characterization of model 
The FDO Execution Model consists of multiple representations of the defined FDO Data 
matrices221 which were introduced in section 5.1. The sequence of those matrices presented in 
Figure 6-1 allows the systematic identification of FDOs following the three subsequent stages 
of the FDO Methodology: , on of Flexible Design 

nally, based ation of 
 

                                                 
221 The size of each matrix for this demonstration is random and may vary relatively to each other depending on 
the application context. 
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Figure 6-1 FDO Execution Model with original and transposed matrices 

To allow a continuous and traceable approach for the identification of Change Objects and the 
generation of Flexible Design Concepts, the FDO Execution Model consists of originally 
oriented and transposed matrices that are run through in alternating directions. For instance, the 
basic path  (section 6.2), consists of the alternately run through matrices M1, M2, M3, 
M4 and M5 requiring a change of reading direction from matrix to matrix. Whereas originally 

influences 
influences  

Matrices may be represented multiple times to account for the various possibilities of how the 
Objects can be affected and enabled while allowing an unambiguous representation of those 
results as a means for assessment. This is accounted for by the definition of singular matrix IDs 
that are required for clear referencing and tracking decisions in those matrices. For instance, 

D) is represented 
twice by the unique matrices M3 and M7. Those matrix IDs are defined according to the order 
of steps within and across each path. 

MH and MI represent exceptions of the MDM-based meta-model which are not directly 
represented in the FDO Execution Model as matrices. They are added on top of certain 
represented matrices as additional selections222 enabling the generation of Flexible Design Con-
cepts (stage II). The generation of Flexible Design Concepts can be divided into the selections 
made in MD/ME and MF respectively. 

First, the selection in MD/ME is addressed. The selection with -
is integrated by superposing MH with matrices MD or ME which allows selecting only suitable 

                                                 
222 In the Excel® based tool this is solved by drop-down menus. 
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Transitions for the identified Change Objects. Figure 6-2 shows the integration of allowable 
Transitions for t  where only Transition 1, 2, 4 and 6 can be 
selected. 

 

Figure 6-2 Exemplary superposition of matrix MH on top of MD 

In the FDO Procedural Model the identification of Change Objects (step 4 in stage I) and 
suitable Transitions (step 5 in stage II) is represented separately. In contrast, the FDO Execution 
Model using a matrix-based approach performs it in a combined step, i.e. the selection of 
Change Objects is confirmed by the selection of the allowable Transition when performing the 
Transition- . In this approach a potential influence might be regarded irrele-

vant being mark t pursued any 
further. If, in contrast, - is selected for confir-
ming -making on the suitable Transition to 
the next step when Change Enablers are considered. The same logic applies to matrix ME which, 
however, is not represented separately in Figure 6-2. 

In the second case matrices are superposed with MF. In this case only those Transitions are 
represented that are both applicable to the Change Object (MH) while, additionally, complying 
with the Change Enablers that are represented in MI. Figure 6-3 depicts an example of the 
available Transitions for Object C   If Transi-
tions have already been selected in MD or ME respectively when performing the Transition-
driven approach with the selected Transition number are 
required. In this case Change Enablers that cannot be selected due to incompatible Transitions 
in MI would not be shown in MF. In contrast, when performing the Enabler-driven approach all 
available Transitions that comply with both MH and MI are shown as illustrated exemplarily in 
Figure 6-3. As a result, Change Object C  
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Figure 6-3 Superposition of matrix MH and MI for decision-making in MF 

In the FDO Execution Model the following selections are possible223: 
 MA: <o>, <x> 
 MB: <o>, <x> 
 MC: <o>, <x> 
 MD: <o>, <!>12, <x>2, <Transition #>1 
 ME: <o>, <!>12, <x>2, <Transition #>1 
 MF: <o>, <!>12, <Transition #>12 
 MG: <o>, <!>, <x> 

with 
 <o> potential relation imported from the FDO Data Model 
 <x> for confirming the relation 
 <!> for rejecting the relation 
 <Transition #> for confirming the relation with the according Transition 
 1 representing selections for the Transition- 2 for the Enabler-

12 for both 

During the identification of change sources (MA, MB, MC) only a small set of elements might 
actually be relevant; hence, in this case only relevant relations are confirmed while irrelevant 
ones are ignored, thus, the initial setting <o> can remain. In contrast, based on the identified 
directly and indirectly affected System Requirements, the identification of Change Objects and 
Change Enablers in MD, ME, MF, MG uses active rejection or confirmation of potential relations 

                                                 
223 As already mentioned this is solved by drop-down menus in the Excel® based tool. 
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to make sure that both Change Objects and Change Enablers are all accounted for and 
documented. Selections in MG must also be actively confirmed as they represent prerequisites 
for the selected Change Enablers in MF and ignoring them could entail bad consequences when 
not being able to activate Change Enablers over the lifecycle. 

As introduced in section 4.2.1, suitable Transitions must be clearly defined for each Change 
Object to consider their effects on other Objects (change propagation). Multiple System 
Requirements usually belong to a core scenario (section 6.3.2) that can affect the same Change 
Objects at different times224. Alternatively, multiple Change Objects may affect the same 
Objects through change propagation at different times. As preferences on Transitions may differ 
depending on the specific underlying reasons for change, certain measures must be in place to 
account for this matter225. For instance, both a change in the System Requi

226 Change Ob-
However, it may be possible that the feasible Transition 1 (Passive) 

is preferred for one type of change reason, whereas Transition 4 (Entire Replacement) is pre-
ferred for the other one. Figure 6-4 depicts the alternatives to processing heterogeneous 
Transitions. 

One alternative is making a compromise by homogenizing the Transitions, i.e. forcing the 
identical Transition upon the same Change Object. Alternatively, however, if such a 
compromise cannot be made, then the Change Object must be split into at least two instances 
to deal with it separately and result in a homogenous Transition for each Change Object instance 
(e.g. C1, C2 in Figure 6-4). Consequently, this also means that at least two separate Flexible 
Design Concepts for the Change Object are generated. For simplification, heterogeneous 
Transitions can be prevented in the first place by setting constraints between Transitions within 
and across matrices in advance (section 7.3) to avoid the need for a subsequent homogenization. 

 

                                                 
224 Belonging to the same core scenario does not mean that both impacts occur simultaneously, hence, would 
require the same change. 

225 Those measures are only relevant if Change Objects are affected within the same matrix, i.e. a matrix with 
identical unique matrix IDs (e.g. M3). If they are affected in a different matrix following a different path (e.g. M7, 
M10, M13), then the Transition of the Change Object must not be the same across those matrices. In this case a 
homogenization or splitting the Object into instances would not be required. 

226 Riser Gas Handling Device. 
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Figure 6-4 Alternatives to processing heterogeneous Transitions for same Change Objects (Example for MD) 

Although the processing of heterogeneous Transitions is illustrated for the Transition-driven 
approach where matrices MD and ME are affected, it is similarly applicable for the Enabler-
driven approach227 and can be performed in MF. In latter case, however, heterogeneous Transi-
tions across Objects do not exist because of accounting for the different change reasons, i.e. 
changing System Requirements and upstream Change Objects, but in order to generate alter-
native and best performing Change Enabler-Transition combinations for the Change Object. 
Hence, the decision on the Transition for the Change Object bases upon the performance of 
each Flexible Design Concept which requires an intermediate assessment (section 6.4.2). This, 
in turn, allows a homogenization of Transitions or a split-up of Change Objects which is the 
starting point for considering new Change Objects that are affected by change propagation 
( FDO Procedural Model). 

                                                 
227 Note that with the selection of the Enabler-driven approach, the user ignores the fact that the Object may require 
different Transitions due to different change reasons, i.e. changing System Requirements or upstream Change 
Objects. In this case Transitions of Change Objects are selected purely based on the performance of the Flexible 
Design Concept independently of which reasons for change actually apply. Hence, Flexible Design Concepts may 
be best with regards to the consideration of the Change Object-Change Enabler-Transition combination but not 
ideal if the reasons for change imply that another Transition would be more suitable. If different Transitions due 
to different change reasons are important to the user, then the Transition-driven approach must be chosen and a 
split-up of Change Objects into instances must already be performed in MD/ME. Depending on the number of 
generated Change Object instances and, consequently, the accounted for Transitions for the Change Object, this 
allows the identification of best performing Flexible Design Concepts while accounting for the reasons for change. 
Naturally, now Transitions that were irrelevant with regards to the change reasons, i.e. were not selected in MD or 
ME, respectively, are also not selectable in MF and, therefore, do not contribute to the Flexible Design Concept. 
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6.2 Paths and scaling 
The FDO Execution Model is scalable enabling to follow four cumulative paths when 
identifying FDOs. The scope of paths mostly depends on the individual market conditions that 
usually vary (BC5  BC8) highlighted in section 1.3.2 lexible 

. The paths build upon the prioritization scheme illustra-
ted in Figure 6-5 and are discussed schematically before illustrating the actual application in 
the FDO Execution Model (Figure 6-6). 

Generally, the prioritization scheme suggests that directly affected System Requirements are 
preferred over indirectly affected ones and that directly affected Change Objects are preferred 
over indirectly affected ones. Figure 6-5 shows that all paths undergo the identification of direct 
System Requirements and Change Objects (section A). The additional consideration of indirect-
ly affected Systems Requirements (section B) only applies to paths II  IV. Path III and IV 
consider additionally the indirectly affected Change Objects, i.e. change propagation (section 
C) based on the directly affected System Requirements of section A. At last, path IV accounts 
for all four sections (A-D) including change propagation across Change Objects based on the 
impact of indirectly affected System Requirements (section D). 

 

Figure 6-5 Prioritization scheme for additive paths 

The gradual integration of paths in the FDO Execution Model is illustrated in Figure 6-6. The 
introduced paths include two different types of tracing228: inter-domain tracing , i.e. iden-
tification of elements within DMMs, and intra-domain tracing , i.e. the identification of ele-
ments within DSMs. Similar to the observation by WILDS [2008, p. 43], each step in the 
methodology focuses on specific submatrices which allows to spotlight user-relevant informa-
tion while irrelevant information on less relevant paths can be omitted. 

Figure 6-6, upper left) represents the basis of running the FDO Execution Model. 
This allows the identification of directly affected System Requirements, related Change Objects 

                                                 
228 As discussed in section 3.2
across matrices (DMMs) in both directions of causality [LINDEMANN ET AL. 2009, p. 89]. 
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and, together with the suitable Transitions229, suitable Change Enablers. The identification of 
indirectly required Change Enablers (in MG) is also accounted for as they must be considered 
simultaneously with MF to identify suitable solutions. The consideration of Prerequisite Change 
Enablers (MG) applies to all four paths. 

 

Figure 6-6 Tracing with scalable paths in FDO Execution Model 

Path Figure 6-6, lower left) builds upon the first path and identifies indirectly 
affected System Requirements, which in turn affects Objects also requiring Change Enablers 
and Prerequisite Change Enablers. 

Path Profound  (Figure 6-6, upper right) considers 
change propagation, i.e. change due to physical changes of upgraded Objects. Based on the 
directly affected Change Objects by System Requirements, indirectly affected Objects are iden-
tified. For those Change Objects, Change Enablers and Prerequisite Change Enablers are 
determined. 

For the last path change propagation of Change Objects are considered that are indirectly 
affected by System Requirements (Figure 6-6, lower right). As this path cumulates all possible 
paths of the FDO Execution Model, it is  As already highlighted 
in section 6.1, change propagations depend on the selection of Transitions that can be selected 
in MD, ME and MF. Hence, a homogenization of Transitions or split-up of the Change Object 
into multiple instances with common Transitions is required. 

Although accounting for indirect relationships of System Requirements first, before consi-
dering change propagation amongst Change Objects is the preferred order of consideration, an 

                                                 
229 As discussed in section 6.1, Transitions are not explicitly shown in those matrices although they are accounted 
for in each of the paths. 
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individually different prioritization between path and path d is possible 
as both paths are independent from each other. 

In reality the FDO Execution Model has a very large size to account for all relevant elements 
of the different domains. This can limit the usability of the model. Hence, an enhanced tool 
could be valuable by following a defined workflow (e.g. start with MA, continuing and showing 
MB ) for the cumulative paths. This allows the isolated consi-
deration of single matrices when jumping to subsequent or previous ones which fosters keeping 
the focus solely on the matrix under investigation. At the same time, different views may be 
relevant (e.g. only show change propagations, Change Objects affected by System Requir-
ements > number x) that highlight certain aspects that are relevant to the user. Both workflows 
and views can limit the perceived complexity and support the usability of the model. 
Consequently, real world applications of the FDO Methodology should enable a division into 
separate workflows and views230. 

Section 6.3 focuses upon understanding the tracing capability in the FDO Execution Model 
and, strongly related to that, the ability to build change scenarios. 

6.3 Tracing and change scenario building 
Section 6.2 suggests a forward-oriented model for identifying FDOs which starts by identified 
Change Drivers and ends with the embedment of Change Enablers into relevant Change 
Objects. This downstream orientation, however, only depicts an 
enhanced due to real-world boundary conditions when addressing the change scenario. 
Specifically, boundary conditions BC4 and BC6 presented in section 1.3.2 become relevant to 
consider in this context: 
 BC nd incomplete articulation by customers regarding needs 

lie in customers facing difficulties in expressing 
the need correctly, forgetting needs, being unaware of them or presuming that they were 
already accounted for or intentionally remain unmentioned to remain secret [ROSS & 

RHODES 2007]. 
 BC . This 

entails, on the one hand, heterogeneous forms of communicating specifications varying 
between oral vs. written or brief vs. detailed statements and, naturally, different manners 
and forms of describing the same issue. On the other hand, the addressed domains of the 
articulated needs may vary (e.g. articulated Change Driver vs. Change Object) or needs 
may even be expressed across various domains simultaneously (e.g. Change Driver & 
Change Object). The reasons lie especially in the variation of stakeholder constellations 
and tender conditions dur 5). 

                                                 
230 The Excel® based tool for representing the FDO Methodology in this work does not have those capabilities, 
i.e. following certain workflows or establishing certain views, as the primary purpose of this tool was to evaluate 
the FDO Methodology and not the incorporation in real-world settings. 
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Consequently, there is a demand for systematically identifying the underlying reasons of articu-
lated needs on future changes which in turn might pinpoint to new relevant domain elements. 
However, in order to enable tracing of FDOs in the first place a proper identification of initial 
elements by a previous translation and decomposition of articulated needs is required to deal 
with heterogeneously provided information. 

Section 6.3.1 emphasizes the preparation of input for the FDO Execution Model which focuses 
on the derivation of initiating elements. Based on that, alternative tracing techniques are 
introduced. Section 6.3.2 builds upon those introduced techniques to present a process for 
building a comprehensive change scenario. Finally, in section 6.3.3, the alternative tracing 
techniques are applied in the FDO Execution Model emphasizing the differences amongst 
matrices. 

6.3.1 Tracing and Back-Tracing based on initial data 
As discussed in section 1.1.2, an initial rig concept is generated in the tender phase between 
ITT (Invitation to Tender) and contract award to ensure a technically feasible and economically 
realistic offer. It is before or during that phase that flexible design is addressed as major changes 
after contract awards are hardly feasible. 

Due to the strong variation in type and detail level of the customer specifications (BC6), 
customer input can often not be directly transferred to constituents of the FDO Execution 
Model. Consequently, based on customer requests for future change, a decomposition, transla-
tion and assignment to existing constituents of the model (domains, elements) must take place. 
Those customer requests can be formulated in various forms (oral or written in tender specifica-
tions, bill of material, etc.). They can be assigned to the domains231  

matched to pre-defined and best matching domain elements. 
The articulated need might relate to only one particular element in one domain or various 
elements in identical or different domains. Consequently, articulated customer needs can lead 
to various instigating elements, the starting point for performing tracing in the FDO Execution 
Model. 

Figure 6-7 illustrates an example of an orally articulated need232. The customer request is 
already clear and can be assigned to two different domains with one corresponding element in 
each of those domains without further decomposition and translation. Both elements represent 
articulated instigating elements which can be used for tracing (shown later). 

                                                 
231 Customer re
a suggested solution by the customer. Although this can be accounted for when building and assessing alternative 
Flexible Design Concepts, it does not represent an initiating element. 

232 The example is also the basis for the use case addressed in section 8.1. 
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Figure 6-7 Processing of exemplary articulated need by customer 

Building upon section 6.2, based on the articulated needs by the customer, the process of tracing 
is extended to increase the comprehensive identification of FDOs which contributes to the 
fulfillment of BR II and R6 in particular: 
 Tracing 233 as the forward-oriented identification of FDOs based on an instigating ele-

ment. It concerns the identification of relevant downstream elements in the direction of 
causality and, as highlighted in section 6.2, addressing both DMMs (inter-domain tracing) 
and DSMs (intra-domain tracing). 

 Back-Tracing  as the backward-oriented identification of FDOs based on an instigating 
element. In contrast  it addresses the reversal of the tracing direction by going 
against causality which facilitates the identification of upstream elements. -

- applies to both DMMs and DSMs. 

Despite the identified articulated needs and as ROSS & RHODES [2007] emphasize, the goal of 
the designer (System Supplier) must be to identify as much of the unarticulated needs as 
possible, or, at least make the system able to meet them when they are revealed or discovered. 

Back-Tracing pursues the former goal by enabling the identification of the underlying reasons 
of change which, in turn, might affect other elements that would not have been identified by 
downstream analysis of a predefined causal chain. Depending on the domain of the instigating 
element, the need and scope of Back-Tracing varies. For instance, corresponding FDO elements 
in the domain  to less effort by Back-Tracing as only intra-
domain tracing is needed. In contrast, extensive Back-Tracing efforts (intra-domain, inter-
domain) are needed when the corresponding FDO elements represent Change Objects as, in 

must be run through rever-

                                                 
233  
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sely. Based on the example in Figure 6-7, Figure 6-8 demonstrates the benefit of Back-Tracing 
and Tracing in a graph of a random causal network234. 

 

Figure 6-8 Benefit of Back-Tracing in exemplary causal network 

Based on two articulated needs in different domains, which represent the initiating elements for 
the analysis, an initial Tracing would only allow the identification of downstream elements. 
Back-Tracing, in contrast, allows the identification of the underlying reasons upstream of the 
causal network, which in turn leads to the identification of new unarticulated initiating elements 
(Figure 6-8, right). If relevant, following the causal network downstream (Tracing) leads to 
completely new affected elements which in the end can result in otherwise unconsidered 
Change Objects. This, however, indicates missed opportunities as those Change Objects could 
be prepared for future changes by embedding Change Enablers. 

In the following section 6.3.2 a process for the systematic building of scenarios is suggested 
that bases upon the introduced tracing techniques. 

6.3.2 Gradual scenario building 
The integration of articulated customer needs and the concept of tracing were introduced. 
However, for attaining comprehensiveness in change sources that are relevant to the customer, 
a systematic scenario building is required. 

As introduced in section 2.2.2, a scenario is a generally understandable description of a possible 
future that builds upon a complex network of influencing factors [GAUSEMEIER ET AL. 2001, p. 

                                                 
234 Causal relationships of elements besides the named ones are random and only for demonstration. 
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82]. By defining certain articulated instigating elements and performing tracing through the 
built network, various partial scenarios can be built and integrated to a final core scenario. This 
scenario is a representation of relevant elements and their attributes. Hence, scenario building 
targets a comprehensive representation of consistent235 or independent236 future scenarios that 
the customer is interested to prepare for237. This, however, requires following a process for 
building that scenario gradually as shown in Figure 6-9. 

 

Figure 6-9 Process of gradual scenario building 

As shown in section 6.3.1, Change Drivers, System Requirements or even Change Objects can 
be deduced directly from articulated customer needs referring to potential change requests in 
the future and, hence, represent instigating elements in the causal network (step I). Following 
that causal network by Back-Tracing and Tracing from those instigating elements, an initial 
scenario238, a causal network of relevant Change Drivers, can be built (step II). As detailed in 
Figure 6-10 by highlighting especially the build-up of the initial scenario I, those scenarios must 
not only account for the Change Drivers (attributes) but also include the direction and magni-
tude of change that those elements will face which is shown by the anticipated future 
characteristics (e.g. increase of True Vertical Depth to 30000 ft). As defined by GAUSEMEIER 
ET AL. [2001, p. 92], those characteristics can be either quantitative or qualitative. As high-
lighted in Figure 6-9, steps I and II are performed iteratively to allow building scenarios that 
are causally independent and, hence, belong to different initial scenarios which are less likely 
to occur simultaneously in the future. Those initial scenarios are then integrated to a consistent 
intermediate core scenario (step III). 

                                                 
235 Referring to a likely combined occurrence of those scenarios. 

236 Referring to an independent occurrence of those scenarios. 

237 Does not mean the generation of alternative scenarios for different possible futures which is referred to as 
future robust pl HERNÁNDEZ [2003, p. 101]. 

238 The initial, supplementary and final core scenarios contain elements of the Change Driver domain only. 
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Figure 6-10 Building initial scenarios and integration to intermediate core scenario 

Additionally, and only if the boundary conditions allow for it239, in step IV further Change 
Drivers can be prompted from the customer by actively addressing specific categories and 
subcategories of Change Drivers (Table 5-3), questioning their relevancy and eliciting insti-
gating elements. If being independent from the initial scenarios, those Change Drivers then 
belong to supplementary scenarios as they are not explicitly articulated by the customer but 
built by prompting the instigating elements. Hence, a new causal chain based on those insti-
gating elements is built by tracing (step V). As for steps I and II, steps IV and V can also be 
iterative as illustrated in Figure 6-9 possibly leading to more supplementary scenarios. The new 
supplementary scenario(s) are then added to the intermediate core scenario to represent the final 
core scenario (step VI). As the intermediate core scenario, this final core scenario does not 
represent a simultaneously occurring and consistent future scenario but is an agglomeration of 
all potential scenarios that are relevant to account for and can be handled by the System 
Supplier. Hence, for future considerations the different partial scenarios (initial, supplementary) 
should still be considered separately and gradually as their importance varies and Flexible 
Design Concepts might only target the most important partial scenarios in the end. 

Thus, in robust , the presented scenario building does not consider 
alternative developments of Change Drivers. In line with HERNÁNDEZ [2003, p. 101], it rather 
targets focused planning  as only one future development makes up an initial or supplementary 
scenario. However, nevertheless multiple scenarios can occur, not due to alternative develop-
ments of Change Drivers, but as several initial and supplementary scenarios make up a final 
core scenario which usually occur independently from each other. 

In the end, each partial scenario, initial or supplementary, should have Change Drivers that can 
be directly related to the System Requirement domain which is the basis for performing inter-
domain tracing. As discussed in section 6.2, tracing, however, is not only limited to stage I, the 

, but also stage II, 

                                                 
239 Otherwise intermediate core scenario represents final core scenario. 
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techniques of tracing within the entire FDO 
Execution Model. 

6.3.3 Matrix-based tracing techniques 
Figure 6-11 provides an overview of the matrices where Back-Tracing is relevant to consider. 
Whereas inter-domain Tracing applies to all possible DMMs explicitly represented in the FDO 
Execution Model (MB, MD, MF), inter-domain Back-Tracing only applies to MB and MD in 
order to identify the underlying reasons for identified FDOs presented in the previous section. 
Inter-domain Back-Tracing from MF is not considered to be relevant as suitable Change 
Enablers are deduced based on existing Change Objects and not vice versa. 

 

Figure 6-11 MDM representation240 of matrices for Back-Tracing and iterations in FDO Execution Model 

Intra-domain Tracing is relevant for all DSMs explicitly represented in the FDO Execution 
Model (MA, MC, ME, MG). Regarding intra-domain Back-Tracing, MG is irrelevant as Change 
Enablers only consider downstream Prerequisite Change Enablers and not vice versa (Figure 
6-11). ME is theoretically a possible candidate for Back-Tracing to arrive at directly affected 
Change Objects by System Requirements based on articulated Change Objects affected by 
change propagation; however, as the document archival analysis on tender project specifi-
cations (section 1.4) suggests, articulated Change Objects as instigating elements usually refer 
to Change Objects directly affected by System Requirements241 and not, indirectly, by change 
propagation. MC represents a relevant DSM for Back-Tracing as an articulated System Require-
ment may be affected by another upstream System Requirement. The same applies to MA where 

                                                 
240 Note that in contrast Figure 5-1 the and the related matrices are excluded as not explicitly 
represented in the FDO Execution Model. 

241 Requiring inter-domain Back-Tracing in MD. 
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the articulated Change Driver is usually affected by upstream Change Drivers as illustrated in 
the example of Figure 6-8. 

When introducing the paths of the FDO Execution Model in section 6.2, intra-domain Tracing 
only referred to direct relationships (e.g. System Requirement affects Object that only affects 
another Object). However, iterative identifications within DSMs can also exist in order to 
identify also higher degree of influences, i.e. indirect impacts within matrices MA, MC, ME and 
MG. As could be observed using the miscellaneous research methods (section 1.4) and espe-
cially the case-based interviews (section 5.2), a higher degree of propagations is mainly relevant 
for MA. Elements identified in MC, ME and especially MG are usually accounted for by 
addressing direct propagation changes only. 

The lack of considering indirect change propagation in ME bases upon the fact that changes of 
As illustrated by 

PONN & LINDEMANN [2011, p. 259] adaptors represent the embodiment of adaptor functions to 
242 

changes and drilling equipment being usually 
reduces the effect of indirect change propagation. This can similarly be observed by CLARKSON 
ET AL. [2004] when investigating the Westland Helicopters 3.2.1) where 

 indicates the lowest risk of influencing other elements 
while having a high susceptibility to change, which, according to ECKERT ET AL. [2004] 
characterizes an absorber. 

For MG it could be observed that Prerequisite Change Enablers usually represent robust related 
Change Enablers which often already represent highest order elements that do 

not require other ones; in some cases, however, those Change Enablers might require other 
robust related Change Enablers which indicates cases for indirect considerations in DSMs. 
Being very time consuming, the extent of applying intra-domain tracing in any of the four 
DSMs strongly depends on the application context and the boundary conditions (e.g. time con-
straints). Nevertheless, the FDO Execution Model is able to deal with indirect propagation in 
DSMs generally as illustrated later in this section. 

The implementation of tracing techniques within matrices is now demonstrated on a subset of 
the FDO Execution Model. Figure 6-12 depicts the identification of Change Objects by indi-
rectly affected System Requirements243. Based on this example both the downstream (Tracing) 
and the upstream (Back-Tracing) identification of FDOs are demonstrated. 

                                                 
242 This may be highly different in integrated products where there is much more change propagation amongst 
multiplier and carrier elements. 

243 . 
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Figure 6-12 Subset of FDO Execution Model for demonstrating tracing technique 

This subset contains the matrices MB
T, MC and MD

T. Based on this subset of the FDO Execution 
Model the systematic identification of FDOs is performed. In this example the articulated need 
is expressed as a System Requirement representing the instigating element in MC (Figure 
6-13, top). 

   

Figure 6-13 Tracing in the FDO Execution Model 
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ial 
relationship exists, but is irrelevant and can be ignored for this application context. 

244. In 
this case the matrix is transposed (MD

T), hence, Tracing must be performed by screening the 
columns (Figure 6-13 245 failing to fulfill 

identification of Change Enablers and Transi-
tions or other Objects (change propagation) is not considered further. 

Back-Tracing is demonstrated by identifying upstream elements of the instigating element, 
 by going against causality (Figure 6-14, top). 

 

Figure 6-14 Back-Tracing in the FDO Execution Model 

In this case column 2 is screened for an unarticulated upstream System Requirements that could 

other System Requirement. 

Based -domain Back-Tracing can be 
performed (Figure 6-14, bottom). MB

T, a transposed matrix, requires the screening of the row 

                                                 
244 The instigating element System Requir  could also  directly, which, however, is not 
further pursued as this must be represented in MD matrix M3. However, in the example of Figure 6-12 and Figure 
6-13, only MD matrix M7 is followed. 

245 Confirmation of relation by x  Enabler-  (section 6.1). 
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in order to go against causality. In this case the governing 
Change Driver. The identification of further Change Drivers in MA (intra-domain) is not con-
sidered further. Table 6-1 summarizes the main aspects on Tracing and Back-Tracing in the 
FDO Execution Model. It concludes with an example by using actual elements and relations 
from the database. 

Table 6-1 Main aspects for performing Tracing and Back-Tracing in FDO Execution Model (similar to 
CARATHANASSIS [2015, pp. 78 79]) 

 

Although tracing techniques in the FDO Execution Model are highlighted in this section by 
focusing on stage I, the s , they also apply to stage II, the 

 in matrices MF and MG. However, as shown in 
Figure 6-11, for stage II only forward oriented Tracing is of relevancy. 

Tracing, in general, leads to the identification of Change Objects, which in turn, should lead to 
the definition of suitable Flexible Design Concepts. However, already during the selection of 
elements and, finally, when deriving high-performing Flexible Design Solutions that are to be 
embedded into the reference design, an assessment must be performed that is the basis for 
decision-making. 

6.4 FDO assessment and decision-making 
The assessment and decision-making is considered twofold in the FDO Methodology being 
presented in the following sections: On the one hand, it is already addressed when running 
through stage I and II in the FDO Execution Model as potential relations might not be applicable 
or relevant in the particular project context, hence, do not require further consideration (section 
6.4.1). On the other hand, the assessment and decision-making relates to the already specified 
Flexible Design Concepts (stage III) which are exported to a separate report based on the 
selections in the FDO Execution Model and based on which the Flexible Design Solutions are 
deduced (section 6.4.2). 

Tracing Back-Tracing
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direction
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Column-wise in transposed matrices
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Identification of preceding elements affecting the 
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Key question Which relevant elements affect other elements?
(active form of question)

By which elements are the relevant elements affected?
(passive form of question)

Example Surveillance ?
(Intra-domain Tracing in DSM matrix MC)
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6.4.1 Continuous assessment and decision-making in stage I and II 
During the selection process of Change Objects and Flexible Design Concepts, pre-defined 
relations have to be confirmed or rejected depending on their applicability and relevancy. 
Figure 6-15 demonstrates the criteria and the project context categories that are relevant for 
decision-making. 

 

Figure 6-15 Change risk factors and project context categories for FDO Execution Model 

Change risk and factors 

The identification of Change Objects (stage I) depends on certain criteria which already have 
been highlighted by various authors (e.g. SUH ET AL. [2007], BARTOLOMEI [2007], HU & 
CARDIN [2015]) and were introduced in section 3.2.1. They concern both the probability and 
(switching) cost of changes. The values of those criteria are set based on the information that is 
provided by the specific project of concern (e.g. specific uncertainties, system architecture, 
project boundary conditions) and, hence, must be determined when running the FDO Execution 
Model. Based on the example of Figure 6-8, a subgraph of an initial scenario is created (Figure 
6-16) to demonstrate the identification when Tracing246 the model. Hereby, the potential 
relations are confirmed node by node independently of the associated domain. 

Through Tracing in MA the potential relations between Change Drivers are checked by 
considering their probability of occurrence (PCD). As shown in Figure 6-16, the probability of 
the instigating element (PCD_a=0.5), i.e. the presumed root cause for the initial or supplementary 
scenario to occur, is put on the element itself. The other probabilities within MA concern the 

                                                 
246 Back-Tracing works the same way in the opposite direction. 
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relations between Change Drivers represented by PCD_ab. In this case the relation is always true 
 occurs and, hence, the probability of PCD_ab equals 1. 

Next, the relevancy of System Requirements is investigated in MB and MC. As Change Driver 
elated to 

5.3.1). The probability of impact of this Change Driver on System Requirements in MB deter-
mines if this System Requirement is considered further based on the addressed scenario. As 
Figure 6-16 shows, System Requirement 1  is affected with the probability of 0.6 (PSR_b1), 
hence, is considered further. In this example, the indirectly affected 
is also considered further with a PSR_12 of 0.7. 

 

Figure 6-16 Subgraph as example for decision-making when Tracing FDO Execution Model 

In MD Change Objects are identified based on the underlying System Requirements. The 
probability coincides with the probability of the Change Trigger occurring, i.e. when design 
margins of Objects do not suffice and, hence, Objects will require change (section 4.2.1). The 
same applies to ME where the reasons for change, however, lie system internally due to change 
propagation (e.g. Object B affecting Object C). The high values of PCO_1A, PCO_1B and PCO_BC 
indicate that it is quite likely that the Objects require change. In contrast, the probability of 
System Requirement 2  on Object D (PCO_2D) is rather low. 

Besides the addressed probability of change that was sufficient to identify relevant Change 
Drivers in MA or System Requirements in MB or MC, the transition cost of Objects (TCCO) 
(introduced in section 3.3) must also be considered when addressing the risk of change in MD 
and ME. They -makers may not want to pay more in the 
initial design phase to enable flexibility if the system with standard design components can 
change easily in the future  [HU & CARDIN 2015]. In that regard, as defined by HU & CARDIN 
[2015]  the choice between 
keeping a fixed, rigid design or, alternatively, embedding changeability by either flexible or 
robust design (section 3.2.1). nt and decision-making in the FDO 
Execution Model leads to differences to the suggested risk susceptibility by HU & CARDIN 
[2015]: On the one hand, any upstream probabilities and, hence, the calculation of a posterior 
probability  of the Object of concern is not considered as those upstream probabilities have 
been already accounted for before when leading to the consideration of this Object. On the other 
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hand, the selection of the Object of concern does not consider the downstream risk and, hence 
RGenerated, as this would require anticipating the effects of change propagation across various 
nodes that are still to be addressed when running the methodology. Consequently, only the 
incoming change RReceived of the Object of concern is targeted that is sufficient and accounts for 
the probability of change and the transition cost247: 

       (6-1) 

For Object A eplacement , the following risk is determined: 

     (6-2) 

The same calculation can be made for Object B, C and D. Based on customer preferences and 
acceptability thresholds, due to its low value Object D can be rejected, thus, is not considered 
to be a Change Object. In contrast, Objects A, B and C are considered to be Change Objects 
and, thus, are also considered further during stage II of FDO identification. 

As the transition costs TCCO depend on the actual Transition that is to be performed and 
 and the high TCCO may never apply in the future and, 

hence, overestimate the need for fle usually 
entails much lower transition costs in comparison and a rigid design may still be sufficient to 
cope with such a change in the future. The differentiation of Transitions when estimating transi-
tion costs, however, can only be done when running the Transition-driven approach as Change 
Objects and Transitions are selected simultaneously here. In contrast, when running the 
Enabler-driven approach, Transitions are selected independently after Change Objects are al-
ready selected. In this case the TCCO must account for the worst-case change, i.e. when the 
entire Object is to be replaced. 

Additionally, as more than one initial or complementary scenario might contribute to the overall 
core scenario, Change Drivers, System Requirements and Change Objects may be affected 
multiple times which has an amplifying effect on the relevancy of those elements as the total 
probability of impact and change is increased. Practically, this implies that elements that were 
rejected in previous runs of the FDO Execution Model, may suddenly become relevant as the 
total probability has significantly increased. 

Due to the node by node  assessment and decision-making based on the individual project 
conditions, the large number of elements to be assessed and the gradual consideration of 
scenarios, a formal analysis based on pre-determined values would be less feasible and also 
counterproductive compared to accounting for the existing experience of engineers and their 
capability of making sophisticated decisions. Thus, the selection of elements is performed when 
running the methodology by a quick estimation when analyzing product properties  as 
suggested by LINDEMANN [2005, p. 304] by accounting for change risk implicitly. This is 
opposed to the more time consuming approaches introduced in section 3.2.1, that usually base 
their decisions on explicit pre-calculated numbers for specific use cases. 

                                                 
247 The cost of change could also be normalized with respect to the maximum value of each Object which is not 
demonstrated here. 
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The strength of the criteria, its perception and, thus, the implications, strongly depend on the 
boundary conditions of the project. Consequently, the project context categories are discussed 
in the following. 

Project context categories 

The boundary conditions of the project of concern can strongly affect the strength of change 
risk. Generally high change probabilities between elements and high transition costs of Objects 
indicate that they are considered further. However, the perception depends on the decision-
maker as customer preferences and individual acceptability thresholds differ as highlighted by 
ROSS ET AL. [2008]. Consequently, they also represent project-specific boundary conditions that 
must be considered node by node for decision-making. 

Those three project context categories are elaborated further: 
 Situational & environmental context: There are situational and environmental reasons why 

relations may not exist or differ in strength. For instance, despite the potential relation that 
or only very unlikely cause severe nges 

as customers may only aim for certain operating areas which have minor 
water depth changes in their location surrounding. 

 Technical system context: The relevancy of potential relations depends on the system 
architecture of the initial reference design. Potential physical changes that are generally 
relevant, may not be applicable to the specific system of concern. For instance, a Drillers 
Control Cabin (DCC) of the selected reference design in the methodology may not be 
integrated or have interfaces to the Derrick structure and, hence, a future extension would 
not affect that structure physically. 

 Customer preference & acceptability threshold: Despite a valid situational & environmental 
context and technical context of the potential relations, customer preferences vary and lead 
to different acceptability thresholds. For instance, Object D of Figure 6-16 may be 
considered further by other decision-makers if acceptability thresholds were lower. Addi-
tionally, the weighting of the two risk factors may vary, where, for instance, decision-
makers prioritize the probability of change over the transition cost of the Object. As the 
following shows, preferences and acceptability thresholds must also be considered for stage 
II of the FDO Execution Model when Transitions and Change Enablers are determined. 

The applicable boundary conditions vary with each matrix (Figure 6-15). Outermost boxes 
represent primary accounted project contexts, whereas secondary ones apply when going 
inwards. 

Whereas situational & environmental context dependent boundary conditions apply to MA only, 
technical system context dependent boundary conditions become relevant with the physical 
consideration of FDOs addressing matrices MD and further. In particular, in MD technical 
system context is relevant when physical impacts exist due to movements as explained in 
section 5.1 -

. Here the impact depends on the project-specific reference design. The technical 
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system context is also relevant for ME as change propagation also varies depending on the 
reference design. 

In matrix MF customer preferences are considered to be primary boundary conditions as 
technical system context dependencies are explicitly covered by matrix MG which can only be 
checked ones a preferred Change Enabler is selected in MF

confirmed as a preferred Change Enabler of a customer in MF, they might still be subject to 
system constraints (e.g. space above lifting point) which are handled separately in MG. Prere-
quisite Change Enablers in MG cannot be rejected as they always represent indispensable 
relations if required within technical system context. Only if the relations in MG are fulfilled in 
the reference design (e.g. sufficient space above lifting point) the initially selected Change 
Enabler in MF (lifting lugs) is also applicable. This implies iteration(s) between MF and MG to 
facilitate a selection. Both MH and MI still depend primarily on the technical system context as 
project-specific constraints may exist. 

The next section deals with the intermediate and final assessment of Flexible Design Concepts 
(section 4.2.1) to generate Flexible Design Solutions represented by stage III in the FDO 
Methodology. 

6.4.2 Assessment and decision-making in stage III 

FDO EM Report Structure 

The selections performed in the FDO Execution Model are not suited for post-assessment and 
decision-making on the generated Flexible Design Concepts as information is neither 
condensed nor comparable in that format. In order to get the results into a suitable form, all 
confirmed selections are transferred to a table, the FDO EM Report, which is shown in Table 
6-2248. The report highlights both the key features of the Flexible Design Concept and the 
applicable change sources. The first two stages are displayed in reverse order as the focus lies 
on rating Flexible Design Concepts where change sources only provide the context for those 
concepts. Hence, the FDO EM Report facilitates decision-making especially by providing 
transparency and ability to trace back previous selections249 realizing especially FDO 
requirement R14. Each row represents a specific Flexible Design Concept based on a unique 
combination250 of Change Object, Transition and Change Enabler. They are organized 
according to their domains and subdivided according to the matrices of selection. 

The first part defines the Object by highlighting the class the Change Object belongs to 
implying the same Change Enablers and Transitions for the constituents of that class (section 
7.2.1). This reference helps to systematize the table according to Objects with similar proper-

                                                 
248 Table 6-2 

8.1.4. 

249 This is especially relevant when FDO selections and assessment are performed by diverse people.  

250 Identical Flexible Design Concepts with different change sources must only be considered once for assessment 
and decision-making. 
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ties. The Change Object represents the Object that is affected and is to be enabled. As the 
Change Objects originate from one of the MD or ME matrices, additional IDs are provided for 
better transparency (e.g. M7 for MD). Change Objects derived from change propagations of 
higher degrees (nth) in ME are visualized by separate columns251. The Transition is followed by 
a specification of the Change Enabler. Columns related to MF show the desired Change Enabler 
whereas MG related columns show all Prerequisite Change Enablers that have to be in place252. 

Table 6-2 FDO EM Report with Flexible Design Concept example 

 

System Requirements that are directly affected by Change Drivers refer to MB. As Change 
Objects might originate from indirectly affected System Requirements, first and higher order 
(nth) elements are depicted in MC. The last column shows the Change Driver domain with the 
decisive Change Driver253 that directly affects the System Requirement domain. 

As highlighted in Table 6-2, unique Change Object-Transition-Change Enabler combinations, 
represent a Flexible Design Concept . It must be assessed individually as each Change Object 
can be subject to different suitable Transitions and Change Enablers (section 3.3). Conse-
quently, the initial table usually consists of various Flexible Design Concepts for each Change 
Object. However, after the assessment and decision-making, each Change Object should only 
have identical Transitions and best performing Change Enablers. As illustrated in section 6.1, 
a Change Object may need to be split into different instances, i.e. own rows, if a homogenization 

                                                 
251 Note that in Table 6-2, Change Object nth only represents a placeholder for the suitable number of columns.  

252 Prerequisite Change Enablers of higher degrees (nth) are not emphasized in this work. 

253 Showing higher order Change Drivers (towards root cause) are not considered to be advantageous with regards 
to transparency. 
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of Transitions cannot be attained without splitting254. Irrelevant Flexible Design Concepts are 
removed by striking each row255. 

The final solution for each Change Object might be a combination 
of various Flexible Design Concepts (rows) with different best performing Change Enablers. 
Flexible Design Concepts should be consistent amongst each other being ensured by applying 
the introduced in section 7.5. 

The process of assessment and decision-making is elaborated on in the following. 

Process of assessment and decision-making 

The Flexible Design Concepts that are assessed and require decision-making are not yet 
physical in nature opposed to the subsequent phase of embodiment design256 and, thus, subject 
to uncertainty during assessment. Additionally, the high number of Flexible Design Concepts 
makes a thorough quantitative assessment less feasible. 

Consequently, a stage-based qualitative assessment is preferred (Figure 6-17) that supports the 
gradual containment of solutions especially under the boundary conditions presented in section 
1.3.2. The process applies to both the intermediate and final assessment of Flexible Design 
Concepts. 

 

Figure 6-17 Assessment and decision-making process 

The pre-step (step 0) accounts for possible knowledge by domain experts who can easily discard 
Flexible Design Concepts that should not be pursued further. This reduction can be subdivided 
into: 

                                                 
254 The split must be performed in the FDO Execution Model itself ending up in at least another row in the FDO 
EM Report.  

255 As for the documentation of requirements lists [LINDEMANN 2005, pp. 108 113], for documenting the decision-
making less suitable Flexible Design Concepts are not deleted. 

256 rinciple solution or concept 
of a technical product, the design is developed in accordance with technical and economic criteria and in the light 

[PAHL ET AL. 
2007, p. 227]. 
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 Reduction of Transitions: The number of Flexible Design Concepts can be reduced by 
homogenizing Transitions257 (section 4.2.1). 

 Reduction of Change Enablers: The number of Flexible Design Concepts can be reduced 
by identifying least performing Change Enablers which are then discarded. 

In step 1 an absolute assessment of the remaining Flexible Design Concepts is performed based 
on criteria related to technical risk and the perspective of a System Supplier. Especially based 
on informal interviews, case-based interviews and their evaluations, the following criteria were 
derived: 

 Technology Readiness Level  describing the state of the art of a given technology 
and providing a baseline from which maturity is gauged and advancement defined [NASA 
2007, pp. 296 298]. TRLs are defined on a scale from 1 (basic principles) to 9, with latter 
reflecting the most mature and already fielded technology. The threshold for discarding 
Flexible Design Concepts is set individually. 

 Feasibility of incorporation in project  concerns the successful delivery of the pursued 
flexible design under the boundary conditions of the project, especially acknowledging its 
time and economic constraints. For instance, Flexible Design Concepts with lower TRLs 
might still be acceptable in projects with extended feasibility periods such as in system 
development projects that are Operator-  (section 1.1.2). 

 Fulfillment of applicable rerequisite Change Enablers , i.e. those Change Enablers that 
are not explicitly selected (MG) but are required for the selected ones in MF. As discussed 
in the previous section, they may not be applicable in the technical system context of 
concern and be ignored. If they must but cannot be met, however, the selected Change 
Enablers in MF must also be excluded from the beginning. 

 Fulfillment of Must Change Enablers  which are prerequisites for the exercise of specific 
Transitions in the first place258. Whereas Prerequisite Change Enablers are required to allow 
using the originally defined Change Enablers selected in MF, Must Change Enablers allow 
the defined Transitions to be performed in the first place. Hence, under those circumstances 
and in contrast to the three above criteria, Must Change Enablers are most prioritized and 
bypass further assessments (step 2 and 3). 

In step 2 a relative assessment is performed comparing the performance of the remaining 
Flexible Design Concepts of each Change Object amongst each other by using the Baseline 
Object as a reference. 

FRICKE & SCHULZ [2005] emphasize the trade-off to be made between the cost of changeability 
with higher design and manufacturing efforts due to incorporating changeability and the cost 

                                                 
257 If Transitions can already be reduced to one type by experts, the intermediate assessment can stop as its primary 
objective is the homogenization of Transitions or split-up of Change Objects if required. The Flexible Design 
Concepts of those Objects would then undergo a final assessment. 

258 SCHLATHER [2015, p. 131] resumes that certain Change Enablers cannot be renounced (e.g. provide space 
around Objects) as they would hinder exercising a desir dding" a new Object). 
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of changing a system architecture imposed by higher effort to change the system architecture 
across the lifecycle due to not incorporating changeability. GREDEN [2005, pp. 71 74] 

Similarly, ROSS ET AL. [2008] display this trade- -

systems to identify those at highest utility at a given cost or those of lowest cost at a given 
utility. In line with HILDEBRAND ET AL. [2005, p. 51], the scope of adequate design259 must be 
determined based on balancing the additional efforts (upfront effort) against the benefits of less 
efforts (upgrade efforts) and potential operational disturbances of such changes (operational 
effort & losses). Based on a prior differentiation of flexibility related costs by ALLAVERDI ET 
AL. [2014] and the performed interviews and evaluations, the following governing performance 
criteria of the three superordinate categories could be derived for the assessment in step 2 
(Figure 6-18). 

 

Figure 6-18 Performance criteria for assessment of Flexible Design Concepts in step 2 

Each performance category consists of: 
 Upgrade effort: This category refers to the  of an upgrade and targets the 

benefits from incorporating flexibility. Savings can be attributed to less physical effort 
related to reductions in capital e.g. required material, required machines. It also consists of 
reductions in time-related effort by spending less time or manpower on changes. Especially 
a subsequent reduction of opportunity costs260, which represent implicit costs due to lost 
opportunities during the period of changes, can also be decreased when reducing the time 
spent. They can be a highly governing factor as shown in section 1.2.2. 

                                                 
259 Although the focus of HILDEBRAND ET AL. [2005, p. 51] in particular, it is equally 
relevant for all Transitions. 

260 Opportunity costs refer to the lost benefit due to not selecting the best rated alternative of all available course 
of actions [THOMMEN & ACHLEITNER 1998, p. 134]. 

Initial costs One-time costs

Operational costs Maintenance costs Availability losses Performance losses Quality losses

Physical effort Time-related effort Opportunity costs Upfront effort

Upgrade effort

Operational effort & losses

FDO total effort & deficits

Performance criteria

Overall Equipment 
EffectivenessOperating expense
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 Upfront effort: Usually incorporating flexibility leads to an increase in upfront effort 
[FRICKE & SCHULZ 2005]. One contribution is the increased initial costs due to higher 
design and manufacturing efforts. However, it may also include implicit opportunity costs 
such as by attributing additional space for future changes that cannot be used otherwise or 
only sub-optimally. Next to that upgrade efforts also imply higher one-time costs related to 
delivery time, transportation, integration and installation of the drilling system, com-
missioning, personnel and staff training, certification, etc. 

In contrast to upgrade and upfront efforts, the category Operational effort & losses  
emphasizes changes in performance during operation. Although in this case neither a positive 
nor negative impact can be predefined across the board, flexible design may lead to significant 
performance changes that require a consideration. 
 Operating expense: The embedment of flexible design may affect operational costs (energy, 

supply, disposal, wages for operating staff, recertification costs, etc.) or maintenance costs 
(service, inspection, repair, etc.). 

 Overall Equipment Effectiveness (OEE): Despite the above operating expenses, significant 
changes might also be attributed to runtime losses during operations such as defined by 
OEE [HANSEN 2002]. Three types of losses contribute to OEE. This includes the consi-
deration of availability losses  which in this context of application are mainly related to 
the time of equipment setup and adjustment or equipment failure and breakdown. Perfor-
mance losses  relate to idling and minor stop losses (e.g. due to disturbance of handshakes 
between machines) or reduced speed losses. Quality losses  might relate to newly 
introduced or avoidance of defects, damage of equipment or tangibles. It may also include 
changes in safety hazards and HSE compliance on the rig. 

As already highlighted in section 6.4.1 and ROSS ET AL. [2008], each customer or decision-
maker will have an individual acceptability threshold261 for time and money spent for enacting 
change. Hence, as preferences strongly vary amongst customers and the methodology shall 
account for customer-dependent decision-making on solutions (R 9) also during intermediate 
and final assessment, performance criteria are weighted. A progressive weighting (1,3,9) is 
suggested, which in contrast to a linear weighting, implies a disproportional increase compared 
to its importance; thereby, alternatives that seem to be comparable at first sight can be better 
differentiated [LINDEMANN 2005, p. 184]. The rating itself is performed - +3  
differentiating 7 different stages of relative performance262. The dependency between rating 
and performance can be represented as a function (utility function) which accounts for the 
subjectivity of the rating and marks a reference point for the assessment [LINDEMANN 2005, p. 
186]. Those utility functions may be straight proportional, progressive or regressive. 

                                                 
261 Filtered outdegree , in that context, reflects the number of alternatives that are available for the particular 
decision-maker. 

262 The evaluative case study by SCHLATHER [2015, pp. 108 131] indicated that a differentiation of seven rating 
stages is suitable. 
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Figure 6-19 exemplifies an assessment of a Flexible Design Concept for the performance 
category and normalized -

rigid Baseline Object. It is assigned to the performance profile in Figure 
6-19 together with the separately rated two other performance categories of that Flexible Design 
Concept (calculation not visualized). -
rable,  

As shown by HU & CARDIN [2015], a ranking can be a meaningful way to improve the expected 
lifecycle performance of the system under uncertainty. Hence, if different Flexible Design 
Concepts exist, each of them would usually have a different profile, performance rating and, 
based on that, also ranking compared to other Flexible Design Concepts. The underlying 
performance rating is derived by adding up the performance ratings of each performance cate-
gory (e.g. upgrade effort) for each Flexible Design Concept (Figure 6-19). Although the 
performance ranking supports decision-making, a comparison of the performance profiles of 
different Flexible Design Concepts should also be considered before decision-making. Intui-
tively, the performance categories that are assigned more to the left of the profile, indicating 
lower efforts and losses, are more favorable than the ones attributed to the right. Hence, as can 
be seen both from the performance rating and performance profile in the example of Figure 
6-19, the benefits of the Flexible Design Concept outperform the rigid peer which makes it 
preferable. 

 

Figure 6-19 Assessment of a Flexible Design Concept by rating and performance profile 

As SUH ET AL. [2007] constitute with a higher frequency of changes occurring and use of a 
particular flexibility, the value of that flexibility strongly increases as switching or transition 
costs of rigid designs are frequently undershot. Thus, besides the performance rating and pro-
files of Flexible Design Concepts, it must also be accounted for that Change Enablers vary in 
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their usage frequency across the lifecycle (step 3) which indirectly affects its performance when 
considering two main types of changes: 
 Frequency of upgrades across lifecycle 
 Frequency of maintenance, repair and overhaul activities263 across lifecycle 

In addition to considering the usage frequency of the addressed Change Object and Transition, 
the total amount also includes usage by other Objects and different purposes264. An increased 
frequency of Change Enabler usage positively affects the performance category 

across the lifecycle. Depending on which activity is facilitated (e.g. upgrade vs. repair) 
the positive impact varies. The consideration of usage frequency is not explicitly accounted for 
during the rating of the Flexible Design Concept (step 2) and not visualized in the performance 
profile. Nevertheless, it allows reconsidering the rating and, finally, ranking of the Flexible 
Design Concepts and, thereby, supports decision-making. 

Based on the assessment and a comparison of Flexible Design Concepts, underperforming ones 
are removed. As highlighted in section 3.3.2, however, a combination of multiple flexibilities 

improves the overall performance. Hence, if desired by the custo-
mer and if consistent amongst each other (section 7.5), multiple high-performing Flexible 
Design Concepts of the same Object are integrated to one solution. The assessment and 
decision-making is repeated for Flexible Design Concepts of other Change Objects. All Flexible 
Design Solutions can then be implemented into the initial reference design. As highlighted in 
section 4.2.1, in case of insufficient Flexible Design Solutions a reselection of Baseline Objects 
can be performed which restarts the process of FDO identification. 

The presented FDO Methodology supports the identification of Flexible Design Solutions. 
However, without additional support, it would insufficiently fulfill important FDO require-
ments which, in turn, would challenge the practical application of the methodology. Conse-
quently, FDO Facilitators are introduced which represent complementary methods that should 
be integrated into the methodology to meet those requirements. 

                                                 
263 As shown in section 2.3, maintenance, repair and overhaul activities are not targeted with the FDO 
Methodology. However, various Change Enablers meant for upgrades can also support those activities. Neglecting 
those benefits could falsify the overall value of Flexible Design Concepts. 

264 Although often the only beneficiary is the addressed Change Object, sometimes Changes Enablers can support 
other types of Objects and rig changes that were not explicitly targeted initially. 





 

 

7.  

The build-up and maintenance of the FDO Data Model as well as the running of the FDO 
Execution Model have a high complexity and cause significant effort. In order to better meet 
the FDO requirements, FDO Facilitators are introduced which facilitate the FDO Metho-
dology in different phases (Figure 7-1). 

 

Figure 7-1 FDO Facilitators for different phases of the FDO Methodology 

The initial phase, the FDO Data Model build-up,  
(section 7.1) in order to prioritize Objects that should be targeted in the case-based interviews 
(section 5.2.1). Those Objects are assigned to Object classes (section 7.2) that ease the building 
of the FDO Data Model. Latter also support the long-term maintenance of the model after it 
has been built. 

The exercise of the FDO Execution Model is supported by various means in the three 
consecutive stages of the FDO Methodology: the identification of Change Objects, the gene-
ration of Flexible Design Concepts and the determination of Flexible Design Solutions that are 
integrated into the reference design. First, the identification of Change Objects is supported by 
the Upgrade Risk Portfolio  which besides building the FDO Data Model also helps 
identifying the relevant Baseline Objects when running the FDO Methodology. The generation 
of Flexible Design Concepts in the FDO Execution Model is supported by pre-defined 
constraints amongst selections (section 7.3). This stage is also supported by a Change Enabler 
Value-Effort Portfolio (section 7.4) that visualizes the cost-benefit of Change Enablers and the 
Change Enabler Consistency Matrix (section 7.5) that supports the identification of non-
redundant and feasible solutions. Although the two latter methods mainly refer to stage III, they 
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can already support decision-making when running the FDO Execution Model and, hence, 
reduce efforts beforehand. 

Besides the FDO Selection Constraints, which belong directly to the FDO Execution Model 
and have only been built up exemplarily, all other FDO Facilitators265were built up and verified 
for the product portfolio under investigation to have usable results while demonstrating its 
applicability. 

7.1 Upgrade Risk Portfolio 
The Upgrade Risk Portfolio contributes to limiting the considered Objects when building up 
the FDO Data Model. It helps setting priorities which Objects to pursue first when running 
interviews for data elicitation. As performed during the semi-structured interviews, most criti-
cal Objects are addressed first followed by less critical ones. In combination with the generation 
of Object classes (section 7.2), this allows an efficient and effective build-up of the FDO Data 
Model. Next to that, the FDO Data Model consists of various Objects that could potentially be 
imported into the FDO Execution Model. Importing all Objects would strongly increase the 
complexity and effort of identifying Change Objects as more Objects must be screened for and, 
most likely, less relevant Flexible Design Solutions would be generated in the end. Thus, the 
Upgrade Risk Portfolio enables the decision-maker to address only the most critical Baseline 
Objects (step 2 in FDO Procedural Model) from the beginning. 

Objects have a diverse risk for being upgraded, highlighted already by the introduced 
266 that are divided into probability of change and transition costs (section 6.4.1). As 

observed during the project-independent risk assessment of Objects before running the case-
based semi-structured interviews (section 5.2.1), several of those Objects have a very low risk, 
hardly ever being considered as Change Objects when imported into the FDO Execution Model. 
The Upgrade Risk Portfolio allows the being 
imported and used in the FDO Execution Model. By limiting considered Objects to only the 
most relevant ones, this method limits complexity and establishes focus on most relevant 
Objects. As highlighted in section 4.2.1, for the risk assessment only drilling equipment related 
Objects are accounted for as bulk items are always imported into the FDO Execution Model. 
Those Objects are considered on subsystem level III (section 5.3.3) and represent product 
families as the case-based semi-structured interviews confirmed that a differentiation of vari-
ants is not necessary, i.e. does not change the position in the Upgrade Risk Portfolio. 

                                                 
265 The established Change Enabler Consistency Matrix and the relations between Change Enablers could only be 
verified exemplarily. 

266 The change risk of the Object during the node by node assessment (section 6.4.1) and the project independent 
Upgrade Risk Portfolio . During the node by node assessment 

the probability of change is done individually for each project, scenario and upstream node. Additionally, the node 
by node assessment does neither account for downstream change propagation nor the impact due to time losses 
during those changes / upgrades as both would require a more systemic consideration beyond the addressed node. 
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The Upgrade Risk Portfolio shares the attributes of a common risk portfolio dividing risk into 
the two categ  which both address average values in line with 
the risk management theory and change prediction method by CLARKSON & ECKERT [2005]. 

 average probability of Objects to be changed repre-
sented by the approximate frequency of yearly physical upgrades [ALLAVERDI ET AL. 2015]. It 
also accounts for yearly upgrade inquiries of customers that have not been performed and were 
withdrawn for various reasons. 

The i s the average direct cost impact on Change Objects when 
changed (transition cost) but also the induced cost impact by change propagation of downstream 
Objects and the impact of rig downtime267 when changes of the Change Object have to be per-
formed. 

The assessment for building the Upgrade Risk Portfolio was purely based on an average of 
typical projects and interviewee  experience. Only medium and larger scale upgrades above a 
critical monetary value were accounted for to highlight the most relevant Objects and cases for 
embedding flexibility. 
propagat  was acquired separately for each Object to be calculated to an overall average 
value in the end. The individual ratings  
run on a scale that goes from 1 to 10. 

Figure 7-2 is a schematic and exemplary visualization268 of the Upgrade Risk Portfolio. It 
depicts sample Objects with varying likelihood and impact. The hyperbola represents lines of 
equal risk. The visualized line of critical risk separates Objects that are imported as Baseline 
Objects into the FDO Execution Model from those that are not imported due to a low upgrade 
risk. The line is set individually when running the FDO Methodology due to varying boundary 
conditions (e.g. time constraints) and acceptability thresholds of customers / decision-makers. 
As highlighted in section 4.2, this filter may be reduced if solutions remain unsatisfactory 

 in FDO Procedural Model). This should result in Flexible Design Solutions of 
less critical Change Objects but with higher lifecycle performance compared to Baseline 
Objects. 

                                                 
267 Rig downtime refers to losses where the rigs are unable to operate which strongly affects Operator and 
especially Drilling Contractor. 

268 The actual Upgrade Risk Portfolio cannot be put into the appendix due to reasons of confidentiality. 
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Figure 7-2 Upgrade Risk Portfolio 

As highlighted by KOH ET AL. [2013] for the 
system components more changeable so as to improve the overall changeability of the system . 
Whereas the impact can be reduced by flexible design measures, the likelihood of change can 
be reduced by embedding robust measures which are only regarded complementary to the 
targeted flexible measures in the FDO Methodology as described in section 2.4.4. 

Together with the Upgrade Risk Portfolio, the Object classes are relevant to ease the build-up 
of the FDO Data Model. They are introduced in the following. 

7.2 Object classes 
In section 7.2.1 the underlying criteria and the results on Object classes are presented. They 
build strongly on the work and results of SCHLATHER [2015]. This is followed by section 7.2.2 
where those Object classes are applied and their value is demonstrated. 

7.2.1 Generating Object classes 
Section 5.2.2 highlighted the reasons for a densely populated FDO Data Model that targets the 
stage of concept generation. Attaining suitable combinations of Change Objects and Change 
Enablers (MF) or Transitions (MH), respectively, can be done individually for single Change 
Objects or, more efficiently, by transferring knowledge of known suitable combinations to other 
Objects. As shown at the beginning of chapter 7, thereby the build-up (R22) and maintenance 
of the FDO Data Model (R23) can be supported. 

The basis for building those Object classes builds upon two assumptions: 
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 Different types of Objects require different Change Enablers / Transitions269 
 Objects that share certain properties require alike Change Enablers / Transitions 

Consequently, Object classes target building groups of Objects which can be enabled equally 
(MF) or require the same Transitions (MH). In that context, SCHLATHER [2015, pp. 70 77] 
focuses on understanding the relations between Change Objects and Change Enablers. On the 
one hand, the analysis focuses on the data from the case-based interviews (section 5.2.1) by 
focusing on the identified Change Enablers of Change Objects, contextual information for 
better understanding (e.g. upgrade process) and Object-specific product information (e.g. 
technical drawings). On the other hand, the analysis bases upon literature to identify the criteria 
behind a suitability of Change Enablers to certain Change Objects. This included accounting 
for product properties on different hierarchical levels (functional, working principle, physical 
level) as suggested by PONN & LINDEMANN [2011] and the 
technical systems  introduced by HUBKA [1984, pp. 82 96]. Based on the data and the criteria 
from literature, SCHLATHER [2015, p. 75] synthetized a limited set of Object properties270 upon 
which Object classes with akin properties were then generated. In line with LINDEMANN [2005, 
p. 160], those Object properties are made up of two property constituents271, namely an 

272. The Object properties, including attributes and 
exemplary characteristics from the data, are shown in the following: 
 Function, e.g. rotate, apply torque, drill 
 Type of operand, e.g. tubular 
 Main assemblies, e.g. swivel, gearbox, motor 
 Powering principle, e.g. hydraulic, pneumatic, passive 
 Geometry, e.g. block, barrel 
 Degree of complexity, e.g. high 
 Size, e.g. big 
 Weight, e.g. heavy 
 Structural arrangement273 

                                                 
269 Building Object classes with identical Transitions was not targeted from the beginning and resulted from the 
data of the case-based interviews and the subsequent evaluation. 

270 Properties that change due to boundary conditions (e.g. position) were not considered as they represented an 
unstable set of criteria that allows Objects to switch between Object classes. 

271 As highlighted by BIRKHOFER & WAELDELE [2008]  and its 

have different meanings across literature. 

272 LINDEMANN [2005, p. 160]   -
gungen ). 

273 Added to the existing set of properties after the verification of the generated Object classes as an important 
Object property was missing. 
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Similar to the introduced utility functions in section 6.4.2
were assigned to quantitative values (e.g. small size equals 1m3) to reduce subjectivity. Whereas 
some attributes of Objects can have various characteristics (e.g. property of 

 Object 
properties are always unique for a Change Object274, i.e. Object attributes can only be assigned 
to a single characteristic. A non-redundant and unambiguous terminology of characteristics was 
established excluding alternative expressions such as 
to allow a clear and unique assignment of Objects to Object classes. In order to avoid too many 
Object classes while still ensuring a suitable assignment of Change Enablers to Change Objects, 
a minimum correspondence275 of properties across Objects (e.g. corresponding in same func-
tion, operand, size, etc.) had to be in place. Based on the commonalities across Objects (e.g. 
Object Drillers Control Cabin Local Instrument Room elicited data on suitable 
Change Enablers for certain Change Objects from the case-based interviews, new Objects that 
were not yet addressed could now be assigned to the generated Object classes (e.g. Object class 

etc.). Table 7-1 illustrates the Object class 
SCHLATHER [2015] with a full correspondence of properties across 

Objects. 

Table 7-1 SCHLATHER [2015] 

 

Based on the case-based interviews and the technical documentation the applicability of Object 
classes could also be demonstrated for Transitions (MH) as shown by SCHLATHER [2015, pp. 
81 82]. The suitability of the generated Object classes together with the newly assigned Objects 
were verified regarding Change Enablers and Transitions. Based on this verification the suit-
ability of Object classes and the assigned Objects could mostly be confirmed. Exceptions were 
handled by individual markings, splitting of Objects and Object classes or adding the attribute 

that was missing initially [SCHLATHER 2015, pp. 89 96]. Table 7-2 
illustrates Objects, Change Enablers 
and Transitions. 

                                                 
274 Single assignments apply to the attributes  and . 

275 A correspondence of at least five out the eight Object properties was targeted to fit into an Object class. 

Drillers Control Cabin Local Instrument Room Local Electrical Room Other Drilling System Containers
Function Protect, Surround Protect, Surround Protect, Surround Protect, Surround

Type of operand People, Equipment People, Equipment People, Equipment People, Equipment
Main assemblies Walls, Ceiling, Floor Walls, Ceiling, Floor Walls, Ceiling, Floor Walls, Ceiling, Floor

Powering principle not applicable not applicable not applicable not applicable
Geometry Box Box Box Box

Degree of complexity Medium Medium Medium Medium
Size (range) Medium Medium Medium Medium

Weight (range) Medium Medium Medium Medium

Container
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Table 7-2 
SCHLATHER [2015] 

 

In the end a total of 36 Object classes276 were generated [SCHLATHER 2015, pp. 112 114]. Each 
Object class contains only those Change Enablers that were initially assigned to Objects of that 
class during case-based interviews. However, certain Change Enablers might also be valid for 
other classes that were not explicitly mentioned for Objects of that class. Additionally, some 
Change Enablers may be independent from the properties defined for Object classes, i.e. do not 
fulfill the first assumption . 
Hence, some suggested Change Enablers are generally applicable making them suitable for 
various Object classes. The differentiation277 between those generally applicable and the Ob-
ject-class specific Change Enablers is also considered as one of the contributions of the FDO 
Methodology (section 8.2, C16). 

7.2.2 Applying Object classes 
Object classes primarily target a reduction of efforts related to the building and maintenance of 
the FDO Data Model. However, they also enhance the quality of the data in the FDO Data 
Model. Figure 7-3 summarizes the various contributions of Object classes. Effort related bene-
fits targeting the build-up of the initial FDO Model are marked by E1, E2 and E3. Effort related 
benefits concerning the maintenance of the FDO Data Model relate to E4, E5 and E6. Benefits 
that concern the quality of the results, independently if for build-up or maintenance, are indi-
cated by Q1 and Q2. 

                                                 
276 This excludes a  which is not built based on Object properties  and includes miscellaneous equipment 
lying outside of the System Suppli and/or is very uncritical. 

277 The differentiation between the general and very specific Change Enablers could only be performed for parts 
of the database as highlighted by SCHLATHER [2015, pp. 99 100]. 

Object
class Objects Change Enablers

Transi-
tions

UNI_1: Design with regard to geometry and available space; Change Object
UNI_3: Oversize entry and exit areas spatially for easing removal / installation of Objects; Change Object
UNI_13: Provide space around Object for better accessibility; Room
SCA_4: Provide space around Object for spatial expansion; Room
SCA_5: Design non-load carrying separation walls for easing their changes or removal; Change Object

MOD_3: Aim for differential / modular design for (dis-)assembly and extension / reduction; Change Object

MOD_15: Limit integration of Objects into surrounding structure; Change Object
MOD_16: Integrate Objects into compatible other Objects; -
CON_4: Use bolts instead of welding for Object fixation; Change Object
CON_8: Use bolts instead of welding for Object internal connections; Change Object
CON_14: Design detachable bolted hatch in (room) structure for better accessibility; Change Object
COM_3: Design for standardized replacement parts / sub-assemblies; Change Object
COM_6: Use standardized interfaces between Objects and their modules; Change Object

C
on

ta
in

er
s 1;

3;
4;
7;
8

- Drillers Control 
Cabin

- Local Instrument 
Room

- Local Electrical 
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- Other Drilling 
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As discussed in section 7.2.1, Object classes are both applicable for Change Enablers (MF) and 
Transitions (MH). Consequently, the benefits highlighted in Figure 7-3 are relevant for both 
types of matrices278. 

 

Figure 7-3 Contributions of Object classes 

E1 supports the elicitation of relations by targeting only critical Objects (section 7.1) of a 
specific Object class that have a satisfactory track record in projects and can be acquired at 
more ease (Object B in E1); in this manner, Objects of the same class with hardly any available 
information (Object D in E1) do not have to be elicited explicitly. Instead, as illustrated in E2, 
based on the gained information in E1, the elicited relations of Object B can easily be transferred 
to akin Objects (Object D in E2) that share certain Object properties and, hence, belong to the 
same Object class. During the initial build-up, verifications of assigned relations (E3) can easily 
be performed for the entire Object class (e.g. central removal or adding of relations, removal of 
Objects from class, splitting of class). E1, E2 and E3 highlight the contributions of Object classes 
to generate the densely-populated matrices MF and MH of the FDO Data Model (Figure 5-2). 

The maintenance of Objects can also be performed centrally by adding or removing relations 
to and from the class which automatically affects the relations of individual Objects in that class 
(E4). In the long run, also new elements are likely to be added to the model: New Objects 
(Object E in E5) profit from the already existing Object classes. If Object properties correspond, 
the added Object E can be assigned to the Object class and, thereby, inherit relations from that 

                                                 
278 The only exception is E6 where Object classes contribute to MF only. 
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Object class (E5). This also applies to new Change Enablers being added (E6). However, new 
Change Enablers (Change Enabler V in E6) must first be assigned to suitable Objects (e.g. a 
specific crane (Object B) that would highly benefit from that Change Enabler). Next, the Object 
class of Object B could then adopt that new Change Enabler. As a result, all Objects that belong 
to that class, including also Object D (e.g. another crane) could also be facilitated by Change 
Enabler V in the future279. 

Additionally, the quality of the results is ensured by two contributions of Object classes which 
apply to both the initial build-up and maintenance of the FDO Data Model: First, Object classes 
ensure the consistency of relations across the model as akin Objects inherit relations from the 
centrally stored Object class (Q1), i.e. relations are and remain equal across Objects of the same 
class280. Secondly, a higher density of relations is usually achieved if Change Enablers or Tran-
sitions are elicited for more than one Object of the same class (in Q2 Object D with new relation 
to Change Enabler / Transition I and Object B with new relation to Change Enabler / Transition 
IV). This is due to the fact that interviewees oftentimes miss out on certain Change Enablers or 
Transitions281 when discussing relevant Objects for specific (upgrade project) cases. Hence, 
through elicitations of relations for different Objects in the same class and a subsequent 
aggregation of those relations, the density of MH and MF can be increased282 (Q2). 

Naturally, despite its value, those Object classes do not replace regular plausibility checks and 
verifications as Objects might not be sufficiently akin to the intended class, there may exist 
exceptions for certain relations in that class or the provided data might be disproved by another 
case or person. 

7.3 FDO Selection Constraints 
Flexible Design Concepts of Change Objects can be generated by a large amount of Transition 
and Change Enabler alternatives. The selection of Flexible Design Concepts can be time con-
suming. There are also multiple paths how the identical Object can be affected and enabled 
(section 6.2). Hence, interdependencies within and across matrices of selections may become 
overwhelming to control for the user. 

This motivates the use of constraints within and across matrices summarized in Table 7-3 to 
ensure consistency of results while avoiding redundant and time-consuming efforts during 
selection and assessment of Flexible Design Concepts (stage II and III in FDO Procedural 
Model). By setting constraints the user can focus solely on the selection process without being 
concerned about related prior and subsequent selections. 

As shown in Table 7-3, within and across matrices of MD and ME, constraints are set between 
Transitions which are only relevant for the Transition-driven approach (TD). As announced in 

                                                 
279 Naturally, the newly added Change Enabler might be suitable for various Object classes. 

280 As discussed in section 7.2.1 exceptions exist. 

281 Missing out on Transitions is less likely as only 8 predefined elements exist. 

282 The suitability across Objects in that class must be verified and might require a marking if exceptions exist. 
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section 6.1, the automatic homogenization once a selection is made represents a compromise 
as different reasons for change (System Requirement, Change Object) may actually lead to 
different favorable Transitions. Another relevant constraint in MD concerns the restricted types 
of Transitions that are available when a new System Requirement (capability) is added. Latter 
constraint also applies when the Transition is selected in MF (Enabler-driven approach (ED)). 
Furthermore, within and across matrices MF,  
7.5) can be integrated as constraints to avoid inconsistent Change Enablers selections for the 
identical Change Object. In MG matrices of all identical Flexible Design Concepts, i.e. identical 
combinations of Change Object, Transition, Change Enabler must also have the identical Prere-
quisite Change Enablers283 selected. At last, double allocations of identical Change Enablers 
required in MG should be avoided by constraints prohibiting a redundant selection in MF. This 
avoids performing an assessment for a Flexible Design Concept whose Change Enabler must 
be in place anyway for another Change Enabler selected in MF. 

Table 7-3 FDO Selection Constraints in FDO Execution Model 

 

Figure 7-4 illustrates the application of constraints by using the exemplary excerpt of the FDO 
Execution Model in Figure 6-12 extended by M3. The example illustrates a constraint for MD 
across matrices (M3 and M7) setting same Transitions for identical Change Objects when 
performing the Transition-driven approach

                                                 
283 This can be critical for bulk items (e.g. piping) as they are usually not identical but belong to different areas / 
Objects on the rig. 
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Drill is affected both dire e.g. 
hydraulic power capacity) (e.g. electric power capacity). 

is required by 
System Requirement 4 (hydraulic power capacity in two different 
matrices, namely in both M3 and M7. As Transition  is selected in M3

284
 (e.g. replacement 

of the Derrick Drilling Machine motor) rst, the selection in M7 
should be identical by default using constraints. 

 

Figure 7-4 Example for illustrating benefit of constraint in FDO Execution Model 

Hence, in this example constraints across matrices ensure that Change Object C, the Derrick 
Drilling Machine, adopts the identical Transition independently of how it is affected. Thereby, 
a homogenization is already performed without the user having to choose between the Tran-
sition alternatives. This represents a compromise as the ideal Transition might differ depending 
on the type of impact, i.e. if affected by changes of hydraulic power capacity or electric power 
capacity. 

7.4 Change Enabler Value-Effort Portfolio 
Both the generation of Flexible Design Concepts (stage II) and the determination of Flexible 
Design Solutions (stage III) can be extensive as a lot of Change Objects exist that are compatible 
with various Change Enablers. However, preferences and acceptability thresholds for flexible 
design vary strongly across customers as discussed by e.g. BROWNING & HONOUR [2008] and 
ROSS ET AL. [2008]. Hence, accounting for heterogeneous preferences on Change Enablers is 

                                                 
284 Naturally, both fields are not the same if one of those fields is not affected in the first place (e.g. Objects affected 
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important to limit iterations and efforts, especially when considering the strong time-pressures 
that typical tender projects are exposed to (section 1.1.2). At the same time offers that do not 
meet customer needs are usually punished directly by losing bids and, hence, may even 
deteriorate bid success rates of System Suppliers when introducing flexible design. 

Change Enablers285 can vary both in absolute value and value-effort ratios. In this application 
context, only refers to the savings in upgrade effort , i.e. a reduction of transition 
costs, upfront effort that is required to incorporate 
those Change Enablers. In order to ensure a consistent outcome of the assessment, the four 
alternative performance ratings referred to specific quantifiable characteristics when Change 
Enablers were assessed during the case-based interviews (section 5.2.1) illustrated in Table 7-4. 
As can be seen the major underlying criteria of assessment were focusing solely on time-related 
aspects as they govern the ratings while easing the process of assessment. 

The ratings were averaged when rated multiple times - and then assigned to 
the Change Enabler Value-Effort Portfolio. As discussed by SCHLATHER [2015, p. 102], 
however, despite Change Enablers being suggested and assessed multiple times and by different 
assessors, deviations in ratings have been very limited. 

Table 7-4 Performance ratings for specifying value and effort of Change Enablers 

 

Despite the low sample size when performing the assessment in case-based interviews, the 
ratings provide a first indication of the value-effort ratios of Change Enablers. Figure 7-5 is a 
schematic and exemplary visualization of that portfolio used by SCHLATHER [2015, p. 103] to 
assign specific Change Enablers based on the case-based interviews. 

                                                 
285 Note that Change Enablers were considered without a specific Enabler Reference Object in mind; that means 
that only design guidelines were rated. 

Value - Upgrade effort savings Effort - Additional upfront effort
1 Low almost none (minutes to an hour) almost none (minutes to an hour)
2 Average some hours until a day some hours until a day
3 High days until a week days until a week
4 Very high few until many weeks few until many weeks
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Figure 7-5 Change Enabler Value-Effort Portfolio (adapted from Schlather 2015, p. 103) 

The diagonal indicates equal value / effort values. Thus, Change Enablers with ratings below 
the diagonal are preferable to the ones above. Basing upon SCHLATHER [2015, p. 104], the 
portfolio in Figure 7-5 can be divided further into four sections with the following 
characteristics: 
 Section I: Although having rather low value, there may be other reasons of customers 

preferring those Change Enablers. Preferences related to value that is not covered by the 
portfolio, especially the category of  6.4.2) such as 

can be governing. Section I may also cover 
Prerequisite Change Enablers that are not directly preferred and selected but required by 
preferred high value / effort Change Enablers. 

 Section II: Section II represents the least favorable area in the portfolio. Nevertheless, 
similarly to section I, other reasons may contribute to a consideration of Change Enablers 
despite the low value / effort ratio. 

 Section III: Section III represents Change Enablers of high value but also high effort 
indicating a high risk of investment if Change Enablers are not exercised across their 
lifetime. Typically, those Change Enablers are beneficial for customers that are also system 
users or who can directly benefit from those Change Enablers across the lifecycle. 

 Section IV: Section IV contains Change Enablers with the highest value-effort ratios. They 
are preferable amongst most customers as upfront efforts and, hence, risk of investment is 
rather low. Those Change Enablers also represent opportunities from a  
perspective where Change Enablers can be embedded for customers at no charges with 
positive effects for both system users and System Suppliers: On the one hand, it enables 
system users to perform upgrades in the first place and at low efforts. On the other hand, 
System Suppliers benefit from selling new or modified services which otherwise may not 
have been realized. 
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The Change Enabler Value-Effort Portfolio can support the continuous assessment and 
decision-making of Change Enablers in MF directly or, indirectly, by considering the additional 
Prerequisite Change Enablers in MG. Once selected, it supports the determination of Flexible 
Design Solutions by rating the selected Change Enablers in step 2 of the assessment and 
decision-making process (Figure 6-17). 

7.5 Change Enabler Consistency Matrix 
Each Change Object can usually choose between various Change Enablers in MF. Besides the 
consistency across domains that is accounted for in the FDO Methodology (section 4.2.2) and, 
in particular, the FDO Data Model (section 5.1), Change Enablers286 may also affect each other 
negatively as discussed in section 3.3.2. This may be due to the following reasons and has the 
following implications: 
 Compatibility: The inconsistency appears due to a goal conflict of Change Enablers which, 

in turn, implicates an avoidance of a simultaneous embedment. For instance, the design 
guideline Design wider and less compact for easing extension or embedment of 
modules is a goal conflict to 
for enhancing mobility  

 Redundancy: The inconsistency arises due to the fulfillment of the same function or 
contributing similarly to meeting the goal287. They are redundant to each other and repre-
sent alternatives which, if embedded, usually288 reflect unnecessary investments or do not 
provide any additional value. For instance, the design guideline Assign dedicated 

redundant to Assign area and interfaces to specific additional 
piping, cabling and ducting  

Consequently, a significant reduction of irrelevant Change Enablers can take place by con-
fronting them in a matrix. The consistency matrix explores the agreeability of elements amongst 
each other, uncovers contradictions and goal conflicts and allows deducing consistent 
combinations of elements [LINDEMANN 2005, p. 276]. Figure 7-6 is a schematic and exemplary 
visualization of that consistency matrix. Two types of inconsistencies exist being indicated by: 
 that are incompatible to each other 
 redundant Change Enablers that should not be embedded simultaneously 

All other pairs are not inconsistent to each other, hence, can theoretically be combined. Beyond 
the clear incompatibilities and redundancies, however, positive and negative synergies may 

                                                 
286 they equally apply 
to  with Enabler Reference Objects included. 

287 As discussed in section 5.3.4, however, this may also be due to the heterogeneous level of concretization of 
design guidelines, where more general ones include aspects of more specific ones, hence, represent alternatives to 
each other. The user is then obliged to determine if the more general or the more specific one should be selected. 

288 Can be ignored if redundancy of Change Enablers is desired. 
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exist. The strength and existence of those synergies, however, strongly depend on the type of 
Objects and technical system context as discussed in section 6.4.1. For instance, increasing the 
number of Objects to multiple ones with lower capacities (SCA_9) may reduce the weight of 
the now subdivided single Objects (MOB_7) or have no impact at all (e.g. if Object was already 
modularized in the first place) -
scribed on the rather abstract level of Change Enabler (guidelines) and decisions become rather 
intuitive once the Object and the reference system are known when applying the FDO 
Methodology for a project, only generally applicable incompatibilities and redundancies are 
represented in the Change Enabler Consistency Matrix. 

 

Figure 7-6 Change Enabler Consistency Matrix 

The Change Enabler Consistency Matrix can be embedded by integrating inconsistencies as 
constraints in MF matrices in stage II as illustrated in section 7.3. Once certain Change Enablers 
are selected for Change Objects, inconsistent ones are prevented from selections. In this case a 
prior overview of suitable similar Change Enablers is advantageous for the user before an initial 
selection as certain Flexible Design Concepts are locked and cannot be selected although 
competing Change Enablers may turn out to have a better value / effort ratio. The consideration 
of inconsistencies as constraints may also only include one of the two inconsistency types, i.e. 

R  either of them is postponed to stage III. 

Alternatively, the selection of Change Enablers may not be desired to be limited from the begin-
ning. Preventing inconsistent Flexible Design Solutions in the end is ensured by a full 
subsequent assessment in stage III when the rating & benchmarking  of Flexible Design 
Concepts is performed (section 6.4.2). 

 By comparing Change Enablers inconsistent 
ones are removed to keep only the best of the two Flexible Design Concepts. 

Although postponing the consideration of inconsistencies to stage III can lead to better global 
results due to relative comparison before elimination, it is more time consuming compared to 
the constraint-based use of the Change Enabler Consistency Matrix. 

Based on the presented FDO Methodology, the evaluation of the methodology is now presented 
in the next section.

1 2 3 4 5 6 7 8 9

1 I R

2 I R

3 R

4

5 I

6

7 R

8

9

Change Enabler

Change Enabler

Change Enabler

Change Enabler

Change Enabler

Change Enabler

Change Enabler

Change Enabler

Change Enabler R

I Incompatibility

Redundancy





 

 

8.  

Performing an evaluation of a design support is essential because its effects can only be 
assumed while developing the support; it is aimed at obtaining a proof-of-concept [BLESSING 
& CHAKRABARTI 2009, p. 182]. Support evaluation289 was regularly performed during the 
development of the overall methodology and for subparts of the FDO Methodology both by the 
researcher and by using evaluators. Due to constraints in resources, only an initial final 
evaluation is performed to indicate applicability, usability and usefulness of the design support.  

In this chapter, first an industrially relevant use case of the offshore drilling industry is 
presented (section 8.1). This is followed by illustrating the theoretical contributions of the FDO 
Methodology to the fulfillment of the deduced FDO requirements (section 8.2). Both the 
application in the use case and the theoretical contributions of the FDO Methodology form the 
basis for evaluating the FDO Methodology by domain experts (section 8.3). Section 8.4 
provides a reflection and conclusion based on the performed evaluation. 

8.1 Use case: MPD capability on drillship  
Section 1.1.4 motivated this research by illustrating that Managed Pressure Drilling (MPD) is 
a highly uncertain yet beneficial drilling method in the offshore drilling industry that requires 
a systematic approach for identifying FDOs. Consequently, the FDO Methodology is applied 
on this use case. 

In the following section 8.1.1 a general understanding of the MPD drilling process, drilling 
systems and the use case are provided. Next, the initial situation and preparation before running 
the FDO Execution Model is presented (section 8.1.2). The FDO execution is then run for the 

 (section 8.1.3). Finally, an intermediate assess-
ment of Flexible Design Concepts based on the exported FDO EM Reports is provided that are 
run before further paths related to change propagation of Change Objects are considered 
(section 8.1.4). 

8.1.1 Use case basis 

MPD drilling process and use case 

Conventional drilling is performed under atmospheric pressure by drilling fluid exiting the top 
of the wellbore through a diverter which guides the flow to a flowline. The flowline leads the 
gaseous drilling fluid to the Mud Gas Separator (MGS) which separates the gas from the liquid. 
Solid control equipment such as the Shale Shaker separates the fluid from solid rocks and after 
treatment the purified mud can be re-injected into the wellbore again. 

                                                 
289 Support evaluation involves continuous testing during development of the design support to ensure that it can 
be evaluated in the end. 



200 8. Application and evaluation of FDO Methodology 

 

In a stable state of drilling when circulating mud, the bottom-hole pressure PBH in the wellbore 
equals the hydraulic pressure (PHyd) and the dynamic pressure due to annular friction (PAF). 
When the circulation is stopped due to e.g. making up drillpipes on the rig, PBH exceeds PHyd 
which can cause an influx that affects the drilling efficiency as the influx has to be circulated 
out of the well. Those well control incidents come in addition to the repeating -stuck-
kick-stuck  scenarios triggered by lost circulation, stuck pipe and wellbore instability. They all 
contribute to non-productive time (NPT) on the rig [MALLOY 2007]. 

In contrast to conventional drilling, MPD is realized by a closed vessel, i.e. fluids exiting the 
borehole are not exposed to the atmosphere. Additional to the static hydraulic pressure (PHyd) 
and the dynamic pressure (PAF), a back pressure (PBack) can be applied flexibly to the closed 
system. Hereby the annular pressure profile can be controlled better while enabling instant 
reactions in case of pressure changes. Especially in complex formations with narrow pressure 
margins290, MPD can significantly reduce NPT by better controlling PBH. 

The following functionalities and systems are required to facilitate MPD operations. 

MPD systems and main functionality 

Most of the equipment for MPD operations corresponds to the ones for conventional drilling 
(e.g. hoisting, rotating, tubular handling). They require, if at all, minor modifications if being 
upgraded to a rig with MPD capability. Nevertheless, by integrating this new capability also 
dedicated equipment must be installed especially related to well control and mud circulation 
systems. 

In order to ensure a pressurized circulation of drilling fluid the Riser Gas Handling Device 
(RGHD) is attached to the riser string below the telescopic joint of the riser. The RGHD consists 
of two main components in the upper riser package: the Riser Drilling Device (RDD) and the 
Flowspool. The Riser Drilling Device (RDD) consisting of highly resistant and lubricated 
rubber sealing elements provides an active seal on the drillstring containing annulus pressure 
while allowing the drillstring to rotate. To prevent the RDD from excessive wear, a Seal Inte-
grity Circuit (SIC) on the topside of the rig circulates synthetic fluid from tanks to the rubber 
seal via hoses and back. The mud returns are prevented from bypassing the RDD and are run 
through a Flowspool and the attached hoses (return lines) back to the rig. 

Through pipes the mud return then enters the Buffer Manifold which merges the flows. The 
flow then enters the Coriolis Meter 291 where the mass flow rate is measured. Subsequently, 
it then enters the Pressure Control Manifold which consists of chokes that can be flexibly closed 
if the mud flow decreases to increase the backpressure PBack. In case of a sudden backpressure 
loss (e.g. late response of closing chokes), the backpressure remains lost until flow resumption 

                                                 
290 Introduced in section 1.1.4: Means the delta between formation pore pressure and fracture pressure which 
prevails in mature fields with already highly depleted wells or areas with a strong overburden of seawater, i.e. 
especially in deeper waters. 

291 In this case the Coriolis Meter  is not considered as a separate Object but as an integrated module of the 
Pressure Control Manifold  
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of the well or additional pressure by another source [FREDERICKS & REITSMA 2006]. One such 
source can be a Back Pressure Pump  (not visualized in Figure 8-1) which represents an auto-
mated on-demand pump to ensure sufficient fluid supply and, thereby, prevent unwanted back-
pressure losses in the first place or reestablish backpressure once lost. 

 

Figure 8-1 Build-up of typical MPD system (adapted from MHWirth AS [2014]) 

The Pressure Control Manifold then diverts the mud return to the drill floor going through a 
Mud Gas Separator292 (MGS) from which large portions of gas are removed and released (gas 
vent). The mud return then runs through Shale Shakers to get rid of large cuttings and continues 
to be cleaned and treated with additives before being re-injected into the mud circuit again. 

8.1.2 Initial situation and preparation 
The use case bases upon a long-term run tender in an Operator-dominated system development 
(section 1.1.2) for a drillship that is run collaboratively between drilling contractor and oil 
company293. That project addresses the need for drilling operations in increasingly tougher con-
ditions as fields mature and more challenging operating environments are selected. Those 
environments are usually in deep water (up to 10000 ft) and drilling depth (up to 40000 ft) with 
the rig and drilling systems being exposed to extreme reservoir pressures and temperatures. The 

                                                 
292 The MGS for MPD must be able to handle much higher gas returns due to the higher flow rates and operations 
close to pore pressure. Hence, it is referred to as UMGS (Ultra High Rate Mud Gas Separator). 

293 Details are modified as they are irrelevant for the application of the methodology and subject to confidentiality. 
This 1.4). 
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deep water also increases the seawater overburden leading to narrow pressure windows which 
complicates conventional drilling due to -stuck-kick- scenarios. This, in 
turn, has a negative impact on NPT as highlighted in section 8.1.1. The objective of the rig is 
to foster efficient and safe drilling operations with the ability of performing well completion 
and intervention operations. 

The assumed circumstances of the project are such that the main technical specifications of the 
hull design are already set and now System Suppliers compete in this tender to provide suitable 
drilling systems to meet those technical specifications. Due to a large drop in oil price recently 
and a negative outlook, drilling operations in deep water have become less likely in the near 
future. Nevertheless, the drillship is still considered to be built but the customer considers a 
change of scope that is not embodied in the initial technical specifications. As highlighted in 
Figure 6-7, the customer expresses the following need: 

-run this rig is still very likely to drill wells at extreme temperatures and pressures. 
That was the initial intention and the hull is ready for it. Therefore, we would consider having 

 

Compared to the initial technical specifications, the customer now considers to postpone the 
investment and to prepare the drillship for a potential change in the future due to the arisen 
uncertainty of requiring MPD capability. The customer would like to know the implications of 
such a decision. 

The application of the FDO Methodology on this use case bases upon the steps for the FDO 
Procedural Model (FDO PM) illustrated in Figure 4-2. Initially, the technical specifications are 
compared to already delivered drilling systems that were placed on similar hulls. Despite the 
limited track record on projects meeting those extreme technical specifications, the most 
suitable reference design of a drillship is selected (step 1 in FDO PM). The boundary conditions, 
especially the customers being also the system users and the long-time horizon of the tender 
project, allow the selection of a more comprehensive set of Baseline Objects. By using the 
Upgrade Risk Portfolio (section 7.1), only the least upgrade critical Objects (criticality of 1) are 
filtered out from the defined reference design. The rest of the drilling equipment and all bulk 
items represent the imported Baseline Objects that are now considered in the FDO Execution 
Model (step 2 in FDO PM). As the main uncertainty addresses 
usually requires additional dedicated Objects, it must be checked if MPD dedicated Objects are 
already part of the reference design and imported as Baseline Objects (
PM). In this case the reference design already includes the customer articulated MPD capability, 
hence, no additional Baseline Objects must be added. 

Although an extensive data elicitation and validation was performed to build the FDO Data 
Model with all MPD relevant elements294 (section 5.2.2), the identification of FDOs only consi-
ders a subset of the data and application in this use case: A full scope model and application 
cannot be incorporated due to reasons of confidentiality. However, it would also exceed the 
needs for demonstrating the basic functionality of the FDO Methodology, especially as being 
used as a demonstrator for the expert evaluation. 

                                                 
294 The Object classes generated by SCHLATHER [2015] also already include Objects with MPD capability. 
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Concretely, the reduction of data has the following implications: 
 More potential Change Objects exist in the FDO Data Model that are not all represented in 

the FDO Execution Model (stage I) 
 More suitable Change Enablers exist to facilitate Change Objects that are not represented 

in the FDO Execution Model (stage II) 

Despite the reduced scope of the data model, also the described scope of the application is 
reduced to the following: 
 Only the paths Light  Advanced  are elaborated on (stage I, II). A possible end result 

for all paths when running the FDO Execution Model is represented in appendix 11.7.5. 
 Only the intermediate assessment of the identified Flexible Design Concepts for one 

Change Object are shown illustrating both the homogenization of Transitions and the 
deduction of a Flexible Design Solution (stage III) 

In the following section the identification of FDOs of stage I and II are shown using the FDO 
Execution Model. 

8.1.3 Identification of Change Objects and Flexible Design Concepts 
For the demonstration in a use case all matrices of the FDO Execution Model were reduced to 
a representative subset of the FDO Data Model both for stage I and II of the FDO Execution 
Model (Figure 8-2). The imported elements in the FDO Execution Model are described in detail 
in appendix 11.7.1. As the Transition-dependent matrices MH and MI are superposed with 
MD/ME and MF in the FDO Execution Model (section 6.1), they are introduced separately in 
appendix 11.7.2. Figure 8-2 is shown enlarged in appendix 11.7.4. 

 

Figure 8-2 FDO Execution Model in use case (enlarged model shown in appendix 11.7.4) 

In stage I the reduced matrix MA* is entirely verified and represents a densely populated and 
MPD relevant section of the sparsely populated matrix MA of Figure 5-2. MB, MC and MD are 
reduced to MB*, MC* and MD* with only seven relevant System Requirements in this 
application context. They still represent only sparsely populated matrices in the FDO Execution 
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Change Of Water Depth a O O O
Change Of Formation Properties b O O O O O
Change Of Well Pressure & Temperature (E.G. HPHT) c O O O O O O O
Depletion Of Formation d O O O O O
Change Of Formation Pressure Window e O O O
Change Of Operations From Normal To HPHT Operations f O O O O
Change Of Rate Of Penetration g
Demand For Dynamic Well Pressure Control h O O
Change Of True Vertical Depth (TVD) i O O
Demand For Increased Operational Safety j O O O
Demand For Increased Uptime k O O O
Demand For Change Of Rate Of Penetration l O
Demand For Increased Automation Level m

Active Heave Compensation [Capability] 1 O
Electric Power [Constraint] 2 O
Hydraulic Power [Condition] 3 O O
Maintenance While Operating [Capability] 4
Managed Pressure Drilling [Capability] 5 O O O O O O O O O O
Mud Gas Transport [Condition] 6
Mud Gas Separation [Condition] 7 O

Drillers Control Cabin A O O O O O O O
Mud Gas Separator B O O O O O O O O O O O O O O O
Hydraulic Power Unit C O O O O O O
Power Generating Unit D O
Power Cables E O O O O O O O O O O O O O O
Hydraulic Pipes F O O O O O O O O O O O O O O O O O O O O O O O O O O
Drillfloor Structure G O O O
Moonpool Structure H O O O O O
Buffer Manifold I O O O O O O O O O
Pressure Control Manifold J O O O O O O O O O
Back Pressure Pump K O O O O O O O O O O O O O

COM_6; Object 1 O O
COM_6; Manifolds 2 O O
CON_3; Room 3 O O O O
CON_4; Change Object 4 O O O O O O O O O O
CON_9; Object 5 O O O O
MOB_1; Change Object 6 O O O O
MOB_4; Change Object 7 O O O O
MOB_8; Change Object 8 O O O O O O
MOB_9; Change Object 9 O O O O O O
MOD_4; Object 10 O O
MOD_7; Change Object 11 O O O O O O
MOD_12; Object 12 O O O O O O
MOD_13; Room 13 O O O O
MOD_14; Change Object 14 O O
SCA_3; Structure 15 O O O O
SCA_4; Room 16 O O O O O O
SCA_16; Room 17 O O O O
UNI_2; Change Object 18 O O O O O O
UNI_2; Structure 19 O O O O O O O O
UNI_4; Change Object 20 O O O O
UNI_4; Power Generating Unit (PGU) 21 O O
UNI_4; Hydraulic Power Unit (HPU) 22 O O O O
UNI_5; Change Object 23 O O O O
UNI_7; Room 24 O O O O O O
UNI_13; Room 25 O O O O O O O O
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Model, i.e. even more influences on System Requirement or Objects, are possible than the ones 
that are mapped. The same applies to ME that is reduced to ME* with only 11 Objects. 

Stage II, the generation of Flexible Design Concepts, is represented by densely populated matri-
ces with the exception of MG* as illustrated in Figure 5-2. MF and, hence, MF* represents a 
densely-populated matrix due to the application of verified Object classes. However, a full 
factorial consideration would certainly lead to discovering further suitable combinations295 as 
discussed in section 7.2.1. Finally, MH and MI also represent dense and entirely verified 
relations that are not explicitly represented as matrices in the FDO Execution Model as 
discussed in section 6.1. In the following those matrices are referred to by singular matrix IDs 
as also discussed in section 6.1 (e.g. M3* and M7* for MD*). 

The identification of FDOs in stage I and II is performed by continuous assessment and 
decision-making (section 6.4.1). Thereby, for the identification in stage I, change risk factors 
are accounted for as discussed in section 6.4.1. The relevancy of potential relations in both 
stages I and II 

296 govern the final decision-making. Additionally, both in stages I and 
II, FDO Facilitators are applied to ease selections (section 7). Note that the use case is run by 
referring to three different types  
 teps 1- (FDO PM) of Figure 4-2 
 Steps I-VI  refer to the gradual scenario building of Figure 6-9 
  FDO EM steps 1-x dual steps in the FDO Execution Model (FDO EM) of 

this use case 

Path Light  

As shown in section 6.2 c path of the FDO Execution Model 
by identifying directly affected System Requirements, Change Objects and Change Enablers. 

Recognition of change sources step 3 in FDO PM), the process of scenario 
building is applied (section 6.3.2). In step I (Figure 6-9) the core statements of the articulated 
need by the customer are assigned to the corresponding FDO domains and elements. As already 
depicted in Figure 6-7 can be assigned to the Change 

in the data-
base. 

In step II of scenario building the causal network in the FDO Execution Model is traced by 
using the articulated need on future change (Figure 8-3). Based on System Requirement 
(Managed Pressure Drilling [Capability]) the causal network is back-traced (step 1 in FDO EM) 
following the guidance for inter-domain and intra-domain tracing (Table 6-1). The Change 

                                                 
295 Each Object class would have to be checked against all Change Enablers. Yet undiscovered suitability would 
then be inherited to the Objects of the Object class. 

296 Hence, decisions may differ. In this use case, it indicates a typical decision-making under the boundary 
conditions of the project. 
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Drivers are selected based on high PCD and customer specific acceptability thresholds. Change 
Driver h Demand for Dynamic Well Pressure Control) is identified as the underlying reason 
for a change in System Requirement . Further Back-Tracing (step 2 in FDO EM) leads to 
the identification of other 

). Latter also 
represents the other articulated corresponding FDO element. Hence, it belongs to the same 
initial scenario as it appears in the same causal chain as the other articulated corresponding 
FDO element. 

 

Figure 8-3 Scenario building and identification of Change Objects in FDO Execution Model 

Further Back-Tracing is stopped as the gained results are considered sufficient starting points 
for further Tracing. Based on the two indirectly identified Change Drivers c and k in M1*, the 
new Change Drivers Demand For Increased Operational Safety) and Demand For 
Increased Automation Level) are selected (step 3 in FDO EM). As both are directly connected 
to M2* and further Tracing in M1* (step 4 in FDO EM) leads to no or only irrelevant results297, 

                                                 
297 In M1* t
relevant Change Drivers in that row. As argued in section 6.1 although those potential Change Drivers are not 
selected, irrelevant relations are not marked by <!> but ignored during the identification of change sources, i.e. the 
initial setting <o> remains. The reason is that in this phase of selections only a small set of elements may actually 
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the process of building the initial scenario  is stopped. In line with the process of scenario 
building (Figure 6-9), this initial scenario also represents: 
 An (step III) as the articulated statement by the customer is 

the only statement available and both corresponding FDO elements belong to the same 
causal chain 

 was applied to generate any supplementary sce-
narios, i.e. steps IV-VI are omitted 

Based on the two new Change Drivers -domain Tracing is performed to 
identify further, not yet articulated System Requirements (step 5 in FDO EM). The confirmation 
of potential relations is based on a high PSR and customer specific acceptability thresholds. In 
this reduced matrix M2 In 
contrast Change Driver s System Requirement Active Heave Compensation 
[Capability]). 

Based on the defined System Requirements and the imported Baseline Objects in the FDO 
Execution Model, Objects are screened for relevancy (step 4 in FDO PM). Change Objects are 
identified based on estimating RReceived which indicates the risk of change for the node under 
investigation (section 6.4.1). Partially, decision-making depends on the technical context and, 
in all cases, on the customer preference and acceptability thresholds. 

In M3* no Change Objects are identified  (step 6 in FDO EM). 
Based on the articulated System Requirement Managed Pressure Drilling [Capability]) 
Change Objects are identified in M3* by Tracing (also step 5 in FDO EM). In M3* the Objects 

Buffer Manifold), Pressure Control Manifold) and Back Pressure Pump) are 
selected as Change Objects, hence, are input for stage II, the generation of Flexible Design 
Concepts. It is decided that Transitions are determined without the consideration of Change 
Enablers. Hence, in M3* the identification of Change Objects (step 4 in FDO PM) and 
Transitions (step 5 in FDO PM -driven 

4.2.1). 

As a new capability is added, the MPD dedicated Objects can either be added or be installed 
from the beginning (Passive); this limited set of Transitions can be defined by constraints within 
matrix M3* as discussed in section 7.3. those three Objects (Transition 

is the preferred option that is feasible in the system context. 

Followed by the identification of Change Objects and their Transitions, suitable Change 
Enablers must now be identified (step 6 in FDO PM). As shown in Figure 8-4 based on customer 
preferences, Change Enablers are selected in M4* (step 7 in FDO EM). 
belong to allow for the same Change Enablers for 
easing upgrades. 

                                                 
be relevant and a confirmation of each potential element in the usually large matrix is considered to be 
counterproductive. 



8.1. Use case: MPD capability on drillship 207 

 

 

 

Figure 8-4 Generation of Flexible Design Concepts in FDO Execution Model 

The following Change Enablers are available for the two types of manifolds in M4*: 
 with MOB_8 

frame for ease of handling  
 Aim for compact design for enhancing 

mobility  
 with MOD Design single centralized frame  

has a very advantageous value-effort ratio298 by being represented in 
Section IV  of Figure 7-5. As M5* indicates in step 8 (FDO EM), 

 as a prerequisite. Latter accounts for the system context under 
dded in the first place. The total value-effort ratio is 

still considered to be acceptable and hence, both 4* and Change 
 in M5* in contrast, has a value effort ratio < 1 

(Section III in Figure 7-5). However, the high value still makes this Change Enabler attractive 
and the development of more compact manifolds likely. Hence, s also 
selected  in M4*, in contrast, is already embedded as a Prerequisite 

                                                 
298 Note that only the sections of allocation in the portfolio and not the exact value-effort ratios are provided in this 
work due to reasons of confidentiality. 
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MOB_1; Change Object 6 O 5

MOB_4; Change Object 7 O O

MOB_8; Change Object 8 5 5 x

MOB_9; Change Object 9 5 5 !

MOD_4; Object 10 O

MOD_7; Change Object 11 ! !

MOD_12; Object 12 O O O

MOD_13; Room 13 O O

MOD_14; Change Object 14 O
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Change Enabler for the selected 
constraints prohibit its selection in M4* as discussed in section 7.3. 

The following Change Enablers are available for the Back Pressure Pump : 
  Design detachable bolted hatch in (room) structure for 

removal / integration of Object  
  with MOB_1 Equip with lifting lugs / pad-eyes for Object 

handling  
  with MOB_9 Aim for compact design for enhancing 

mobility  
  with SC Pre-install structure base for easing subsequent 

integration of Objects  

as hatches are no option in the 
envisioned system layout299 and has a rather low value (Section I in Figure 7-5). Change 

the minimum effort rating, Change Enabler 
6  is considered further. As for the manifolds, the Back Pressure Pump could aim for Change 

 to enhance mobility. In this case, however, the effort of building the pump more 
compact is considered to be unjustified favorable Section 
IV of Figure 7-5 is selected as the last Change Enabler for the Back Pressure Pump. A cross-
check with the Change Enabler Consistency Matrix shows that all selected Change Enablers in 
M4* are neither incompatible nor alternatives to each other. The identification of indirectly 
affected Objects based on the  

The 
where assessment takes place (step 7 in FDO PM) that is required for determining Flexible 
Design Solutions (step 8 in FDO PM). The assessment and decision-making for those Flexible 
Design Concepts, however, is not further pursued. Due to the favorable boundary conditions 
and the desire for a more thorough analysis, however, FDOs are also selected by path 
A  

Path Advanced  

Requirements as shown in section 6.2 (step 3 in FDO PM). As for , System 
Requirement Managed Pressure Drilling [Capability]) and the unarticulated System 
Requirement Active Heave Compensation [Capability]) represent the starting point for 
further Tracing illustrated as step 1 (FDO EM) in Figure 8-5. 

                                                 
299 As shown in section 6.4.1, in MF the echnical system context  the reference design must be 
considered. 
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Figure 8-5  

As before the confirmation of potential relations is based on high PSR and customer specific 
y other System Require-

ments in M6 other System 
Requirements

affected is the Mud Gas Transport [Condition], i.e. the transported mud gas flow rate and Mud 

additional capacity increase is required for the additional gas that is returning from the 
formation due to operations close to pore pressure (section 8.1.1) while increasing the mud flow 
and, hence, the trapped gas, compared to conventio
additional hydraulic capacity, however, itself requires additional electric power capacity which 
may be limited300 -domain Back-Tracing and represents step 
2 (FDO EM). 

                                                 
300 In contrast to double attributions of Change Enablers, which are redundant and to be avoided by selection 
constraints (section 7.3
undermine the importance of those elements and indicate an even higher priority. 
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Based on those indirectly affected System Requirements Objects can now be traced in M7* 
(step 4 in FDO PM). 
of RReceived (section 6.4.1). As shown in Figure 8-5, the Object B  (Mud Gas Separator), C  
(Hydraulic Power Unit) and D  (Power Generating Unit) are affected in step 3 (FDO EM). 
The Power Generating Unit and the underlying System Requirement, however, lie outside of 
the solution space, i.e. are not scope of the main System Supplier. Hence, no specific Transition 
(step 5 in FDO PM) is selected but the information on an impact is forwarded to other System 
Suppliers in charge which will have to agree on a flexible solution. In line with the customer 
preferences, the Hydraulic Power Unit is to be built robust without requiring changes in the 
future (Transition 1= P together with the Change 
Object selection in M7* (Transition-driven approach). In contrast, the Transition is still 
considered to be an undefined design variable in the Flexible Design Concept of the Mud Gas 
Separator. Therefore, it is only selected as a Change Object and the selection of the Transition 
is performed together with the Change Enabler in M8* (step 6 in FDO PM) shown in Figure 
8-6. It therefore represents an Enabler-driven approach. 

In M8* the suitable Change Enablers are selected (step 4 in FDO EM) based on customer 

that also fits to the locked 
Transition selected in M7*. Due to the chosen Enabler-driven approach, the Transition and 
Change Enablers for the MGS are selected simultaneously. Two301 alternative Transitions are 
reason uires no physical changes, and Transition 5, 
A

section 6.1, however, both suitable Object-Transition (MH) and Change Enabler-Transition (MI) 
combinations must be accounted for. 

 
 ucture for 

 
 

 
 -eyes for Object 

 
 -install structure base for easing subsequent inte-

 
 

 
  

                                                 
301 

-based integration of an additional conventional MGS after fielding the rig. 
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Figure 8-6  

All Change Enablers are selected for the MGS as they are suitable. Change Enablers 
with the Enabler Reference Object 

refers to an enclosed structure that can be opened from the top when the MGS is lifted 
into it. The following suitable Change Enabler-Transition combinations exist: Transition 

are suitable 
for the  
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The consideration of those two Transitions for the same Change Object , however, 
displays an internally not yet consistent Flexible Design Concept. A subsequent homoge-
nization302 of MGS Transitions is both needed for determining the identification of other 
Objects by change propagation303 (ME) and, in the end, for determining a final high-performing 
Flexible Design Solution. Hence, the Flexible Design Concepts are exported to FDO EM 
Reports and an intermediate assessment is performed (step 7 in FDO PM) to homogenize 
Transitions for the MGS and return to stage II of the Procedural Model to identify Change 
Objects affected by change propagation. The next section, however, focuses solely on the 
intermediate assessment (step 7 in FDO PM) and based on that on the selection of Flexible 
Design Solutions (step 8 in FDO PM) without considering change propagation. 

8.1.4 Intermediate assessment of Flexible Design Concepts and 
selection of Flexible Design Solutions 

The intermediate assessment is performed equally to the final assessment304 except that next to 
providing a basis for Flexible Design Solutions (step 8 in FDO PM), results are again used for 
stage II to homogenize Transitions and then stage I to identify Objects affected by change 
propagation ( ). In this section, however, only the intermediate assess-
ment and, based on that, the selection of Flexible Design Solutions is demonstrated for the 
MGS. It follows the assessment and decision-making process introduced in section 6.4.2 and 
Figure 6-17: 

Based on the intermediate FDO EM Report305, expert knowledge should be applied to homo-
genize Transitions. In s (Figure 6-17) is skipped and an absolute assessment 
using criteria for exclusion / bypass is performed (step 1): 

All six Change Enabler alternatives had a positive track record in the past and, hence, a high 
TRL level. Especially due to the long feasibility phase of the considered tender project, a 
successful incorporation of the addressed Change Enablers is guaranteed under those con-
straints. As shown in step 5 (FDO EM) of Figure 8-6, two Prerequisite Change Enablers in MG 
accounting for the system context are relevant to consider 
Change Object): 
 19  (UNI_2; Structure): Oversize with regard to stress / load cases , i.e. a sufficient 

structural enforcement of the deck structure for allowing bolting 
 (UNI_13; Room): Provide space around Object for better accessibility  to make sure 

that bolting can be performed in the first place 

                                                 
302 Note that the alternative of splitting up the MGS into two instances (due to two possible Transitions) is not 
considered further. 

303  

304 Both belong to step 7 in the FDO Procedural Model. 

305 Th
Table 6-2 of section 6.4.2. 
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According to experts the P  (UNI_13; Room) represents a Must 
Change Enabler as it must be in place before another MGS can be added. Next to that a prior 
installation of a structure base is required to allow the subsequent integration of the MGS 
(SCA_3; Structure). However, both Change Enablers are obligatory only 
the favorite Transition which, however, is not yet decided but the result of the intermediate 
assessment. Consequently, they must still be considered306 for a performance rating as this 
could affect the decision-making on the Transition. 

For benchmarking the Flexible Design Concepts an assessment is performed using performance 
criteria (step 2, Figure 6-17). Each criterion within the three main performance categories is 
weighted individually and progressively. Each Change Enabler is then rated for the applicable 
Change Object (here: MGS) and by comparing it to 
the Baseline Object, multiplied with the weighting and then being normalized (section 6.4.2). 
The calculation and results of the assessment can be found in appendix 11.7.3. Those results 
are added to the performance profile as shown in Figure 8-7. Based on the performance rating, 
the performance ranking of the Flexible Design Concepts can also be derived. As emphasized 
in section 6.4.2, although the performance rating and ranking supports decision-making, a 
comparison of the performance profiles of the different Flexible Design Concepts should also 
be considered before decision-making. A consideration of those profiles may deviate from 
decisions that are based solely on the performance rankings. 

 

Figure 8-7 Performance profile of Flexible Design Concepts for MGS (calculation in appendix 11.7.3) 

As the focus lies upon identifying the most suitable Transition for Flexible Design Concepts of 
the MGS, t  compared to the one for the 
Transition  (Figure 8-7). As can be seen 
Object) is both in the right (Upfront effort) and left corner of the chart (Upgrade effort). The 

                                                 
306 If  the MGS were the only Transition, then both Change Enablers would not require a performance 
rating as they must be in place. 
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over-dimensioned MGS also has significant operational deficits compared to a fit-for-purpose 
rigid design especially due to the higher operational and maintenance costs. This observation 
is also reflected in the only positive, i.e. bad  rating and, hence, 
results in the weakest performance ranking of all Flexible Design Concepts. Its value is also 
strongly dependent on the usage frequency of the over-dimensioned MGS (step 3, Figure 6-17) 
which, if at all, is likely to be only once for the anticipated single upgrade across the lifecycle. 
As, in this case, the project customers also represent the system users benefiting directly from 
lower lifecycle costs, Change Enabler  is considered to be a 
suboptimal solution compared to the Flexible Design Concepts that consider a MGS 
and is removed as a result. The Transition is homogenized307 for the Change Object 
MGS. Based on that, the other Flexible Design Concepts are further assessed to generate the 
best performing Flexible Design Solution(s) (step 8 in FDO PM). 

All remaining Change Enablers for dding  a MGS have beneficial performance profiles and 
a high frequency of utilization as they can be used also for maintenance, repair or overhaul 
activities308 (step 3, Figure 6-17). In particular, (CON_3; Room) has a very 
high utilization rate as the hatch in the ceiling for removal / installation of the Object can also 
be used for other Objects for multiple purposes. Thus, besides the two obligatory Must Change 
Enablers whose performance rating now remains unconsidered, all remaining Change Enablers 
have satisfactory performance profiles and are, according to the Change Enabler Consistency 
Matrix, all consistent to each other. Hence, all remaining Flexible Design Concepts for the 
Change Object MGS  are now 
integrated and result in a high-performing309 Flexible Design Solution which can now be 
included into the reference design ( in FDO PM). 

As all Change Objects in the FDO Execution Model were set to unique Transitions, their change 
propagation can now be determined. Since the homogenization was performed as result of path 

could be identified by performing path 
across Objects only repeat the already presented 

aspects of the FDO Methodology, are pursued 
further. However, the complete run-through FDO Execution Model, which is also presented as 
part of the expert evaluation (section 8.3), is shown schematically with the run paths in Figure 
8-8 and enlarged in appendix 11.7.5. 

                                                 
307 This allows returning to stage 
the MGS in the future. Change propagation, however, is not considered further. 

308 This does not apply to (SCA_3: Structure) which, however, is a Must Change Enabler 
 

309 The overall performance of the Flexible Design Solution should now be significantly higher than that of the 
Baseline Design. Nevertheless, for assurance and quantification, an optional assessment of the Flexible Design 
Solution can be performed by using the already elicited data for each Flexible Design Concept and comparing the 
final result to the performance of the Baseline Design. 
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Figure 8-8 Completed FDO Execution Model (enlarged model shown in appendix 11.7.5) 

In the following the theoretical contributions of how the FDO Methodology fulfills the FDO 
requirements are addressed. 

8.2 Theoretical contributions to fulfillment of FDO requirements 
The development of the FDO Methodology was guided by initially set basic requirements 
(section 1.3.3) which are based on the underlying market and corporate conditions of the indu-
stry (section 1.3.2). The FDO requirements were iteratively concretized while guiding the deve-
lopment of the FDO Methodology (section 4.3.1). This guidance is mirrored in the various 
contributions of the generated results to fulfill those FDO requirements. 

In the following those contributions are condensed to a limited set which facilitates a clear310 
confrontation with the defined FDO requirements. Although each contribution can refer to 
multiple sections of this thesis, especially as they depend or build upon each other, only the 
main sections are highlighted in the following. The contributions can be divided into five main 
categories. The contributions in those categories are referred to when discussing the main con-
tributions to research in section 9.2.2. 

The first category
of identifying FDOs: 
 C1 x-based approach -based application 

for the identification of FDOs using original and transposed matrices (section 6.1) 
 C2: cumulative paths 

depending on the individual boundary conditions in each project (section 6.2.) 
 C

identification of FDOs is based on previously proven designs (section 4.2) 
 C -

elements and upstream elements based on articulated needs (section 6.3.1, 6.3.3) 

                                                 
310 This is especially important as this confrontation is also used for the expert evaluation of the FDO Methodology. 
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COM_6; Object 1 O !

COM_6; Manifolds 2 O 7

CON_3; Room 3 O ! O O

CON_4; Change Object 4 O O O O O O O O O O

CON_9; Object 5 O O 7 7

MOB_1; Change Object 6 O 5 O O

MOB_4; Change Object 7 O O ! !

MOB_8; Change Object 8 5 5 x O O O

MOB_9; Change Object 9 5 5 ! O O O

MOD_4; Object 10 O 7

MOD_7; Change Object 11 ! ! O O O O

MOD_12; Object 12 O O O ! 7 x

MOD_13; Room 13 O O 7 7

MOD_14; Change Object 14 O 7

SCA_3; Structure 15 O 5 O O

SCA_4; Room 16 O O O O O O

SCA_16; Room 17 O O ! !

UNI_2; Change Object 18 O O O 1 O O

UNI_2; Structure 19 ! x O O O O ! O

UNI_4; Change Object 20 O O O O

UNI_4; Power Generating Unit (PGU) 21 O O

UNI_4; Hydraulic Power Unit (HPU) 22 O O x O

UNI_5; Change Object 23 O O 7 x

UNI_7; Room 24 O O O ! ! O

UNI_13; Room 25 O O x O O x O O
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 C -by-step and case-dependent building 
of potential future changes to a final customer relevant scenario (section 6.3.2) 

 C
Triggers that can be determined in matrices MD and ME (section 4.2.1, 5.1) 

 C  integration of 
Transitions311 when generating Flexible Design Concepts (section 6.1) 

 C
conditions or design variables (section 4.2.1) 

referring to contributions that concern the 
data the methodology builds upon: 
 C9 Pre-defined elements in domains  concerns the domain dependent and independent 

elements that are defined and verified for the five domains of the FDO Data Model (section 
5) 

 C10 -  within domains 
(DSMs) and across (DMMs) that are defined and verified (section 5.1, 5.2) 

 C11 change s
collection of specific Change Drivers and System Requirements (section 5.3.1, 5.3.2) 

 C12
emphasizing the extensive and diverse collection of specific Objects, Change Enablers and 
Transitions (section 5.3.3, 5.3.4, 5.3.5) 

he imposed systematization con-
cerning the overall FDO Methodology and its constituents: 
 C13 Split of FDO m concerns the separation into a Procedural, Data and Execution 

Model that are interrelated (section 4.1) 
 C14 ntence structure of elements 

in domains that is defined by the application in the FDO Execution Model (section 5.3) 
 C15

vertical systematization of domain elements (section 5.3.1, 5.3.2, 5.3.3, 5.3.4) 
 C16

distinguishing Change Enablers that fit to specific Object classes and more generic Change 
Enablers that are applicable across many Object classes as they are not bound to specific 
properties of the Object (section 7.2.1) 

- concerning 
contributions that facilitate the selection of Flexible Design Concepts and final solutions: 

                                                 
311 Implemented as dropdowns in the Excel® tool of the FDO Execution Model. 
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 C17: Continuous assessment and decision making  by permanent consideration of 
applicability and relevancy which is performed by accounting for risk factors and project 
context categories when confirming relations in the FDO Execution Model (section 6.4.1) 

 C18 -based assessment and decision- ng to the intermediate or final 
assessment and decision-making on tentative Flexible Design Concepts based on a separate 
output table (section 6.4.2) 

 C19  and stage- an intermediate or final assessment 
by gradual application of exclusion, performance and influencing criteria in each stage 
(section 6.4.2) 

 C20: and comparison of Flexible Design Concept  based on 
comprehensive performance criteria being weighted for rating alternative Flexible Design 
Concepts and confrontation of those results in performance profile (section 6.4.2) 

are covered in chapter 7, focus on facili-
tating the FDO Methodology across the stages of build-up, execution and maintenance: 
 C21  to the build-up of internally homogenous groups of Objects 

which require identical Change Enablers and allow identical Transitions (section 7.2) 
 C22 n C within and across 

matrices to ensure consistency and validity (section 7.3) 
 C2 assigns Objects to a project unspecific risk of being upgra-

ded ensuring that only critical Objects are accounted for when building Object classes and 
when running the FDO Methodology by identifying relevant Baseline Objects (section 7.1) 

 C24 -
estimated average value and effort supporting the identification of Change Enablers with 
high value or high value-effort ratios (section 7.4) 

 C2 with each other to 
highlight Change Enablers that are incompatible or redundant (section 7.5) 

The contribution to specific requirements is highlighted and documented by confronting the 
contributions (columns) with System Requirements (rows) in Figure 8-9. Whereas primary 

This documentation is the basis for the second phase of expert eva-
luation312 (section 8.2). 

                                                 
312 In the expert evaluation process (section 8.3) only the most important primary contributions are accounted for 
to make the evaluation process more efficient. 
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Figure 8-9 Contribution to fulfillment of FDO requirements 

As the matrix shows each FDO requirement is addressed by more than one contribution. Three 
examples of primary contributions are highlighted for demonstration: 
 Exam R1

partially313 fulfilled by the FDO contribution C4
and Back- tracing, relevant change sources can be confirmed and 
Change Objects identified. Those may not only represent articulated change sources / 
Change Objects which is why C4 also supports R6
change s  

 R13 -
(C14). 

                                                 
313 There are usually various contributions for the fulfillment of an FDO requirement which is illustrated by the 
multiple entries in each row of Figure 8-9. 

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16 C17 C18 C19 C20 C21 C22 C23 C24 C25

R1 x x x x x x x (x) x x x

R2 x x (x) x x (x) x x x x

R3 (x) (x) x x (x) (x) x x x (x)

R4 x (x) x x (x) (x) x x

R5 x x (x) x (x) x x (x) x

R6 (x) x x (x) (x) x

R7 (x) x (x) (x) (x) x (x) x

R8 (x) x (x) x x

R9 (x) x (x) x x

R10 x x

R11 x (x) x x x x x (x) x x

R12 x (x) x x x x x (x) x x x x x x x x

R13 x x x x

R14 x x x x (x) (x) (x) x x (x) (x) (x)

R15 x x x x

R16 x x x x x x

R17 (x) (x) x x x

R18 x x (x)

R19 (x) x x x x x

R20 x x

R21 (x) x x x x x

R22 (x) x x x x

R23 x (x) x x x x x

FDO Execution Database Definition
& structuring

FDO assessment
& decision-making FDO Facilitators

I

II

III

VII

V

VI

IV

A

B

C

x (x)
primary contribution to FDO 
requirements fulfillment

secondary / indirect contribution
to FDO requirements fulfillment



8.3. Final expert evaluation in industry 219 

 

 

As each domain has consistent and clearly defined domain elements, they can be easily 
understood and followed both in the FDO Data and Execution Model. 

 Exam equirement R21 -
ially fulfilled by the 23). By adjusting the line 

of critical risk in the portfolio, the number of considered Baseline Objects can be flexibly 
adjusted, affecting the scope of Baseline Objects to be screened in the first place. 

The full evaluation sheet including a detailed representation of Figure 8-9 can be found in 
appendix 11.8. The next section addresses the process and results of the expert evaluation. 

8.3 Final expert evaluation in industry 
Both the demonstrator that was applied on the use case of section 8.1 and the theoretical 
contributions to the fulfillment of FDO requirements (section 8.2) are the basis for the expert 
evaluation that is run in the industry. In the following sections details on the expert evaluation 
are provided. First, details on the evaluation group and the general evaluation process are 
displayed (section 8.3.1). This is followed by presenting details on the process of each indivi-
dual evaluation and the evaluation sheet that was used as the primary means of eliciting 
feedback on the FDO Methodology (section 8.3.2). In section 8.3.3 the results of the expert 
evaluation are presented which are divided into two parts: The first part addresses results on 
rating the validity of FDO requirements and their fulfillment by the FDO Methodology. The 
other part addresses related results from comments and group discussions. All results are 
analyzed and interpreted. In section 8.4 the evaluation process and the results are reflected and 
a conclusion on the FDO Methodology is made based on the performed expert evaluation. 

8.3.1 Evaluation setting and process 
In order to meet the specific evaluation strategy, the following aspects were important to 
address as suggested by BLESSING & CHAKRABARTI [2009, p. 207]: 
 Type of user involvement: Both important users and stakeholders participate in the expert 

evaluation. They play a passive role as observers of the presented FDO Methodology and 
provide feedback. The configuration and size of the expert group were chosen in such a 
way that it supports group discussions while enabling an efficient execution. 

 Setting: The use case applied for demonstrating the application of the methodology is 
performed on a real-life tender project that is slightly adapted. As stakeholders and users 
only represent observers of the methodology, the use case is presented simultaneously to 
the entire audience. 

 Task: The FDO Methodology is applied on a real-life use case which depicts a potential 

drillship and the embedment of flexible design in very early design phases (section 8.1). 
The scope of this case is condensed and based on logically argued selections of the verified 
available data to demonstrate the application of the methodology sufficiently. 
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The evaluation was performed in one coherent time period at two different sites of the System 
Supplier in Norway. A total of four sessions were performed of which each lasted approx. 5 
hours. In each session 2-4 evaluators attended with a total of 12 evaluators to be interviewed. 
In line with BLESSING & CHAKRABARTI [2009, p. 209], those evaluators involved both users 
and other relevant stakeholders to obtain stronger statements about the support. They included 
senior engineers, senior advisors and managers from the lower and middle management in the 
organization. Table 8-1 gives an overview of the participants with respect to the evaluation 
sessions. 

Table 8-1 Configuration of evaluators in evaluation sessions 

 

Each of those evaluators has a technical background and can be attributed to three different 
fields of affiliation: 
 The affiliation can be divided into two parts: Whereas Business Develop-

ment  handles the sales-related activities during tenders, the technical innovation and adap-
tation of system concepts is managed by the engineering division of System Concept
Both groups represent potential users of the FDO Methodology. 

 the customer can play an important role in scenario 
building (section 6.3.2), the focus of  lies in the identification of Change 
Objects, generating Flexible Design Concepts and Flexible Design Solutions. 

 , in particular, the 
upgrades of previous system deliveries. The participants represent a subset of the experts 
that were already interviewed on the mini-cases (section 5.2.1). They are considered 
important stakeholders as they significantly profit from embedding flexible design. At the 
same time, they can provide valuable feedback on the FDO Methodology as they have 
gained extensive experience on upgrades and are able to pinpoint potentials and deficits of 
the FDO Methodology. 

 consider internally and externally driven product, system and 
process innovations across the organization based on the superordinate corporate strategy. 
As owners of the research project, they are important stakeholders also responsible for 
positioning the developed methodology in the organization. 

Session Status Evaluator
ID Hierarchy Role Affiliation

1 Lower-Level Management Manager Research & Development
2 Lower-Level Management Manager Research & Development
3 Functional Senior Engineer Tender - System Concept
4 Functional Senior Engineer Tender - System Concept
5 Lower-Level Management Manager Lifecycle Engineering
6 Functional Senior Advisor Tender - System Concept
7 Lower-Level Management Manager Lifecycle Engineering
8 Lower-Level Management Manager Lifecycle Engineering
9 Functional Senior Advisor Research & Development
10 Functional Senior Engineer Tender - System Concept
11 Lower-Level Management Manager Tender - System Concept
12 Middle-Level Management Senior Manager Tender - Business Development

Pilot evaluation
& evaluationI

II

EvaluationIII

IV
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The evaluation can be divided into an overall evaluation process (macro evaluation process) 
and a micro evaluation process which focuses on the sequence of each single evaluation session 
(Figure 8-10). 

The macro evaluation process started by preparing the evaluation. Here the focus lay on iden-
 

d together 
with the contents that were presented and evaluated by the experts. The main focus was on the 
development of a thorough introduction of the FDO Methodology to the evaluators, building 
of a software demonstrator model that illustrates the practical application of the methodology 
and the conceptualization of an evaluation sheet that was separated into two parts to receive 
feedback on the design support. 

 

Figure 8-10 Overall and session-dependent evaluation process of FDO Methodology 

The evaluation started out by performing a pilot study which aimed at applying the research 
method to identify potential problems that may affect the quality and validity of results 
[BLESSING & CHAKRABARTI 2009, p. 114]. In this step the tentative micro evaluation process 
was applied and feedback by the evaluators was provided to improve the evaluation process / 
contents and, hence, the quality of the subsequent evaluations. As Table 8-1 reflects, this 
extended pilot evaluation was performed within the Research & Development department 
whose feedback led to minor adaptations related to: 
 Aloud reading of each FDO requirement (Evaluation - Part I) and FDO contribution with 

additional explanation to ensure a homogenous understanding by evaluators (Evaluation - 
Part II) 

 Improvements in recalling contribution from presentation by highlighting key contributions 
in printouts (Evaluation - Part II) 

 Single adaptations in evaluation sheet to avoid misunderstandings 
 Improvements in time management regarding the entire evaluation process 

The pilot study ensured that evaluation questions were realistic, appropriate and answerable in 
accordance with ROSSI ET AL. [1999, pp. 81 84]. Based on those insights and adaptations, both 
evaluation parts could be repeated with the pilot evaluator group leading to adjustments of the 

Pilot
study

Adapting 
evaluation

process and 
contents

Evaluation 
preparation

Re-evaluation
of pilot study Evaluation series

Research results:
FDO Models

Background, 
motivation
and goals

Demonstrator
model

Research results:
- FDO assessment 

and decision-making
- FDO Facilitators

Macro
evaluation process

Micro
evaluation process

Evaluation
Part I

Evaluation
Part II
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initial results. Based on this re-evaluation the next three sessions (evaluation series) could be 
performed without any changes of the evaluation process and contents. 

8.3.2 Micro evaluation process and evaluation sheet structure 
In line with BLESSING & CHAKRABARTI [2009, p. 209] the evaluation feedback was attained by 
a combination of questionnaires that was part of an evaluation sheet 314 (Figure 8-11) and 
planned group discussions at various stages of the micro evaluation process illustrated in Figure 
8-10. As the quality of the introduction of the support influences the outcome of the evaluation 
[BLESSING & CHAKRABARTI 2009, p. 200], emphasis was set on a proper and clear presentation 
and demonstration of the FDO Methodology. 

 

Figure 8-11 Evaluation sheet for performing first and second part of evaluation 

The evaluation session was initiated by providing background information on the topic, a 
motivation and the goals that the FDO Methodology pursues always with respect to the indu-
strial and corporate context. Then the first part of the evaluation was performed by each 
evaluator filling in the handed out evaluation sheet (Figure 8-11). It concerned identifying the 
subjective importance of each determined FDO requirement (section 4.3.2); in order to avoid 
bias the evaluation was performed after aloud reading of the researcher and by being responsive 

                                                 
314 A detailed representation of the evaluation sheet can be found in appendix 11.8. 
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to the entire evaluation group (45 min) in case of lack of clarities. Four levels of weightings 

interpretation of the results. Alternative to those written remarks, or additionally, the ratings 
were followed by commenting or a short group discussion where important aspects of this first 
evaluation part were addressed315. At last the evaluation sheet allowed adding new FDO 
requirements together with additional weightings and comments316. 

The main research results, in particular the FDO models and its constituents (section 1, 5 and 
6) were then presented supported by a poster of the original FDO Data Model which was then 
discussed. After a general introduction to the FDO Execution Model, the Excel® based soft-
ware demonstrator model was applied by the researcher with the audience observing the appli-
cation that based on the use case presented in section 8.1. Equally to the presented use case in 
section 8.1, its scope and, hence, the addressed matrices were reduced to a set that could be 
mastered without overwhelming the audience. It was emphasized to the evaluators that the 
Excel® based tool was not subject to evaluation but only provided a means to demonstrate how 
the FDO Execution Model worked. 

Based on the demonstrator model, the third part of the presentation focused on the assessment 
and decision-making on high-performing Flexible Design Concepts317 to generate Flexible 
Design Solutions. Then the FDO Facilitators were introduced. By presenting those contents, 
the additional use of posters which included the original data and by referring to the already 
presented demonstrator model, the purpose and value of the FDO Facilitators were conveyed. 
Based on the theoretical contributions to the fulfillment of FDO requirements (section 8.2), the 
overall fulfillment of FDO requirements was assessed by the evaluators. The rating was per-
formed row by row by aloud reading of the researcher and by pinpointing to specific 
contributions in printouts to make the evaluator recall the presented contents. In order to ensure 
an efficient execution in the pre-defined timeframe of the evaluation, only the main 
contributions for fulfilling FDO requirements were highlighted and emphasized318. As illu-
strated in Figure 8-11, after each row the overall fulfillment of FDO requirements was rated 

Similar to the first part 
of the evaluation, additional remarks concerning contributions and fulfillment of those 
requirements could be added which, again, were intended to support the subsequent inter-
pretation of those ratings. As before a group discussion was performed to generate feedback on 
inquired contents, closing with a general feedback on the entire FDO Methodology. 

The results of the entire evaluation are presented in section 8.3.3. 

                                                 
315 Group discussions that reflected opinions to the rated FDO requirements (not clarifications) were often 
performed after each rating to elaborate on currently thought of aspects while avoiding influences across the group. 

316 However, no evaluator used this possibility in the evaluation sheet. 

317 The demonstration of the assessment and decision-making was not necessarily related to the previously 
identified Flexible Design Concepts in the FDO Execution Model. 

318 Those have been previously identified and highlighted as bold red boxes in appendix 11.8. 
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8.3.3 Expert evaluation results 
The evaluation results can be divided into results from the ratings of the first and second part 
of the evaluation. Additionally, each of those evaluations also include the explanatory written 
remarks that were often also commented and meant as additional information; new insights 
were also provided from group discussions amongst the evaluators. In the following the quanti-
fiable results from the ratings are presented first followed by the qualitative information 
generated from the additional written remarks, comments and group discussions made during 
the evaluation. 

In the following the focus lies upon the quantifiable ratings. 

Quantitative results from expert evaluation 

The results from ratings contain both the weighting of the FDO requirements (Evaluation  Part 
I) and the degree of fulfilling those requirements by contributions of the FDO Methodology 
(Evaluation  Part II). Both ratings have the same scale (1-4) and the same subjects of assess-
ment . They are represented in a radar chart which represents 
an aid for a graphical representation of multi-dimensional target systems and the demanded, or 
respectively, actual target characteristics of objects of observation [PONN & LINDEMANN 2011, 
p. 446]. In this context of application, it is a two-dimensional chart of three or more quantitative 
variables represented by FDO requirements which lie on axes that root in the same point. This 
allows the identification of points of strongest similarity (e.g. variables with similar max. 
ratings) and highlights outliers. 

Figure 8-12 displays the resulting radar chart for the weightings of the FDO requirements based 
on the 12 performed evaluations. For each of the 23 variables the minimum and maximum 
values are highlighted as well as the average across all ratings. Note that the full list of FDO 
requirements can be found in the appendix 11.4. 

Based on this visualization, the following can be observed: 
 Max. weighting is always at its maximum, i.e. at least one evaluator finds the FDO 

requirement extremely important 
 Min. weightings strongly vary across requirements. Highest minimum weightings of 

representatives (>=3) can be attributed to the basic requirements -
(R11, R12), V: (R13, R14, R15, 

R16, R17), VI: Flexible application of FDO Methodology  (R19) and VII: Efficient 
build-up and maintenance of database  (R22, R23) 

 Peaks of average weightings (here: >=3,9) reflect most important FDO requirements which 
are represented by R14: Simple traceability of selections and decisions , R19: Ability of 
omitting or postponing step(s) and iteration(s)  and R23: Efficient maintenance of 
database  
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Figure 8-12 Weighting of FDO requirements (Evaluation - Part I) 

As can be seen based on the evaluation data, there is partly a very heterogeneous perception (1-
4) on the importance of FDO requirements. However, there are some FDO requirements whose 
importance is shared amongst all evaluators usually leading to high average weightings. 

The relatively high average weightings (above 3) also indicate that all basic and FDO 
requirements are relevant for the FDO Methodology. As no new FDO requirements were expli-
citly319 added by the evaluators in the evaluation sheet, most important requirements seem to 
be covered320 by the FDO Methodology. 

Figure 8-13 displays the chart for the fulfillment of FDO requirements by the various contri-
butions introduced in section 8.2. 
 Max. fulfillment is always at its maximum, i.e. at least one evaluator finds the FDO 

requirement fully fulfilled 
 Min. fulfillments partially vary across requirements. Highest minimum fulfillments of 

representatives (>=3) can be attributed to the basic requirements I: Identification of 
effective  (R2), -

VI FDO Methodology  (R18, R19, 
R20, R21) 

                                                 
319 Suggestions on improvements and extension of the FDO Methodology based on group discussions are not 
considered as main FDO requirements of the methodology. 

320 Always with respect to the limited number of evaluators. 
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 Highest average ratings (here: >=3,6) mirror the most fulfilled single FDO requirements 
assessed by the group of evaluators: R2: Ability to identify technically feasible solutions
R6: Comprehensive identification of change sources and Objects 14: Simple trace-
ability of selections and decisions 20: Ability of changing 
R21: Scalability of complexity and comprehensiveness  

 

Figure 8-13 Fulfillment of FDO requirements (Evaluation - Part II) 

As can be seen based on the evaluation data, there is less of a very heterogeneous perception 
( 2  and 4 ) on the fulfillment of FDO requirements as on the weighting of it. 
Similar   there are some FDO requirements whose fulfillment is rated 
homogenously high by all evaluators leading to high average fulfillment ratings. 

As the same variables (FDO requirements) and scale (1-4) are used for both evaluation parts, 
they can be considered as two separate series in the radar chart. The overlap of the average 
ratings of weighting and fulfillment of FDO requirements (Figure 8-14) provides an indication 
of the degree of fulfillment (or over fulfillment) of FDO requirements. It can be observed that 

-R9), which belong to aspect 1 (section 1.3.1 and 
1.3.3.) have a strong correspondence in weighting and rating. 

Slightly larger deviations exist for the other two aspects that may be carefully interpreted as 
indications for shifting the future development focus of the FDO Methodology both in case of 
over fulfillment or for closing gaps when requirements are considered to be under-fulfilled. 
Aspect 2, namely the efficiency-related requirements R10-R21, depict, besides some excep-
tions, still room for improvement. The efficient build-up and maintenance of the database 
(aspect 3 or R22, R23) depict largest potentials for improvement or extension, which could be 
confirmed by remarks, comments and discussions. 
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Naturally, the interpretations from the radar chart must be performed very cautiously and are 
considered to be only an indication due to the limited numbers of evaluators and the high impact 
of single deviations from the displayed average ratings. 

 

Figure 8-14 Average weighting and fulfillment of FDO requirements 

Consequently, it is also especially important to account for the complementary qualitative state-
ments from the written remarks, oral comments and group discussions which are presented in 
the following. 

Qualitative results from expert evaluation 

Based on the written remarks, oral comments and group discussions for both parts of the 
evaluation, the generated information was processed iteratively by a central representation and 
systematization of data followed by homogenizing information and terminology, removal of 
redundancies and grouping to various main- and subcategories. The feedbacks and observations 
from evaluators could be assigned to the following four main categories: 
 Emphasis: feedback on priorities and confirmations on already set foci of the FDO 

Methodology 
 Improvement & extension: feedback on potential improvements and extensions of FDO 

Methodology to provide even more utility to future users 
 Limits & constraints: observations on natural limits and constraints of the FDO 

Methodology 
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 Contribution: interpretation of the purpose of the FDO Methodology 

Table 8-2 depicts the consolidated and systematized evaluation feedback on both emphasis  
and improvement & extension  of the FDO Methodology. Both main categories could be 
assigned to six different content-related categories. It can be seen that both many affirmations 
and further improvements and extensions of the FDO Methodology exist. For instance, the 
continuous improvement of the model by maintenance and learning had already been envi-
sioned by the need of supporting the maintenance of the FDO Data Model after initial build-up 
and use (Figure 7-1). Accounting for software changes beyond the physical changes that are 
addressed by the methodology, however, entails the new consideration of software Objects321 
as potential Change Objects for the future. 

Table 8-2 Systematized feedback of evaluators on emphasis and improvements & extension of FDO Methodology 

 

Observations on imits & constraints  of the FDO Methodology could be divided into four 
groups: 
 High complexity: The high number of the considered constituents, relations and the need 

for comprehensiveness will always lead to significant complexity of the methodology. 
Hence, those limits are considered to negatively affect the traceability of decisions (R14) 
and the ease of applications (R16). 

 Context dependency: With changing boundary conditions the drilling system is to be 
operating in, the feasibility (R2) and, especially, the performance of solutions (R3) will 
strongly vary. Although accounting for unique circumstances by only semi-automating the 
exercise in the FDO Execution Model through confirmation or rejection of potential rela-
tions by domain experts, it represents a prevalent challenge of the FDO Methodology. 

                                                 
321 Although, in general the applicability of the FDO Methodology is equally valid for software, the identified 
constituents, in particular Change Enablers and Transitions, will have to be re-considered. 
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 Data(base) bias: The FDO Data Model is built upon internal (e.g. 
interviewees) or internally used sources only (e.g. tender specifications). This might con-
strain the comprehensiveness of FDO elements (R6, R7) in contrast to basing data on 
various sources and stakeholders. 

 Build-up effort: The effort of building the first data model is high which usually ties up the 
most asked for resources in organizations. Constraining the effort further by addressing 
R22 even more is highly important for successfully implementing the methodology. 

The FDO Methodology contains various facets to meet the initially defined goals. Depending 
on the background of the evaluator, the perception of the  purpose differs. The 
following interpretations of the FDO Methodology exist that were noted by the evaluators 
during or after the evaluation sessions: 
 - he 

user's experience and knowledge while making customers aware of the implications of their 
desires and decision-making. 

  it allows the collaboration of engineers at various experience 
levels and coming from different disciplines (e.g. sales, product development). Depart-
ments and responsible engineers can contribute either when running the FDO Methodology 
with the sales team or, afterwards, by commenting on previously performed decisions 
which can then be retraced. 

 -purpose during tenders 
but pinpoints to gaps and deficits in the product portfolio by yet unrealized Change Enablers 
which can be addressed by product development. 

 it documents the scope of selected deliverables to the customer. 
 and opportunity it prevents missing out on important change 

sources, affected Objects and high-performing Flexible Design Concepts and, especially, 
Flexible Design Solutions. 

  for System Supplier 
when considering FDOs. 

 as with the evolution of the FDO Methodology, proven FDO 
combinations can be stored allowing for continuous improvement of choices and guidance. 

The following section closes by providing an overall conclusion based on the expert evaluation. 

8.4 Conclusion of evaluation 
The developed FDO Methodology was evaluated to confirm the intentions of the design support 

 The results in section 8.3.3 illustrate that 
the design support is built upon the right System Requirements. Although local deviations in 
weightings exist, the average weightings imply their relevancy. As no new FDO requirements 
were explicitly added to the existing set, it suggests that the most important requirements are 
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covered. However, contributions on improvement & extension of the FDO Methodology  
suggest that there are further potentials in enhancing the FDO Methodology (Table 8-2). 

Regarding the fulfillment of FDO requirements it could be demonstrated that the FDO require-
ments highly fulfill the approved FDO requirements, especially regarding aspect 1. Aspect 2 
and, especially, aspect 3 still indicate potentials in improvement and extensions in the future. 

The general feedback on the developed methodology was positive. Depending on the individual 
needs, experience, role in the organization, however, the interpretation of the methodology 
varied across evaluators. Nevertheless, all attendees of the evaluation agreed on the design 
support a - early phases of design which mirrors the 
intention of the developed FDO Methodology. 

Due to the challenging market situation at the time of the study and the significant effort of 
building an exercisable model and software tool, however, the introduction of the suggested 
methodology is only considered in the long run by the System Supplier. The immediate main 
value of the FDO Methodology was repetitively highlighted by evaluators as providing trans-
parency to the complexity and on the required considerations when the identification of FDOs 
is addressed. In the short and mid-term, partial results (e.g. lists of design guidelines, portfolios) 
may be used independently of the overall methodology. 

As often is the case, the realization of the design support is usually incomplete and the scope 
of evaluation limited due to various boundary conditions [BLESSING & CHAKRABARTI 2009, p. 
204]. Hence, despite the positive results, limits of the evaluation also exist in this application 
context that one must be aware of such as: 
 Partially sparsely populated matrices in FDO Data and FDO Execution Model 
 Restricted stakeholder perspective on design support 
 Evaluators only observers and not users of the FDO Methodology 
 Restrictions in number of evaluators and available time-frame for expert evaluation 
 Smaller scope and different representation of functionality in demonstrator model com-

pared to intended full-scope model in future (e.g. omitting import of Baseline Objects, 
export into FDO EM Report) 

 Reduced scope of use case 

It must also be acknowledged that some of the results may not only be attributed to the design 
support but also to other influences [BLESSING & CHAKRABARTI 2009, p. 210]. For instance, 
personal experience, role in the organization and skepticism or enthusiasm towards changes 
might differ across the evaluators. Consequently, based on those limits and influences, the 
findings can only be treated as results of an initial evaluation and not as a proof [BLESSING & 
CHAKRABARTI 2009, p. 209]. 



 

 

9.  

This chapter closes this research work. Section 9.1 provides a short summary of the steps 
leading to the development of the FDO Methodology, the results and, finally, the application 
and expert evaluation. In section 9.2 both the results and the implications for academia and 
industry are discussed. Section 9.3 elaborates on potentials when extending the FDO 
Methodology that must be addressed in the future as they could not all be dealt with in this 
research context. 

9.1 Summary of results 
This thesis is based on research addressing the development of a methodology for System 
Suppliers of large-scale systems facing significant uncertainty in utilization phases to account 
for that uncertainty in early phases of design by systematic identification of affected objects, 
flexible design concepts and, based on an assessment, final solutions. The industrial boundary 
conditions of the offshore drilling industry form the basis for the higher level basic requirements 
and, later on, the more specific requirements ( FDO  require-
ments) of the methodology. Nevertheless, although this research bases upon the situation in the 
offshore drilling industry, relevancy and applicability of the developed methodology is also 
valid for other, especially similar industrial fields. 

Based on an in-depth analysis of the situation in the offshore drilling industry and the 
identification of the research gap of end-to-end procedural models that enable the identification 
of FDOs, the need for this research was deduced. Next to that, as further literature reviews had 
shown, matrix-based methodologies that strongly support the basic requirements of the targeted 
methodology, and, hence, are highly relevant to this research, also require additional research. 
Lastly, next to the procedural aspects of the methodology, another main contribution lies in the 
so far neglected phase of concept generation in literature and the definition of certain operators 
and heuristics. 

The developed methodology is divided into three parts that are strongly interdependent: a 
procedural model that illustrates the process of FDO identification, a data model where relevant 
data is stored and an execution model that bases upon the procedural and data model enabling 
the application of the methodology by their users. Based on the generated flexible design 
concept alternatives that result from the execution model, an assessment allows the identifi-
cation of only the most relevant and high-performing solutions. 

In order to meet the basic and FDO requirements, complementary methods, namely FDO 
Facilitators, represent an integrated part of the methodology. They support both the phases of 
application, but also the initial build-up and subsequent maintenance of the data model. 

The methodology is then applied on an industrially relevant case that exhibits large usage 
uncertainty and potentials for embedding flexibility. Besides continuous support evaluation to 
account for possible errors, deviations and guiding the process of support development, a con-
cluding expert evaluation of the FDO Methodology is performed. First, the individual 
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theoretical contributions to fulfilling the defined FDO requirements are determined and 
highlighted. Finally, an expert evaluation is run in the industry that bases both on the theoretical 
contributions to requirements fulfillment and the use case. 

On the one hand, the results of the expert evaluation illustrate that the methodology was built 
on the right requirements. On the other hand, the evaluation highlights that the methodology 
mostly fulfills those requirements. Hence, although improvement and extension potentials exist, 
the expert evaluation affirmed the attainment of the initially defined objectives. 

9.2 Discussion on research results and implications 
The next two sections address the results and implications of the FDO Methodology. Section 
9.2.1 discusses the strengths and weaknesses of the FDO Methodology by regarding procedural 
and data related aspects separately relating to the initially defined research question and sub-
questions. Section 9.2.2 argues how the FDO Methodology contributes to research by referring 
to the initially defined main research contributions. In this section the emphasis also lies on the 
contribution to the industry, which is especially important as this research builds upon an indu-
strially motivated problem. 

9.2.1 Strengths and weaknesses 
The research was guided by the following research question introduced in section 1.3.4: 

Which methods and tools enable designers in early stages of system design to successfully 
identify and offer flexible design solutions to their customers to allow system users better deal 
with uncertainty in utilization phases? 

As summarized in Figure 9-1, the research question was derived from the research goal 
formulated in section 1.3.1 and based on the identified research gap of section 3.2.2. It accounts 
both for the unique boundary conditions in the industry and the related basic requirements 

1.3.3). Sec-
tion 4.3 further detailed those requirements (FDO requirements) which guided the methodology 
development and represented the evaluation criteria to validate the importance of those 
requirements and assess its fulfillment by the methodology. Those FDO requirements coined 
the characteristics of the developed methodology and, hence, also the way of how the research 
sub-questions were answered. 

Hence, the strengths and weaknesses of the methodology can be discussed by referring to the 
research sub-questions (section 1.3.4) and the performed evaluation (section 8), hereby, inte-
grating also own observations when building and applying the methodology. 
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Figure 9-1 Basis for determining strengths and weaknesses of FDO Methodology 

The procedural aspects of the research question are to be discussed first. 

Procedural aspects 

The research sub-questions related to the procedural aspects of the methodology target the main 
process of identifying Change Objects, enabling them and the assessment of those design 
concepts to generate decisions on suitable solutions. It includes both aspects of the FDO 
Procedural Model and the FDO Execution Model which are considered application-context 
independent. 

The identification of Change Objects describes the first stage of the FDO Methodology. The 
methodology bases upon already known and physically existing Objects which facilitates the 
process of FDO identification322. Those baseline designs include only the most relevant Objects 
of the system due to a prior risk assessment in an Upgrade Risk Portfolio and by filtering out 
less relevant Objects which makes the subsequent screening process more efficient and leads 
to more effective results. 

In the stage of Change Object identification, the gradual building of scenarios which is facili-
tated by tracing techniques in the model, ensures accounting for also unarticulated needs. This 
implies the disclosure of relevant Change Objects that usually remain undiscovered, hence, 
avoiding risks or missed opportunities during system design and across the lifecycle. 

In stage II, the generation of Flexible Design Concepts, Transitions can either be treated as 
predetermined boundary conditions (Transition-driven) or as design variables for concept 

                                                 
322 Besides the identification of Change Objects, it also eases the embedment of flexibility due to a more concrete 
level of specification. 
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generation where they are considered concurrently with Change Enablers for a given Change 
Object (Enabler driven). This usage flexibility is further enhanced by offering a scalable exe-
cution model which ensures different levels of comprehensiveness depending on the project 
boundary conditions for both stages of the FDO Methodology. During concept generation 
Change Enablers also account for Prerequisite Change Enablers as integration and exercise 
might be hindered if considered isolated which, in turn, prevents misinvestments. 

In general, the matrix-based approach embedded in an Excel® based tool as a demonstrator 
enables a very systematic and user-friendly identification of FDOs. It enables retracing 
decisions which is advantageous for various reasons such as internal documentation, communi-
cation across internal and external stakeholders, etc. By integrating pre-defined constraints 
(FDO Selection Constraints) amongst selections into the execution model, the cognitive limits 
of users are accounted for ending up in more consistent and higher quality results. A unique set 
of constraints embodied by the Change Enabler Consistency Matrix, ensures that only consi-
stent Change Enablers are selected during exercise of the model but also during posterior 
assessment (stage III). The continuous consideration of change risk factors, i.e. the probability 
and transition costs, in stage I and the project context when exercising stage I and II of the 
model, reduces irrelevant selections, and, hence, limits the efforts especially for stage III when 
generating Flexible Design Solutions. Additionally, the pre-defined Change Enabler Value  
Effort Portfolio  ensures that the value-effort ratios of Change Enablers are already accounted 
for with the selection of Flexible Design Concepts and, later, during performance assessment. 
The intermediate or final assessment (stage III) integrates accelerators by e.g. accounting for 
expert knowledge or highly important criteria and, hence, improves the efficiency of the assess-
ment process. The assessment is performed by a comparison amongst alternative concepts with 
regards to the initially defined Baseline Object ensuring that the flexible design must be of 
higher value than its peers and, naturally, the Baseline Object itself to be considered further. By 
the use of weighted criteria for the assessment heterogeneous preferences of evaluators are 
accounted for. As the assessment is performed in a separate report (FDO EM Report) imported 
from the FDO Execution Model, it represents not only an effective tool for the assessment but 
also an effective means of documentation and, especially, communication of results. In case of 
unsatisfactory Flexible Design Concepts and Flexible Design Solutions, the methodology 
allows a situation-dependent reconsideration of the initially defined Baseline Objects by low-
ering acceptability thresholds within the Upgrade Risk Portfolio. This allows taking advantage 
of further opportunities if boundary conditions in the project are still favorable. 

On the downside, however, the Upgrade Risk Portfolio does not differentiate amongst customer 
preferences; hence, less critical Objects that remain unconsidered might be relevant due to a 
specific stakeholder interest (e.g. system responsibility). Also, the consideration of each 
selected Baseline Object during the screening for Change Objects in stage I still requires signifi-
cant effort. The methodology only accounts for one possible future of articulated and 
unarticulated attributes and characteristics, i.e. without accounting for possible alternative 
future developments of the same attributes (e.g. two scenarios for d reduced
water depth in the future compared to the initial design specifications). Hence, if future 
developments deviate from the anticipated development, certain Objects might not be prepared 
for or only in a suboptimal way as other Transitions or Change Enablers may represent better 
fits. 
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Additionally, although change propagation is explicitly accounted for, the process may become 
more difficult to manage if higher degree change propagations are considered which, however, 
can be relativized especially as technical systems have a limited change propagation extent323 
[KOH ET AL. 2013; PASQUAL & WECK 2012]. Especially as indirectly affected Change Objects 
can only be determined once the Transitions for the upstream Change Objects are known, the 
Enabler-driven approach results in a larger iteration as Transitions are determined after an inter-
mediate assessment of the concept and a subsequent homogenization of Transitions for the 
identified Change Objects. This effort is even amplified if the Enabler-driven approach is also 
preferred for the downstream indirectly affected Change Objects resulting in possibly multiple 
such iterations. 

Although only feasible options are highlighted during Change Object identification and 
Flexible Design Concept generation, the high number of options may still be overwhelming and 
time-consuming. Although the use of matrices outbalances the disadvantages, it must be noted 
that the matrix-based approach may become difficult to handle (data storage, process execution) 
if a critical size is exceeded. Hence, although the Excel® demonstrator model fulfilled its 
purpose for the evaluation, it certainly requires a reconsideration for a full-scale application in 
a corporate context (e.g. workflow, visualization of active steps only). Finally, the intermediate 
and final assessment based on the FDO EM Report is time-consuming, however, compared to 
the quantitative design space explorations still acceptable, especially as it can account for a 
much wider range of design variables, hence, is more comprehensive. 

Data aspects 

The research sub-questions related to data aspects of the methodology target the main domains, 
their dependencies and definition of constituents. It also addresses how and to which extent 
context-dependent knowledge is embedded. Finally, it concerns how the model build up and 
maintenance can be supported. For the data aspects, the FDO Data Model is of relevancy. 

Five domains are defined for the FDO Data Model to support the identification of FDOs. The 
expert evaluation has neither shown the need for differentiating further domains nor was the 
level of abstraction challenged. The Transition domain is the only domain that is considered 
integrated by a dropdown option in the execution model of the Excel® tool. It is also the domain 
with the least number of elements which shall remain constant in the future and, in contrast to 
the other domains, is not further categorized. Despite the systematization of domain elements, 
the categorization and subcategorization of Change Drivers is essential part of the methodology 
by supporting the prompting of yet unarticulated Change Drivers. Nine dependency types inter-
relating those domains were confirmed to exist to sufficiently facilitate the identification of 
FDOs. As Figure 5-1 depicts, they belong either to the stage 
Objec  (stage I) or the . 

The methodology bases upon a large pre-stored set of data on domain elements and their 
relations within and across domains to support the identification of FDOs. Hence, as the 
information is elicited, systematized and verified outside of projects, it facilitates an efficient 

                                                 
323 Number of generations of descendants triggered by an initiating change. 
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identification of FDOs and ensures the effectiveness of those results. The FDO Data Model and 
its domains are application-context independent which makes the methodology universally 
applicable but especially relevant for certain fields of application where large-scale systems 
undergo long lifecycles, exogenous uncertainty and are subject to large irreversible invest-
ments. The model constituents and its relations, in contrast, represented in the FDO Data Model 
are mainly application-context specific although, especially Change Enablers and Transitions, 
are also considered to be universally applicable and a contribution on its own. Constituents in 
each domain follow a standardized terminology to avoid misinterpretations which in turn 
increases the quality of results. 

In order to support the initial build-up and maintenance of the FDO Data Model, Object classes 
are defined that build upon common properties and address stage II of the FDO Procedural 
Model. Objects of those classes require the same Change Enablers and, as has been confirmed, 
also facilitate the same Transitions. This fosters the build-up and maintenance of stage II 
relevant matrices as not every Object is handled individually but instead as an Object class. 
Hereby the process of building and maintaining becomes more efficient ending up in consistent 
and densely populated matrices. The Upgrade Risk Portfolio can serve as means of prioritizing 
the building process by determining which Objects are relevant or have to be addressed first. 

The downside of building and maintaining a FDO Data Model as part of the methodology is 
the large effort of eliciting data regarding individual elements and relations within and across 
domains. Especially, the thinly populated matrices in the stage cation of Change 

 the high effort of completing such matrices if FDO Facilitators such as 
classes are not applicable. Generally, the maintenance of data, i.e. elements and relations, must 
also be accounted for as all of the domains with the exception of elements in the domain 

The generation of Objects classes -
ration of Flexible is considered as an essential part of the methodology to 
reduce the effort and threshold of incorporating the methodology in the first place. Never-
theless, Object classes always represent a simplification, hence, Objects may be assigned to 
alternative classes and allow possibly for other Change Enablers and Transitions. As could be 
shown, there may also exist exceptions where Objects with common properties still slightly 
vary in their suitable Change Enablers and Transitions. Hence, checking individual Objects for 
the suitability in classes is important and efforts must also be accounted for. Lastly, although 
the existence of Object classes could be validated, certain Change Enablers may not be related 
to Object properties but have general applicability324 which could partly ease the process of 
building denser matrices compared to the use of Object classes. 

9.2.2 Contribution to research and industry 
As emphasized in BLESSING & CHAKRABARTI [2009, p. 46], the research on the methodology 
and the resulting contributions should be both academically and practically worthwhile. Based 
on an extensive problem statement (section 1.2) and the industrially and scientifically relevant 
research goal (section 1.3.1), the contribution is considered both from an academic and 

                                                 
324 Hence, theoretically those Change Enablers could be related to all Objects independently of their class. 
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industrial perspective. In particular, the contribution to the industry is presented from a wider 
viewpoint as the generated research results must be complementary to other measures to have 
the desired positive impact when being integrated. 

Contribution to research 

The two main contributions of this research were discussed in section 1.3.3 and 3.2.2. The first 
contribution addresses generating a comprehensive methodology with the ability of embedding 
systematized empirical data and heuristics which guide325 the user interactively in identifying 
affected Objects and short-listing relevant concepts to generate flexible solutions. Hereby, the 
focus lies especially on the stage of concept generation  where according to CARDIN [2013] 

 Consequently, 
and based on section 3.3, the second main contribution lies upon the empirically-based and 
generally applicable Transitions and Changes Enablers. For each of those two main contri-
butions, other subordinate contributions exist (section 8.2) of which the most important ones 
are referred to in the following. First, the contribution of a comprehensive methodology is 
highlighted. 

The split-up of the FDO Methodology into three different but interdependent models (section 
4.1 3  as it allows reuse across application 
contexts by separating the generically applicable FDO Procedural Model from the FDO 
Execution Model that builds upon the application-specific FDO Data Model. Across all stages 
clear guidance is provided by unambiguous definitions of domains, constituents and paths and, 
in contrast to other methodologies, domain experts and their tacit knowledge play an important 
complementary role when running the methodology. Especially the so far neglected phase of 
generating Flexible Design Concepts (section 3.2.2) is highly emphasized in the FDO Methodo-
logy and part of the matrix-based approach. The data-based execution of the FDO Methodology 
with the large scope of predefined elements and relations (C9  C12) stands in strong contrast 
to the pr  especially Flexible Design Concepts as discussed in 
section 3.2.2. 

Hereby, the executive part includes the core contributions of the FDO 
Methodology. In contrast to most other general or matrix-based methodologies (section 3.1 and 
3.2), the explicit selection of suitable baseline designs (C3) is an important part of the metho-
dology, especially as the quality of subsequent solutions highly depends on that initial design 
basis. The core contribution is the matrix-based approach of aligned original and transposed 
DSMs and DMMs (C1) enabling the systematic identification of FDOs. Based on that 
representation the subsequent contributions are especially the tracing capabilities (C4). Next to 
the identification of change instigating components and direct change propagation, the focus is 
also on indirect change propagation which oftentimes remains unconsidered in prevalent FDO 
methodologies (section 3.1.3). Especially the gradual scenario building (C5) is an important 
contribution as it ensures a comprehensive consideration of the basis for flexible design that so 

                                                 
325 NEUFVILLE & SCHOLTES [2011, pp. 122 123] -listing flexible designs, 
which, in contrast to this methodology, bases upon simulation to explore many alternatives systematically and 
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far has not had enough focus in prevalent methodologies. Within that matrix-based 

Flexible Design Concepts (C7) is especially important as a detached decision-making of 
would lead to suboptimal Flexible Design Solutions. In this 

regard, the differentiation between pre-defined Transitions as boundary conditions (Transition-
driven approach) or design variables when generating Flexible Design Concepts (Enabler-
driven approach) is a significant contribution (C8) as it considers the heterogeneous circum-
stances in projects (e.g. time constraints) to account for flexible design. 

Opposed to the rather high-effort valuations of existing approaches that usually focus on a very 
limited set of design variables, the two complementary ways of assessment & decision-making 
in the FDO Methodology allows both the efficient identification of FDOs and the consideration 
of a larger problem and solution space ensuring effective solutions in the end. Thereby, the 
continuous assessment & decision-making (C17) acts as a gradually applied filter whereas the 
assessment & decision-making in the separate FDO EM Report (C18) ensures getting from the 
relevant Flexible Design Concepts to high-performing Flexible Design Solutions. FDO Facili-
tators only play a supportive role to make the FDO Methodology practically applicable in the 
first place. 

The second and other main research contribution of the developed FDO Methodology is both 
the identified and more generic Transition operators and the Change Enablers for concept gene-
ration (C12) that base upon data from case-based interviews discussed in section 5.2: 

As shown in section 3.3.1 various definitions of Transitions, i.e. change strategies, already exist. 
However, partially they have a project managerial perspective (e.g. TRIGEORGIS [1996, pp. 2
3]) and are not applicable for the Transitions that concern engineering changes of physically 
fielded systems that require specific operators. BALDWIN & CLARK [2000, pp. 123 146] and 
PONN & LINDEMANN [2011, p. 337] suggest such operators but they concern operations that are 
suitable for certain type of changes (e.g. module design, functions) but not for the physical 
changes of already fielded systems that are addressed by this research. HILDEBRAND ET AL. 
[2005, p. 25] address operators for fielded modular systems that, however, are not sufficiently 
comprehensive and applicable in the context of the FDO Methodology. Hence, although there 
are communalities and overlaps between those operators and the ones presented in the FDO 
Methodology, the case-based interviews illustrate that new operators are required (e.g. differ-

applicable such 
inversion by BALDWIN & CLARK [2000, pp. 138 140] which targets changes in the design 

hierarchy of modules. Additionally, the consideration of Transitions as variables that contribute 
to the generation of Flexible Design Concepts has a strong impact on the definition of those 
operators. For instance, the possibility of no changes , embodied by the Transition P  
for robust Flexible Design Concepts, cannot be ignored as an operator if considered together 
with Change Objects and Change Enablers to attain high-performing solutions. Consequently, 
the generated Transition operators represent a set of relevant operations that are applicable for 
fielded systems and are suitable to be used within the suggested FDO Methodology. 

The other aspect of the second main contribution relates to the Change Enablers derived from 
case-based interviews. Those identified Change Enablers contribute to the empirical design 
guidelines in literature (section 3.3.2) and base upon the existing Change Enabler principles 
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that were used as a means of systematization. As illustrated by SCHLATHER [2015, pp. 135
136] those heuristics partially overlap with existing ones but also extend the design guideline 
basis. Next to the application field of offshore drilling, they are especially applicable for the 
field of plant engineering. Beyond contributing with new heuristics and inspired by BISCHOF 
[2010, pp. 91 92], further descriptions make those guidelines more practical and clearer for the 
user. Especially the definition of Change Enablers as a combination of design guidelines and 
Enabler Reference Objects (part of C14), that must not always correspond to the Change Object, 
is an important contribution to avoid ambiguousness when applying Change Enablers. Hence, 
although Change Enablers are defined to fit into the overall FDO Methodology, the generated 
heuristics (design guidelines), their representation and configuration go beyond the use within 
the FDO Methodology and, hence, represent a contribution to research on their own. 

Contribution to industry 

This methodology was intentionally and carefully built based on the boundary conditions of the 
application field, the offshore drilling industry, to generate a research contribution that can be 
incorporated realistically in this real-world setting. As discussed in section 1.3.1, nevertheless, 
the results are still relevant and applicable for industries with similar characteristics. From an 
industrial perspective and based on the feedback of the expert evaluation, this methodology is 
able to attain the defined goal of section 1.3.1 as it builds upon and fulfills the basic and FDO 
requirements. Especially with the remarks and comments made by experts on future -

 (section 8.3.3), however, important measures are 
addressed that can further increase the chances of incorporation and success in the industrial 
context. 

Despite the challenging boundary conditions in the addressed offshore industry (section 1.3.2), 
the FDO Methodology offers the opportunity to account for lifecycle value in early phases of 
design. Naturally, the incorporation of such a methodology must go beyond the consideration 
of technical aspects to close the value gap as addressed in section 1.2.2. As section 1.2.3 high-
lighted beyond the consideration of flexible design, other aspects must be overcome to make it 
a success in the offshore drilling industry and beyond such as: sufficient training on embedding 
and properly exercising flexibility, suitable design documentation for properly exercising 
flexibility, overcoming agency problems and information asymmetries of the various stake-
holders involved and possibly even changes of the business model. This involves discussions 
and agreements across various stakeholders not being bound to specific projects. 

In the meantime, a gradual integration of parts of the FDO Methodology can be an option to 
get users acquainted with the new mindset and ensure a sustainable integration into the 
organization and industry. This, however, must be done with caution and professional 
surveillance. 

9.3 Outlook 
Beyond the efforts invested in this research, there still remain aspects that are not yet resolved 
and, hence, represent opportunities for further research. They can be divided into contributions 
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to the data models, execution models, assessment and decision-making or represent a general 
extension of the methodology. 

Especially the building and maintenance of the FDO Data Model should be further facilitated 
by complementary conceptual measures to the use of Object classes. This may also involve 
alternative means of implementation (e.g. object-oriented programming). Alternatives to more 
efficiently populate and organize data in MDMs such as the elicitation by deducing indirect 
dependencies from directly elicited ones as shown in LINDEMANN ET AL. [2009, pp. 99 117], 
or software application support (e.g. SMaRT326 by BARTOLOMEI [2007, pp. 148 153]) may be 
further explored for this context of application. Especially matrices related to stage I, the -

, still miss facilitators for building and maintaining FDO Data 
Models representing a large potential. Concerning Object classes, further research is needed to 
better understand and allow differentiating general and Object class specific Change Enablers. 
Naturally, the extension of the already gathered design guidelines of Change Enablers is 
considered to be a relevant continuous process which is highly valuable as better Flexible 
Design Solutions could be created. 

Generally, future research should target the systematization of data in the FDO Data Model to 
ease the exercise in the FDO Execution model. The FDO Data Model could benefit from further 
structuring of elements within domains to groups which are then interrelated across domains 
and facilitate targeting specific type of elements during execution. For instance, System Re-
quirements might only affect Objects at certain hierarchical levels (e.g. factory level, machine 
level) and this information may allow hiding elements of irrelevant groups which then enhances 
the usability when running the FDO Execution Model. Furthermore, the integration of further 
fe
(section 5.1) which had no applicable use case in this research, could be subject to future work. 

In the FDO Execution Model the identification of FDOs can be further formalized by explicit-
making of element characteristics which supports the continuous assessment when running the 
model. In particular, the assessment of change risk can also be made more formal and explicit, 
which as for now, only serves as an indication if potential relations are at all applicable in stage 
I of the methodology. This may also become important as a means of documentation where 
performed decisions are made transparent during design but also during utilization phases of 
the system. Although tracing change propagations of higher orders are supported by the model, 
research could focus on further increasing the usability of the model in this regard. Concerning 
the implementation in a software tool, the FDO Execution Model would profit from a step-wise 
implementation of FDO steps within a workflow to enable a successful application in an in-
dustrial context. Research would then address matching the user-specific boundary conditions 
and preferences to existing workflow alternatives. 

Research could also target stage III of the FDO Methodology. After short-listing Flexible 
Design Concepts and before Flexible Design Solutions are generated, further research on 
valuing concepts within the FDO Methodology could be worthwhile as they can increase the 

                                                 
326 System Modeling and Representation Tool (SMaRT) to speed up the data acquisition and simplifying the 
visualization of Engineering Systems knowledge in the ES-MDM framework. 
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effectiveness of results and reinsure decision-makers on the correctness of their decisions. 
Research would have to address the integration of valuation methods into the FDO Metho-
dology while accounting for the challenges of defining clear payback functions (section 3.2.2). 
In this regard, a further detailing on identified FDOs such as the suitable degree of flexibility 
(e.g. degree of modularity as emphasized in ENGEL ET AL. [2016] and introduced exemplarily 
in section 3.2.1) would be reasonable to further concretize Flexible Design Concepts. This will 
require an Object or Object class specific architectural analysis. 

Despite the extension of already embedded aspects in the methodology, the focus could also be 
on 3.1.1) 
provides a rich environment for novel research contributions [CARDIN 2013]. One potential 
for a successful introduction of flexibility lies in a market segmentation of customers while 
accounting for the stakeholder network which was already addressed and discussed in 
ALLAVERDI ET AL. [2014]. By targeting market segments with different preferences and 
acceptability thresholds of companies, company divisions or even individuals, the efficiency of 
identifying FDOs could be significantly supported. The previously gained knowledge on mar-
ket segments across the five domains and their matrices327, can support omitting irrelevant 
choices from the beginning or highlight favorable choices during process execution. 

Despite the improved introduction of flexibility into the market, another aspect of process 
management could be considered by closing the gap between envisioned changes during design 
and the exercise of changes during system utilization. A shift from the rather focused strategy  
with one possible future in the FDO Methodology could be extended to a more future robust  
one (section 2.2.2) where various characteristics of Change Drivers are accounted for (e.g. 
water depth increases from envisioned 5000 ft to 7000 ft or 10000 ft). Additionally, the 
selection of multiple alternative Transitions for a Flexible Design Solution may be advantage-
ous to consider as preferences on those future Transitions may change or new stakeholders are 
involved that favor other Transitions. Hence, initially ideal Flexible Design Solutions may turn 
out to be suboptimal due to a shift of preferences across the lifecycle. Thus, by further research 
on closing the gap between envisioned and actually occurring futures and changes, the 
effectiveness of Flexible Design Solutions could be further increased. A general extension of 
the FDO Methodology which would be subject to relevant research is: 
 Extending the field of application to also include software changes and according Change 

Enablers 
 Extending the addressed application field of the FDO Methodology which includes adapta-

tions of the methodology and evaluations across industries 
 Extending the field of application to design phases, i.e. not only targeting flexibility of 

in the targeted Change 
Enablers 

If future research can successfully address those aspects, the value of the methodology can be 
further increased. 

                                                 
327 For instance, some customers do not operate floaters but only fixed platforms / jack-ups which makes Change 
Drivers such as  
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11.  

11.1 Descriptions and traceability for homogenized sub-steps of 
procedural models for identifying FDOs 

11.1.1 Homogenized sub-steps 
As presented in section 3.1.2, the following sub-steps in Table 11-1 were derived based on 
various references in the field of engineering design  and manufacturing and factory plan-
ning . In order to allow a comparison amongst the procedural models, those homogenized sub-
steps are usually expressed more generally than in each of the corresponding references. Based 
on the work of CARDIN [2014] and as introduced in section 3.1.1, they are assigned to the five 
different phases representing a sorting framework for the procedural models: Baseline Design 
(I), Uncertainty Recognition (II), Concept Generation (III), Design Space Exploration (IV) and 
Process Management (V). Here, especially phase IV has a wider meaning than discussed by 
CARDIN [2014] as it includes all activities that can be related to the evaluation of FDOs. 
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Table 11-1 Homogenized sub-steps of procedural models for the identification of FDOs 

 

11.1.2 Original steps and homogenized sub-steps of relevant procedural 
models 

Table 11-2 confronts the original steps of relevant procedural models with the deduced 
homogenized sub-steps of Table 11-1 to allow a comparison amongst them. Although in most 
cases those steps were provided explicitly by those authors, in some cases such as in MIKAELIAN 
ET AL. [2011], HERNÁNDEZ [2003] and FRANCALANZA ET AL. [2014] they did not follow an 
explicit enumeration. Hence, in those cases the enumeration is deduced from the logical order 
of those steps. 

(a) Determining and characterizing system scope
(b) Decomposition of system into multiple subsystems and elements
(c) Identifying suitable rigid baseline of Object from which flexible designs are developed and compared against
(a) Defining relevant sources of uncertainties / Change Drivers
(b) Consideration of uncertainty profile over time / scenario building
(c) Classifying uncertainties according to attributes (e.g. entry frequency, cause)
(a) Determining changeability type depending on factory level (reconfigurability, transformability, etc.)
(b) Determining time window of addressed flexibility (frequent runtime changes vs. larger scale lifetime changes)
(c) Identifying suitable change measures / flexible design strategies for Change Objects (e.g. extend, switch, replace machine)
(d) Determining and classifying change profiles of Change Objects (frequency, amplitude)
(e) Characterizing interdependencies between Change Objects (type, number, frequency of interaction) 
(f) Identifying already existing flexibility in Objects to deal with uncertainty
(g) Determining action alternatives (e.g. increase automation) and modifications of Change Objects (e.g. equip with sensors)
(h) Identifying new Object requirements as a result of unfolding uncertainty
(i) Determining change requirements on allowable time and costs to perform change
(j) Identifying required flexibility / suitable Change Enablers for Change Objects (e.g. modular machine, space for extension)
(k) Separation of complex and complicated system elements
(l) Specifying flexible design concepts for Change Objects
(m) Modifying rigid baseline of Object to flexible design concept
(n) Selecting best performing flexible design concepts and initiate embodiment / integration
(o) Short listing / delimiting affected or uncertainty sensitive Objects
(p) Short-listing / delimiting Objects not fulfilling future requirements
(q) Selecting Objects affected by other Objects (change propagation)
(r) Selecting Objects not fulfilling changeability requirements (e.g. time for change)
(s) Short-listing flexible candidate designs of Change Objects
(a) Assessing change sensitivity of Objects with regards to unfolding uncertainties
(b) Assessing Objects' fulfillment of future requirements
(c) Assessing impact on indirectly affected Objects (systemic consideration)
(d) Assessing Objects' fulfillment of change requirements (e.g. time for change)
(e) Screening flexible candidate designs of Change Objects
(f) Estimating cost-benefit of measures / flexible design concepts
(g) Risk assessment of sufficient extent of Change Enablers in case of simultanously unfolding uncertainties
(h) Determining criteria for measurable value delivery (e.g. operational costs) related to monetary and non-monetary benefits
(i) Selecting suitable evaluation methodology (e.g. Monte Carlo simulation, decision analysis)
(j) Valuating flexible design alternatives and baseline design
(k) Confronting actual and target flexibility of Objects
(l) Comparing performance amongst flexibly designed Change Objects
(m) Sensitivity analysis of Change Objects concerning flexible design performance
(a) General initial preventive actions (e.g. integrating stakeholders during system development)
(b) General ongoing operational actions (e.g. maintaining the legal permission and knowledge to exercise flexiblity)
(c) Specific initial preventive actions: Record proper exercise of flexibility and relevant data
(d) Specific initial preventive actions: Selection of flexibility that is accessible / can be exercised across lifecycle
(e) Specific ongoing operational actions: Transfer knowledge to responsible for proper management of flexibility
(f) Specific ongoing operational actions: Monitoring of uncertain events to occur and feedback

V

Baseline
Design

Concept
Generation

Design Space
Exploration
(Evaluation)

Process
Management

Uncertainty
Recognition 

I

II

III

IV
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Table 11-2 Confrontation of original steps and homogenized sub-steps in procedural models 

 
  

(a) (b) (c) (a) (b) (c) (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n) (o) (p) (q) (r) (s) (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (a) (b) (c) (d) (e) (f) Reference Title
Identify uncertainties 1 1 2

Define flexibility 2 3 4
Design (for flexibility) 3 5 6

Evaluate with real options 3 7
Make decisions 4 9 8

Transfer & manage 5 10 11 12
Defining system's aspects of interest 1 1

Defining system boundary 2 2
Defining time window 3 3

Identifying uncertainty sources and profiles within time window 4 4 5
Determining types of benefit 5 6

Creating a baseline case and possible alternatives based on the degree of access 6 7 8 9
Modification or change of the baseline technical design and architecture 7 (10)

Choice of evaluation methodology 8 11
Calculations of expected benefits/revenues and costs for baseline and alternatives 9 12

10 12
Valuing nonmonetary benefits and prospect theory (optional) 11 (12)

Flexibility Tradespace Exploration 12 14 13
Estimating the distribution of future possibilities 1 1 2

Identifying candidate flexibilities 2 4 3
Evaluating and choosing flexible designs 3 8 5 6 7

Implementing flexibility 4 9 10
Determine uncertainty factors 1 1 (!)

Identify existing real options (Analysis) 2 2
Generate new mechanism and types (Synthesis) 3 3

Building uncertainty model* 4
Real options valuation 5 4

Comparison of alternative real options 6 6 5
Scenario management in factory planning 1 1 2

Analysis of changeability width 2 3
Analysis of changeability depth and determination of requirements profile 3 6 4 7 5

Classification (based on changeability width and depth) and selection of change objects 4 8 8
Deduction of future robust measures for selected (groups of) change objects 5 9

Factory analysis 1 1
Quantification of actual transformability 2 2

Development of scenarios 3 3 4
Derivation of requirement profiles 4 5

Quantification of target transformability 5 6
Deriving measures for action 6 7 8 (!)

Identify and classify the change drivers 1 1 2 3
Description of the production system: Detailing of the production system 2 4

Description of the production system: Evaluation of change profiles 2 5
Description of the production system: Define interdependencies and interfaces of the production system 3 6

Object-oriented design: Separation of merely complicated and really complex elements 4 7 9 8
Determining developments in change dimensions 1 1 (!) 2 (!)

Determination of the required changeability 2 3
Compare required changeability with actual changeability (of existing system) 3 (4) (5)

Identification of change enabling solutions 4 6 7
Analysis of requirements 1 1

Developing solutions for the manufacturing system problems 2 4 5 6 3 2
Simulation of the provisional design solution 3 7
Evaluation of the provisional design solution 4 8

Decision on provisional design solution 5 9
Analysis of product spectrum 1 1*

Mapping of primary process layer in changeability graph 2
Identification of change drivers 3 2

Capturing future change driver developments 4 3
Determining focus of consideration 5 4

Extension of changeability graph (by including focus of consideration secondary process layer and views) 6
Determination of action alternatives and modifications 7 7 6 9 5 8

Deduction of measures for realization of action alternatives 8 10
Analysis of changeability 9 11 13 12

Deduction of potentials for increase of changeability 10 14 17 15/18 16

* "System" usually includes potential Change Objects to be enabled (e.g. manufacturing system). However, here the identification of to-be manufactured product families is meant that are subject to variation. Changes of product variants (e.g. in their shape, number) are subject to uncertainty and lead to changes of relevant Objects in the manufacturing system
(e.g. workholding device of manufacturing machine).

KLEMKE
[2014, pp. 83-107]

Approach to evaluate and
design changeability 

SCHUH
ET AL. [2009]

Object-oriented design
of production systems

BAUDZUS
ET AL. [2013]

Design of manual assembly systems 
focusing on required changeability

FRANCALANZA
ET AL. [2014]

A changeable manufacturing
system design approach

HERNÁNDEZ
[2003, pp. 92-153]

Scenario-supported examination
of potential transformability 

requirements

NYHUIS
ET AL. [2005]

Evaluation of factory 
transformability

MIKAELIAN
ET AL. [2011]

NILCHIANI &
HASTINGS [2007] 6E flexibility framework

NEUFVILLE &
SCHOLTES 

[2011]
Flexibility in engineering design

Integrated real-option framework 
(IRF)

Original steps of relevant procedural models

GREDEN
[2005, pp. 55-76] Approach to flexible design

Homogenized sub-steps of relevant procedural models

I. Baseline
Design

II. 
Uncertainty
Recognition

III. Concept Generation IV. Design Space
Exploration (Evaluation)

V. Process Management 

Order of derived sub-steps from procedural models of reference
Sub-step referred to as "input" in procedural models of reference
Optional sub-step mentioned for procedural models of reference

Nomenclature of homogenized sub-steps in table

# (!)

#

(#)
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11.2 Description of matrix-based methodologies on identification 
of FDOs 

The following provides a detailed description on the relevant matrix-based methodologies that 
are introduced and discussed in section 3.2.1. Note that in contrast to Figure 3-2 and the deve-
loped FDO Methodology of this work, all the references in this section use the convention 
where column headings represent instigating elements and row headings are elements that re-
ceive change. 

11.2.1 Change prediction method by CLARKSON ET AL. [2004] 
Initially, the product model must be built where the product is broken down into a suitable 
number of subsystems. That breakdown allows capturing the change relationships328 between 
adjacent sub-systems of the product. Those change relationships can be divided into deter-

-
-systems. The direct risk 

 

However, in addition to direct dependencies between adjacent systems, a predictive model must 
also allow accounting for indirect change propagation effects. Hence, based on the initial 
likelihood (l) and an algorithm which views propagation trees as logic trees, the combined 
likelihood (L) can be determined. It represents the probability that the end effect will arise 
which is independent of the path taken. By using a separate algorithm that is based on the initial 
likelihood (l) and impact (i), the combined risk of propagation (R) is determined. The combined 
impact (I), which represents the total impact on the affected subsystem, can be then determined 
from the combined likelihood (L) and risk (R). 

The resultant risk data is represented in a product risk matrix (Figure 11-1) where the 
relationships are indicated by rectangles showing the combined likelihood (width of rectangle) 
and impact (height of rectangle). The risk matrix may be reordered to indicate the relative 
influence (column headings) and susceptibility of sub-systems (row headings). After re-
ordering, the sub-systems to the right in the column heading have the highest influence on other 
components. In contrast, the top row headings indicate components with highest susceptibility. 

                                                 
328 Those change relationships may be derived from history of previous design changes and from views of 
experienced product engineers. 
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Figure 11-1 A graphical product risk matrix (not yet reordered) [CLARKSON ET AL. 2004] 

-by- se by identifying the 
instigating requirement change(s) of subsystem(s) and their propagation paths. Based on results 
of the initial analysis, the combined likelihood (L), impact (I) and risk (R) of changes for the 
downstream sub-systems can be determined. The L and I values of the affected sub-systems 
can then be mapped on the risk scatter graph which allows a comparison of data. Relying on 

-by-
critical sub-systems in a better way. Naturally, design changes must be updated in the product 
model and direct dependency matrices for use in later projects. 

11.2.2 HoQ-CPM approach to assess the changeability in complex 
engineering systems by KOH ET AL. [2012] 

The assessment of engineering change propagation effects is conducted through four steps that 
follow a certain path within the MDM of Figure 11-2. 

The following steps have to be performed: 
1. Rate change options and their interactions: In Field A performance ratings are assigned to 

change options in order to highlight how well they will perform when addressing product 
requirements (e.g. change -

-
Field B addresses the interaction between change options, i.e. captures the implicit design 
constraints and how change options affect each other. Here the ratings are bipolar lying 

-  
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Figure 11-2 Modeling method illustrated in a MDM [KOH ET AL. 2012] 

2. Change propagation analysis: Here the change options are related to the relevant product 

is related to a given product component. The intention is to map the change options to the 
appropriate product components which represent the change instigating components for the 
change propagation analysis in Field D329. For that field the CPM analysis technique is 
described by CLARKSON ET AL. [2004] 
By use of the CPM algorithm the combined change propagation likelihood (L) is calculated 
with the new matrix values D*. 

3. Revise ratings for change options: In this step the combined change propagation likelihood 

E. Hence, based on the affected product components by change propagation, the perfor-
mance of initial change options may change. As a result, the performance ratings for all 
change options (Field A) should be revised to better reflect the propagation effects by a 
calculated revised performance rating of Field A*. According to KOH ET AL. [2012], the 

is: 

        (11-1) 

Ax,j and Ax,k 

k,j represents the potential interaction between the 
k,j 

represents the combined likelihood of component change propagation initiated by change 

                                                 
329 As the change instigating components are represented in the column headings of Field D, this mapping process 
is carried out in field C (and not field E). 
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analyzed. 
4. Select the best change option: Based on the revised performance ratings in Field A*, 

engineers can evaluate different change options. Suitable change options can be selected 
that have the highest rating against the most important product requirement. Alternatively, 
those change options may be selected that have the best overall rating either with or without 
accounting for individual weightings of product requirements. 

11.2.3 Step-based CPM by KOH ET AL. [2013] 
First, the change data is captured which usually comes from domain experts or by referring to 
change documents within the organization of concern. Here the change data is elicited where 
both the change likelihood and the change impact are mapped into two separate matrices (Figure 
11-3). According to KOH ET AL. [2013] each component can either be affected by planned 
changes, which is not accounted for in the methodology by CLARKSON ET AL. [2004], repre-
senting exogenous factors such as customer requirements, or through change propagation 
between components. Planned changes are represented on the diagonal of those matrices which 
depending on the type of matrix address the following: 
 Change likelihood matrix (Figure 11-3, left): likelihood of planned component changes in 

the future due to exogenous factors 
 Change impact matrix (Figure 11-3, right): impact of planned component changes de-

scribing the average redesign cost330 of carrying out change work 

 

Figure 11-3 Capturing and tabulating change data in DSMs [KOH ET AL. 2013] 

Direct change propagation between components, in contrast, is mapped off-diagonal in those 
two matrices. For change likelihoods (Figure 11-3, left), it describes how likely a change in an 
initiating component leads to a design change in the affected component across their common 
interface. For change impacts (Figure 11-3, right), it describes the average proportion of design 
work required if the change propagates. Entries for the matrices are assigned values between 

 

                                                 
330 Hence, in contrast to CLARKSON ET AL. [2004], here the impact on components does not only consider the 
proportion of redesign work (off-diagonal) but also the absolute scope of redesign work when a change occurs 
which is relevant when calculating the revised change impacts in step 2. 
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Step 2 concerns the computation of change indices. First by using a step-based CPM, the 
combined change propagation is calculated that accounts for both direct and indirect change 
propagation of each component. In contrast to CLARKSON ET AL. [2004], the algorithm also 

331 limiting the number of change propagation steps to be exa-
mined. The direct change propagation entries in Figure 11-3 are now modified to entries ad-
dressing combined change propagation likelihoods and impacts which are now represented by 
Lk,j and Ik,j respectively (capital letters!). The prediction of change propagation is refined further 
by accounting additionally for the planned changes that are to occur (entries on diagonal in 
Figure 11-3). Hereby the new off-diagonal values for the revised change likelihood and impact 
matrices are determined as illustrated in Figure 11-4. Subsequently, the revised risk of change 
propagation between system components can be determined (Figure 11-4, right). 

 

Figure 11-4 Revised change matrices with indices based on calculated combined changes and initially defined 
planned changes [KOH ET AL. 2013] 

Finally, based on the revised data of the change matrices, three change indices are generated 
for each system component. The ICL (incoming change likelihood), the ICI (incoming change 
impact) and the OCR (outgoing change risk) are determined by a summation of entries in rows 
(ICL, ICI) and columns (OCR), respectively, divided by the total number of components332 
which are then normalized. The ICL and ICI indicate how likely and hard it is to change a 
system component. The OCR, instead, indicates how changes to a system component will affect 
other components. 

Plotting those components to an ICI versus ICL chart supports the assessment and helps 
deriving recommendations (step 3). The OCR provides further insights if decisions in the ICI 
versus ICL chart remain unclear. In general, the recommendations follow strategies to either 

                                                 
331 The reachability of change propagation is the ability to propagate changes from an initiating component (source) 
to a specific component (sink) given a set of constraints [KOH 2010, p. 123]. Based on empirical analyses both 
CLARKSON ET AL. [2004] and PASQUAL & WECK [2012] also indicate that there is a limit in change propagation 
steps. 

332 For OCR: Total number of components  1. 
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reduce likelihood or impact by means of changeability (by e.g. standardization, redundancy, 
flexibility). The indices can only be used as indicators and further reviewing processes might 
be required to identify the most feasible options with the available resources. 

11.2.4 Sensitivity DSM by KALLIGEROS [2006] 
KALLIGEROS [2006, pp. 60 66] 
from one design variant to another, i.e. identifies which components / systems may or may not 

requirements (FR , FR ). He argues p
333 that are insensitive 

to exogenous changes, directly or indirectly and within a certain tolerance, represent potential 
platform components334 and can be aggregated together to form a platform (Figure 11-5). The 
goal is to maximize the number of those platform components while minimizing the customized 
components ( ) for the functional requirements of each variant (FR , FR ). 

The functional requirements (FR) and design variables (x) are listed in the left column and top 
row335 of the normalized sDSM (Figure 11-5, left). According to KALLIGEROS [2006, p. 60] 
each entry i, j in the matrix represents a percent change in variable i (row headings) caused by 
a percent change in variable j (column headings). Whereas each row in the southwestern quad-
rant depicts the sensitivity of design variables xi to changes in functional requirement j (FRj), 
the southeastern quadrant addresses the sensitivity of design variables xi to changes in design 
variables that are affected by changes in functional requirements (Frj) of the southwestern 
quadrant [KALLIGEROS 2006, p. 62]. 

Based on a seven-step algorithm (IDR algorithm) the sDSM is partitioned (Figure 11-5, right). 
The steps 1- k 
that are insensitive to functional requirement changes resulting in the maximum number of 
platform components xp. Steps 5 to 7 (second loop) then reduce those platform components xp 
from this list that are sensitive to the previously identified customized variables (xc). The 
iterations stop when the list of xp pty resulting in a final set of 
platform components xp. 

                                                 
333 Whereas the DSM representation is identical for all designs, the sDSM refers to a particular design representing 
only the sensitivity between design variables. Hence, the sDSM is more sparsely populated than the corresponding 
variable-based DSMs. Variables may depend on each other but still be insensitive to changes [KALLIGEROS 2006, 
p. 60]. 

334 According to BALDWIN & CLARK [2000] design rules refer to system components or variables that are 
established first in the design process and dictate the design of other components of variables. Hence, according 
to KALLIGEROS [2006, p. 64]  

335 Top row not visualized in Figure 11-5. 
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Figure 11-5 Normalized sDSM and Invariant Design Rules on an sDSM [KALLIGEROS 2006] 

Further platform components can be defined by using the IDR algorithm and removing certain 
entries in the sDSM. 
at a minimum by not exactly meeting specification requirements (e.g. due to over-sizing). In 
this regard pareto optimal strategies consider maximizing the number of standardized compo-
nents for a given number of entries removed [KALLIGEROS 2006, pp. 126 129]. KALLIGEROS 
[2006, pp. 74 76] suggests to perform this procedure step-wise where platform components are 
determined on a high-level first being followed by breaking down customized components to 
lower-level system components which, in turn, may also contain platform components. 

The normalized sDSM is partitioned according to the IDR. The partition on the top of Figure 
11-5 
between variant  The partition in the middle represents platform design variables and 
functional requirements xp which do not change and, hence, represent platform components. 
The partition on the bottom shows customized design variables and functional requirements xc. 

11.2.5 Flexible platform design process by SUH ET AL. [2007] 
Figure 11-6 illustrates the seven-step flexible platform design process (FPDP). In step I market 
segments, product variants and critical uncertainties are identified that the product platform 
must be able to account for. Functional attributes are then determined that are affected by the 
uncertainty and are then related to system level design variables of the system (step II). The 
identified set of design variables for each product in the product family is then optimized in 

Seven step 
algorithm

Platform
components

Customized 
components

Normalized SDSM, extended to 
include exogenous parameters

Invariant Design Rules on a sDSM
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order to maximize product family revenue (step III). Hence, the product family bandwidth336 
of key product design variables is determined. 

 

Figure 11-6 FPDP, a Flexible platform design process337 [SUH ET AL. 2007] 

A set of critical physical elements affected by the design variable changes within the determined 
bandwidth is identified by performing a change propagation analysis (step IV). It bases upon 
ECKERT ET AL. [2004] and introduces a new measure, the Change Propagation Index338 (CPI), 
which helps classify elements and measures the degree of physical change propagation caused 
by an element when an external change is imposed on the system with 

=       (11-2) 

ments in the system and 
j,i is a binary number showing the ith element is changed because of element j. Figure 11-7 

depicts a graph-based (left) and DSM-based (right) exemplary representation of change 
propagation visualizing the resulting CPIs. SUH ET AL. [2007] argue that change multipliers with 
CPI>0 are prime candidates for incorporating flexibility. This also applies to components that 
are affected by change multipliers. The more of these change multiplier components are 
changed, the more changes are propagated which makes it harder to change the system as a 
whole. In this application context of platform design, flexible components can be incorporated 
as buffers to limit the number of affected components, i.e. the degree of physical change 
propagation, and the economic consequence indicated by the switching costs (Kswitch) for those 
affected components. SUH ET AL. [2007] 
consider, especially when a large number of incoming and outgoing changes exist. In addition 
to the number and degree of change propagation a high Kswitch alone (Kswitch>>0) also indicates 
prime candidates for embedding flexibility as it can lower the cost of changing that component. 

Based on the derived critical elements in step IV and the given bandwidth requirements from 
step III, step V generates flexible platform design alternatives. 

                                                 
336 Bandwidth of the product platform in both the system level design variable space and customer-preferred 
attribute space. 

337 Multiple arrows indicate that several alternatives could be carried along. 

338 It is noted that GIFFIN ET AL. [2009] extend the CPI definition of SUH ET AL. [2007] by suggesting a 
normalization of CPIs which eases the comparison between elements when analyzing design changes. 
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Figure 11-7 Change propagation in a system and Kswitch for each component [SUH ET AL. 2007] 

In order to compare the flexible design alternatives against the rigid design and, if desired, 
amongst each other, their costs are determined in step VI. The lower switching cost339 (Kswitch) 
of those alternatives when making changes must be considered and traded off against the 
usually higher initial investment cost340 (Kinit) and variable cost Ctotal

341. For verification that 
the generated design alternatives are more flexible than the original rigid design and to deter-
mine the performance amongst them, the new CPIs and Kswitch for those flexible design 
alternatives are determined. However, the benefit of the flexibility (real option) must be 
identified by also considering the amortization over the course of the product platform lifecycle. 

Consequently, the designs are evaluated (step VII) by calculating the expected net present value 
of each flexible design alternative under variation of several scenarios. In the end, either the 
best platform design alternative is selected or, if unsatisfactory, the process is restarted in step 
I or step V respectively. 

11.2.6 Engineering Systems MDM framework by BARTOLOMEI [2007] 
The ES-MDM methodology contains six domains that are embedded in the ES-MDM 
framework shown in Figure 11-8. According to BARTOLOMEI [2007, pp. 73 86], those domains 
are defined as: 
 

exogenous variables that influence or are influenced by the system. This includes economic, 
political, social and technical influences that constrain, enable or alter the characteristic of 
components in the system. 

 
and/or organizations that affect or are affected by the system. They include both internal 
and external stakeholders depending on if they have or have not control of the entities 
(defined by the system boundary in Figure 11-8). 

                                                 
339 Engineering costs of changes, additional fabrication, assembly tooling and equipment investment. 

340 Fabrication, assembly equipment and corresponding tooling. 

341 Unit costs of each product variant multiplied by the number of product variants produced. 
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defined by stakeholders. It includes all articulated and unarticulated customer needs, system 
requirements and goals / objectives. 

 
objectives. 

 chnical domain with the physical components of the 
system that contribute to the objectives of the system. They include the architectural / 
physical entities required to carry out functions that can represent hardware, software, 
infrastructure, etc. 

 -processes, procedures, tasks, and work 
units associated with an engineering system. 

 

Figure 11-8 ES-MDM framework [BARTOLOMEI 2007, p. 73] 

The ES-MDM components and relations in the system can be characterized by certain 
characteristics (e.g. numeric values, mathematical equations, design parameters). Unlike con-
ventional DSMs or DMMs, the ES-MDM allows storing multiple relations in the same matrix, 
i.e. the matrix is not flat. It allows describing the evolution of the system over time by allowing 
modeling structural changes of nodes and relations and, additionally, changes in the charac-
teristics of the components. 

Within this framework, BARTOLOMEI [2007, p. 135] suggests a nine-step process which enables 
-technical systems: 
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1. -
of the data 

2.  
general change categories which may be organizational, related to technology innovation, 
etc. 

3. 
objectives with stricter requirements on system endurance) 

4. KALLIGEROS [2006]), i.e. 
identify the sensitivity of the components to change given potential contextual changes 

5. 342 SUH ET 

AL. [2007]), i.e. account for the ability of a component to propagate change throughout the 
system 

6. or each scenario  (e.g. cost analysis in SUH ET AL. [2007]) 
which accounts for the switching cost when changing the component 

[BARTOLOMEI 2007, p. 134]
flexibility candidates. Hence, the process continues by: 
7.  / cold343  
8.  /  
9.  

According to BARTOLOMEI [2007, p. 136] and WILDS [2008, p. 35] those hot spots are subject 
to three metrics that are represented in a three-axis graph:  / volati
refers to the likelihood that the component will change due to contextual change occurring in 
the future by use of forecasts. Second, 
gained or lost from changing a component. Last, (technique) 
introduced by SUH ET AL. [2007]. 

11.2.7 Methodology for identification of FDOs by WILDS [2008] 
WILDS [2008, pp. 40 55] suggests a seven-step methodology for the identification of FDOs: 
1. Construction of the ES-MDM: The methodology uses the same ES-MDM framework as 

introduced by BARTOLOMEI [2007]. The construction of the ED-MDM follows the QKC 
building process by BARTOLOMEI [2007, pp. 97 102]. 

                                                 
342 According to PALANI RAJAN ET AL. [2005] 
design variables, module, material). 

343 In contrast to hot spots, cold spots represent spots in the ES-MDM that are least suitable for embedding flexible 
design as they are not sensitive to future change. As discussed by BARTOLOMEI [2007, p. 134], they correspond to 
the platform components by KALLIGEROS [2006]. 
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2. Identifying the change scenarios: In this step, the set of uncertainties (e.g. laptop with 
changes in size of battery, availability of power source) is defined to which the system 
should be flexible. Change scenarios344 are defined which represent events or actions from 
the change of a single or multiple system drivers (e.g. new battery technology trends). Each 
change scenario is defined by (1) the identification of uncertainties that each system driver 
is exposed to and (2) the probability PCS that the system driver will change in the future. 

3. Identifying the change initiators and relationship types (CIRT pairings): Identification of 
where and how the change will enter the system where each scenario is analyzed indivi-
dually. Thereby, change initiators345 (e.g. battery) are the components that are directly re-
lated to the system drivers (e.g. battery technology). They are linked by certain relationship 
types which depend upon the domain of the change initiator (e.g. chang

(e.g. change of internal chemistry of battery) the probabilities of being related to the change 

346. 
4. Reducing the ES-MDM to subgraphs347: Components in the ES-MDM that are not affected 

by the change scenario or unrelated to the change initiator can be faded out or removed 
creating a subgraph. This reduces the complexity of the ES-MDM in the following steps, 
especially as change propagation analysis (step 5) requires human input which is eased by 
addressing only the relevant scope. 

5. Change Propagation Analysis (CPA): A change graph is built that only shows the possibly 

this change graph, components which are very unlikely to change, i.e. have a low probabi-
lity of change propagation (Pc), are also faded out / removed. Figure 11-9 represents a 
change graph for an example system. 

                                                 
344 WILDS [2008]  

345 
domain [WILDS 2008, p. 68]. However, the work of WILDS [2008] only considers physical objects as change initi-
ators. They are identified by screening the first column and row of submatrices in the ES-MDM which eliminates 
the need to search the entire ES-MDM [BARTOLOMEI ET AL. 2007, p. 46]. 

346 WILDS [2008, p. 47] 
scenario to support the decision-maker. 

347 The number of subgraphs (e.g. 12), i.e. the representations of reduced ES-MDMs, depends on the number of 
change scenarios (e.g. 3) and CIRT pairings between change initiator (1) and relationship type (4). The following 
steps 5 and 6 are repeated for each subgraph, i.e. 12 times in this example. 
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Figure 11-9 Change graph for example system [WILDS 2008, p. 49] 

For the remaining change graph switching costs (SC), i.e. the cost associated with 
modifying or replacing the component in response to incoming change, are assigned to each 
component. The Component Expected Expense (CEE) is calculated for each component by 
determining CEECIRT of the component under investigation assuming path independency348 
with 

)+       (11-3) 

for component k, with n downstream components in the change graph. Figure 11-10 shows 
the calculation of the CEECIRT  

 

Figure 11-10 CEECIRT calculation for example system [WILDS 2008, p. 51] 

CEECS nt is 
determined by adding all CEECIRT of various subgraphs of different change initiators and 
relationship types: 

                                                 
348 For instance, the change of a fuselage may be due to a change of the motor or a change in the size of power 
supply [WILDS 2008, p. 75]; the cost of change to accommodate the new motor may be different from 
accommodating the power supply which results in different switching costs. If switching costs are not path 
independent, i.e. depend on previous events, then CEE must be statistically solved using Monte Carlo simulation 
and a lookup table for the assigned switching costs [WILDS 2008, p. 51]. 
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)        (11-4) 

where N is the number of change initiators, M is the number of relationship types, Pi,j is the 
probability that the CIRT is activated in response to the change scenario under investi-
gation. 

6. Calculation of the Desired Flexibility Score (DFS): The DFS is a one-dimensional metric 
that facilitates the direct comparison of components regarding their potential of embedding 

considering the potential of propagating change and the related switching cost under all 
possible change scenarios. The DFS is defined as 

          (11-5) 

with q being the number of considered change scenarios and PCS the probability of the change 
scenario occurring. The DFS is calculated for each component in the system. 
7. Recognizing FDOs: In the end the components with their DFS scores are plotted in a chart 

in descending order. Components that were not connected to the ES-MDM subgraphs or 
were removed in the change graph have a DFS = 0, hence, are not candidates for flexible 
design as they remain unaffected concerning the considered uncertainties349. High scoring 
components, in contrast, are strong candidates for embedded flexibility (FDOs). The 
threshold for a critical DFS score to further consider a component as a FDO can be adjusted. 

11.2.8 Logical-MDM by MIKAELIAN ET AL. [2012] 
The Logical-MDM builds upon a network representation highlighted in MIKAELIAN ET AL. 
[2012] and shown in Figure 11-11. 

 

Figure 11-11 
model [MIKAELIAN ET AL. 2012] 

In this regard three different properties and metrics are introduced that are relevant for the 
identification of real options: 

                                                 
349 On the contrary,  FDOs [WILDS 2008, p. 80] which requires this 
subsequent prioritization. 
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 -condition of achieving a given objective under uncertainty, as the ability 
-

-fulfill  
 -condition of a mechanism, as the ability of a mechanism to enable 

-
mentation  

 -condition of a real option type, as the ability of a mechanism to enable 
 that a 

 

The classical MDM is a structural model of dependencies and influences which specifies the 
topology of interactions between nodes rather than its logical behavior. Hence, the MDM 

In a state-
amongst various transitions. According to MIKAELIAN ET AL. [2012], as the MDM misses the 
ability of modeling choice it is also incompatible to modeling flexibility. Consequently, a 
Logical-MDM is introduced that allows modeling structural dependencies but also logical 
behavior [MIKAELIAN ET AL. 2012]. It augments the MDM model by specifying the logical 

 a logical dependency structure is added to 
specify the logical relationship among the nodes that affect . Hereby the logical dependency 
structure is transformed into disjunctive normal form (DNF), a logical formula350 consisting of 
disjunction of conjunctions where no conjunction contains a disjunction. Hence, the following 
formula is in DNF 

         (11-6) 

where Li,j 
negation operator which allows representing exclusive ORs. The three already introduced me-
trics also shown in Figure 11-11within the DNF of the logical formula are interpreted as: 
 

indicates the presence of options. 
 m C351 as number of conjunctive clauses of all objective 

(1) and the number of clauses in which this literal appears352 (2) 
 onjunctive clauses associated with node T 

                                                 
350 The formula contains both c , AND OR ). 

351 Priorly, for each node N in the model that appear as a positive literal (and is not an uncertainty literal) in the 
DNF formula of the objective node N, the dependency model is backtracked to identify the candidate mechanisms 
which are grouped into a set S. 

352 Except if the literal appears in all clause(s) of a single DNF which then represe  



284 11. Appendix 

 

 

Whereas in a classical MDM certain type of real options A, B, C and the uncertainty U are 
shown to affect an objective node (e.g. endurance), the Logical-MDM can now specify the 
choices: 

    

resulting in three conjunctive clauses and, hence, Flex=3 in this case. 

Hereby the MDM is extended to the Logical-MDM which allows the identification of the 
<Mechanism, Type> tuples based on previously identified sources of uncertainty which, in turn, 
can be used by applying standard real options valuation to decide which tuples represent the 
most valuable means of managing uncertainty. In addition to representing the embedded real 
options, the Logical-MDM allows mapping different scenarios by accounting for multiple 

 

Figure 11-12 displays a Logical-
-

the revisit rate of the UAVs (Low 
revisit rate (LRR) / High revisit rate (HRR)) is subject to uncertainty. As the example shows, 
4SR (four UAVs with short-range communication system) facilitate only one real option type 
(deploy dense swarms) while the other two configurations (four UAVs with long-range 
communication system (4LR), mix of 2SR and 2LR) facilitate both sparse and dense swarms, 
i.e. two types of real options. 
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Figure 11-12 Identification of mechanism and types of options in Logical-MDM [MIKAELIAN ET AL. 2012] 

The calculation of the suggested three metrics within the Logical-MDM reveals which mecha-
nisms and types of options exist and where they are embedded. By knowing the <Mechanism, 
Type> tuples, they can now be valued under the uncertainty (here: LRR, HRR) by accounting 
for the flexibility to exercise available real options and the associated costs and benefits of 
embedding that flexibility. 

11.2.9 Flexibility in the design of engineering systems by HU & CARDIN 
[2015] 

HU & CARDIN [2015] suggest the following steps to be performed: 
1. Initial design: The objective is to identify the best performing baseline design which can be 

determined by various techniques such as discounted cash flow (DCF) analysis, discrete 
event simulation and computer-aided design. The DCF model, for instance, is analyzed 

(LRR Deploy Sparse Swarm ¬Deploy Dense Swarm)
(Deploy Dense Swarm ¬Deploy Sparse Swarm). (8)

(LRR 4LR ¬2LR + 2SR)
(LRR 2LR + 2SR ¬4LR). (9)

(4SR ¬4LR ¬2LR + 2SR)
(HRR 4LR ¬4SR ¬2LR + 2SR)
(HRR 2LR + 2SR ¬4SR ¬4LR). (10)
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based on deterministic point forecasts353 of uncertainty factors to determine the design 
concept with the best net present value (NPV) from the various candidates. The selected 
baseline design represents the benchmark design for the generated flexible design concepts 
when valuation takes place in step 4. 

2. Dependency and uncertainty analysis: The objective in this step is to identify dependencies 
and major uncertainties in the model. Relevant uncertainty sources are identified by using 
e.g. prompting methods [CARDIN ET AL. 2012]. The ES-MDM is built based on expert 
knowledge and historical data by including, in contrast to BARTOLOMEI [2007], conditional 
probability354 amongst system elements; additionally, prior probability355 and the cost of 
change for system elements are also accounted for. In that context, the identified uncertainty 

tem 
HU & CARDIN [2015]. Besides 

building the ES-MDM the major uncertainties are modeled to consider a wide range of 
possible scenarios by e.g. use of lattice models, diffusion models or scenario planning 
(section 2.2.2). They are needed in step 3 and, especially, step 4 for identifying and valuing 
flexible design concepts. 

3. Flexible design opportunities identification356: As Figure 11-13 shows, the output of step 2 
is now used in this step. 

 

Figure 11-13 Main procedures for flexible design opportunities identification [HU & CARDIN 2015] 

The Bayesian network model is required to model complex system interdependencies and 
 of elements based on the 

previously identified conditional and prior probabilities in the ES-MDM; in contrast to 

                                                 
353 The variables capturing uncertainty may exist already in this performance model, but variability is not yet 
accounted for which is part of step 2. 

354 Probability that change of one element will lead to a change in neighboring element. It coincides with PC by 
WILDS [2008]. 

355 Probability that uncertainty scenario occurs in the future. It coincides with PCS by WILDS [2008]. 

356 Although this step refers to FDOs, it considers the identification of critical system components (Change 
Objects) only. 
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conditional probabilities, they also consider indirect relationships and, hence, predict how 
likely one element might be affected if other upstream elements are changed. 

of change that has been normalized by the maximum cost of change for each system 
element. Hereby,  indicates the degree of risk received by system element si due to 
the impact of changes upstream. However, the change of that node also becomes a source 
of uncertainty to downstream nodes. Hence,  is also needed which indicates the 
degree of risk357 generated by a change in system element si under uncertainty U. Based on 
the risk susceptibility index (RSI) with 

        (11-7) 

system elements si with a high  indicate candidates for embedding flexibility whereas 
other constellations reflect either candidates for robust or fixed design (Figure 11-14). 

 

Figure 11-14 Risk susceptibility of system element [HU & CARDIN 2015] 

4. Flexibility valuation: In this step, flexible strategies and change enablers, i.e. flexible design 
concepts, are selected for the highly-ranked system elements. The focus now lies on the 
evaluation of those flexible design concepts using real option analysis based on Monte 
Carlo simulations to generate stochastic scenarios. Hereby, the identified baseline design 
(step 1) and the generated flexible design concepts for the critical system components 
(Change Objects) are evaluated by using the uncertainty models to determine the value of 
flexibility (VOF), i.e. the difference between flexible and benchmark design performance 
of the baseline design in order to select the best performing flexible design concepts. 

11.3 Change Enabler principles  Definitions 
The following definitions describe the Change Enabler principles presented in section 3.3.2. 
They base either on one specific reference or on an additional complementary one to concretize 
that definition further and only if compatible. 

                                                 
357 Probability and cost of changes of downstream system elements due to change of system element si. 
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Table 11-3 Definitions of Change Enabler principles 

 

 

Definition Reference

Easy (Dis-) Assembly Aims at easing the assembly and disassembly process. BISCHOF [2010, p. 97]

Adjustability approach Enable the device to respond to minor changes (e.g. allow tuning of design 
parameters, provide the capabability for excess energy storage or importation).

QURESHI ET AL. [2006],
KEESE ET AL. [2007]

Autarky
Independence of technical system of organisational and technical conditions. 

Thereby, it reduces the impact on factory operations for neighboring areas when 
exchanging that technical resource (e.g. machine). 

HILDEBRAND [2005, pp. 52-54]

Autonomy Characterized by objects, which are capable of providing basic functionality 
necessary to ensure their independence from the embedding systems. FRICKE & SCHULZ [2005]

Automatability The ability to upgrade or downgrade the degree of automation. WIENDAHL ET AL. [2007]

Buffering Allocation of reserves commonly used in the manufacturing domain handling 
variation of the production system (inventory, capacity, time). MIKAELIAN ET AL. [2011]

Compatibility
Allows various interactions within and outside the factory by being networkable 
with regards to material, information, media and energy e.g. standard software 

interfaces.

WIENDAHL ET AL. [2007],
WIENDAHL ET AL. [2015, p.102]

Convertibility Ability to easily transform the functionality of existing systems, machines, and 
controls to suit new production requirements. KOREN & ULSOY [2002]

Customization
Ability to adapt the customized (non-general) flexibility of production systems and 

machines to meet new requirements with a family of similar products (that are to be 
manufactured).

KOREN & ULSOY [2002]

(Interface) Decoupling 
(approach)

Reduce the communications between modules and enable the device to function 
normally regardless of the orientation, location and arrangement of its individual 

modules.
QURESHI ET AL. [2006]

Decentralization Characterized by a decentralized distribution of control, information, resources, 
attributes, and properties within the system architecture. FRICKE & SCHULZ [2005]

Diagnosability
Ability to automatically read the current state of a system and controls so as to 

detect and diagnose the root-cause of defects, and subsequently correct operational 
defects quickly.

KOREN & ULSOY [2002]

Exchangeability Possibility of replacing technical resources (e.g. machine) at low effort in 
operational phases. HILDEBRAND [2005, p. 37]

Expandability and 
reducibility

Allows spatial degrees of freedom of objects regarding expansion, growth or 
contraction. HERNANDEZ [2003, p. 55]
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Definition Reference

Extended use

Theoretical exaggeration of the initially planned product use with the ability to 
handle various conditions and future changes of its environment. In contrast to 

"over-engineering", they focus on functions instead of physical parts, modules and 
machine elements.

BISCHOF [2010, p. 101]

Handleability
Characterizes the property of technical resources (e.g. machine) with object-specific 

parameters (e.g. mass, dimensions, form/geometry) to allow relocations by 
changing their spatial arrangement or position.

HILDEBRAND [2005, p. 69]

Ideality / Simplicity

Aims at reducing system complexity by striving for only useful functions, which 
may be interpreted as establishing small, simple units / elements with a minimized 
number of interfaces (loose coupling among and strong cohesion within modules) 

within an architecture.

FRICKE & SCHULZ [2005]

Independence
Aims at minimizing the impact of changing design parameters. This principle is 

derived from the axiomatic approach by Suh [1990] where each system or 
functional requirement has to be satisfied by an independent design parameter.

FRICKE & SCHULZ [2005]

Inherent flexibility

Integrates flexible and change tolerant design features and machine elements into 
the design including also design solutions that can be used for the same purpose in 
different environment without requiring change or address self-healing and self-

adjusting technologies and solutions.

BISCHOF [2010, p. 96]

Interconnectivity
Facilitates various states and relations concerning utilities for means of production, 

material and media within and outside the factory. It allows the machine to use 
required connections without any reconstruction work.

HERNANDEZ [2003, p. 55]

(Dis-)Integrability

Characterized by compatibility and interoperability applying generic, open, or 
common / consistent interfaces which allows the low-effort (dis-) integration of 
products, product groups, parts, components, production processes or means of 

production.

FRICKE & SCHULZ [2005],
HERNANDEZ [2003, p. 56]

Mobility Locally unrestricted movability of objects. WIENDAHL ET AL. [2015, p.102]

Modularity (approach) /
Encapsulation coupling among the modules (loose coupling) and maximizing the cohesion within 

the modules (strong cohesion).
FRICKE & SCHULZ [2005]

(Function- and utilization)
Neutrality

Embodies properties of factory objects dimensioned and designed for multiple 
tasks, requirements, purposes, or functions. HERNANDEZ [2003, p. 55]

Nonhierarchical integration Characterized by linking units across the total system, with no respect to any type of 
modularity or encapsulation. FRICKE & SCHULZ [2005]

Over-engineering

Aims at forecasting trends and developing products that are less likely to require 
change when requirements get higher / stricter in the future. In contrast to 

"extended use", they focus on physical parts, modules and machine elements 
instead of functions.

BISCHOF [2010, p. 103]

Parts reduction approach Reduce the number of parts requiring manufacturing changes. KEESE ET AL. [2007]

Pretestability

Addresses the possibility of examining and affecting a technical resource (e.g. 
machine) concerning its functional capability and performance prior to its 

integration into an existing configuration to reduce the effort in case of a system 
adjustment.

HILDEBRAND [2005, p. 54]

Redundancy Enables capacity, functionality, and performance options as well as fault-tolerance. FRICKE & SCHULZ [2005]
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11.4 FDO requirements 

Table 11-4 BR I: Identification of effective FDOs 

 

 

Table 11-5 BR II: Comprehensive identification of FDOs 

 

 

Definition Reference

Scalability Provides technical, spatial and personnel extensibility and reducibility. WIENDAHL ET AL. [2007],
WIENDAHL ET AL. [2015, p.102]

Spatial approach Facilitates the addition of a new functionality and rearrangement or scaling of parts. QURESHI ET AL. [2006],
KEESE ET AL. [2007]

Standardization Addresses the unification of parts and the interfaces between parts and modules. BISCHOF [2010, p. 99]

Staging Ability to distribute investments across the lifecycle which enables other options 
within multiple enterprise views. MIKAELIAN ET AL. [2011]

Universality To be dimensioned and designed for different requirements with regards to product 
or technology. WIENDAHL ET AL. [2015, p.102]

Definition Description

R1 Ability to identify the relevant 
problem and solution space

The methodology should support the identification of only relevant change sources (Change 
Drivers, System Requirements) and Objects on the drilling rig.

R2 Ability to identify technically feasible 
solutions

The methodology should allow the identification of only those Flexible Design Concepts that are 
technically feasible.

R3 Ability to identify high-performing 
solutions

The methodology should allow the identification of the best performing Flexible Design Concepts 
beyond its feasibility, i.e. solutions of high value and/or high value-effort ratio.

R4 Ability to reduce to effective and 
relevant solutions

The methodology should allow a systematic reduction of available solutions to an effective and 

R5
Ability to reduce risk of offering non-

profitable solutions from System 
Supplier's perspective

By using the methodology, the System Supplier should reduce the risk of offering Flexible Design 
Solutions that are non-profitable due to e.g. new and yet unproven offers, embedment of flexibility 

at System Supplier's cost, etc.

Definition Description

R6 Comprehensive identification of 
change sources and Objects

The methodology should allow accounting for explicitly articulated but also non-articulated 
change sources (Change Drivers, System Requirements) and Objects by the customer.

R7
Comprehensive generation and 

representation of Flexible Design 
Concepts

The methodology should allow a comprehensive identification and representation of Flexible 
Design Concepts including suitable Transitions and Change Enablers for the identified Change 

Objects.
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Table 11-6 BR III: Customer-oriented identification of FDOs 

 

 

Table 11-7 BR IV: Efficient identification of FDOs 

 

 

Table 11-8 BR V: Appropriate usability for engineers 

 

 

Definition Description

R8
Customer-dependent decision-making 

on relevant problem and solution 
space

The type of change sources (Change Drivers, System Requirements) and relevant Objects depend 
on the customer and must be accounted for during decision-making.

R9 Customer-dependent decision-making 
on solutions

The selection of suitable Flexible Design Concepts and Flexible Design Solutions for the selected 
Change Objects depend on the customer and must be accounted for during decision-making.

Definition Description

R10 Efficient identification of Baseline 
Objects

The Baseline Objects, i.e. the Objects that represent the design basis before flexibility is even 
considered, should be identified in a time- and resource-efficient manner.

R11 Efficient identification of change 
sources and Objects

The identification of change sources (Change Drivers, System Requirements) and the affected 
Change Objects should be performed in a time- and resource-efficient manner.

R12 Efficient identification of Flexible 
Design Concepts and Solutions

The identification of Flexible Design Concepts and Flexible Design Solutions for the identified 
Change Objects should be performed in a time- and resource-efficient manner.

Definition Description

R13 Non-ambiguous and clear 
comprehension

The methodology and its constituents can be unmistakably comprehended by its users. Despite 
better results, it helps planners and analyst also to be more confident in them.

R14 Simple traceability of selections and 
decisions

The selections and decisions within the methodology are transparent and can easily be traced back.

R15 Homogeneity of and within approach The methodology represents one integrated approach for both identifications of Change Objects 
and generation of Flexible Design Concepts.

R16 Ease of application The application of the methodology is easily understood and performable.

R17 Ease of managing models during 
execution

The methodology should provide the means to easily adapt, integrate and remove data when being 
applied.
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Table 11-9 BR VI: Flexible application of FDO Methodology 

 

 

Table 11-10 BR VII: Efficient build-up and maintenance of database 

 

11.5 Reference questionnaire in case-based expert interviews 
The following section bases upon ALLAVERDI ET AL. [2015]. It introduces the subjects of 
concern addressed in the case-based expert interviews to elicit relevant data as described in 
section 5.2.1. The questions can be divided into four different categories of which the last three 
address the five domains of the FDO Data Model (section 5.1). As noted, besides project-
specific questions, questions regarding the generalization of statements were raised to provide 
details on the transferability and applicability of statements to other cases and circumstances. 
They are marked as grey lines in Table 11-12, Table 11-13 and Table 11-14. 

ain data  (Q I-1 - Q I-10): They relate to gaining general information 
on the upgrade project of concern. They are especially important for classifying this reference 
project, documentation, verification and follow-up on details if more information is required in 
the future. 

Definition Description

R18 Alternative entry or exit points The methodology should allow the user to enter or exit the model at different stages or steps.

R19 Ability of omitting or postponing 
step(s) and iteration(s)

The methodology should allow the user skipping certain steps and iterations. This also includes 
delaying decisions such as the selection of Transitions to later phases of the methodology.

R20 Ability of changing direction of 
identification

The methodology should allow the user the identification of change sources and Change Objects 
by following different directions through the model being able to identify causally related and 

unarticulated prior upstream causes and downstream elements following causality.

R21 Scalability of complexity and 
comprehensiveness

The methodology should be able to scale both the complexity of the model and the degree of 
comprehensiveness.

Definition Description

R22 Efficient build-up of database The build-up of the initial database should be performed in a time-and resource-efficient manner.

R23 Efficient maintenance of database The maintenance of the database, after the first build-up and in between application periods, 
should be performed in a time-and resource-efficient manner.
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Table 11-11 Main data (I.) 

 

Questions related to change source recognition  (Q II-1  Q II-7): Those questions relate to 
the Change Drivers and affected System Requirements of the drilling system (Q II-1  Q II-3). 
It is also documented if those System Requirements also affected other Objects in the project 
under investigation which, in turn, triggered another upgrade. Q II-5 and Q II-6 relate to the 
relevancy of the Change Driver(s) and the upgrade. Q II-7 asks about the applicability of 
Change Drivers across variants and product families. 

Table 11-12 Change source recognition (II.) 

 

Questions related to Change Objects and their Transitions  (Q III-1  Q III-8): In this phase, 
it was determined which Objects / Object modules of the affected product family were upgraded 
directly (Q III-1) and which ones due to other reasons but in the same run (Q III-2). Describing 
the main steps of the upgrade for the Change Objects and Objects in the outlying area (Q III-3) 
set the basis for addressing change propagation within (Q III-4) and amongst Objects (Q III-5) 
and the next category of questions (IV). Generalization questions Q III-6 and Q III-7 referred 
to the applicability of the addressed upgrade when facing different boundary conditions (rig, 
derrick type) and questioned the relevancy of the upgrade by asking about other possible 
reasons (change sources) for that upgrade to occur (Q III-8). 

Table 11-13 Screening for Change Objects & identification of suitable Transitions (III.) 

 

Questions related to Change Enablers  (Q IV-1  Q IV-9): Q IV-1  Q IV-3 focus on 
identifying embedded Change Enablers on the existing rig under investigation, suggesting any 
improvements or entirely new, not yet realized Change Enablers to ease the addressed upgrade. 

Q I-1 Project name
Q I-2 Project number
Q I-3 Change Object (variant)
Q I-4 Rig type
Q I-5 Derrick type
Q I-6 Upgrade initated by
Q I-7 Upgrade performed by 
Q I-8 Year of delivery (rig)
Q I-9 Year of upgrade (rig)
Q I-10 Upgrade value (if known)

Q II-1 Change Driver
Q II-2 Impact on System Requirements
Q II-3 Objective of upgrade
Q II-4 Further directly affected & upgraded Change Objects
Q II-5 Possibility of future occurrence of Change Drivers and related upgrades for rig of mini case
Q II-6 Possibility of future occurrence of Change Drivers and related upgrades for other rigs

Q II-7 Influence and impact of Change Driver and violated System Requirements applicable
to other variants / variations within product family and across product families

Q III-1 Physical Objects / Object modules of variant and outlying area to be upgraded (related to affected System Requirements) 
Q III-2 Physical Objects / Object modules of variant and outlying area to be upgraded in same run (related to other System Requirements) 
Q III-3 Brief description of upgrading process of Change Object and outlying area
Q III-4 Product internal Change Objects due to knock-on (Object modules)
Q III-5 Product external Change Objects due to knock-on (Objects, Object modules)
Q III-6 Applicability of upgrade to other rigs (e.g. jack-ups, fixed platforms)
Q III-7 Equal applicability of upgrade to other derrick types (Conventional rigs, Ramrigs)
Q III-8 Other Change Drivers / violated System Requirements in other projects responsible for identical or similar upgrade 
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Q IV-4 asks about further Change Enablers that are required for the already embedded or 
suggested ones. Both the embedded and suggested Change Enablers were then assessed 
qualitatively regarding their ability to reduce upgrade efforts (Q IV-5) and by rating the 
additional incorporation efforts that flexible designs often bring along (Q IV-6). As a means of 
generalization, the suitability of those Change Enablers for other product family internal 
variants (Q IV-7) and across product families (Q IV-8) was determined. As Change Enablers 
serving multiple purposes (e.g. overhaul, maintenance, etc.) usually increase the frequency of 
usage and are easier to be offered to potential customers (section 6.4.2), the interviewees were 
asked about relevant Change Enablers in this regard and the purposes they also support (Q IV-
9). 

Table 11-14 Identification of suitable Change Enablers (IV.) 

 

Although questions are assigned to each of those four categories, some questions represent 
border cases that could be attributed to another category (e.g. Q II-4 which would belong to 
category III). As the interviews showed, however, such an order would often be disadvantage-
ous as previously addressed subjects would have to be resumed. Hence, for practical reasons 
the assignments to logical superordinate categories may deviate from the actual documented 
and performed ones. 

11.6 Change Enabler design guidelines 
The following Change Enabler design guidelines base upon the synthetized and verified data 
by SCHLATHER [2015] that build upon the case-based interviews discussed in section 5.2.1. To 
ensure consistency and clarity in the larger framework of the FDO Methodology, the IDs, 
design guidelines and their descriptions are partially adapted from the originally synthesized 
design guidelines introduced by SCHLATHER [2015]. In cases of overlaps, they would be marked 

7.5) to exclude that they are 
not be embedded simultaneously. 

Design guidelines may sometimes be assigned to alternative Change Enabler principles. In this 
work, however, the assignment of design guidelines always follows the categorization made 
and described by SCHLATHER [2015, p. 58] that assigned them to the most intuitive ones already. 

In the following the six categories of Change Enabler guidelines are provided in the same order 
as introduced in section 5.3.4. 

Q IV-1 Embedded Change Enablers to reduce effort of upgrade 
Q IV-2 Recommended enhancements of existing Change Enablers to reduce effort of upgrade
Q IV-3 Recommended additional Change Enablers to reduce effort of upgrade
Q IV-4 Change Enablers requiring other Change Enablers
Q IV-5 Rating reduction of upgrade effort by embedding Change Enablers
Q IV-6 Rating additional incorporation effort by embedding Change Enablers
Q IV-7 Equal applicability of Change Enablers to other variants within product family
Q IV-8 Equal applicability of Change Enablers across product family
Q IV-9 Change Enabler applicability for other purposes
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11.6.1 Universality 

Table 11-15 Universality-related Change Enabler design guidelines 

 

ID Design guideline Design guideline description

UNI_1
 Design with regard to 

geometry and available 
space 

Account for future changes of geometrical requirements by exaggerating them in Objects (e.g. over-sizing beam 
lengths from the beginning when min. beam length is required).

UNI_2  Oversize with regard to 
stress / load cases

Account for handling higher functional or environmental loads by e.g. changing wall thickness or material.

UNI_3

 Oversize entry and exit 
areas spatially for easing 
removal / installation of 

Objects

Entry and exit areas such as doors, windows, roof, caps are to be designed larger to better allow Objects of larger 
sizes entering or exiting especially rooms in the future.

UNI_4  Oversize with regard to 
power / energy / capacity

The maximum power, energy or capacity of an Object (e.g. Hydraulic Power Unit) should exceed the amount that 
is required for regular use from the beginning to be able to cope with higher requirements (e.g. by powering 

additional newly installed Objects) in the future.

UNI_5  Oversize with regard to 
throughput capacity

Maximum throughput capacity (e.g. of a manifold or of pipes) should exceed the amount that is required for 
regular use to be able to cope with new Objects that require a higher flow rate.

UNI_6  Use material with 
enhanced durability 

Materials of Objects should be chosen such that they are more durable with regard to corrosion, abrasion, etc. This 
can be achieved e.g. by using composite materials instead of steel. The suitability strongly depends on the use 

context of the Object.

UNI_7  Design higher room 
ceiling

Designing higher room ceilings aims at providing more volume (above working areas) for the installation of new, 
larger or additional Objects in the future.

UNI_8  Prepare for mounting 
alternatives 

By preparing for mounting alternatives the Object can be attached in alternative ways to the structure. For instance, 
tanks can be prepared for such that they are suspended from the ceiling structure or are leg-mounted on the floor.

UNI_9
 Design homogeneous load 
capacities across Object's 
modules / sub-assemblies

Design modules / sub-assemblies of an Object (e.g. machine engine, gearbox, frame, swivel etc.) for the same 
maximum load capacities as any weaker modules / sub-assemblies of that chain can be a reason for an upgrade.
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11.6.2 Scalability 

Table 11-16 Scalability-related Change Enabler design guidelines 

 

 

 

ID Design guideline Design guideline description

UNI_10  Provide multi-purpose 
bores for attaching Object

In contrast to dedicated bores (SCA_1), multi-purpose bores are able to serve as attachment points for several 
(types of) Objects (in particular their sub-assemblies, modules). This can be realized e.g. by slot holes or patterns 

of holes that fit to a multitude of Objects.

UNI_11

 Provide space above 
Object for subsequent 
adding of or access to 

modules

In contrast to designing higher ceilings (UNI_7), here the aim is at providing sufficient space above an Object for 
adding modules / accessing the Object, regardless if this Object is located in a room or not. In this case the extent 

of required space needs to be considered in advance.

UNI_12  Protect machined 
surfaces against corrosion 

Machined surfaces of Objects (e.g. bores) that are exposed to environmental influences (e.g. ocean water, rain, 
humidity) need to be protected from corrosion e.g. by applying a protective paint coating or inserting temporary 

plugs / covers.

UNI_13
 Provide space around 

Object for better 
accessibility

By providing sufficient space around the Object, it should be accessed more easily. In contrast to "SCA_4", this 
space is much smaller as it does not concern a future expansion of that Object. However, the extent and direction 

of the required access space must be considered and determined carefully in advance.

UNI_14
 Internalize tubing by 

channels in new Objects 
for guiding fluid

Integration of fluid channels within Objects is to be prefered as being less vulnerable and avoiding high installation 
and deinstallation efforts of common external tubings. However, the type of required channels must be considered 

carefully in advance and the Object must allow an integration in the first place.

ID Design guideline Design guideline description

SCA_1  Provide dedicated bores 
for attaching Object

In contrast to multi-purpose bores (UNI_10), dedicated bores aim at specific Objects (in particular sub-assemblies, 
modules) that are likely to be attached in the future (e.g. boreholes on an Object for future adding of a module / 
sub-assembly) by providing bores with certain geometry (diameter, shape, etc.), pre-determined pattern of bores, 

etc.

SCA_2
 Provide ability for 
integrating stronger 

bracings

The integration of stronger bracings aims at reinforcing carrying structures (e.g. Derrick structure). This can be 
achieved e.g. by providing spare holes and reinforced attachment points on structure.

SCA_3
 Pre-install structure base 

for easing subsequent 
integration of Objects

This can be achieved by e.g. preinstalled sockets or pads that initially interface only the structure and then the 
Object that is to be installed.
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ID Design guideline Design guideline description

SCA_4
 Provide space around 

Object for spatial 
expansion

In contrast to "UNI_13", this space is usually much larger. The direction of future Object expansion as well as its 
extent need to be thought of in advance.

SCA_5

 Design non-load carrying 
separation walls for 

easing their changes or 
removal

Rooms can be separated by walls that are not part of the load-carrying structure. Changes or entire removals of 
these walls can therefore be performed without or limited structural knock-on effects in the surrounding structure.

SCA_6  Pre-install multi-cable 
duct sealing systems

Multi-cable duct sealing systems provide an effective solution for guiding cabling or piping through gastight walls 
and ceilings (also water, blast, smoke). Multi-cable duct sealing systems allow for different internal configurations 

which facilitates embedding e.g. new cabling / piping without requiring to make new openings between areas. 
Hereby, "hot work" and, hence, operational stops are avoided.

SCA_7
 Account for future 

embedment of additional 
systems

Accounting for means to add new systems (i.e. Objects, modules / sub-assemblies) to an existing one by providing 
sufficient space, defining interfaces, provide compatibility to existing system parts, accounting for additional loads, 

etc.

SCA_8
Prepare support structure 
for additional structural 

elements 

Prepare support structures of storage areas (e.g. setback for storing tubulars) for an extension of structural elements 
to increase storage capacity (e.g. number of tubulars) by accounting for e.g. space, sufficient structural support, 

interfaces.

SCA_9  Increase number of 
Objects

An increase of Objects (e.g. more identical units with lower capacity and size each)  which can be allocated 
decentral / spread across the system facilitates especially their integrations into existing systems (e.g. if more 

capacity is required) as they require less space and can be integrated more flexibly without major knock-on effects. 
It often also allows performing decentral changes without disturbing operations.

SCA_10  Split-up of Objects  

The design integration of numerous units into an integrated oversized one (e.g. double pump) should be avoided. 
By separation into single units, scaling can be performed better to meet the actual needs / allowable costs and 
easing their (dis-)integration as single units are more likely to be lifted without requiring a prior disassembly as 

lifting limits are not exceeded.

SCA_11  Reduce number of 
Objects

A reduction of Objects (e.g. less identical units with higher capacity and size each) reduces wiring, cabling and 
piping efforts, as wiring / cabling / piping is less spread in the system and, hence, reduces efforts if e.g. less larger 

units are required or removed.

SCA_12  Provide spare cables 
By providing additional spare cables than the required ones (e.g. 6 cables to 4 Objects), additional Objects can be 

added in the future without requiring to lay extra cable.

SCA_13  Pre-equip Objects
with cable trays

Cable trays can be integrated in or attached to the Object in advance to avoid extensive work on the wiring system.
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11.6.3 Modularity 

Table 11-17 Modularity-related Change Enabler design guidelines 

 

 

 

ID Design guideline Design guideline description

SCA_14

 Design wider and less 
compact for easing 

extension or embedment 
of modules

Objects that are likely to be changed (especially extended) in the future are to be designed wider and less compact 
at the anticipated locations of change.

SCA_15
 Prepare Object for 
changes by boltable 

assemblies

Objects that are likely to be changed in the future (e.g. adding new grippers and forks of transporters) are prepared 
for adding / changing boltable assemblies.

SCA_16

 Assign dedicated areas on 
room ceiling for 

evolutionary development 
of piping, cabling and 

ducting

The aim is to constrain changes over the lifetime to dedicated areas on the ceiling of the room that do not affect its 
surrounding as there are spatially separated from other Objects. This applies especially to bulk items such as 

piping, cabling, ducting that strongly develop across the lifecycle and due to that spatial separation would not 
affect other Objects.

SCA_17
 Prepare sufficient spare 

attachment points for 
boltable units

Objects (e.g. Drillstring Compensation System) that can be connected to additional units (e.g. accumulators) 
should be prepared for with spare attachment points whose number must be determined in advance by anticipating 

future needs (e.g. future changes in compensation capacity).

ID Design guideline Design guideline description

MOD_1  Encapsulate the Object 
It targets an autonomy of the Object by reducing interfaces to peripheral Objects. In contrast to "MOD_3", it does 

not refer to Object internal interfaces among modules.

MOD_2

 Centralize connection 
points for power and data 

supply through multi-
cable connectors

Multi-cable connectors represent "quick-connectors" that allow the integration and combination of data and power 
cables onto single plates. Objects can be (dis-)connected quickly without dealing with single cables.

MOD_3

 Aim for differential / 
modular design for
(dis-)assembly and 

extension / reduction

It refers to the functional separation of assemblies within an Object and the reduction of dependencies / interfaces 
among those (e.g. PC with graphic controller, hard drive and random access memory as separate functional units 
that are stacked to the mainboard). Hereby, it eases the assembly / disassembly and allows integrations through 

constrained areas (e.g. doors, windows) compared to integral designs.

MOD_4
 Centralize connection 

points for hydraulic 
supply through manifold

By centralizing connection points for hydraulic supply through manifolds various hydraulic flows are bundled 
before entering the Object that is to be supplied. This eases changes in general and also allows splitting piping and 

hoses (MOD_14).
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ID Design guideline Design guideline description

MOD_5
 Provide ability of opening 
up room ceiling for better 

accessibility

By providing the ability of accessing a room through a large convertible opening in the ceiling, Objects of different 
sizes can be lifted from or into the room without major (dis-)assemblies (in contrast to when only doors or 

windows can be used).

MOD_6
 Design Object modules on 

same level for better 
accessibility

By having Object modules stored next to each other instead of stacking them vertically, their accessibility can be 
improved.

MOD_7  Design single centralized 
frame 

Objects should be, if suitable, designed with one central and possibly symmetric base frame that other modules are 
attached to (MOD_11). This eases the (dis-)assembly due to better accessibility and repetitive, straighforward

(de-)mounting procedures. It especially eases transportation due to single lifting points on the carrying structure.

MOD_8  Design top openings in 
highly elevated Objects

For Objects and their modules (e.g. trolleys) that are located high above working areas, case openings are to be 
designed that are accessed from the top to allow changes on site as the danger of dropped items (e.g. bolts, tools) is 

reduced. Hereby, the usually very costly removal and reinstallation of the Object or its modules can be avoided.

MOD_9
 Aim for an integrated 

design of simultaneously 
added Objects

Object modules and sub-assemblies that are usually removed or added simultaneously (e.g. due to same reasons for 
change) benefit from integrated design as they can be handled together (e.g. sheaves and guiderails can be handled 

as one assembly if integrated).

MOD_10  Decentralize supplying 
Objects in system

Objects (e.g. Local Electrical Room, Hydraulic Power Unit) supplying other Objects (e.g. with power, data) should 
be arranged decentralized as a single, centralized set-up (e.g. single Local Electrical Room) leads to running 

cables, etc. through various rooms, walls and areas across the system. A decentralized set-up of multiple supplying 
Objects in proximity of the to be supplied Objects, instead, leads to shorter paths with less interactions with the 

system. This reduces especially the changing efforts of Objects significantly.

MOD_11
 Modularize around 

central frame for easing
(dis-)assembly

Frames, especially central ones (MOD_7), should be combined with modularized sub-assemblies (modularized 
valves and chokes in e.g. manifold) that are not integrated into the frame structure and can easily be (un-)mounted 

due to uniform frame-module interfaces if required.

MOD_12  Reduce distance between 
connected Objects

Whenever possible, the distance between Objects that are physically connected (e.g. by pipes or cables) should be 
kept as short as possible to avoid major piping and cabling re-work in case of Object changes.

MOD_13

Assign area and interfaces 
to specific additional 
piping, cabling and 

ducting

Bulk items such as piping, cabling and ducting usually grow without anticipated order leading to interferences and 
crossings in space-restricted areas across the lifecycle. By providing dedicated areas and interfaces on room walls 

or ceilings for specific type of piping, cabling and ducting (e.g. specific power cables, mud pipes), new or changing 
bulk items can be run without newly establishing those interfaces (e.g. new bores on wall) and avoid interferences 

amongst those bulk items in those space-restricted areas. This reduces changing efforts, especially as disciplines 
with a responsibility for only certain bulk items (e.g. mud pipe) do not need to interact and agree on a solution 

with others.

MOD_14  Split hoses from piping 

Hoses should be separated from piping by an adaptor part (manifold). Hereby changing efforts are significantly 
reduced by isolating changes to the hose that is attached to the Object (e.g. to supply it with hydraulic power) 

without requiring changes across the entire chain if only hoses were used. Hence, the flexible hoses should be kept 
as short as required for facilitating operations.
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11.6.4 Mobility 

Table 11-18 Mobility-related Change Enabler design guidelines 

 

ID Design guideline Design guideline description

MOD_15
 Limit integration of 

Objects into surrounding 
structure

A too strong integration of Objects, especially rooms and cabins, into the existing structure (e.g. Derrick) should be 
avoided as their changes may lead to significant change efforts due to knock-on effects which may exceed the 

isolated efforts for the Object itself.

MOD_16 Integrate Objects into 
compatible other Objects

Instead of distributing similar and compatible Objects independently across the rig (e.g. a Drilling Control Cabin 
(DCC) and Local Instrument Room (LIR)), they should be integrated (e.g. LIR into DCC) to reduce changing 

efforts for larger scale changes (e.g. entire replacement). Hereby, knock-on effects on the system are reduced as 
interfaces are internalized.

ID Design guideline Design guideline description

MOB_1
 Equip with lifting lugs / 

pad-eyes for Object 
handling

Objects are to be designed with pad-eyes or equipped with bolted or welded lifting lugs to ease lifting (lifting lug / 
pad-eye on top of Object) or repositioning (additional lifting lug / pad-eye on the Object's body) of Object.

MOB_2
 Provide lifting cradle 

with lug for Object 
handling and transport

In contrast to "MOB_1", a lifting cradle is a tailored frame for an Object variant that can be fastened to the Object. 
Wires are then fixed to attachment points (lifting lugs) on the frame and the Object is then lifted by a crane. The 

cradle facilitates  handling and transport operations of Objects.

MOB_3

 Design tailored support 
frames for Object module 
/ sub-assembly handling 

and transport 

In contrast to "MOB_2", support frames are meant for transporting and handling of Object modules / Object sub-
assemblies as single Objects may often be too heavy or have restricted space to be handled or transported as a 

whole (e.g. handling of single cylinders, gearbox).

MOB_4
 Provide personnel 

mobility devices for access 
to Objects

Objects, especially those that are high-mounted, are usually difficult to be accessed by personnel. By providing 
mobility devices (e.g. access baskets, manrider winches, telescopic runways, service platforms) the access to those 

Objects can be facilitated which also eases Object changes.

MOB_5
 Provide intermediate 

spreader bar for Object 
handling

An intermediate spreader bar is a handling device that is attached to suitable attachment points on the lifting cradle 
/ frame to ensure a balanced lifting of the Object at predefined lifting angles. This is especially important for 

Objects with odd / unsymmetric weight distributions where central lifting is hardly possible.

MOB_6  Embed sliding doors for 
better accessibility

Instead of conventional doors that are opened into the room and take away precious space, sliding doors can 
especially improve the accessibility to the room but can also free space for utilization.
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ID Design guideline Design guideline description

MOB_7  Reduce weight
of Object

Reduction of weight can be achieved by different means, e.g. by reduction of parts, use of lighter material. The best 
solution depends on the boundary conditions that must be considered (e.g. certification requirements, load cases).

MOB_8
 Equip with single lifting 
lug on centralized frame 

for ease of handling

A lifting lug is to be designed on a centralized frame that enables handling of the Object at one single point. This 
limits the amount of lifting gear (pulleys) which reduces  handling and preparatory efforts. It also reduces 

recertification efforts (recertification of only one lifting lug). However, the weight distribution of the Object needs 
to be accounted for.

MOB_9  Aim for compact design 
for enhancing mobility

The Object should be designed as compact as possible to avoid constraints of mobility, especially if placed in space-
restricted areas of system.

MOB_10
 Provide pre-installed 
lifting gear on top of 

ceiling

Lifting gear refers to auxiliary lifting equipment (pulleys) that are mounted on the ceiling and enable handling of 
Objects / their modules, sub-assemblies by e.g. use of winches on the ground. The pulley does not provide the 

lifting force such as a crane (MOB_11).

MOB_11
 Equip with strong crane 

on top of ceiling for lifting 
of heavy Objects

A crane should be installed on the ceiling that is strong enough to handle the Objects (incl. modules, sub-
assemblies) that are located and must be handled in the room. Hereby, late and temporary installations of lifting 

equipment (e.g. winches) or other means of transportation (e.g. skids) can be avoided.

MOB_12  Design Object within 
reach of heavy-lift crane

The position of the Object must be within reach of one of the heavy-lift cranes that is capable of lifting it.

MOB_13
 Provide lifting cradle and 

sling combination for 
Object handling

For Objects and lifting cradles that do not have lifting lugs (MOB_1, MOB_2), a lifting cradle should be combined 
with slings that are put below and around the Object / lifting cradle to facilitate a removal  or installation of the 

Object.

MOB_14
 Equip with dedicated 

lifting points for Object 
handling

Dedicated points for lifting are to be designed on the Object that allow a connection of lifting aids when required 
(e.g. detachable lifting lugs). Hereby  suitable points of balance are accounted for during design and prevent major 

work if attachment points were integrated on site.

MOB_15

 Use lighter material for 
certain modules / sub-

assemblies of Objects for 
better handling

Objects or specific subassemblies / modules should be reduced in weight by using lighter materials (e.g. aluminium 
instead of steel). Hereby the center of gravity (COG) and also total weight can be lowered which eases Object 

handling and (dis-)assembly efforts as there are lifting limits for handling.

MOB_16
Design Object at position 

below lifting limit of 
heavy-lift crane

The Object must be fitted into the system in such a way that the Object can always be lifted by a heavy-lift crane. 
Thereby the distance between the Object and heavy-lift crane reduces the lifting limit. If this limit is exceeded, 

changes require much higher efforts (e.g. (dis-)assembly of Object, use of other handling devices).
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11.6.5 Connectivity 

Table 11-19 Connectivity-related Change Enabler design guidelines 

 

 

ID Design guideline Design guideline description

CON_1  Provide plugging ability 
of Object on rail 

By providing plugging capabilities for power- and/or data transfer on rails, Objects (e.g. server stacks) can easily be 
scaled.

CON_2  Use detachable plug-type 
connections to periphery

By using a detachable plug connection, (dis-)connections of Objects (e.g. by ethernet cable) can be established 
easily.

CON_3

 Design detachable bolted 
hatch in (room) structure 
for removal / integration 

of Object

The hatch that is detachable by being fixed with bolts covers a large opening in the wall of a (room) structure 
enabling the removal or integration of large Objects without requiring (dis-)assemblies and/or cutting walls. The 

size and location of the hatch are to be determined during design so that the Objects easily fit through.

CON_4
 Use bolts instead of 
welding for Object 

fixation

Non-permanent, detachable bolts ease (dis-)connections between Objects and especially to (support) structures 
meant especially for Objects that are likely to be (re-)moved. In contrast to welding, which is meant for more 

permanent installations, bolting does not require "hot work" which can lead to a stop operations, especially in 
explosive areas.

CON_5
 Combine bolts with slot 
holes for Object internal 

fixations

In addition to the use of bolts, slot holes provide flexibility to adjust configurations and thereby ease the making 
and undoing of connections between Object sub-assemblies / modules.

CON_6  Design quick connectors 
for Object modules

Quick connectors should be designed for fast wearing modules of an Object (e.g. joystick(s) of Operator Chair 
being frequently used). This allows easy (dis-)assembly while extending the lifetime of that Object, hence, prevents 

large-scale changes in the first place (e.g. replacing entire Operator Chair).

CON_7
 Embed Remote I/O 

Modules on Object for 
avoiding recabling

Objects and their modules should be controlled wirelessly by installing RIO (Remote Input / Output) Modules on 
the Objects in the field instead of  I/O Modules that are located centrally (e.g. inside Local Instrument Room). 

When Objects or Object modules in the field are changed, change efforts are significantly reduced as signal cables 
that are also to be replaced run much shorter distances.

CON_8
 Use bolts instead of 
welding for Object 

internal connections 

By using bolts instead of welding, internal connections of the Objects (especially across modules) can be changed 
more easily (e.g.  Derrick bracings, removable room walls).

CON_9  Put supply interfaces 
directly on Object

Interfaces for supply lines (e.g. manifold for hydraulic power supply) should be attached directly to the Object. 
Thereby, a change of those Objects does not require (dis-)integration efforts of manifolds and structures they are 
connected to (e.g. deck or Derrick structure). This applies only to Objects that are at a fixed position, i.e. do not 

move, to enable safety shutoff valve of Object.



11.6. Change Enabler design guidelines 303 

 

 

11.6.6 Compatibility 

Table 11-20 Compatibility-related Change Enabler design guidelines 

 

ID Design guideline Design guideline description

CON_10  Use shackles and bolts 
for Object connection

Shackles are to be used for ensuring quick and strong fixations between e.g. wires and tension ring of Riser. The 
specific type of shackle depends on boundary conditions such as use context and maximum loads.

CON_11
 Use shackles and 

bondura® bolts for Object 
connection

Bondura® bolts are specific types of bolts that are tapered at both ends. The cone sleeves with the corresponding 
tapering are assembled and expand on the bolt upon tightening. Thereby, in contrast to conventional press fit bolts 
that can also deal with high forces, bondura® bolts can easily be disassembled by removing the cone sleeves. They 

allow quick connections that work safely with shackles and represent a special enhancement of "CON_10".

CON_12  Use pad-eye and pin bolt 
for Object fixation

A pad-eye that is designed into the Object is combined with a pin-bolt connection which allows simple fixations on 
structures and other Objects enabling easy (dis-)assembly.

CON_13
 Use sliding fit of bolts 

between connected 
Objects

Whenever minor forces of Objects apply, sliding-fit of bolts connecting Objects are preferable as extreme press-fit 
connections strongly increase the effort of disassembly and may not be even necessary.

CON_14
 Design detachable bolted 
hatch in (room) structure 

for better accessibility

The hatch that is detachable by being fixed with bolts covers an opening in the wall of a (room) structure enabling 
access to Objects without any cutting of walls or high-effort removal of other Objects. The size and location of the 

hatch are to be determined during design so that the Objects can be accessed easily.

ID Design guideline Design guideline description

COM_1  Use standardized chassis 
for easing integration

Chassis for hardware modules (e.g. server cabinet, remote I/O cabinet) should be standardized by, on the one hand, 
easing the integration of those modules into the chassis through standard interfaces / dimensions while, on the 

other hand, allowing the chassis to be integrated flexibly into the system using standardized external dimensions. 
This, in turn, also applies to the design of cabinet chassis..

COM_2
 Use standardized power 

plugs for easing 
connection to system

Standardized power plugs exist for various countries. By using common standardized power plugs, Objects / their 
plugging interfaces must not be changed but can be used at any location in the system without changes.

COM_3
 Design for standardized 

replacement parts / 
sub-assemblies

Parts or sub-assemblies of Objects that belong to the same product family (or beyond) that are to be exchanged 
across the lifecycle should either follow industry standards or company internal standards (e.g. standard window in 

Drillers Control Cabin). This allows changes to be performed without any impact on Objects and the integrated 
part / sub-assemblies.
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ID Design guideline Design guideline description

COM_4
 Use standardized ports 
for data exchange and 

power supply 

In general, ports should be standardized for both data exchange (e.g. USB, Ethernet, HDMI) and power supply 
(also "COM_2") following industry standards to avoid significant change effort within the system. This ensures that 

Objects / their ports must not be changed but can be used at any location in the system without changes.

COM_5
 Standardize footprint of 

Object towards deck 
support structure

The footprint of the Object with sockets / pads on the bottom is to be standardized with regard to the welded pads 
on deck support structure (company internal) by having equal dimensions, distances between sockets, etc. Thereby, 
large-effort changes are avoided as Objects may change without affecting the interface between the Object and the 

deck support structure.

COM_6
 Use standardized 

interfaces between Objects 
and their modules

Here the focus is not on specific interfaces (e.g. only data ports such as in "COM_5") but aims for a general 
standardization (industry, company-internal) of physical interfaces between Objects and Object modules. Those 

may represent standard flanges for hoses, standard interfaces to rails, data and power supply, etc. Thereby, 
adaptator parts are avoided and existing interfaces can be reutilized when Objects / Object modules are exchanged 

which significantly reduces change efforts.

COM_7
 Provide adaptor parts 

between Objects for 
easing integration

As standardization cannot always be realized, removable physical adaptor parts between Objects can significantly 
ease changes of Objects limiting knock-on effects in the system (e.g. adaptors for attaching different types of 

piping).

COM_8

 Use standardized HEB  
beams and distances for 

easing Object attachment 
to structure

Deck support structures are to be equipped with standardized HEB beams that are spread at standard distances 
between them. This eases the exchange and integration of new Objects on the deck support structure where, in 

contrast to fixed footprints, there is a flexibility of where the Object can be located in the future.

COM_9
 Prepare for subsequent 

integration of RIO 
Modules

Objects that are out in the field should be equipped with interfaces for subsequent integration of RIO Modules for 
allowing a wireless communication (CON_7). A subsequent integration of RIO Modules without such a 

preparation is difficult / takes a very high effort.

COM_10

 Equip with foundation 
frame for easing Object-to-

deck support structure 
fixation

Instead of fixing the Object directly to the (pre-welded pads of the) deck support structure, an intermediate 
foundation frame is installed that acts as an adaptor between the to-be installed Object and the deck support 

structure. Hereby, high-effort changes of the deck structure are avoided when Objects are installed / replaced that 
are not in line with the previous footprint.

COM_11
 Aim for standardized 

interfaces towards deck 
support structure

The focus of standardized interfaces towards the deck support structure refers to any standardization between the 
Object and the deck support structure to ease an installation. This may refer to the Object's footprint (COM_5) but 
also other interfaces between the Object and the deck support structure such as e.g. ensuring compatible entry slots 

for supply pipes.
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11.7 Use case: FDO Execution Model 

11.7.1 Descriptions of imported elements into FDO Execution Model 
The following tables contain the descriptions of all elements that were imported into the FDO 
Execution Model for the use case (section 8.1) belonging to the five domains: Change Driver, 
System Requirement, Object, Change Enabler and Transition. 

Table 11-21 Considered Change Drivers in FDO Execution Model 

 

 

Table 11-22 Considered System Requirements in FDO Execution Model 

 

 

ID Change Driver Description

a Change Of Water Depth The sea water depth changes.

b Change Of Formation Properties The general characteristics of the (geological) formation changes (e.g. 
rock hardness).

c Change Of Well Pressure & Temperature (e.g. HPHT) The pressure and temperature within the well changes, e.g. to high 
pressure / high temperature drilling sections (HPHT).

d Depletion Of Formation Emptying formation by extracting finite oil and gas reserves.

e Change Of Formation Pressure Window

Increasingly less difference between formation pore pressure and 
formation fracture pressure leading to narrow pressure margins which 
makes drilling operations extremely difficult due to frequent "kick-loss" 
scenarios.

f Change Of Operations From Normal To HPHT 
Operations

The operations change from normal to HPHT drilling mode requiring 
different settings, equipment and procedures on the rig.

g Change Of Rate Of Penetration The rate of penetration (ROP) in "ft/min" or "m/hr" marks the speed by 
which the drill bit breaks the rock to deepen the borehole.

h Demand For Dynamic Well Pressure Control
The need for Managed Pressure Drilling (MPD) in contrast to 
conventional drilling under atmospheric pressure which is 
disadvantageous in complex formations.

i Change Of True Vertical Depth (TVD)
The vertical distance from the rig surface to a point in the well (usually 
the current or final depth) which makes it independent of the drilling path. 

j Demand For Increased Operational Safety The need for improving the safe execution of operations on the rig by 
providing more safety through especially drilling systems (e.g. fail-safe).

k Demand For Increased Uptime The need of running drilling operations without breakdowns and 
disturbances.

l Demand For Change Of Rate Of Penetration The need of increasing the rate of penetration when drilling a borehole.
m Demand For Increased Automation Level The need of increasing the automated work content for rig operations.

ID System Requirement Description

1 Active Heave Compensation [Capability]
The ability of performing Active Heave Compensation (AHC) which in 
contrast to Passive Heave Compensation is powered and has a control 
system to actively countersteer heave movements.

2 Electric Power [Constraint] The available electric power capacity on the rig.
3 Hydraulic Power [Condition] The required hydraulic power capacity for the hydraulic ringline system.
4 Maintenance While Operating [Capability] The ability of maintaining topside equipment while operating.

5 Managed Pressure Drilling [Capability] The ability of performing Managed Pressure Drilling (MPD) operations 
with better control of the annular pressure profile.

6 Mud Gas Transport [Condition] The transported mud gas flow rate.
7 Mud Gas Separation [Condition] The separation rate of gas from the mud return.
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Table 11-23 Imported Objects into FDO Execution Model 

 
  

ID Object Description

A Drillers Control Cabin

The Drillers Control Cabin (DCC), also called DCR (Drilling Control 
Room) or Drillers Cabin, is a room on drillfloor where operators control 
drilling and (pipe) handling operations on the rig. It contains computer 
hardware and data processing systems with the room being usually 
pressurized to prevent gas influx.

B Mud Gas Separator
The Mud Gas Separator (MGS) is designed for receiving mud returns 
from the Choke & Kill Manifold / Pressure Control Manifold and 
separates gas from the mud by flowing over baffle plates.

C Hydraulic Power Unit The Hydraulic Power Unit (HPU) is designed to supply hydraulic 
machines with hydraulic power through the hydraulic ringline system.

D Power Generating Unit
The Power Generation Unit (PGU) generates electrical energy by diesel 
engines and an electric generator for primary and emergency / auxiliary 
power on the rig.

E Power Cables
Power Cables are assemblies of one or more electrical conductors that 
are usually integrated in an overall sheath being used for the transmission 
of electrical power.

F Hydraulic Pipes Hydraulic Pipes are connected by flanges and guide oil to and from 
hydraulic machines on the rig.

G Drillfloor Structure Deck structure of most central work area where the rig crew conducts 
drilling and (tubular) handling operations.

H Moonpool Structure
Deck structure for especially heavy equipment on the lower part of the rig 
(below drillfloor) with an opening in the hull to easily access the water 
below.

I Buffer Manifold Manifold to collect the various mud return flows and guide them to the 
Coriolis meter / Pressure Control Manifold.

J Pressure Control Manifold

The Pressure Control Manifold (PCM) applies surface back pressure on 
the well bore by the use of chokes. It usually includes meters to measure 
the return fluid characteristics such as mass flow rate (Coriolis meter), 
pressure, density, temperature.

K Back Pressure Pump

The Back Pressure Pump (BPP) is an automated on-demand pump to 
ensure sufficient fluid supply and provides an active means to control 
backpressure losses or reestablish backpressure by additional pumping 
of drilling fluid.
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Table 11-24 Considered Change Enablers in FDO Execution Model 

 

 

ID Change Enabler Description
1 COM_6; Object Use standardized interfaces between Objects and their modules
2 COM_6; Manifolds Use standardized interfaces between Objects and their modules

3 CON_3; Room Design detachable bolted hatch in (room) structure for removal / 
integration of Object

4 CON_4; Change Object Use bolts instead of welding for Object fixation
5 CON_9; Object Put supply interfaces directly on Object
6 MOB_1; Change Object Equip with lifting lugs / pad-eyes for Object handling
7 MOB_4; Change Object Provide personnel mobility devices for access to Objects
8 MOB_8; Change Object Equip with single lifting lug on centralized frame for ease of handling
9 MOB_9; Change Object Aim for compact design for enhancing mobility

10 MOD_4; Object Centralize connection points for hydraulic supply through manifold
11 MOD_7; Change Object Design single centralized frame
12 MOD_12; Object Reduce distance between connected Objects

13 MOD_13; Room Assign area and interfaces to specific additional piping, cabling and 
ducting

14 MOD_14; Change Object Split hoses from piping
15 SCA_3; Structure Pre-install structure base for easing subsequent integration of Objects
16 SCA_4; Room Provide space around Object for spatial expansion

17 SCA_16; Room Assign dedicated areas on room ceiling for evolutionary development of 
piping, cabling and ducting

18 UNI_2; Change Object Oversize with regard to stress / load cases
19 UNI_2; Structure Oversize with regard to stress / load cases
20 UNI_4; Change Object Oversize with regard to power / energy / capacity
21 UNI_4; Power Generation Unit (PGU) Oversize with regard to power / energy / capacity
22 UNI_4; Hydraulic Power Unit (HPU) Oversize with regard to power / energy / capacity
23 UNI_5; Change Object Oversize with regard to throughput capacity
24 UNI_7; Room Design higher room ceiling
25 UNI_13; Room Provide space around Object for better accessibility
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Table 11-25 Available Transitions 

 

 

11.7.2 Transition-related DMMs MH and MI 
As section 6.1 highlighted, MH and MI represent exceptions of the MDM-based meta-model 
which are not represented explicitly as matrices in the FDO Execution Model. Hence, in the 
following both the matrices MH and MI that are relevant for the use case are introduced separa-
tely. They are added on top of matrices MD/ME and MF in the imported FDO Execution Model 
for the use case (appendix 11.7.4) as additional selections358 enabling the generation of Flexible 
Design Concepts (stage II). 

                                                 
358 In the Excel® based tool this is solved by drop-down menus. 

ID Transition Description

1 Passive "No Transition" as Objects deliver its intended functionality sufficiently 
under varying conditions of operation.

2 Relocating Change position and/or system configuration of Change Objects on the 
rig.

3 Partial Replacement Replacement of larger subassemblies of Change Objects.
4 Entire Replacement Replacement of entire Change Object.

5 Adding Adding additional or new Objects (entire unit) to the system to address 
required functionality and capacity.

6 Reducing Removing existing Objects (entire unit) from the system to get rid of 
unnecessary functionality and capacity.

7 Extending
required functionality and capacity.

8 Contracting
unnecessary functionality and capacity.
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Table 11-26 DMM MH for use case 
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Drillers Control Cabin A O O O O O

Mud Gas Separator B O O O O O

Hydraulic Power Unit C O O O O O O

Power Generating Unit D O

Power Cables E O O O O O O

Hydraulic Pipes F O O O O O O

Drillfloor Structure G O O O O

Moonpool Structure H O O O O

Buffer Manifold I O O O O O O

Pressure Control Manifold J O O O O O O
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Table 11-27 DMM MI for use case 
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MOB_1; Change Object 6 O O O O

MOB_4; Change Object 7 O O O O O O O

MOB_8; Change Object 8 O O O O

MOB_9; Change Object 9 O O O O

MOD_4; Object 10 O O O O O O O

MOD_7; Change Object 11 O O O O

MOD_12; Object 12 O O O O O O O

MOD_13; Room 13 O O

MOD_14; Change Object 14 O O O

SCA_3; Structure 15 O O O
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UNI_2; Change Object 18 O O
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UNI_4; Power Generating Unit (PGU) 21 O O

UNI_4; Hydraulic Power Unit (HPU) 22 O O
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11.7.3 Intermediate assessment of Flexible Design Concepts in use 
case 

Table 11-28 Ratings and results of Change Enablers for MGS  

 

 

 

w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting

ID Weighting 3 3 3 3 9
3 CON_3; Room 2 6 1 3 -3 -9 -3 -9 -3 -27
4 CON_4; Change Object 1 3 0 0 -2 -6 -3 -9 -3 -27
6 MOB_1; Change Object 0 0 1 3 0 0 -2 -6 -2 -18
15 SCA_3; Structure 2 6 1 3 -1 -3 -2 -6 -2 -18
25 UNI_13; Room 1 3 0 0 -1 -3 -2 -6 -2 -18
20 UNI_4; Change Object 3 9 3 9 -3 -9 -3 -9 -3 -27

w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting w/o weighting w/weighting
ID Weighting 9 3 9 3 3
3 CON_3; Room 1 9 1 3 -2 -18 0 0 0 0
4 CON_4; Change Object 0 0 -2 -6 0 0 0 0 0 0
6 MOB_1; Change Object 0 0 1 3 -1 -9 0 0 0 0
15 SCA_3; Structure 0 0 0 0 0 0 0 0 0 0
25 UNI_13; Room 0 0 -2 -6 -2 -18 0 0 0 0
20 UNI_4; Change Object 2 18 1 3 0 0 0 0 0 0

ID Change Enabler Upfront
effort

Upgrade
effort 

Operational 
effort & losses

Perfor-
mance
rating

Ranking

3 CON_3; Room 1.50 -3.00 -0.22 -1.72 3
4 CON_4; Change Object 0.50 -2.80 -0.22 -2.52 1
6 MOB_1; Change Object 0.50 -1.60 -0.22 -1.32 4
15 SCA_3; Structure 1.50 -1.80 0.00 -0.30 5
25 UNI_13; Room 0.50 -1.80 -0.89 -2.19 2
20 UNI_4; Change Object 3.00 -3.00 0.78 0.78 6

Operational effort & losses
Operational costs

Upfront effort Upgrade effort

Initial costs One-time costs Physical effort Time-related effort Opportunity costs

Change Enabler

Change Enabler

Total score

Maintenance costs Availability losses Performance losses Quality losses
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11.7.4 Imported FDO Execution Model 
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11.7.5 Run FDO Execution Model 
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