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ABSTRACT

It is a common observation that certain elements in a solid solution tend to accumulate at surfaces. For the investigation and development of this surface segregation process with regard to catalytic applications, analysis techniques with highest surface sensitivity are required.

Within this thesis, surface segregation of Fe/Pt, Ni/Pt and Ni/Pd was investigated using Positron annihilation induced Auger Electron Spectroscopy (PAES). The upgraded surface spectrometer at NEPOMUC (NEutron induced POsitron source MUniCh) enables a comprehensive characterization of the surface topography and the elemental composition with complementary techniques in a temperature range between 95 K and 1500 K. A new approach for the evaluation of PAES spectra of compounds was developed, using the spectra obtained for the pure elements as reference.

Comparative studies on sub-monolayer coverage of Ni on Pd using conventional AES induced by X-rays or electrons and X-ray induced Photoelectron Spectroscopy (XPS) demonstrated the exceptional surface sensitivity of PAES. In particular, a clear and element specific effect to the PAES signal was observed as a consequence of H exposure of a Ni/Pd surface, which was not detectable with XPS. Additionally, an unprecedented measurement time for PAES of only 230 s was achieved. Time-dependent PAES was performed on a Ni cover layer on Pd. The PAES results show a migration of Ni atoms into the Pd substrate according to the decreasing of the Ni signal by 12% within 13 hours at room temperature. The chemical specificity of XPS was applied to rule out varying influence on the elements from surface contamination due to the residual gas.

Temperature-dependent PAES enabled the in situ observation of the surface segregation of Ni adatoms on single crystalline Pd surfaces. The activation energy for surface segregation was found to depend strongly on the surface orientation and was determined to 38.4(3) meV for Pd(111), 46.0(10) meV for Pd(100), and 51.6(9) meV for Pd(110). Moreover, surface segregation of thin layers of Ni and Pd was studied on a MgO(001) substrate. A clear tendency for surface segregation was observed and even after subsequent heating, the topmost Pd layer was shown to be stable. Evidence for surface segregation already during growth was found for an alloy of Ni and Pd on MgO. In contrast to Ni/Pd, the system Ni/Pt was determined to show no surface segregation.

PAES was successfully applied to observe surface segregation in situ and determine the activation energy. The exceptional surface sensitivity and the element specific sensitivity to H adsorption provide unique information for the investigation of catalysts.
ZUSAMMENFASSUNG

Häufig wird die Anlagerung bestimmter Elemente an der Oberfläche beobachtet, die zunächst in einem Mischkristall homogen verteilt waren. Um diesen Oberflächensegregationsprozess zu untersuchen und für katalytische Anwendungen nutzbar zu machen, sind Analysetechniken mit höchstmöglicher Oberflächensensitivität nötig.

Der Oberflächensegregationsprozess in Fe/Pt, Ni/Pt und Ni/Pd wurde mit durch Positronenannihilation induzierter Augerelektronenspektroskopie (PAES) untersucht. Das erweiterte Oberflächenspektrometer an NEPOMUC (NEutron induced POsitron source MUniCh) ermöglicht eine umfassende Charakterisierung der Oberflächentopologie und Elementzusammensetzung mit komplementären Messmethoden in einem Temperaturbereich zwischen 95 K und 1500 K. Ein neuartiger Ansatz für die Auswertung von PAES Spektren von Elementkombinationen wurde entwickelt. Dabei werden die Spektren von Reinmaterialien als Referenzen genutzt.


Der Oberflächensegregationsprozess von Ni Adatomen auf einkristallinen Pd Substraten konnte mit temperaturabhängiger PAES in situ beobachtet werden. Es wurde gezeigt, dass die Aktivierungsenergie für den Segregationsprozess stark von der Oberflächenorientierung abhängt. Eine Aktivierungsenergie von 38.4(3) meV wurde für Pd(111) ermittelt, 46.0(10) meV für Pd(100) und 51.6(9) meV für Pd(110). Die Oberflächensegregation in dünnen Schichten aus Ni und Pd auf MgO(001) wurde ebenfalls untersucht. Auch hier wurde eine klare Tendenz für die Oberflächensegregation und die Stabilität der Pd Deckschicht auch nach dem Aufheizen der Probe beobachtet. Beim Aufwachsen einer NiPd Legierung auf MgO zeigt sich bereits während der Herstellung eine Tendenz zur Oberflächensegregation. Für das System Ni/Pt konnte nachgewiesen werden, dass im Gegensatz zu Ni/Pd darin kein Oberflächensegregationsprozess auftritt.

Mittels PAES konnten Oberflächensegregationsprozesse in situ nachgewiesen und erfolgreich die Aktivierungsenergien ermittelt werden. Die herausragende Oberflächensensitivität sowie die elementspezifische Sensitivität für Wasserstoffanlagerung liefern einzigartige Informationen bei der Erforschung von Katalysatoren.
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Chapter 1

Introduction

Surface phenomena have fascinated people for centuries. The Lotus flower even found its way into mythology and culture as a symbol of purity, long before the investigation of the physical reasons of its water repellent leaves could begin. The hydrophobic mechanism was explained in the early 1970s after the introduction of the scanning electron microscope. The evolution of ultra high vacuum technology in the 1960s allowed the stabilization of surfaces for several hours and thereby their analysis with electron spectroscopy techniques for the first time. The development of scanning probe microscopes with a resolution down to the atomic scale in the 1980s as well as the huge increase in computational power enabled highly complex surface experiments. Surface physics and surface chemistry emerged as new fields of research. Nowadays the applications of surface science technology such as heterogeneous catalysis, semiconductor device fabrication and fuel cells form the basis for a large number of modern daily-life products.

The surface of a solid is involved in many processes of particular interest such as oxidation, surface segregation, or catalysis. Since these processes significantly affect several macroscopic properties of thin films or nanoparticles, detailed knowledge of the surface structure and elemental composition is of great importance. For example, functional materials and surfaces based on Pd are applied for heterogeneous catalysis and for hydrogen purification. For industrial applications, several aspects play an important role such as the chemical composition of the Pd surface, which influences the catalytic properties substantially, and the mechanical stability e.g. of thin membranes, which is affected by foreign atoms or segregation processes.
Catalysts consisting of a combination of catalytically active elements are developed in order to increase the efficiency and reduce the costs. Another approach to bring further improvements in this respect is the fabrication of core-shell catalyst structures containing an inexpensive, non-noble core surrounded by a noble-metal shell. The effect of surface segregation can be applied for the development of core-shell nanocatalysts. However, the complex interplay of the elements at the surface, which is also influenced by the fabrication process, needs to be understood to achieve a long term stability.

The progress in data storage techniques are closely related to advances in surface physics. The monolithic manufacturing of integrated circuits with structural sizes in the nanometer scale is only possible due to the understanding of material properties and manufacturing processes, such as thin film technology. For data storage, heat assisted magnetic recording is developed to enhance the capacity from nowadays 1Tb/inch$^2$ leading to a length scale of 25 nm per bit even further. This is strongly related with research on materials with a high magneto-crystalline anisotropy, as for example found for FePt and the size-dependent stability of such nanoclusters against oxidation and surface segregation.

For the comprehension of complex surface phenomena such as surface segregation, an analysis technique with highest surface sensitivity is necessary. Positron annihilation induced Auger electron spectroscopy (PAES) is known for its excellent top layer sensitivity and was applied in this work to study surface segregation processes systematically on Fe/Pt, Ni/Pt and Ni/Pd. The measurements were carried out time- and temperature-dependent, making the migration of adatoms observable for the first time. The PAES studies were accompanied by X-ray photoelectron spectroscopy, which allowed indispensable information due to its chemical specificity. The combination of these highly specialized techniques gave new insights to surface segregation processes presented in this work.
Chapter 2

Positrons for surface analysis

2.1 The positron as probing particle

The positron is the antiparticle of the electron. It was postulated by Paul A. M. Dirac in 1928 as a solution of the Dirac equation allowing a positive charge for electrons [1]. Four years later, Carl David Anderson detected a previously unknown particle in cloud chamber experiments on cosmic rays. From the magnetic deflection, direction and the length of the particle’s ion trace he was able to prove that it was the positron [2]. The physical properties of the positron are summarized in Table 2.1.

Nowadays positrons are used in various methods in order to investigate solids in a non-destructive way and to determine the mechanical, optical and electronic properties. Positrons as nano-probes are particularly sensitive to lattice defects in a bulk material such as vacancies or dislocations. The open volume defects represent an attractive potential for positrons, due to the missing positive charge of the nucleus. A thermalized positron, which has lost all its energy due to scattering processes with electrons and phonons, can be trapped in such a defect when diffusing over hundreds of lattice constants through the solid.

A number of measurement techniques have been established in order to perform spectroscopy on defects and measurements on the electron momentum distribution using positrons. The annihilation radiation, which is emitted as a result of the annihilation of an electron with a positron, is detected and analyzed with regard to the energy distribution and angular correlation of
the $\gamma$-quanta. The Doppler broadening spectroscopy provides a quantitative analysis of defects [5]. The detection of the $\gamma$-quanta in coincidence, as it is the case for coincident Doppler broadening spectroscopy, allows conclusions about the chemical composition of the surrounding atoms of the vacancies [6]. For the characterization of defect types, such as atomic vacancies or dislocations in the crystal lattice, the positron lifetime spectroscopy is applied [7]. In defect-free single crystals, positrons are able to provide information on the electron momentum distribution, which is used in measurements of the angular correlation of annihilation radiation [8].

Positrons, however, gain insight into the bulk structure of a material, but also allow the investigation of their surface with highest sensitivity. Total reflection high energy positron diffraction allows the investigation of atom positions in the topmost surface layer [9, 10]. Their exact position determine the electronic structure and magnetic properties of the crystal surface.

Low energy positrons have been applied to study adsorbates, cover layers with nominal thicknesses in the (sub-)monolayer range, as well as surface segregation processes. Positron annihilation induced Auger electron spectroscopy is an element selective and highly sensitive analysis technique to study the topmost atomic layer of a solid [11]. A detailed description of this method of analysis can be found in Section 3.1.3.

2.2 Positron trapping in surface states

Many channels are open to positrons when they encounter matter, which are summarized in Figure 2.1. Positrons, which are not reflected at the surface loose their energy inside the solid within picoseconds in a so-called thermalization process. Depending on the energy of the positrons, different interactions occur: positrons with an energy of a few keV, loose their energy by ionization of core and valence electrons. In an energy range below 100 eV, the excitation of electron-hole pairs is the dominant loss mechanism. At low energies below 5 eV down to thermal energy, phonon scattering is the main energy loss process [12]. The positron lifetime in the solid is in the range of several hundred picoseconds up to nanoseconds [7]. After the thermalization, the positron diffuses through the solid. The diffusion length is typically in the order of 100 nm.
The material dependent penetration depth of positrons is described by the Makhovian implantation profile and results in a mean implantation depth of approximately 100 nm for a 3 keV positron beam in Al [13]. When implanted into the bulk of the solid, annihilation can occur either in the crystal lattice or when the positron is trapped in a vacancy. When implanted with low energies of some eV surface interactions are dominant. The electron density extends beyond the surface towards the vacuum and leads to the creation of a surface dipole, known as dipol barrier for electrons. Detailed surface calculation found an image potential induced positron surface state wavefunction by numerical solution of a single particle Schrödinger equation. The potential was calculated using the corrugated mirror model [14, 15]. Hence, the surface is an attractive site for positrons [4]. The surface potential is the fundamental prerequisite for the surface sensitivity of positron studies. For illustration, a scheme of the surface potential is shown in Figure 2.2.

For electrons, the chemical potential in the bulk corresponds to the Fermi energy. In case of positrons, usually only one positron is present in the solid within its lifetime. Therefore, the positron ground state can be described as a delocalized Bloch wave in the periodic lattice potential. The image potential of the positron forms the surface potential well resulting in positron surface states. In contrast to electrons, the dipol barrier \( \Delta \) is negative for positrons, that enables negative and positive values of the positron work function \( \Phi_+ \), depending on the chemical potential for positrons \( \mu_+ \) of the solid:

\[
\Phi_+ = -\Delta - \mu_+
\]

(2.1)

Metals with a negative work function are e.g. W, Pt or Ni, show to spontaneous emission of positrons to the vacuum with a discrete energy. This process, including the previous thermalization is called positron moderation.

Apart from positron moderation two other processes of positrons in the surface state are distinguished: Positronium (Ps) formation and the emission of Auger electrons. Ps, a bound state of an electron and a positron, can be formed, when a positron arriving at the surface picks up an electron. The binding energy of Ps is 6.8 eV. Ps is initially bound to the surface and can be emitted by thermal activation. The formation of Ps can be studied when recording energy spectra of the positron annihilation radiation with a high purity Ge detector.
Ps can be formed in two states, depending on the orientation of the spins of positron and electron. Para-Ps, the singlet state has a total spin $S=0$ and ortho-PS, the triplet state with a total spin of $S=1$. From the respective spin multiplicities follows a formation probability of $3:1$ in favor of the triplet state. Due to the conservation of angular momentum, ortho-Ps annihilates in three $\gamma$-quanta, which have a continuous energy distribution up to $511\text{keV}$. When comparing the count ratio in the valley between the Compton edge and the onset of the photopeak with the intensity of the photopeak, the Ps formation can be studied.

When the positron is trapped in the surface state, annihilation with an electron from a surface atom occurs. The relaxation of the ionized atom can lead to characteristic X-ray emission or an Auger process can be induced. The latter allows the study of the elemental composition of the surface atoms with exceptional surface sensitivity and will be discussed in more detail in Chapter 3. The trapping of positrons in the surface state is illustrated in Figure 2.3 at the example of Cu(100) showing the localization of the positron wave function at the crystal surface. This feature of positron interaction with the sample surface is fundamental for the outstanding sensitivity of surface analysis using positrons.
Table 2.1: Physical properties of the positron. [3,4]

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>rest mass ( m_0 )</td>
<td>( 9.10938215(45) \cdot 10^{-31} \text{ kg} )</td>
</tr>
<tr>
<td>rest energy ( E_0 )</td>
<td>( 510.9098910(13) \text{ keV} )</td>
</tr>
<tr>
<td>charge ( q )</td>
<td>( +1.6021917(70) \cdot 10^{-19} \text{ C} )</td>
</tr>
<tr>
<td>spin</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>magnetic moment ( \mu )</td>
<td>( 1.001159658(4) \cdot \mu_B )</td>
</tr>
<tr>
<td>vacuum lifetime ( \tau )</td>
<td>( &gt; 2 \cdot 10^{21} \text{ a} )</td>
</tr>
</tbody>
</table>

Figure 2.1: Interaction of positrons with matter: When a positron impinges the surface, reflection and deflection can occur (1) and secondary electrons are emitted (2). Non-thermalized positrons can leave the surface as fast positrons (3) or as a bound state with one (Ps) or two electrons (Ps\(^-\)) (4). When a thermalized positron diffuses back to the surface, the desorption of Ps (5) is possible and, depending on the work function of the solid, the emission of moderated positrons (6). For the present work, the annihilation in a surface state leading to the emission of Auger electrons (7) is most important. When positrons are implanted into the bulk, annihilation in a defect (8) or from a delocalized state in the crystal lattice are possible. Taken from [16].
Figure 2.2: Scheme of the bulk and surface potential for positrons. In contrast to electrons, the dipol barrier $\Delta$ is negative for positrons which can lead to negative and positive values for the positron work function $\Phi_+$, depending on the chemical potential for positrons $\mu_+$ in the solid. The surface state results from the image potential of the positron. The potential is shown with respect to the 'crystal zero'.

Figure 2.3: a) Calculated potential and (b) probability density for positrons at the surface of Cu(100), showing the localization of the positrons at the outermost atomic layer [17]. The trapping in this surface state is the basis for the exceptional surface sensitivity of positrons in surface analysis.
Chapter 3

Surface analysis techniques

3.1 Auger electron spectroscopy

Auger electron spectroscopy is a measurement technique to analyze the elemental composition of the surface. By using positron annihilation from a surface state an exceptional selectivity for analyzing the outermost atoms is achieved. Thus, this technique can contribute to the study of catalytic materials or the analysis of surface segregation processes. Surface segregation is an atomic rearrangement of different elements on the surface of a solid as a consequence of the minimization of the Gibbs free energy. For example, Cu atoms deposited on a Pd substrate migrate even at room temperature from the surface below the first atomic layer of Pd atoms. The experimental proof of this process, which was predicted in theoretical calculations [18], was achieved for the first time with the time-dependent Auger electron spectroscopy induced by positron annihilation [19].

3.1.1 Principle of the Auger effect

The emission of electrons with discrete energy was discovered independently by Lise Meitner and Pierre Auger in the 1920s [20,21]. The underlying Auger effect is a radiation-free transition of an ionized atom. Initially, a hole is created in an inner electron shell of the atom. Then an electron from a higher energy level fills this hole and the energy of this transition is transferred to a third electron, which leaves the atom with a discrete energy. Due to its characteristic
Figure 3.1: Scheme of the Auger process. A hole is created in the electron shell at the energy level $E_A$, which is filled with an electron from a higher level $E_B$. The energy released in this transition is transferred to a third electron from level $E_C$, the Auger electron which can leave the atom. The energy of the Auger electron characterizes the element and the involved electron states.

energy, this so-called Auger electron carries an element specific information. A scheme of this process is shown in Figure 3.1.

The nomenclature of Auger transitions describes the involved electron states in the same way as it is used for X-ray spectroscopy, e.g. $\text{LM}_{2,3}\text{V}$. The first letter names the level, in which the primary hole is formed, the second stands for the state from which the electron fills the hole. The last letter identifies the shell from which the Auger electron is emitted. Capital letters denote the main quantum number of the electron ($\text{K}$, $\text{L}$, $\text{M}$ correspond to $n = 1, 2, 3$ etc.). $\text{V}$ stands for the valence band. The subscript digits denote the total angular momentum of the orbits consisting of the angular momentum and the electron spin. Table 3.1 summarizes the terminology and the spectroscopic notation.

If the energy gap of adjacent shell is small, the Auger transition may not be clearly defined and the indices of both possible electron states are indicated. If the first two shells involved have the same main quantum number the transition is called a Coster-Kronig transition. In the special case that all three electrons have the same main quantum number one denotes it as a super-Coster-Kronig transition [22].

The energy of an Auger electron from the transition $ABC$ can be estimated using Equation 3.1 [23]. In this simplified model, influences due to the corre-
Table 3.1: Nomenclature of Auger and photo electron spectroscopy.

In Equation 3.1, $E_i$ denotes the electron binding energy of the corresponding electron shell $i=A, B, C$ of the atom with the nuclear charge number $Z$ and $Z+1$, respectively. The binding energy has to be corrected accordingly because of the ionization of the atom through the initially arising hole in the level A. $\Phi^-$ denotes the electron work function, the energy of the Auger electron is reduced by this value when leaving the sample.

$$E_{ABC} \approx E_A(Z) - \frac{1}{2} [E_B(Z) + E_B(Z + 1)] - \frac{1}{2} [E_C(Z) + E_C(Z + 1)] - \Phi^- \quad (3.1)$$

The probability of an Auger transition is determined by the probability of the ionization of the core level A and its de-excitation process. The competing processes are the emission of Auger electrons or photons. Characteristic X-rays can be emitted instead of Auger electrons, when an electron from an outer shell fills the vacancy in the core level. This process is called fluorescence. The quantum mechanical selection rules only allow this transition, it the difference angular quantum number $\Delta l \neq 0$. Therefore, the emission probability varies with the atomic number $Z$ and the type of atomic level involved (K, L, M, etc.). Especially for light elements, the probability for the emission of Auger electrons is much higher than the fluorescence yield. The Auger yield and and
Figure 3.2: Probability for Auger electron (solid line) and X-ray emission (dashed line) as a function of the atomic number for K, L and M shell. [24,25]

the energy of the Auger electron as a function of the atomic number are shown in Figure 3.2 and Figure 3.3, respectively.

The initial ionization of the atom can be achieved in various ways. Conventionally, electrons or X-rays are used, but also positron annihilating with a core electron can induce the Auger process. Accordingly, an additional letter (X, E, P) is added to the abbreviation AES, to distinguish between the different techniques, which are discussed in the following section.

3.1.2 Conventional AES

Auger Electron Spectroscopy (AES) is a widely used surface analysis technique for the investigation of the elemental composition of the surface-near layers. The Auger process is usually induced by ionization of the sample atoms with electrons or X-rays (EAES or XAES). For EAES the ionization cross section is correlated with the kinetic energy of the primary electron and the binding energy of the shell, which should be ionized. The relationship is shown in Figure 3.4a. A maximum of the ionization cross section is observed when the energy of the primary electrons is about three times the binding energy. Therefore, usually electron energies in the keV range are necessary. The absolute value for the cross section is typically in the range of $10^{-3}$ to $10^{-4}$, i.e. the probability of an ionization followed by an Auger de-excitation is 1 in $10^4$. For XAES, the ionization cross sections are determined by the X-ray photoionization cross sections, which are listed in e.g. [27]. Usually, the $K_\alpha$ lines of Al or Mg are
Figure 3.3: Auger electron energy in eV as a function of the element atomic number. The size of the points represents the intensity of the corresponding transition. [26]
used with an energy of 1486 eV and 1256 eV, respectively. The high energy photons and electrons lead to an excitation of atoms in a large sample volume (see Figure 3.4b). The spectra are superimposed by a high electron background, which consists of secondary electrons and scattered primary electrons.

However, the information depth is limited by the inelastic mean free path (IMFP) of the Auger electrons and corresponds to typically a few atomic layers [29]. The IMFP is an empirical relationship between the average distance between inelastic collisions and the electron energy. It should be noted that an electron may undergo elastic collisions between inelastic events and hence the trajectory between the events may not be a straight line. The attenuation length $\lambda$, which is a general term and can be applied for any radiation passing through matter, describes the transmission probability of the material to the radiation. The attenuation coefficient $\mu$ describes the fraction of the radiation removed as it passes through a thickness $\Delta x$ of the material in the limit $\Delta x \to 0$:

$$\mu = \lim_{\Delta x \to 0} \frac{1 - \frac{I}{I_0}}{\Delta x}$$

(3.2)
The attenuation length $\lambda$ is the reciprocal term of the attenuation coefficient:

$$\lambda = \frac{1}{\mu} \quad (3.3)$$

The experimentally determined energy-dependent course of $\lambda$ is shown in Figure 3.5 and can be described by the empirical equation:

$$\lambda \propto \frac{1}{E^2} + 0.054 \cdot \sqrt{E} \quad (3.4)$$

Hence, in conventional Auger electron spectroscopy, the highest surface sensitivity can be reached by studying low energy Auger transitions at about 40eV. Due to the enormous number of scattered electrons from the ionization mechanism, this low energy range has the highest background level.
3.1.3 Positron annihilation induced AES

Positron annihilation induced Auger electron spectroscopy makes use of a fundamentally new method for the excitation of Auger electron emission. Slow positrons are used to create the core ionization of an atom by positron-electron annihilation. PAES has been shown to have significant advantages over conventional AES, which are discussed in this section. The technique has been first demonstrated in 1987 by Weiss et al. [31]. Subsequent studies have shown that PAES is able to eliminate the very large collisionally induced secondary electron background, which in conventional techniques is present under the low energy Auger peaks. Slow positrons with an energy of only 20eV are used induce the Auger process and hence enable nearly background-free spectra in the range of the Auger transitions, which usually start at about 30eV in case of core level transitions [32]. Secondary electrons cannot be created through collisional processes with energies in excess of the kinematic edge energy $E_k$ given by

$$E_{\text{sec}} \leq E_k = E_p - \Phi_\text{-} + \Phi_\text{+} \quad (3.5)$$

where $E_{\text{sec}}$ is the kinetic energy of with which the secondary electrons leave the surface of the sample, $E_p$ is the energy of the primary positron beam and $\Phi_\text{-}$ and $\Phi_\text{+}$ represent the electron and positron work function, respectively. The background-free spectra of Auger transitions can be used to study features of the Auger peak more detailed. The spectral intensity on the low energy side of the peak contains information on intrinsic final state effects such as shake up and shake off. Hence, the elimination of the secondary electron background is particularly useful to determine the lineshape of low energy Auger transitions. In addition, PAES is regarded as a truly non-destructive method since the annihilation site is independent of the implantation site, due to the diffusion length of the thermalized positron. When obtaining PAES spectra, the energy dose to the surface is five orders of magnitude lower compared to EAES [7].

However, the most important advantage of PAES using low energy positrons is the outstanding surface sensitivity. As discussed more detailed in Section 2.2, positrons become localized in the image potential well just outside of the surface before they annihilate. The vast majority of the positrons is trapped in the surface potential when diffusing through the sample [33]. Consequently,
the surface trapped positrons annihilate almost exclusively with atoms at the surface and thus nearly all of the Auger electrons originate from the topmost atomic layer of a sample intrinsically [11,31]. The top layer sensitivity of PAES was first confirmed in a series of vapor-deposited Pd films on a Cu(100) surface, comparing the results of PAES, EAES and low energy electron diffraction (LEED) [34,35]. As a consequence of the element specific positron affinity, different elements at the surface can be detected with enhanced sensitivity [36]. The surface selectivity of PAES was demonstrated by a series of measurements on Cu single crystals with varying coverage of S overlayers [37]. This possibility can be used for the study of surface chemistry and the identification of adsorption sites demonstrated e.g. in the system O/Au/Si(100) [11,38], which is crucial for catalytic reactivity and selectivity.

For the initiation of the Auger process, the ionization of a core level is a fundamental prerequisite. The annihilation probability of positrons with electrons from the core level is up to approximately 11% [11]. A table of the calculated core annihilation probabilities can be found in Table A.3. The Auger electron yield was shown to be about two orders of magnitude higher in PAES than in EAES [29,39].

PAES was successfully employed in a variety of experiments e.g. Se passivation of Si(001) [40], for highly-sensitive detection of impurities on carbon nanotubes [41], adsorption and desorption of O from an oxidized Cu(100) surface [42], studies on the adsorption of H and O on Si(100) [43] to measure the sticking coefficient, high resolution measurements of Auger transitions [44,45], and growth of Cu and Fe islands on Pd [44]. In particular, using time-dependent PAES, the surface segregation in the system Cu/Pd was observed with a characteristic time constant of 83 minutes [19].

The main drawback of PAES were the very long measurement times on the order of 15-20 days (see e.g. [46]) due to the low intensity of the positron beams generated from radio nuclide sources, where self absorption limits the strength of the source. This was overcome by using the high-intensity positron beam at the NEutron induced POsitron source MUniCh (NEPOMUC) located at the research reactor Heinz-Maier Leibnitz at the Technische Universität München [47]. NEPOMUC provides an intensity of about $10^9$ monoenergetic positrons per second with an energy of 1 keV [48,49] and reduces the measurement time
for a single PAES spectrum to a few minutes [50]. The setup will be described in Chapter 4. For the recording of PAES spectra, the energy of the Auger electrons is evaluated using an hemispheric energy analyzer that employs an electric field to allow the passage of only those electrons that have a given specific energy. This setup can also be used for complementary characterization with conventional AES and XPS.

Another approach to record PAES spectra is a time-of-flight (TOF) setup, see e.g. [51], where the time difference between the positron annihilation and its detection on a Micro-Channel Plate (MCP) detector is measured. The element specific kinetic energy of the Auger electrons leads to different flight times. A schematic sketch of the setup is shown in Figure 3.6. The incident positron beam coming from the right is guided by an axial magnetic field. The \( E \times B \) plates C and D in Figure 3.6 serve to deflect the positron beam around the MCP. This acts as an energy filter for the positron beam as well as directs the electrons emitted from the sample towards the MCP. The permanent magnet parallelizes the electrons emitted from the sample and allows the collection of electrons at nearly \( 2\pi \) solid angle. A 0.6 m long TOF tube is used to provide a field free flight path. The total flight path of the electrons from the sample to the plate is approximately 1 m.

When an electron is detected at the MCP, the detector provides a timing signal. A BaF\(_2\) scintillator is used to detect the 511 keV annihilation radiation of the positron with an electron from the sample, which also provides a time
signal. The time between the annihilation of the core electron and the emission of the Auger electron is on the order of $10^{-14}$ s, whereas the time taken by Auger electrons to travel from the sample to the MCP is about $10^{-6}$ s [51]. The time of flight is determined from the time difference between the timing signal from the MCP and the BaF$_2$ detector.

From the flight time $\Delta t$, the kinetic energy of the electrons $E_{kin}$ can be calculated as follows

$$E_{kin} = \frac{1}{2} m_e v^2 = \frac{1}{2} m_e \cdot \frac{L}{\Delta t}$$

where $m_e$ denotes the electron mass and $L$ is the flight path. The main advantages of a time-of-flight setup are the large solid angle of collected electrons and the acquisition of all electron energies at the same time, which is not possible with a hemispheric energy analyzer. However, the TOF setup cannot be used for the acquisition of complementary XPS spectra.

### 3.1.4 Surface sensitivity of PAES, EAES and XAES compared on Ni/Pd

In order to enable the comparison of the surface sensitivity using different analysis techniques, samples with 0.1 ML and 1 ML Ni on Pd were prepared. The spectra recorded with PAES, EAES and XAES for the Ni/Pd system are shown in Figure 3.7.

The PAES spectrum of the sample with 0.1 ML Ni on Pd shows significantly three Auger transitions of the elements (Figure 3.7 a). Due to the varying core annihilation probabilities for the Pd levels – Pd 4s: 1.51% and Pd 4p: 6.07% [11] –, the Pd N$_{1}$VV transition is less distinct than the Pd N$_{2,3}$VV peak. Ni and Pd have the same $Z_{\text{eff}}$ leading to the same probability for Auger relaxation [24]. Due to the low positron energy the secondary electron background induced by the positron beam ends at 20 eV. Generally, the line shape of the peaks is smeared out to lower energies due to scattered Auger electrons. The background at higher energies arises also from scattered high-energy Auger electrons.

Despite of shorter measurement times, EAES and XAES show much higher statistics than PAES, due to the high electron and photon flux, respectively.
However, due to the high secondary electron background in this most surface sensitive energy range, the transitions are much less pronounced. Pd is visible in both spectra, especially the Pd N\textsubscript{2,3}VV transition, due to the higher number of electrons in the Pd 4p shell. The Ni M\textsubscript{2,3}VV transition of the 0.1 ML Ni is also visible in XAES but not in the EAES spectrum.

The PAES spectrum of the sample with 1 ML Ni on Pd shows almost only Ni whereas the Pd substrate is hardly visible, pointing out the intrinsic high surface sensitivity of PAES. EAES and XAES show a significant Ni peak. The Pd substrate, especially in the EAES spectrum, is clearly detectable, as expected due to the IMFP of electrons.

### 3.2 X-ray photoelectron spectroscopy

Among all contemporary surface characterization methods X-ray Photoelectron Spectroscopy (XPS) is the most widely used. It provides a high information content and can be applied easily to a wide variety of samples. For this reason it is often called Electron Spectroscopy for Chemical Analysis (ESCA). The good theoretical description of the fundamental mechanisms of XPS allows a detailed interpretation of the spectra, as well as quantitative statements. The overall process is known as photoelectric effect, which was first interpreted by Albert Einstein in 1905 [53]. A schematic explanation of XPS compared with Auger electron spectroscopy induced by electrons, X-rays and positrons is shown in Figure 3.8. A comparison of the typical spectra of all three acquisition techniques using the example of Ni can be found in Figure 3.9.

In a basic XPS experiment, the sample is illuminated with soft X-rays, capable to penetrate several micrometers into the bulk of the sample. When a photon is absorbed by an atom, a bound electron is released. This process is called photoionization. As described for conventional AES in Section 3.1.2, due to the attenuation length of electrons in the solid, only electrons near the surface can leave the sample, which is the so-called photoemission. The kinetic energy \( E_K \) of the photoelectrons is given by:

\[
E_K = h\nu - E_B - \Phi_-
\]  

(3.7)
Figure 3.7: Comparison of PAES with conventional AES on (a) 0.1 ML Ni on Pd and (b) 1 ML Ni on Pd. In the PAES spectra 0.1 ML Ni on Pd is clearly visible, whereas at 1 ML Ni on Pd almost no Pd substrate is detected. Note the high electron background at EAES and XAES. All spectra are normalized to the same number of events in the spectrum. Recording mode: FRR, retarding ratios R are given in the legend. Published in [52]
where $h\nu$ is the energy of the photon, $\Phi_-$ denotes the electron work function and $E_B$ the binding energy of the electron. In commercial X-ray sources typically the K$_\alpha$ line of Mg, Al or Cu with an energy of 1256 eV, 1486 eV and 8028 eV, respectively, are used. The photoemission process is extremely rapid ($10^{-16}$s) [28], leading to very sharp peaks in the spectra. The emission of a photoelectron leaves the atom in an ionized state. Therefore, Auger transitions can be observed in every XPS spectrum, too.

### 3.2.1 Elemental surface composition

The reason for the widespread use of XPS is the simple quantification of the photopeaks in the spectra, whereby the proportion of different elements on the sample surface can be determined. Therefore, XPS can be used to monitor the surface contamination due to the residual gas in the chamber or the thermal induced desorption of adsorbates from surfaces. The latter is shown in Figure 3.10. The effect of thermal surface cleaning is observed on a single crystalline Ni(100) foil with a thickness of 100 nm, which was previously exposed to air. The temperature is increased stepwise from room temperature to 600°C and the fraction of Ni and the main contaminations, C and O, were determined from the recorded XPS spectra at each temperature step. The largest increase of the Ni signal was observed at temperatures between 200°C and 300°C, were

---

**Figure 3.8:** Scheme of XPS, conventional AES induced by electrons or X-rays and PAES.
Figure 3.9: Typical spectrum of Ni recorded with (a) EAES, (b) PAES and (c) XPS.
a large amount of C and O were desorbed from the Ni surface. The details of the quantification method of XPS spectra is discussed in Chapter 5.

![Diagram](image.png)

Figure 3.10: Temperature induced surface cleaning of a Ni(100) foil with a thickness of 100 nm after exposure to air observed with XPS. The main contaminations of the foil were determined to be C and O, which were mostly desorbed from the surface at 300 °C. The lines are to guide the eye.

However, H is not directly detectable with XPS, as it does not produce a core photoelectron peak [54]. The H 1s electron is a valence electron and as such participates in chemical bonds. Any signal only appears in the valence band like for example in case of Pd [55]. However, the photoionization cross-section is also very low [27].

### 3.2.2 Chemical specificity of XPS

Since the electrons can be ejected from a tightly bound core level as well as from weakly bound valence levels or molecular orbitals, the spectra contain a variety of information about the chemical state of a sample. The core levels have small chemical shifts depending on the chemical environment of the atom that is ionized. This allows the determination of the chemical structure. This chemical specificity is the special feature of XPS. Thus, XPS does not only characterize the chemical elements of the surface, but also their ionization
states or small shifts in the binding energy due to chemical bonding with other elements. As an example, the peak shifts of the Pt 4d level are shown in Figure 3.11. Three states of Pt are compared. As a reference, a clean metallic Pt foil is shown in blue and compared with reduced (red) and oxidized (black) nanoporous Pt. An energy shift of about 3 eV can be observed for the different states.

In order to resolve the superimpositions of various binding energies or features of the band structure at the Fermi energy as good as possible, an optimum energy resolution is necessary. Apart from the detector resolution and the natural line width of the photopeak, determined by the lifetime of the respective state, the energy distribution of the incident X-ray is a crucial factor. The characteristic Kα energy is an unresolved doublet resulting from the transitions 2p3/2 → 1s and 2p3/2 → 1s. Therefore, sometimes it is called Kα1,2. However, weaker satellite lines resulting from other transitions can occur. For example in case of Al, the Kα3 with an intensity of 7.8% of the Kα intensity and a separation of 9.6 eV is present, leading to satellite peaks in the spectra. To get rid of these peaks and reduce the line width of the Kα a monochromatic X-ray source can be used. Monochromatic Al Kα X-rays are produced by focusing on
and diffraction by a thin disc of α-quartz with a <1010> orientation, reducing the line width from 0.85 eV to 0.3 eV.

### 3.2.3 Surface sensitivity of XPS

As in conventional Auger electron spectroscopy, the surface sensitivity of XPS is given by the energy-dependent attenuation length of the ejected photoelectrons, see Figure 3.5. 95% of the information obtained by XPS comes from three attenuation lengths of the surface. This is called the sampling depth of XPS. However, the signal intensity obtained from a layer of atoms buried a distance z beneath the surface is less than the signal intensity at the surface. The correlation is given by the Beer-Lambert law

\[
I_z = I_0 \cdot \exp (-\mu \cdot z) = I_0 \cdot \exp \left(-\mu \frac{d}{\sin \Theta}\right) = I_0 \cdot \exp \left(-\frac{d}{\lambda \cdot \sin \Theta}\right) \tag{3.8}
\]

where \(\lambda\) is the photoelectron attenuation length and \(\Theta\) the photoemission angle with respect to the surface plane. If electrons are collected over a range of angles from near normal emission to near grazing emission then the analysis depth changes. A higher surface sensitivity is reached at higher grazing angles. This enhancement of surface sensitivity can be shown experimentally using a Pd substrate with a Ni cover layer with a thickness of 0.7 ML. Figure 3.12 shows the ratio of the intensities of Ni and Pd versus the detector angle. At higher grazing angles, the Ni signal becomes more pronounced than when recording perpendicular.

When analyzing the Ni 2p photopeak, a change in chemical composition can be found, see Figure 3.13. The arising of side peaks at more surface sensitive angles at binding energies of 857 eV and 874 eV indicates a chemical bond at the surface, which corresponds to Ni(OH)\(_2\) [56].

However, when XPS is used for depth profiling, the determined atomic fractions have to be evaluated carefully from the photopeak intensities, as sampling depths depend on the kinetic energy of the photoelectrons. Table 3.2 summarizes the sampling depth for selected elements as a function of the kinetic energy and the detector angle. The sampling depth increases with increasing kinetic energy, leading to a better visibility in the spectra.
Figure 3.12: A higher surface sensitivity of XPS can be achieved by collecting photo electrons at more grazing emission angles $\Theta$. This can be demonstrated experimentally by plotting the ratio of Ni to Pd versus the angle to the detector of a Pd substrate covered with 0.7 ML of Ni.

Figure 3.13: Normalized spectra of the Ni 2p photo peak measured at detector angles between 90° and 5°, which is most surface sensitive. The presence of side peaks (see arrows) at low angles indicates a chemical bond at the surface. The energies correspond to Ni(OH)$_2$.
Table 3.2: Sampling depths as a function of the core level kinetic energy and the detector angle for selected elements. The sampling depth is defined as $3 \cdot \lambda(E) \sin(\Theta)$, where 95% of the signal originate from. $\lambda$ denotes the energy dependent attenuation length, see also Figure 3.5 and $\Theta$ is the detector angle. [57]

### 3.3 Further techniques for surface analysis

Apart from Auger electron spectroscopy, XPS and Scanning Tunneling Microscopy (STM), which will be introduced in Section 4.3, several other techniques are available for surface analysis and will be briefly presented in this section.

Closely related to XPS is the Ultraviolet Photoelectron Spectroscopy (UPS). The kinetic energy of photoelectrons emitted by molecules which have absorbed ultraviolet photons. Due to the lower photon energy compared to XPS, the studies are focused to organic molecules adsorbed to surfaces. Another application of UPS is the determination of the work function of a material.

#### 3.3.1 Scanning techniques

In scanning probe techniques one tries to obtain an image of the surface structure directly. STM is based on the quantum tunneling effect, leading to a tunneling current when a sharp, biased tip is approximated a few Angstroms close to the sample surface. The electron density distribution at the surface is measured, which is related to the atom’s positions. Therefore, STM is limited to conductive samples. The Atomic Force Microscope (AFM) is based on the effect of forces between atoms or molecules described by the Lennard-Jones potential. In AFM the cantilever has a sharp, force-sensing tip at its end, which interacts with the sample surface. As a result of variations in the interaction, the deflections of the cantilever can be measured containing the topographic information.
3.3.2 Scattering techniques

Secondary ion mass spectroscopy (SIMS) is an ion beam analysis technique for the characterization of the top few micrometers of a sample. The primary ions, most commonly O\(^-\), Ar\(^+\), Xe\(^+\), etc. with energies up to 20 keV erode the sample surface, where secondary elemental or cluster ions of the sample material are ejected and analyzed in a detector with regard to their energy, mass and charge. The technique has an outstanding sensitivity in composition analysis. Detection limits of \(10^{13} - 10^{18}\) atoms per cm\(^3\) for impurities in semiconductors were reported [58,59]. SIMS is an inherently destructive method, since it gives the elemental composition of a sample as depth profiles. Therefore, it generally does not provide structural information.

Rutherford Backscattering Spectrometry (RBS) is another ion beam analysis technique. Most commonly alpha particles with an energy of 1-4 MeV or protons of 100 keV to 2 MeV are used and the elastic Coulomb scattering between the projectile and the target nuclei is analyzed. The method is most suitable to characterize the structure and composition variation or impurity distribution of mainly inorganic compounds as a function of depth with a resolution of a few hundreds Angstrom.

Low Energy Ion Scattering (LEIS) enables studies of the structure and composition of a surface by detecting ions scattered off the surface. The ion energy is usually in the range of 100 eV to 10 keV. The lower the ion energy, the higher the surface sensitivity. LEIS is closely related to RBS, differing primarily in the energy range of the ion beam used to probe the surface. LEIS is unique in its sensitivity to both structure and composition of surfaces. Additionally, LEIS is one of a very few surface-sensitive techniques capable of directly observing hydrogen atoms [60].

3.3.3 Diffraction techniques

As an electron beam with an energy of 150 eV has a de Broglie wavelength of approximately 1 Å, which is similar to the lattice spacing in a crystal, it is suitable for diffraction experiments.

Low Energy Electron Diffraction (LEED) is one widely used technique to study surface superstructures as well as effects of adsorbates to a surface and
their alignment on the surface structure of single crystalline materials. In LEED, the elastic backscattering of low energy electrons with an energy of typically 10-600 eV incidenting perpendicularly to the surface is analyzed, to determine the atom positions. LEED is not element-specific and thus cannot be used to determine surface elemental composition.

In Reflection High Energy Electron Diffraction (RHEED) an electron beam with an energy of 5-30 keV is directed at a glancing angle of usually <5° at a single crystal. The diffraction pattern of the electrons is made visible by a phosphor screen to recalculate the atom’s positions. RHEED is one of the few techniques that can monitor the epitaxial growth of thin layers in-situ, where extreme purity and precision is necessary.

RHEED has a counterpart by using positrons (RHEPD) with the same kinetic energy to observe the diffraction pattern generated by positron small angle scattering at a surface. Since positrons have the opposite charge of electrons, the particle ion-core interaction and the crystal potential differs and at a critical angle total reflection can occur. RHEPD below the critical angle is extremely sensitive to the topmost atomic surface layer. Total reflection is also used in X-ray diffraction (XRD), but the critical angle is usually less than 0.2°. However, due to the higher penetration depth of photons this still amounts to a few nanometers. Table 3.3 compares the penetration depth into a sample of different particles with an energy of 1 keV.

<table>
<thead>
<tr>
<th>particle</th>
<th>penetration depth (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>photon</td>
<td>10 000</td>
</tr>
<tr>
<td>electron</td>
<td>20</td>
</tr>
<tr>
<td>ion</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of the penetration depth of particles with a primary energy of 1 keV. [28]

3.3.4 Radiation damage

From the surface sensitivity point of view, referring to Table 3.3 one might prefer ions for surface studies, due to their low penetration depth. However, the bombardment of a sample surface with ions leads to damages in the surface structure, such as ejection of atoms, generation of dislocations, atom exchange
technique | primary flux (cm$^{-2}$s$^{-1}$) | primary energy (eV) | power (W/cm$^2$)
---|---|---|---
XPS | $10^{14}$ | 1400 | $2\cdot10^{-2}$
LEED | $10^{15}$ | 50 | $5\cdot10^{-3}$
SIMS | $10^{10}$ | 3000 | $3\cdot10^{-6}$
PAES | $10^{7}$ | 20 | $3\cdot10^{-11}$

Table 3.4: Typical flux, particle energy and resulting power dissipated in different surface analysis techniques [28].

or adsorption. As photons penetrate deeply into the sample, the energy is not deposited in the near surface. However, the power dissipated by the sample surface needs to be considered, especially in case of weakly bound adsorbates. Table 3.4 summarizes the typical flux, particle energy and dissipated power of selected surface analysis techniques using photons, electrons, ions and positrons.

It turns out that the radiation damage due to the dissipated power is lower in case of ions than for X-rays. Therefore, all aspects of the interaction of the projectile and the sample material need to be considered when choosing the appropriate analysis technique.

For this reason surface analysis with PAES turns out to have several advantages. The surface sensitivity is an intrinsic feature of low energy positrons due to the trapping in surface states. On the other hand it is truly non destructive, since the energy of the positrons is low and the annihilation site is independent from the implantation site due to the diffusion of the thermalized positron.
Chapter 4

The Surface Spectrometer at NEPOMUC

In this chapter, the spectrometer used for the surface analysis will be introduced. The unique feature of the spectrometer is the combination of a variety of well established surface analysis techniques with Auger electron spectroscopy induced by positrons annihilation. To overcome the usually low count rate in PAES, the spectrometer is connected to the world’s most intense positron source NEPOMUC, which will be presented in the first part.

4.1 The positron source NEPOMUC

Positrons can be generated in $\beta^+$ decay processes or by pair production from high energy $\gamma$ radiation. In laboratories, the most prominent positron source is a radio nuclide of Na:

$$^{22}_{11}\text{Na} \rightarrow ^{22}_{10}\text{Ne} + \beta^+ + \nu_e$$  \hspace{1cm} (4.1)

It combines the advantages of a high positron yield of 90% and a half-life of 2.6 years. Self absorption limits the strength of the source to a few GBq [4]. The positrons released in the $\beta^+$ decay of $^{22}\text{Na}$ show a continuous energy distribution up to 544 keV. For surface studies, the implantation depth of positrons into the sample has to be as small as possible. In order to generate and focus a beam, which can be implanted to a dedicated depth into the sample, monoenergetic positrons are necessary. Therefore, moderation of the positrons is necessary,
which has a small yield in case of the broad energy distribution of \( ^{22}\text{Na} \), since most of the positrons are implanted too deep into the moderator to reach the surface within their diffusion length after thermalization. Due to the low resulting intensity, measurement times for positron annihilation induced Auger electron spectroscopy studies with radio isotopes extend to several days [61].

To achieve higher positron intensities the principle of pair production is used. Gamma quanta with an energy of more than twice the electron mass can produce a pair of electron and positron in the electrostatic field of a nucleus, which takes the recoil momentum:

\[
\gamma \rightarrow e^+ + e^-
\]

High intense \( \gamma \)-sources are available at accelerators from Bremsstrahlung targets or at research reactors from nuclear processes. The cross section for pair production increases quadratically with the nuclear charge number \( Z \), therefore high \( Z \) materials such as Pt, Ta or W are preferably used as converters.

At the research neutron source Heinz Maier-Leibnitz (FRM II) in Garching the positron source NEPOMUC is located. For positron production the high flux of thermal neutrons is combined with a nuclear reaction of Cd, which gave the source its name NEutron induced POsitron source MUniCh (NEPOMUC):

\[
^{113}\text{Cd} + n \rightarrow ^{114}\text{Cd} + \gamma
\]

The isotope \( ^{113}\text{Cd} \) has a huge cross section for the capture of thermal neutrons of 20600 barn [62]. The \( \gamma \) radiation released in the nuclear reaction have an energy of up to 9.05 MeV and are converted to pairs of electrons and positrons in a structure of Pt foils. Pt has a negative work function for positrons of -1.95 eV [63], so the positrons are spilled out with a discrete energy into the vacuum, where they are formed to a beam by an electrostatic lens system and guided magnetically to the experiment. A cross sectional view of the NEPOMUC source is shown in Figure 4.1.

The NEPOMUC source provides the world highest intensity of more than \( 10^9 \) moderated positrons per second [49]. An important criteria for the beam quality of an ensemble of particles is the brightness, which is defined as the ratio of the beam intensity and the phase space volume. When focusing a
beam, one is limited by Liouville’s theorem, which states that the phase space volume remains constant in the presence of conservative forces. Therefore, to enhance the brightness, the beam is focused to a W single crystal, which has a negative work function for positrons of $\Phi_+ = -3.0\text{eV}$ [7]. In this process the momentum of the positrons is reduced to the thermal energy, which leads to a lower phase space volume of the beam. By applying a positive potential to the W crystal, the desired kinetic beam energy can be adjusted and is typically set to 20 eV. The intensity of this so-called re-moderated beam is $3 \cdot 10^7 \text{e}^+ /\text{s}$ [49], with a beam diameter as the full width at half maximum of less than 2 mm. This beam is used for the measurements shown in the next chapters.

4.2 Overview of the Surface Spectrometer

The surface spectrometer at the positron beam facility NEPOMUC enables an extensive analysis of the sample surface, including its elemental composition as well as its topology combined with on-site sample preparation and storage. During the past years, the spectrometer was continuously upgraded to today's state, shown in Figure 4.2. The spectrometer consists of five interconnected...
UHV chambers. The samples are transferred by magnetically linked linear feedthroughs. The most important chambers are those for the preparation of the samples, the STM chamber to study the topography and the Auger chamber for element analysis. The details are described in the following sections.

### 4.2.1 Sample preparation

Samples can be transferred into the vacuum using the load lock, without influencing the vacuum in the other chambers. This is followed by a further chamber, dedicated for sample preparation and cleaning. It contains a sputter gun with an energy range of 250 eV up to 5 keV, which is operated with Ar of 6.0 purity. To avoid damaging the single crystalline surface of the samples during cleaning with Ar-ions, an energy between 500 eV and 1 keV were used. Sputter yields depend strongly on the projectile energy and the target material. Typical sputter times are in the range of several minutes to an hour. A vanadium foil was used to adjust the beam focus in a way that the FWHM of the Ar ion beam is in the range of the sample size of typically 10 mm in diameter.

Moreover, the chamber houses three independent electron beam evaporators, which are used to prepare samples with a cover layer. In an electron beam
evaporator, a tungsten filament is heated up by an electrical current of about 8 A and the emitted electrons are accelerated towards the target material, which is set to a positive potential of 3 kV. This energy is sufficient for the evaporation of many metals, such as Ni, Ag, Fe. For those materials, a rod with a diameter of 3 mm to 5 mm was chosen. Evaporation from a crucible is preferred for e.g. Al, Cu and Au. To prepare Pt layers, the so called wetted-wire technique was applied. For this, a thin Pt foil is wrapped on a W rod, which is fed to the evaporator. When heating up, the Pt wets the W surface. Due to the lower sublimation temperature the evaporation of Pt begins earlier and the W rod remains. This setup enables thin film deposition with thicknesses from a fraction of an atomic layer up to several 100 nm. For most studies a coverage of only a few atomic layers is needed, hence a low evaporation rate of 0.1 - 0.2 Å/s is chosen, leading to a nominal thickness accuracy of typically 0.01 to 0.02 ML. The evaporation rate is monitored by a Piezo oscillator. The resonant frequency of an exposed quartz crystal is used to sense the mass of deposited films attached to its surface. For a previously defined element, there is a known relationship between the mass of evaporated material and the measured frequency $f$ of the sensor crystal. When measuring the frequency change due to accumulated mass, the film thickness $d_{\text{film}}$ can be calculated by the following equation [66]:

$$d_{\text{film}} = \frac{C \cdot \rho_{\text{quartz}}}{\pi \cdot \rho_{\text{film}} \cdot Z \cdot f} \cdot \arctan \left( Z \cdot \tan \left( \frac{\pi \cdot (f_i - f)}{f_i} \right) \right)$$

(4.4)

with the crystal specific frequency $C$, $\rho_x$ the densities of quartz and the deposed film, the frequency $f_i$ of sensor crystal prior to depositing any film material on it and Z-factor of the material, representing mechanical interactions between the quartz and the deposed film.

To avoid an influence of temperature on the oscillation frequency during evaporation, the Piezo oscillator is water cooled. The Piezo oscillator can be moved to the sample position. Therefore, the evaporation rate has to be stable over a longer time before coating the sample and is controlled after exposition.

The following chamber marked in blue in Figure 4.2 contains a sample storage place under UVH conditions for up to ten samples, which are stacked vertically one above the other.
4.2.2 STM chamber

For the characterization of the cover layers grown in the preparation chamber, the distribution of the evaporated atoms on the substrate surface is one of the key parameters. Scanning tunneling microscopy is an established technique for analyzing the topology of surfaces, see the measurements on Si(111) presented in Section 4.3. The STM installed in the chamber marked in red of the surface spectrometer in Figure 4.2 is an Aarhus HT STM from Specs with a temperature range between 90-1300 K. Cooling is realized by liquid nitrogen and heating by electron bombardment. Another sample storage for five samples is installed in the chamber which has a further place to heat up samples by electron bombardment to more than 1500 K within seconds. The stage can be used for flashing samples. Flashing is an effective way to clean surfaces from adsorbates and favor surface reconstruction. In this process the sample is heated up to temperatures close to the melting point within seconds, while the sample holder stays close to room temperature, due to the low thermal contact between sample and sample holder.

4.2.3 Auger chamber

The main analysis chamber shown in green in Figure 4.2 connects the spectrometer to the NEPOMUC beamline. The positron beam passes a magnetic field termination at the chamber flange and is guided electrostatically through a lens system, which focuses the beam onto the sample. The lens system is shown in Figure 4.3. It consists of eight cylindrical lenses, of which the penultimate lens is four-segmented to deflect the beam to the sample center. The lens voltages are given in Table B.1. For PAES measurements, the energy of the positrons is set to a value as low as possible for beam guiding. This enhances the surface sensitivity of PAES, since it is more likely that the positrons will be trapped in the surface state of the sample. Furthermore, the secondary electron background in the spectra ends up at lower energies of 20 eV and enables the observation of low energy Auger transition. For PAES measurements, the re-moderated positron beam with an energy of approximately 20 eV was used. A positron intensity of \(3 \times 10^7 \, \text{e}^+ / \text{s} \) was measured on the sample using a
W-shielded NaI(Tl) scintillation detector, analyzing the 511 keV annihilation radiation of the positrons on the sample.

The shape of the positron beam is characterized by a micro channel plate (MCP) in combination with a phosphor screen used as beam monitor. It can be moved to the sample position and characterizes the beam on site. A mirror below the phosphor screen allows a CCD camera to image the phosphor screen. From this image the size of the positron beam on the sample can be estimated. Figure 4.4 shows the image from the CCD camera of the 20 eV positron beam and a line profile of the intensity distribution. The beam profile can be well described by a Gaussian shape with a diameter of 5.9 mm (FWHM).

For conventional Auger electron and X-ray induced photoelectron spectroscopy, an electron gun and a X-ray source are installed. The X-ray source is equipped with a twin anode made of Al with an energy of 1486.6 eV and Mg with 1256.6 eV. The energy of the electrons is analyzed with a hemispherical analyzer (Specs Phoibos 150) with a mean radius of 150 mm and a CCD readout. Since the energy analyzer is the key component to record PAES spectra, it is described in detail in Section 4.4.
Figure 4.4: a) Pseudocolor image of the spot of the 20 eV re-moderated positron beam on the MCP beam monitor at the sample position. The CCD camera images a mirror with a center cross, marking the sample position. The phosphor screen has a diameter of 16 mm. b) The Gaussian fit of the beam profile has a FWHM of less than 6 mm.

The energy analyzer is designed bipolar, so the energy distribution of electrons as well as positrons or ions can be analyzed. To avoid the influence of external magnetic fields, the chamber as well as the analyzer are μ-metal shielded. All components of the sample holder insight the chamber are made of non-magnetic materials.

The samples are precisely positioned in front of the analyzer with a rotateable xyz-manipulator, which can be cooled down using liquid nitrogen to 90 K and heated up 1300 K by electron bombardment from an Y-coated W filament installed below the sample, see Figure 4.5a. This allows in-situ temperature dependent analysis. For PAES measurements the temperature is limited to approximately 550 °C because of a dominant electron background at higher temperatures. The sample holders are fixed with three clamps in the sample stage for a best possible thermal connection. There are two different types of holding clamps. The more spring-like design marked by Φ in Figure 4.5a allows an easier handling of the samples than the ones of type Φ, but become loose early. For single crystals and foils, specially designed sample holders out of Ti are available, fitting to all other sample stages in the spectrometer. Polycrystalline foils are wrapped around the sample holder and fixed with screws. Single crystals with a diameter of 10 mm can be placed into a matching
Figure 4.5: a) Sample stage in the Auger chamber for in-situ temperature dependent measurements between 90 K and 1300 K. On the right, the sample holders for (b) foils and (c) single crystals are shown (top side on top, backside below). Typical sample sizes are in the range 10 mm in diameter for single crystals.

recess fixed with a cover and screws. Both types of sample holders are shown in Figure 4.5 b and c. Recesses in the sample holders allow direct heating of the sample material. For temperature control, a thermocouple is mounted in the center of the heating filament, which can be moved with a lever towards the sample for optimal thermal contact. To avoid damaging of thin or brittle samples, the thermocouple is pressed against a Ti bridge on the rear side of sample holder with a thickness of only 0.2 mm. The thermocouple is isolated with a sapphire plate to allow biasing of the sample up to 3 kV.

For residual gas analysis, the chamber is equipped with a quadrupole mass spectrometer. Recently a new Ar-ion gun was installed in the Auger chamber to record sputter profiles with PAES is-situ.
The ultra high vacuum in all chambers is realized by a prevacuum system followed by turbo molecular pumps. In addition an ion getter pump (IGP) is installed in the STM chamber, to sorb effectively hydrogen as well as other light elements. The Auger chamber is equipped with a second turbo molecular pump dedicated for the large volume of the energy analyzer. To avoid the presence of magnetic fields in this chamber, a non evaporable getter (NEG) pump is installed, which has a pumping speed of 4001/s for $\text{H}_2$. The base pressure of the Auger chamber is about $5 \cdot 10^{-10}$ mbar measured with the mass spectrometer. The residual gas mainly consists of hydrogen and $\text{H}_2\text{O}$. Its partial pressure is lower by a factor of three than the one of hydrogen. The water in the chamber which is mainly adsorbed at the walls of the chamber and other installed components, can be partially removed by backing the chamber. At room temperature pumping of adsorbed water is inefficient due to the high vapour pressure. At temperatures above 100 °C the water slowly desorbs from the surface and is thus pumped away. Due to some temperature sensitive components the bakeout temperature is limited to 130 °C. Typical bakeout times are 48 to 72 hours.

4.2.4 Positron elevator

For PAES it is advantageous to set the positron energy to the lowest possible value to suppress secondary electrons and enhance the surface sensitivity. But the bipolar design of the analyzer allows studies of the positron work functions as well by analyzing the energy of re-emitted positrons. To investigate the positron work function of a sample, the positrons need to thermalize completely in the bulk of the sample. Within their diffusion length of about 100 nm, some positrons can reach the surface and interact with the surface potential. Depending on the element and the crystallographic orientation, the positron work function can be negative, and positrons are emitted from the sample with a specific energy. This process is used for moderation. To investigate new materials as positron moderators, the energy distribution of the positrons needs to be measured. The implantation depth of positrons can be calculated from the Makhovian profiles [13]. Usually, an implantation energy of few keV is necessary, to fully thermalize a significant fraction of the positrons in the
In the present setup, the positron source as well as the sample and the detector are close to ground potential. However, an implantation energy of some keV is necessary. This increase of the positron energy is realized with the so called ‘positron elevator’, which is a device for particle acceleration based on elevation of the potential energy of beam pulses. The setup, shown in Figure 4.6 consists of a bunching and chopper unit (Figure 4.6 b-d) to create a pulsed beam. The pulses pass a system of three electrodes in a way, that the potential of the second electrode is increased while the positrons are passing through. The setup is able to convert the contentious 20eV to a pulsed positron beam with a kinetic energy of up to 3.5keV at ground potential, enabling depth dependent positron re-emission measurements. A detailed description of the apparatus can be found in reference [67].

First measurements on the work function of Ni showed excellent agreement of the experimentally determined result with literature values. Furthermore, experimental evidence of the positive work function of polycrystalline Pd was provided as predicted by theoretical calculations [68]. The energy of the positron beam was increased stepwise from 22eV to 2.5keV and the re-emitted positrons from Pd were measured, see Figure 4.7. The energy analyzer can’t detect particles with an energy of less than approximately 7eV. The positron work function is in a range of only a few eV, depending on the element and
Figure 4.7: Positron reemission spectra of polycrystalline Pd. The energy of the incident positron beam was increased from 22 eV to 2.5 keV. The disappearance of the reemitted positrons at a beam energy of 2.5 keV indicates a positive positron work function of Pd. The sample was biased to +14 V. From [67].

orientation, therefore the sample has to be biased to +14 V. The Pd curve recorded with an implantation energy of 22 eV shows a distinctive peak, which suggests the emission of moderated positrons with a negative positron work function for Pd. However, the depth dependent measurement enabled by the positron energy elevator does not allow this presumption. The disappearance of the re-emitted positrons at a beam energy of 2.5 keV indicates a positive positron work function. At this energy the majority of positrons has thermalized and can’t escape from the material any more, except when the positron work function is negative. The spectra at implantation energies of 22 eV and 1.5 keV are dominated by the emission of epithermal positrons since it vanishes at higher implantation depths.

4.3 Scanning tunneling microscopy

In 1981, Gerd Binnig and Heinrich Rohrer developed the first scanning tunneling microscope (STM) [69] to image the topography and atoms positions of surface.
Two years later they were able to map directly the 7×7-reconstruction\(^1\) of the Si(111) surface with atomic resolution, which is one of the most complex surface reconstructions [70]. For their discoveries they received the Nobel Prize for Physics in 1986.

STM measurements are based on the concept of quantum tunneling: an atomically sharp conductive tip is approached to a few Angstroms to a conductive sample so that electrons are able to tunnel between the sample surface and the tip when applying a potential difference. A tunneling current of a few pico to nanoampere can be measured. The tip is moved over the sample line by line to image the electron density distribution of the sample surface, which is related to the atom’s positions.

Positrons are very sensitive to local changes in the electron density distribution, as they can effect the surface positron potential described in Section 2.2. Local changes in the electron density distribution may result from step edges, adsorbates or surface atoms of different elements. Therefore, STM images provide important information on the attractiveness of surface sites for positrons and is thus a highly valuable complementary measurement technique.

The electron wave function inside the tunneling barrier can be described by the following equation:

\[
\Psi(z) = e^{\pm \kappa z} \quad \text{with} \quad \kappa^2 = \frac{2m(V_B - E)}{\hbar^2}
\]  

\(4.5\)

\(\Psi(z)\) denotes the wave function, \(m\) the electron mass, \(V_B\) is the potential over the barrier and \(E\) is the energy of the state. The wave function between tip and sample is shown in Figure 4.8.

The intensity of the tunnel current is exponentially related to the width \(d\) of the barrier:

\[
I \propto e^{-2\kappa d}
\]  

\(4.6\)

Due to the exponential relationship between the tunnel current and the distance of the tip to the surface, even the smallest differences in height such as step edges and individual atoms can be made visible by their effects on

\(^{1}\)A reconstruction denotes an arrangement of atoms on the surface which is different from that in the volume of the crystal as a consequence of the reduction of the free energy.
the tunnel current. As a rule, the strength of the tunnel current drops by an order of magnitude as the distance between the sample and the tip is increased by 1 Å [71]. Correspondingly, there should be no deviations in the distance between the tip and the sample which are attributable to the instrument in order not to falsify the measurement.

A closer look at the tunneling process reveals that not only the distance between sample and tip influences the tunnel current, but also their shape and the electronic structure. An exact description of the tunneling process considering all these influences is extremely difficult therefore, the model of John Bardeen [72] will be introduced. In this description, the following assumptions are made: It is assumed that sample and tip can be described independently by solving the stationary Schrödinger equation. The transition matrix element, which describes the electron transfer, is given by the overlap of the wave functions of tip and sample.

The condition for the electron transfer is given by Fermi’s golden rule and states that only elastic tunneling, i.e. tunneling without loss of energy, is possible between the electrodes with the transition rate $\lambda_{\text{i} \rightarrow \text{f}}$:

$$
\lambda_{\text{i} \rightarrow \text{f}} = \frac{2\pi}{\hbar} \rho(E_{\text{f}}) |M_{\text{fi}}|^2
$$

(4.7)
where $\rho(E_f)$ is the state density of the final state, and $M_{fi}$ is the matrix transition element. With these assumptions, the tunnel current in first-order perturbation theory can be described as follows [71]:

$$I = \frac{2\pi e}{\hbar} \sum_{\mu,\nu} \left\{ f(E_\mu)[1 - f(E_\nu)] - f(E_\nu)[1 - f(E_\mu)] \right\} |M_{\mu,\nu}|^2 \delta(E_\nu + V_B - E_\mu)$$

(4.8)

In this case, all the electron states of the electrodes are summed, whereby only a contribution by elastic tunneling takes place due to the delta function. The term in the brace describes the tunnel current between the sample and the tip in both directions, since the occupation of the states with electrons in the sample and tip follows the Fermi distribution. According to the model of Bardeen [72], the matrix transition element can be written as follows:

$$M_{\mu,\nu} = \frac{\hbar^2}{2m} \int d\mathbf{S} \cdot (\Psi_\mu^* \nabla \Psi_\nu - \Psi_\nu \nabla \Psi_\mu^*)$$

(4.9)

This is done by integrating an area orthogonal to $z$ that lies completely within the barrier. Neglecting the variation of the potential in the integration region, the wave function can be written as:

$$\Psi(\mathbf{x},z) = \int d\mathbf{q} a_\mathbf{q} e^{-\kappa_\mathbf{q} z} e^{i\mathbf{q} \cdot \mathbf{x}}$$

(4.10)

where $\mathbf{q}$ is the reciprocal lattice vector and $\mathbf{x}$ and $z$ is the lateral and vertical position, respectively. $\kappa_\mathbf{q}^2$ is given by:

$$\kappa_\mathbf{q}^2 = \kappa^2 + |\mathbf{q}|^2$$

(4.11)

with $\kappa$ defined in Equation 4.5.

In STM measurements, therefore, several influences on the tunnel current are always displayed. One part is caused by the electron density distribution and hence the topography of the sample and another by the electronic structure of the sample and tip. The following section shows how one can make use of this fact with the aid of different operation modes of the STM.
4.3.1 Scanning modes of the STM

**Constant height mode**  In this measurement mode, the height of the tip above the sample is set to a initially defined, constant value. The tip thus moves constantly in a plane above the sample. The variation of the tunnel current is measured and presented as a height profile. This mode allows a very fast sampling of the sample with high image rates, so that dynamic processes can also be imaged. However, the surface of the sample should not be too rough, since elevations of 5-10 Å would lead to a collision of the sample and the tip.

**Constant current mode**  In this mode, unlike the constant height mode, the tunnel current is always monitored and kept constant by a feedback loop. The tip thus follows the sample topography. This allows an atomic resolution of the sample surface, but at a lower scanning speed due to the feedback system.

**Spectroscopy scans**  Spectroscopy scans offer the possibility to determine further physical properties such as the local density of states or the local work function of the sample surface. The measurement of the local barrier height is done by measuring the variation of the tunnel current with simultaneous variation of the height above the sample. The tunnel current decreases exponentially with the distance to the sample. From equation 4.6 one obtains the relationship

\[
\left( \frac{d \ln I}{dz} \right)^2 \propto V_B - E \approx \Phi
\]  

(4.12)

In a simplified view, the vacuum level is constant and remains constant over the distance between the sample and the tip. Furthermore, only one tunneling direction is allowed, which would correspond to the Fermi distribution at T=0. In the tunneling process, states near the Fermi energy are involved [71], so that for these states the work function of the sample corresponds to the sample. The local barrier height spectroscopy provides an information about the spatial distribution of the microscopic electron work function of the surface, determining the positron surface potential.
Assuming a constant distance between tip and sample and constant density of states of the tip, the tunnel current can be qualitatively written as [73]

\[ I(V) \propto \int_{E_F}^{E_F+V} \rho(E)T(E,V)\,dE \Rightarrow \frac{dI}{dV} \propto \text{LDOS} \]  

(4.13)

\( \rho \) is the local density of state (LDOS) of the sample surface and \( T(E,V) \) is the transmission coefficient through the barrier. The determination of the LDOS can also help to distinguish chemical bonding of the surface atoms, as it is also possible with XPS, but its results are averaged over large surface areas.

In principle, however, it must be noted that the intensity of the tunnel current in the different measuring modes is not determined exclusively by the topography of the sample, but also by the state density, the work function, as well as the voltage applied to the sample and its sign, factors, which are also crucial for positrons.

### 4.3.2 STM measurements

To demonstrate the atomic resolution of STM, reference measurements were performed on Si(111). Figure 4.9 shows the empty and occupied states of Si(111), including the famous 7\( \times \)7 surface reconstruction with atomic resolution.

As described in the previous section, the tunneling current is in the order of some hundred pico to few nanoampere and highly sensitive to external disturbance. When the spectrometer was in full operation for the first time, several external influencing factors on the STM were found, which considerably interfere with the tunnel current. Figure 4.10 summarizes the effects to the STM of some components of the spectrometer. During tip approach to the sample, the monitor signal of the tunneling current appeared to be noisy. A Fourier analysis of the tunneling current can help to identify the disturbances, since it shows the intensity of the tunneling current frequency-resolved over time. This analysis is done when the tip is not in tunneling contact with the sample. Since no sample interaction takes place at this position, the tunneling current can only be influenced by external fields. Thus, an almost horizontal line with white noise at a low amplitude is expected. The spectra show peaks with variable width over the hole frequency range. Some causes of the disturbances could be found. Especially the ion getter pump (IGP) mounted in the STM
Figure 4.9: STM image with atomic resolution of the (a) empty and (b) occupied states of Si(111) showing the famous 7 × 7 reconstruction.  
(c) Scheme of the tunneling process of electrons tunneling from the tip to the empty states of the sample (left) and from the occupied states of the sample to the tip (right).
chamber has to be mentioned. The ion getter pump of the Auger analysis chamber was replaced by a non evaporable getter pump meanwhile. The power supply of the energy analyzer was found to disturb the tunneling current, too. However, a large number of other disturbing influences remain, which could not be assigned to components of the spectrometer.

When the tip is in tunneling contact with the sample, the stability of the piezo element controlling the vertical position of the tip is crucial for STM imaging. Its movement can be analyzed, when the lateral position of the tip is fixed. In this position, the regulation of the piezo element to maintain the setpoint value of the tunneling current can be monitored. For the present STM, usually a value of 1 pm is not exceeded in a frequency range of more than 80 Hz. Below 80 Hz, the shape can be described by an exponential decay without any sparks. A periodicity of peaks can indicate a loose sample or sample holder, which vibrates under the influence of the tip. To exclude this possibility, the measurement was repeated with different sample types, such as single crystals and foils, which, however, led to the same result.

In order to rule out mass loops, the mass connections between the STM and the UHV chamber as well as the connection between the STM controllers and the common ground were reinforced and the power supplies were installed separately from other controllers of the spectrometer. A separate PC was used with galvanic isolation to the STM to avoid mass loops. A reduction of the intensity was achieved by using a 50 Ω terminating resistor at the tunneling current monitor signal. At irregular intervals, a discontinuation of the disturbances of 1-2 seconds was observed, without noticeable influence.

To evaluate the result, STM measurements were performed on polycrystalline Cu. The image shows an alignment in rows of the atoms as well as some adsorbates, appearing in bright color, cf Figure 4.11 a. However, the image is disturbed by an overlay of high frequent artifacts. In a Fourier analysis of the image at least five side peaks were identified, leading to periodic noise in the image. However, a suppression of the artifacts leads to a bluring of the image.

In later measurements, a permanent saturation of the tunnel current was observed after approaching the tip to tunnel contact, although the voltage of the piezo element was reduced again stepwise, which should move the tip downwards. This can be an indication of a defect in the piezo, since it no longer
Figure 4.10: a) The brown center line shows the monitor signal of the tunneling current during the tip approach. The discrete peak indicates the approach to tunneling contact between the tip and the sample. The other lines indicate piezo voltages while moving the tip. (b) Various high-frequency interference disturb the usually smooth signal of the tunneling current. c) The Fourier analysis of the tunneling current during approach provides information about the influence of some components belonging to the spectrometer: switching off the ion getter pumps (IPG) of the STM and the Auger chamber as well as the power supply of the energy analyzer leads to the vanishing of some frequencies. However, some peaks sketched in the diagram below remain in the spectrum. c) Fourier analysis of the vertical movement of the piezo element controlling the tip’s hight, when the tip is in tunneling contact with the sample. The lateral position is fixed for this measurement (see text for details).
Figure 4.11: a) STM image of a polycrystalline Cu surface. The atoms aligned in rows are resolvable, but disturbed by an overlay of artifacts. b) The FFT analysis of the STM image shows several side peaks (1-5), which lead to the different artifacts shown in the surrounding images. Elimination of the side peaks leads to a blurred image (0).
moves uniformly. Therefore, a systematic comparison of the PAES studies shown in the Chapters 6 and 7 with complementary STM analysis at the surface spectrometer was not possible.

4.4 The electron energy analyzer

The energy analyzer is one of the key components for electron spectroscopy. An hemispherical analyzer mainly consists of three components: a lens system at the entrance, two concentric hemispherical electrodes and an electron detector, as shown in Figure 4.12. The grid-free lens system collects electrons emitted from a certain area and acceptance solid angle of the sample, guides them into the analyzer and accelerates or decelerates them from the nominal particle kinetic energy $E_{\text{kin}}$ to the selected pass energy. For a better energy resolution, slits of various sizes centered on the mean radius of the analyzer can limit the entrance angle. Subsequently, the electrons pass the hemispheres, which act as an energy filter due to the applied potential for energy analysis. The mean radius of the analyzer is $R_0=150\text{ mm}$, while the hemispheres have radii of $R_i=0.75\cdot R_0$ and $R_o=1.25\cdot R_0$. Only electrons with kinetic energies in a certain energy interval are able to pass through the full deflection angle of the analyzer without hitting one of the hemispheres. Since the analyzer is bipolar, which means that the energy distribution of electrons, as well as positrons or ions can be investigated.

The pass energy $E_p$ is given by

$$E_p = -q \cdot k \cdot \Delta V$$

(4.14)

with the charge $q$ of the particles, the potential difference $\Delta V$ between the hemispheres and a detector specific constant $k$. Particles with this energy describe the central trajectory through the hemispheres. Electrons with an energy lower than the pass energy go through the hemispheres on a smaller radius, those with a higher energy run on a larger one (shown in Figure 4.12 in red and blue, respectively.). At the exit of the hemispheres the electrons pass a second slit system and hit a Chevron micro channel plate with a phosphor screen behind. The lateral intensity distribution on the phosphor screen reflects
Figure 4.12: Sketch of the Phoibos 150 hemispheric energy analyzer [74].

Electrons emitted from the sample surface are collected by the lens system accelerated or decelerated to the pass energy and guided into the analyzer. The hemispheres act as an energy filter. The trajectory of electrons with the pass energy is shown in green. Electrons with a lower energy are shown in red, those with a higher energy in blue. Entrance and exit slit are used to optimize the energy resolution of the analyzer. After passing the exit slit, the electrons hit a Chevron micro channel plate with phosphor screen. A cooled CCD camera images the screen to map the energy and angular distribution.

the energy and angular distribution of the electrons when leaving the sample. The phosphor screen is read out using a CCD camera, which is cooled to -11 °C to reduce the thermal noise. In contrast to a readout systems with channeltrons the CCD readout allows angle resolved measurements. The image from the CCD camera is analyzed by a software provided by the manufacturer of the analyzer, which contains all analyzer specific settings and calibration curves. To record an energy spectrum, the software controls the analyzer that the potentials are set in such a way that only electrons pass through the analyzer in a certain energy range and are imaged onto the micro channel plate. Step by step, the potentials are then changed until the entire previously set energy interval has been mapped.
4.4.1 Energy resolution

For a fixed electrical field gradient between the hemispheres, only particles with kinetic energies close to the pass energy are able to travel through the analyzer. Electrons with the pass energy $E_p$ reach the exit slit at the nominal radial position $R_0$. The energy resolution $\Delta E$ of the analyzer is given by

$$\Delta E = E_p \left( \frac{W}{2R_0} + \frac{\alpha^2}{4} \right)$$

(4.15)

where $W = \frac{1}{2} \cdot (W_1 + W_2)$ is the average of the width of the electron beam at the entrance and exit slit in the dispersion direction and $\alpha$ is the average angular width of the electron distribution.

In addition, the acceptance solid angle $\Omega$ of electrons emitted from the sample surface and the accepted sample area $A$ are also included in the intensity of the measurement signal. These parameters are defined by the selection of the input aperture and the lens mode. The measured intensity is given by

$$I \sim \Delta E \cdot \Omega \cdot A \sim \frac{E_p^2}{E_{\text{kin}}}$$

(4.16)

4.4.2 Modes of operation

For the recording of spectra, two different measurement modes can be selected, which differ in transmission probability and energy resolution and are shown in the following.

**Fixed Analyzer Transmission** In the **Fixed Analyzer Transmission** mode (FAT) all electrons are accelerated or decelerated to a pass energy, which is constant for the entire kinetic energy range of the spectrum. Since the pass energy is constant, the absolute energy resolution given in Equation 4.15 is constant in the spectrum. Consequently, if the kinetic energy is the same, a low pass energy improves the energy resolution of the analyzer. Higher pass energies, on the other hand, offer a much higher transmission due to the relationship $I \sim E_p^2$ of Equation 4.16.

For a fixed pass energy the intensity is given by $I \sim \frac{1}{E_{\text{kin}}}$. Therefore, in this mode, the secondary electron background appears to be overrepresented by elastically scattered electrons at low kinetic energies.
The relationship of pass energy, transmission and energy resolution is illustrated in Figure 4.13. The Pt 4f double photopeak with an energy separation of only 3.3 eV between the $4f_{5/2}$ and $4f_{7/2}$ energy level is used for demonstration. The spectra were recorded in the FAT mode with pass energies starting from 10 eV up to 200 eV. At a pass energy of more than 125 eV the two peaks merge into a plateau and are no longer resolvable at even higher pass energies, whereas the transmission is significantly higher. The loss of energy resolution is visible in the spectra recorded with 25 eV and 200 eV, which were normalized to one to get rid of the different transmissions. At even lower pass energies of about 10 eV, the signal to background ratio becomes worse and peaks are hardly separable from the background. To obtain good statistics it becomes necessary to sum up several spectra, leading to longer measurement times.

**Fixed Retarding Ratio**  The second analyzer mode, called Fixed Retarding Ratio mode (FRR) keeps the ratio R constant between the pass energy and the kinetic energy. $\Phi$ defines the analyzer electron work function.

$$R = \frac{E_{\text{kin}} - \Phi}{E_p}$$

(4.17)

This means that the pass energy is continually adjusted to the kinetic energy during the measurement according to the selected ratio. Since the pass energy raises with the kinetic energy the potential difference between the hemispheres therefore has to increase. According to Equation 4.15, the absolute energy resolution decreases with increasing kinetic energy, while the relative energy resolution $\frac{\Delta E}{E}$ is constant over the entire energy range.

For the intensity, the following is obtained in this mode: $I \sim E_{\text{kin}}$. The secondary electron background is thus shown less intensively. Auger electron spectroscopy measurements are therefore usually taken in this mode.

Figure 4.14 shows the XAES spectra of the low energy Pt Auger transitions at 43 eV and 64 eV recorded in the FAT and FRR mode. In the FAT mode, the peaks are hardly visible independent of the pass energy due to the dominant secondary electron background. The FRR mode on the other hand effectively suppresses the transmission at lower energies so that the Auger peaks are clearly visible.
Figure 4.13: Illustration of transmission and energy resolution of the analyzer in the FAT mode. a) The spectra show the Pt 4f double photopeak recorded with pass energies between 10 eV and 200 eV showing the increasing transmission. b) The normalized spectra recorded with a pass energies of 25 eV and 200 eV visualize the loss of energy resolution.
Figure 4.14: XAES spectra of the low energy Pt Auger transitions recorded in the FAT and FRR mode. The high secondary electron background dominates the FAT spectra, whereas in the FRR mode the Pt Auger transitions are clearly visible, due to the suppressed transmission at low energies. The titanium signal originates from the sample holder.

4.4.3 Measurement parameters

In order to achieve a good comparability between the results, the measurements in the following chapters were carried out with standardized parameters. For PAES the Wide Angle Mode (WAM) with an acceptance angle of $\pm 13^\circ$ of the analyzer was used. With its large acceptance angle this mode collects as many electrons emitted from the sample as possible in the FRR mode. The retarding ratio was set to $R=1$. For EAES and XAES measurements the Low Angular Dispersion (LAD) mode was chosen with a reduced acceptance angle of $\pm 7^\circ$, and $R$ values of 5 and 3, respectively due to the higher source intensities. The theoretical relative energy resolution $\frac{\Delta E}{E}$ in the chosen modes with the respective retarding ratios is $\frac{\Delta E}{E} \leq 2\%$ for PAES, $\frac{\Delta E}{E} \leq 0.7\%$ for XAES, and $\frac{\Delta E}{E} \leq 0.4\%$ for EAES. The XPS spectra were recorded using Fixed Analyzer Transmission (FAT) with the Large Area (LA) mode for non-monochromatic X-ray sources. For overview spectra, the pass energy was set to 100 eV, which is a good compromise between energy resolution and intensity. Both is important for detecting the weak signal of contamination from the residual gas on the
surface. Typical measurement times for a PAES spectrum were 30-40 minutes for high statistics, to clearly separate e.g. the Auger transitions of Pd and Ni at 43 eV and 60 eV from each other. For EAES and XAES the acquisition time was less than two minutes per spectrum.

Due to the lower intensity of the positron source compared to standard X-ray or electron sources, the MCP detector voltage needs to increased from 1400 V to 1700 V leading to a higher amplification. In addition, the exposure time of the CCD camera has to be changed from 0.1 s to 2 s to achieve a good signal to noise ratio. Therefore, it is important to cool the CCD camera to -11 °C to reduce the thermal noise.
Chapter 5

Data evaluation and quantification

5.1 Quantification of XPS spectra

A XPS survey spectrum of a material contains several photopeaks, which can be associated with various elements present in the outermost approximately 10 nm of a sample, as discussed in Chapter 3. The area under these peaks is related to the amount of each element. For quantification, correction terms representing the instrumental factors such as flux of the X-ray source and irradiated sample area, the solid angle of the photoelectrons accepted by the analyzer as well as the analyzer transmission function in a certain acquisition mode need to be considered.

Assuming an amorphous sample, the area $I_{i,j}$ of a peak $j$ from an element $i$ is then given by

$$
I_{i,j} = C \cdot T(E_{\text{kin}}) \cdot L_{i,j}(\gamma) \cdot \sigma_{i,j} \int_0^\infty n_i(z) \cdot \exp\left(\frac{-z}{\lambda(E_{\text{kin}}) \cdot \cos(\Theta)}\right) \, dz.
$$

(5.1)

with the instrumental constant $C$, the analyzer transmission function $T(E_{\text{kin}})$, the angular asymmetry factor of the orbital $L_{i,j}$, the photoionization cross-section $\sigma_{i,j}$, the concentration $n_i(z)$ of an element $i$ in the distance $z$ below the sample surface, the inelastic mean free path $\lambda(E_{\text{kin}})$ and the take-off angle $\Theta$ of the photoelectrons measured with respect to the surface normal. The angular
asymmetry factor affects the angular dependence of the photoemission from a given orbital emitted under the angle $\gamma$ between the incident X-rays and the ejected photoelectrons. It is an atomic effect, which means that its magnitude is independent of the chemical environment of the atom. Tables of the angular distribution of photoelectrons can be found in [76]. The photoionization cross-section $\sigma_{ij}$ is the probability for the creation of a photoelectron by the incident X-ray. Values can be taken from the calculations of Scofield [27] for the K$_\alpha$ lines of Al and Mg. The ionization cross-section of an element is given with respect to the cross-section of carbon. Therefore, this value is often called relative sensitivity factor.

The concentration $X_A$ of an element A can be expressed by

$$X_A = \frac{I_A}{\sum_i I_i} \quad (5.2)$$

where $\sum_i I_i$ represents the photopeak intensities of all elements present in the sample’s surface.

As a result of the excitation with X-rays, photoelectrons are generated and move through the solid undergoing both elastic and inelastic scattering. The latter results in a background of inelastically scattered electrons. For quantification of the spectra, these electrons need to be removed when evaluating the peak area. The easiest way to remove the background is the straight line approximation, which works well for polymers and insulators, as the intensity for kinetic energies just below the peak is close to that for energies just above due to the significant band gap [77].

If the background at the lower kinetic energy side of the peak is higher than on the other side, the area of the straight line background strongly depends on the choice of the end points. The Shirley background [79] is a simple S-shaped background whose intensity is proportional to the total intensity of the peak area above the background for all channels at higher kinetic energies up to a chosen limit. The essential feature of the Shirley algorithm is the iterative determination of a background using the areas marked A1 and A2 in Figure 5.1 to compute the background intensity $S(E)$ at energy $E$ [78]:

$$S(E) = I_2 + \kappa \cdot \frac{A_2(E)}{A_1(E) + A_2(E)} \quad (5.3)$$
κ defines the step in the background and is typically the mean intensity before and after the peak. The integrated areas \( A_1(E) \) and \( A_2(E) \) for each point on the background \( E \) must initially be computed using an approximation for \( S(E) \), then refined using the background computed from the first approximation as input to improve the values computed for \( A_1(E) \) and \( A_2(E) \). Both, linear and Shirley background subtraction methods are found as a standard tool in commercial XPS data processing systems prior to quantification and peak fitting. An extensive review on the quantification of XPS spectra can be found in [80].

5.2 Quantification of PAES spectra

The exceptional surface sensitivity of PAES discussed in the previous chapters provides unique information of the element distribution in the surface layer. So far, there is no standard evaluation method for PAES spectra as implemented in e.g. CasaXPS for the spectra of X-ray photo electron spectroscopy. Hence, the evaluation of PAES spectra is of great importance for quantification and for interpretation of the results.
Before going into detail on the evaluation, the main features of a PAES spectrum will be explained. A typical PAES spectrum is shown in Figure 5.2. In addition to the outstanding surface sensitivity of PAES using low energy positrons of some eV, a second advantage is that the relevant Auger transitions are free from secondary electron background. Low-energy Auger transitions have an energy width (FWHM) of several eV, which results from the broad energy distribution of the valence band. Another aspect is the lifetime of the states involved in the Auger transition, which can also lead to a width in the range of eV. Besides, the Auger peak of the according transition shows a low-energy tail of inelastically scattered Auger electrons. A very low electron background originates from scattered Auger electrons from transitions at higher energies and appears as a constant contribution to the spectrum. Furthermore, a constant background level arises from the thermal noise of the MCP and the CCD camera as well as from γ radiation from surrounding experiments.
Conventional AES uses electrons or X-rays with some keV to induce the Auger process. These high energies lead to a large secondary electron background, especially in the range of the low energy Auger transitions, which are most surface sensitive in conventional AES. For this reason, usually the derivative of an AES spectrum is shown, in order to make the peaks visible, but then a quantitative analysis of the spectra is almost impossible [81]. The initialization of the Auger process using positrons overcomes all these disadvantages, since the spectra don’t need to be differentiated and a quantification becomes possible.

5.2.1 Event counting

In a first approach to quantify the contribution of each element to the PAES spectra, the events in a fixed energy Region of Interest (ROI) around the Auger peak positions were summed up. Firstly, a constant background is subtracted from the spectra. It is derived from the mean count rate in an energy range, where the tail of scattered Auger electrons with higher energies is assumed to be constant. This assumption is based on the diminishing core annihilation probability of annihilation with more strongly bound electrons, leading to energetically higher Auger transitions. Each ROI was set to a width of 8 eV corresponding to the FWHM of a Gaussian fit of low-energy Auger peaks of different elements. For this purpose, PAES spectra of the pure elements were recorded and used as reference spectra for calibration. For several reasons, the Auger transitions do not appear as sharp lines in the recorded spectra. Especially, the low energy tail, which originates from inelastically scattered Auger electrons, can extend to another Auger peak with a lower energy spuriously pretending a higher intensity of this transition. For the measurements on Ni and Pd discussed in the next chapters, scattered electrons from the Pd N_1VV transition at 78 eV disturb the Ni M_{2,3}VV and the Pd N_{2,3}VV transitions at 61 eV and 43 eV, respectively. However, this is a rather small effect due to the low core annihilation probability for the Pd 4s electrons, so the contribution to the background is negligibly small. Noteworthy are scattered Auger electrons from the Ni M_{2,3}VV transition, which lead to a significant contribution to the measured Auger electron intensity of the Pd N_{2,3}VV peak. For data analysis, the amount of the scattered electrons in the respective ROIs of the lower energy peaks was determined from the reference materials and
Figure 5.3: First approach for the quantification of PAES spectra: Energy intervals (ROIs) around the Auger peak positions are defined wherein the events are counted. For this, the spectra of the pure elements are necessary for calibration. The scattered Ni Auger electrons in the Pd ROI have to be taken into account. Therefore, this weighted fraction of scattered Ni Auger electrons is subtracted from events in the Pd ROI to not overestimate the Pd contribution in the spectra.

subtracted as shown for Pd in Figure 5.3. To quantify the contribution of an element to the Auger spectrum in a compound, the counted events have to be compared with those of the reference spectra of the pure elements, allowing a statement on the Auger fraction of an element in the compound spectrum.

Both, the contribution of scattered Auger electrons from other transitions and the scaling factors for the quantification to meet the reference spectra are element and compound specific parameters. For each combination of elements, the determination of these parameters has to be done anew.

### 5.2.2 Approximation by reference spectra

To overcome the special handling of scattered Auger electrons, a new approach to quantify the spectra was used. The recorded data $M(E)$ of a compound is fitted by a model function $F(E)$, which is assumed as a linear combination of
the reference spectra $S_{X,Y}(E)$ of the pure elements X and Y using independently scaled fractions $\alpha$ and $\beta$:

$$F(E) = \alpha \cdot S_X(E) + \beta \cdot S_Y(E)$$  \hspace{1cm} (5.4)

The reference spectra $S_{X,Y}$ were recorded in advance with the same measurement parameters. As a figure of merit, the fit is characterized by the R value, which quantifies the difference between the recorded data and the fit function. The R value as defined in Equation 5.5 is minimized in the fitting procedure.

$$R = \sum_i (M_i - F_i)^2$$  \hspace{1cm} (5.5)

In the applied fitting procedure it is not a requirement that the sum of the scaling factors $\alpha$ and $\beta$ has to be unity. This condition would presuppose that the line shape of an Auger transition is not influenced by the presence of additional elements, or by chemical bonding. For this reason, the scaling factors are varied independently.

For the fitting procedure, a constant background represented by the minimum value is subtracted from each spectrum and all spectra are normalized to one. Figure 5.4 illustrates the first steps of the iteration of a spectrum of a 0.5 ML cover layer of Ni on a Pd substrate. Initially, the measured data and the reference spectra of pure Ni and Pd are shown. Then, the algorithm starts to vary the scaling factor $\alpha$ for the Ni reference to minimize the difference R between data and fit. In the next step, the scaling factor $\beta$ for Pd is varied to minimize R, while the scaling factor $\alpha$ for Ni is kept constant. After this, again the Ni fraction is varied and Pd is kept constant. Up to now, the iteration is executed 20 times, though no reduction of the R value is found any more after about ten iterations for most spectra.

The result of the minimization is shown in Figure 5.5 a. The measured data can be excellently described by a linear combination of the two reference materials over the whole energy range. By plotting the full parameter range of the scaling factors $\alpha$ and $\beta$, it can be shown that the result of the fitting procedure corresponds to the global minimum of the R parameter, see Figure 5.5 b. The fit algorithm was also applied to Ni on Pt, Fe on Pt and Fe on Pd. Fitted and measured spectra showed a very good agreement and the resulting
fractions match with the amount of cover layers deposited on the substrate. Therefore it is well assumed that the reproduction of the measured spectrum by a linear combination of references is a reasonable description for these systems. None of the element combinations mentioned above exhibits island growth. PAES is sensitive only to the topmost layer, and due to the three dimensional structure in case of island growth, the surface appears to have a lower coverage than the nominal value. In this case the fit might show a good agreement with the spectra, but the scaling factors differ from the amount of cover layer deposited.
Figure 5.5: a) Result of the approximation of the measured data by reference spectra. The measured spectrum (black) is fitted (red) by independent scaling of the spectra of pure Ni (yellow) and pure Pd (green) in order to minimize the difference $R$ (cyan) between the measured spectrum and the fit. b) By plotting the $R$ value for all combinations of the scaling factors $\alpha$ and $\beta$ for Ni and Pd respectively with a step size of 0.01, it can be demonstrated that the result of the new fitting procedure corresponds to the global minimum for the full parameter range. The minimum of $R$ is indicated by the red dot. Published in [82].
In a further development of this evaluation method, the error bars of both reference spectra and the measured spectrum are now taken into account. This allows a weighting of the spectra and forces a good fit accordance in the region of the Auger peaks, since they become more pronounced and a deviation in the peak region has a greater influence on the R value than a deviation in the spectrum background, see Figure 5.6.

## 5.3 Comparison of PAES evaluation methods

The point-by-point summary at the end of this section compares the advantages and disadvantages of both evaluation methods, evaluation by event counting and fit by references, and presents the fields of application. Both evaluation methods were applied to the same spectra of a sample and the comparison is shown in Figure 5.7. Heating cycles of a cover layer of Ni on a Pd substrate are shown and the composition of the surface should be evaluated over time. At first glance, the results appear to show different results. The event counting method shows a constant Ni signal and varying intensities of Pd, whereas the fitting procedure shows a variation of the Auger fraction of both elements, indicating Ni becoming more present at the surface, cf Figure 5.7a. At a closer
look it turns out, that the particular methods consider different aspects of the sample. When comparing the spectra in more detail, see Figure 5.7b and c) it turns out that the Ni Auger peak becomes more pronounced over time, but the total number of Ni events counted has been stable. This means that the surface-related processes are mainly driven by the interaction of Pd. Hence, for the interpretation of data a fundamental understanding of the evaluation procedure is necessary and the evaluation method must be adapted to the respective question.

**Event counting**

- Direct counting of the events present in each Auger transition of the spectrum without prior processing except for background subtraction.
- Effect of surface contamination or cleaning is visible for each element directly, as it is represented in the count rate.
- Quantification is a lengthy procedure and susceptible to errors.
- Count rate is sensitive to external parameters influencing the measurement (e.g. run of the indoor crane, leading to a deflection of the positron beam) as well as to the age of the sample (residual gas coverage).
- Total sum of counts in the spectra and background level can act as control parameters.

**Field of application:** Evaluation of time dependent processes to compare the evolution of absolute count rates

**Fit by reference**

- Evaluation of the relative contributions of elements to a spectrum.
- Absolute intensities are not comparable due to initial normalization of the total sum of counts.
- An increase of an element’s contribution doesn’t have to be equivalent with migration to the surface.
- A moderate or temporary decrease in primary positron intensity due to external influences does not disturb the result. It may lead to a less distinct fit result, which is represented in the size of error bar.
• Scattered Auger electrons due to surface contamination of the rest gas leading to a broadening of the Auger peaks are not well reproduced, since the reference spectra are mainly recorded from as-prepared samples.

• **Field of application:** Evaluation of equilibrium states e.g. at different temperatures to evaluate the elemental Auger contributions
(a) Results of the data evaluation of (left) event counting and (right) the fit by reference spectra.

(b) PAES spectrum at 200°C in the first heating cycle.

(c) PAES spectrum at room temperature at the end of the first heating cycle. A larger number of scattered Auger electrons can be detected in the energy range between 30 and 35 eV due to surface contamination.

Figure 5.7: a) Illustration of the results of the data evaluation of three heating cycles of 0.7 ML of Ni on Pd. b) PAES spectra of the first heating cycle at 200°C and after eight hours at room temperature before starting the next heating cycle (c). The absolute number of Ni Auger electrons has almost been constant over time, but the Ni contribution to the spectrum has increased from 0.12 to 0.45.
Chapter 6

PAES measurements

A variety of PAES spectra was recorded to optimize the Auger peak to background intensity and to determine setup-specific parameters such as energy and time resolution experimentally. This is a necessary prerequisite to investigate surface processes in compounds.

6.1 PAES on high purity elements

Initially, PAES reference spectra of the metals spread over a wide range of the periodic table of elements were recorded. As examples, the most prominent Auger transitions of high purity Ag, Cu, Fe, Ni, Pd and Pt are shown in Figure 6.1. All spectra were recorded in the fixed retarding ratio mode of the analyzer with a retarding ratio R=1. Comparing the intensities of the peaks quantitatively as in Figure 6.2, there are markable differences. The intensities are shown with respect to the intensity of the Cu MVV transition and effects of the detector transmission was taken into account. The core annihilation probabilities calculated for a bulk material vary between 5.53% for Ag and 7.41% for Ni [11] and hence cannot explain the differences in the detected intensity. The peak intensity of Cu shows a very high counting rate, while the Fe signature is very small. The Auger yield of Cu, Fe and Ni is expected to be close to each other and higher than for Ag, Pd and Pt. Therefore, surface effects due to adsorbates seem to influence the positron wave function leading to different PAES intensities of the elements.
Regarding the spectra of Pd and Pt, in addition to the dominant peak at low energies of about 44 eV, a further Auger transition with lower intensity can be seen. The lower intensity results from the lower core annihilation probability of positrons with electrons of the involved core levels. Using the example of Pt, the core annihilation probability for electrons of the n=5 level, leading to the Pt OVV transition is 8.19% compared to 1.1% [7] for electrons leading to the Pt NVV transition. Taking into account the number of electrons in the respective levels, the calculated intensities are in good agreement with the detected signals.

6.1.1 High resolution PAES of Cu M_{2,3}VV

Energy resolution is an important issue when analyzing compound sample and the respective Auger peaks need to be resolved. An excellent material to determine the energy resolution for Auger transitions is Cu as the Cu M_{2,3}VV transitions has an energy separation of only 2.2 eV, corresponding to the difference in the binding energy of the Cu 2p_{1/2} and the Cu 2p_{3/2} core levels [56]. In a survey spectrum, usually this transition is not resolved as two peaks. However, scanning the peak more detailed, the separation is resolvable, see Figure 6.3. The plot shows both acquisition techniques, PAES and EAES, recorded with the same step size of 0.25 eV. The PAES measurement time amounted to 45 minutes. In PAES, the Cu M_{3}VV peak appears more intense than the M_{2}VV transition, as the core annihilation probability is higher for this orbital. In case of EAES the ionization cross section and the number of electrons in the respective orbital are relevant for the peak intensities. As the 3p_{3/2} level hosts twice as many electrons as the 3p_{1/2} shell, the Cu M_{3}VV peak appears again with a higher counting rate. The separation is clearly visible in both techniques, implying, that the mechanism of ionization in PAES and EAES does not considerably influence the energy differences of the electron shells.

6.1.2 Short term PAES on Pt

The exceptional surface sensitivity of PAES makes it ideally suited for the investigation of surface processes. The connection to the high intensity positron
Figure 6.1: PAES reference spectra of high purity elements.
Figure 6.2: Detected PAES Auger intensities versus the element atomic number. The Cu MVV peak intensity is used as standard.

Figure 6.3: High resolution spectrum of the Cu $\text{M}_{2,3}\text{VV}$ double peak with PAES and EAES. The separation of only 2.2 eV is clearly resolvable.
source NEPOMUC allows the recording of a PAES spectrum within a few minutes. This gave the unique opportunity for a time-resolved observation of the coverage of a well prepared Pt surface with carbon from the residual gas. The low energy Auger transitions of Pt were recorded with a retarding ratio of $R=0.3$ for a higher transmission. The stack of ten successive spectra is shown in Figure 6.4a. The measurement time amounted to only 230 s for each PAES spectrum. The rapid decrease in intensity is visible directly. The time constants for covering the Pt surface with C could be determined to 26 minutes by taking into account further spectra, where a saturation of the intensity was observed. The saturation level is about 25\% of the initial intensity. This corresponds to the maximum annihilation probability of positrons with atoms in the second atomic layer. In this clarity, these data are not accessible by conventional techniques such as EAES and XPS due to the limited surface sensitivity, though even faster measurement times are possible.

6.2 PAES on Fe/Pt

After the measurements on pure materials to obtain reference spectra and to determine detector specific parameters such as energy and time resolution, a system of two elements has been investigated. The Fe-Pt\(^1\) system has been the subject of numerous investigations in recent years, since FePt in the L1\(_0\) phase is a promising candidate for ultra high magnetic storage densities due to its high uniaxial magnetocrystalline anisotropy, see e.g. [83]. FePt typically crystallizes in the A1 phase, an fcc lattice, which is chemically disordered. When annealed at temperatures of more than 600 °C, it transforms to the energetically favored L1\(_0\) phase, which forms a chemically ordered fct-lattice [84], see Figure 6.5. It has been shown that the L1\(_0\) phase can be stabilized by doping with foreign atoms, e.g. Ag [85,86]. However, oxidation or segregation processes on the surface may adversely affect the magnetic properties of the system as shown e.g. for Co particles [87].

For segregation at the surface in the Fe-Pt system, more theoretical [88–95] than experimental [84,96] studies can be found in the literature. Therefore, there

\(^1\)The following convention is used in this document: Fe-Pt for the system of Fe and Pt (ordered, disordered, layer systems etc.), FePt for the alloy of Fe and Pt, Fe/Pt for Fe atoms or Fe layers on a Pt surface.
Figure 6.4: a) Stack of ten successive PAES showing the surface contamination of Pt time resolved. A measurement time of only 230 seconds per spectrum allows this unique insight. b) The quantification of the spectra allows the determination of the time constant for C coverage to 26 minutes$^{-1}$ by an exponential fit.
is great interest in studying in situ the development of the surface composition of FePt due to reordering processes such as surface segregation.

In the Fe-Pt system, the coordination of the Fe atoms on the surface plays an important role for the magnetic properties, e.g. whether the surface obtained is hard or soft magnetic [97]. Therefore, the stability of the surface and especially the elemental composition of the topmost atomic layer is of highest interest. The element composition on the surface can change not only by oxidation, but also by possible segregation processes. Monte Carlo simulations of the surface of Fe/Pt show a segregation behavior [93] dependent on the substrate orientation. In FePt nanoclusters, an influence on the oxidizability of the cluster depending on their size was found, which was explained by the formation of a Pt-rich layer on the surface [84]. Therefore, there is great interest in investigating the development of the surface composition of Fe/Pt.

Since Fe/Pt is a model system for surface segregation, the exceptional surface sensitivity of PAES should be used to investigate the process more detailed. Therefore, different cover layers of Fe on polycrystalline Pt substrates were grown and studied with time and temperature-dependent PAES and XPS.

### 6.2.1 Fe cover layers on Pt

As a reference the spectra of pure Fe and Pt were recorded in the beginning. The PAES signal of Fe was found to be lower by a factor of two, compared to Pt. Auger electrons from the Pt OVV transition have an energy of 44eV, those of Fe MVV 48eV. The lower core annihilation probability of positrons with electrons from the Pt orbital with the quantum number n=4 of 1.08%
Subsequently, polycrystalline Pt substrates were covered with Fe by electron beam evaporation starting from half a monolayer up to 3 ML. The PAES spectra are shown in Figure 6.6 a. The PAES spectra of Fe cover layers with thicknesses of 0.5 ML and 1 ML show a significant fraction of Pt of 0.55 and 0.44, respectively. Cover layers with 2 ML and 3 ML are dominated by Fe and show the same low intensity as the Fe reference. The data are summarized in Table 6.1. The normalization to the same intensity leads to an improved visibility of the transition from Pt to Fe with increasing layer thickness, see Figure 6.6 b.

The corresponding XPS spectra, shown in Figure 6.7, reveal a significant amount of C and especially O on the surface of the Fe reference, whereas the Pt surface appears clean. Both samples were similarly cleaned by Ar-ion sputtering at 1 keV and have a purity of 99.99%. The Fe cover layers prepared by electron beam evaporation of a Fe rod with the same purity as the Fe reference show a significantly lower amount of C. The O content increases with increasing Fe layer thickness. It was shown by Giordano et al. [98] that FeO₂ forms a trilayer structure on Pt(111) with O atoms in the outermost layer. Calculations on O adsorption on metals using the example of Cu(100) show, that the core annihilation probability of the Cu 3p is reduced from 6.99% in case of clean Cu(100) to 1.60% when one monolayer of O is adsorbed [42]. This in turn explains the reduced Auger intensity for Fe compared to Pt.

<table>
<thead>
<tr>
<th>sample</th>
<th>Pt fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PAES</td>
</tr>
<tr>
<td>Pt ref</td>
<td>1</td>
</tr>
<tr>
<td>0.5 ML Fe on Pt</td>
<td>0.552</td>
</tr>
<tr>
<td>1 ML Fe on Pt</td>
<td>0.441</td>
</tr>
<tr>
<td>2 ML Fe on Pt</td>
<td>0.08</td>
</tr>
<tr>
<td>3 ML Fe on Pt</td>
<td>0</td>
</tr>
<tr>
<td>Fe ref</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.1: Quantification of the Pt fraction in the Fe/Pt samples obtained in the PAES and XPS spectra.
(a) PAES spectra of Fe cover layers on polycrystalline Pt. The Fe Auger signal of Fe is about 50% lower than Pt. Fe cover layers with thicknesses of 2 ML and 3 ML are dominated by Fe, whereas lower covering thicknesses show a strong Pt influence.

(b) Normalized PAES spectra to show the transition from the Pt dominated to the Fe dominated surface. For a better visibility, the spectra are plotted with offsets.

Figure 6.6: Fe cover layers on polycrystalline Pt.
6.2.2 Time and temperature dependent PAES on Fe/Pt

To investigate the occurrence of a surface segregation process, a sample with 3 ML Fe on Pt was prepared and spectra were recorded over 12 hours. The intensity of the PAES signal decreases by only 12% within the measurement time, indicating a low residual gas adsorption, see Figure 6.8 a. The corresponding XPS data show an increase of C, see Table 6.2. No significant change in the elemental composition was hereby observed indicating surface segregation.

For this reason, a new sample was prepared to repeat the measurement at a temperature of 100 °C, to enhance the surface kinetics. By comparing the spectra of the sample 'as-prepared' and the subsequent spectrum at 100 °C an unexpected drop of the PAES signal to only 36% of the initial value is observed, see Figure 6.8 b. The XPS data, summarized in Table 6.2, show only small deviations in the elemental distribution, which are negligible compared to the amount of C and O at the surface after 12 hours in vacuum. No peak shifts, indicating a change in the chemical state of Fe or Pt were detected, which could explain the intensity loss.

A competing process to the emission of Auger electrons is the formation of Ps, a bound state of positron and electron. The fraction of positrons forming Ps
Figure 6.8: 3 ML Fe on Pt: (a) time and (b) temperature dependent PAES.

<table>
<thead>
<tr>
<th>sample 1</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>as prep.</td>
<td>3.6</td>
<td>4.2</td>
<td>65.5</td>
<td>26.8</td>
</tr>
<tr>
<td>after 12h at RT</td>
<td>15.2</td>
<td>7.9</td>
<td>53.7</td>
<td>23.2</td>
</tr>
<tr>
<td>sample 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>as prep.</td>
<td>4.6</td>
<td>3.8</td>
<td>61.4</td>
<td>30.1</td>
</tr>
<tr>
<td>at 100 °C</td>
<td>6.8</td>
<td>3.8</td>
<td>59.3</td>
<td>30.1</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of the XPS data of the time and temperature dependent measurement on 3 ML Fe on Pt.
depends on the temperature [99]. At the surface the formation and emission rate
grows with increasing temperature. To investigate the effect of Ps formation, a
sample with only 1 ML Fe on Pt was prepared and PAES spectra were recorded
at variable temperatures, shown in Figure 6.9.

Table 6.3 summarizes the fraction of Fe and Pt in the PAES spectra as well
as the measured intensity. For the quantification the spectra were fitted by
the reference spectra. Beginning at room temperature, the spectrum shows an
almost equal fraction of Fe and Pt. The intensity reduction as observed in the
previous sample with 3 ML Fe on Pt can also be reproduced with this lower
Fe layer thickness. At 100 °C the signal decreases to 34 % of the initial value
and remains at a low intensity, even when the sample is cooled down to room
temperature again. At 100 °C the Fe fraction appears to decrease to about
0.4 and increases after cooldown to about 0.8. However, due to the low count
rate, the fit error is large. The spectrum recorded at 200 °C shows a further
reduced signal with only 22 % of the intensity of the ‘as-prepared’-sample. For
this spectrum, a fit is almost impossible and results show a very large variation.
After the sample was cooled down from again to room temperature it was
heated up to 500 °C within few seconds (flashing). After this, an increase of
Table 6.3: Quantification of the PAES spectra of 1 ML Fe on Pt. The fit range indicates the minimum and maximum of the fit error. The intensity compares the total number of counts in the spectra with respect to the as-prepared spectrum.

<table>
<thead>
<tr>
<th>sample</th>
<th>Auger fraction</th>
<th>intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fe</td>
<td>Pt</td>
</tr>
<tr>
<td>as-prepared</td>
<td>0.51 ±0.04</td>
<td>0.49 ±0.06</td>
</tr>
<tr>
<td></td>
<td>-0.06</td>
<td>-0.04</td>
</tr>
<tr>
<td>100°C</td>
<td>0.41 ±0.10</td>
<td>0.51 ±0.10</td>
</tr>
<tr>
<td></td>
<td>-0.10</td>
<td>-0.16</td>
</tr>
<tr>
<td>RT</td>
<td>0.83 ±0.12</td>
<td>0.09 ±0.12</td>
</tr>
<tr>
<td></td>
<td>-0.10</td>
<td>-0.12</td>
</tr>
<tr>
<td>200°C</td>
<td>0.19 ±0.22</td>
<td>0.57 ±0.24</td>
</tr>
<tr>
<td></td>
<td>-0.19</td>
<td>-0.35</td>
</tr>
<tr>
<td>flashed</td>
<td>0.37 ±0.08</td>
<td>0.57 ±0.10</td>
</tr>
<tr>
<td></td>
<td>-0.08</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

The Auger signal was observed to at least 44% of the initial intensity. An Pt fraction of 0.57 can be detected, which could explain the increasing intensity.

In the corresponding XPS data no variation of the Fe fraction of approximately 30% can be detected within the error at elevated temperatures. The Pt fraction shows some variation, which is in the order of the observed increase of C. After flashing, a very low O fraction of 1.6% is detected, compared to 4.8% at 200°C.

From the results one can conclude, that the increased formation of Ps at higher temperatures seems not to be the decisive factor, because the intensity does not increase after cooling down to room temperature. Due to the high reactivity of pure Fe, an oxidation of the surface layer might be already completed at the beginning of measurement, which is in agreement with the XPS data. The XPS data show no evidence for C enrichment of the surface layer when the sample is heated up. C could have been implanted in the sample, e.g. during Fe evaporation and diffuse to the surface layer during heating. Furthermore, the PAES spectra show an overall decrease of the Auger intensity. When C atoms form a cover layer to the Fe but do not affect the Pt atoms, a decrease of only the Fe fraction is expected. In case of a full coverage of the surface, as known from samples exposed to the residual gas for some hours, the decrease of the PAES signal is less significant. In summary, the
effect of adsorbates leading to a change in the surface charge distribution seem to influence the positron wave function allowing no reliable PAES study on the surface segregation.

**Comparison with Ni on Pt**

In a comparative study, Fe was replaced by Ni, which is less reactive. Furthermore the XPS spectrum of a pure Ni foil showed a significantly lower amount of C and O on the surface. The Ni M$_{2,3}$VV Auger transition overlaps with the Pt NVV peak but due to the according core annihilation probability, the intensity of the Pt NVV transition is only 13% of the Pt OVV intensity. Therefore, both elements are well distinguishable in the spectra.

A polycrystalline Pt substrate was covered with 0.5ML of Ni and the sample was heated stepwise up to 250 °C with intermediate cooling to room temperature. The results are shown in Figure 6.10. The spectrum at 100 °C shows only a moderate loss in intensity compared to the 'as-prepared' sample at room temperature, which is in accordance with contamination from the residual gas. When cooling down from 100 °C the Pt signal seems to disappear. In the next heating cycles to 150 °C and 200 °C, a reduction of the Ni signal is observed, too. The spectra appear as almost horizontal lines with a slight elevation at the energy of the Ni MVV transition and a markable drop to lower count rates at energies of more than 67 eV. At a temperature of 250 °C no signal of Ni or Pt can be detected any more even after cooling down. Again, the XPS spectra do not indicate a change in the surface composition or the chemical states.

Since the decrease in Pt intensity was observed first, temperature dependent PAES spectra were recorded on pure Pt. The previously studied systems showed a decrease in intensity at 100 °C in case of Fe/Pt and at 150 °C in case of Ni/Pt. Therefore, the temperature was increased in small steps of about 10 °C in the range between 30 °C and 150 °C. A selection of the spectra at representative temperatures is shown in Figure 6.11. A minor decrease of the signal can be observed, but this is also compatible with residual gas coverage, especially since the intensity increases slightly at 150 °C.

Another aspect is the interaction of hydrogen from the residual gas in the chamber with the sample surface. H adsorption on platinum has been
Figure 6.10: PAES spectra of 0.5 ML Ni on Pt depending on the sample temperature beginning from room temperature up to 250 °C. The lines are to guide the eye.

Figure 6.11: PAES spectra of 0.5 ML Ni on Pt depending on the sample temperature. The lines are to guide the eye.
studied extensively for catalytic application [100]. However, with Auger electron spectroscopy no direct observation of H is possible. To find evidence in XPS is rather difficult, since H causes mainly low energy shifts due to changes in the binding energy or small changes of the band structure near the Fermi level.

A decrease of the PAES signal can indicate Ps formation, apart from several additional aspects discussed previously. However, Ps cannot be studied by this spectroscopy technique directly. However, for PAES studies on surfaces with a enhanced Ps formation, additional information from Ps might be provided for a better understanding of surface processes.

In summary, it can be shown that surface processes such as surface segregation or diffusion of atoms cannot be studied independent from effects of oxidation, adsorbates, Ps-formation or H interaction. Calculations by Jensen and Weiss [11] on the core annihilation probability of positrons on metal surfaces showed significant reduction of the PAES signal of the metal substrate when the adsorption of impurities on the surface is taken into account. For example in case of Cu(100) the core annihilation probability of positrons with electrons of the 3p shell turned out to be reduced from 3.02% for a clean surface to 1.62% with an adsorbed overlayer of C. Large differences were also found depending on the adsorbed element. The adsorption of O shows a core annihilation probability of the Cu 3p shell of 1.72%, whereas an overlayer of S reduces the probability to only 0.74%, due to the different adsorption sites. Table A.1 and Table A.2 summarize the core annihilation probabilities calculated for different adsorbates and cover layer thicknesses on Cu(100).

The repeated heating may also enhance getter effects of the sample surface or increase the diffusion of impurities from the bulk to the sample surface. Therefore, future studies will be focused on the evolution of the distribution of surface elements at a specific temperature.
Chapter 7

PAES on Ni/Pd

The elements Ni and Pd play a key role in a wide range of catalytic applications. Functional materials and surfaces based on Pd are applied e.g. for heterogeneous catalysis and for hydrogen purification. For industrial applications, several aspects play an important role such as the chemical composition of the Pd surface, which influences the catalytic properties substantially, and the mechanical stability e.g. of thin membranes, which is affected by foreign atoms or segregation processes. For hydrogenation, Ni is the central catalyst for more than 80 years [101]. Since the invention of Raney [102] Ni as a catalyst is present in many synthetic transformations ranging from cross coupling reactions in which carbon-carbon bonds are formed for the reduction of electron rich carbon bonds.

Nowadays, combinations of different catalytically active materials are used in order to increase efficiency and reduce costs. For example, del Rosario et al. [103] showed that the efficiency of direct-ethanol fuel cells can be increased by using a catalyst with a Ni-Pd bilayer structure instead of pure Pd. Theoretical calculations made for Ni on a Pd surface predict Ni atoms to migrate to the second atomic layer [18,104] for all crystallographic Pd orientations [105]. Experimental results on a Ni-1 at. % Pd alloy studied with Auger Electron Spectroscopy (AES) in a temperature range of 550 to 800°C show a moderate enrichment of Pd of the surface [106]. In Low Energy Electron Diffraction (LEED) studies on a Ni50Pd50(100) surface an oscillatory segregation profile with a Pd enriched surface layer and Ni enrichment in the second layer is observed [107]. Khanra et al. demonstrated the effect of surface segregation
on the catalytic activity of alloys using CO hydrogenation on a Pd-Ni(111) surface [108]. The influence of the annealing temperature on the surface segregation was shown by Li et al. on Au/Pd(111) using LEED and Low Energy Ion Scattering (LEIS) [109]. To achieve long-term stability of more sophisticated catalysts, the driving forces at surfaces leading to e.g. segregation, diffusion and temperature dependent interaction of surface atoms need to be understood, since they may significantly influence the catalytic activity.

7.1 Sub-monolayer coverage of Ni on Pd

Sub-monolayers of Ni on a polycrystalline Pd substrate were investigated with PAES. Beginning with references of pure Pd and pure Ni, the thickness of the Ni cover layer on the polycrystalline Pd substrate was increased in steps of 0.1 ML beginning with 0.1 ML to 0.5 ML, followed by samples with 0.7 ML, 1 ML and 4 ML of Ni on Pd, see Figure 7.1. Starting from the Pd reference, a decrease of the Pd signal with a simultaneous increase of the Ni signature can be detected as expected. The spectra of 1 and 4 ML Ni on Pd show a higher intensities in the lower energy range between 38 eV and 50 eV than the Ni reference. This might result from inhomogeneous growth of the evaporated Ni on the Pd substrate, leading to a higher fraction of scattered Ni Auger electrons than for a homogeneous and flat surface, or due to the possible growth of islands, hence Pd can still be detected.

For further analysis, the spectra can be well approximated by a linear combination of the spectra of the reference materials. To estimate the contribution of each element to the PAES spectra, the events in fixed energy Regions Of Interest (ROI) around the Auger peak positions were summed up, as described in detail in Section 5.2.1. The Auger transitions Pd N\textsubscript{2,3}VV at 43 eV and Ni M\textsubscript{2,3}VV at 61 eV were evaluated. Each ROI was set to a width of 8 eV, corresponding to the FWHM of a Gauss fit of the Auger peaks.

The contribution of the respective elements to the PAES spectra is shown in Figure 7.1. For ideally grown layers, one would expect a linear correlation of the Auger intensities with equal contributions for both elements, due to the same Z\textsubscript{eff}, only deviating by the difference in the core annihilation probability, which is lower for Pd 4p with 6.07% than for Ni 3p with 7.41% [11]. This is in
good agreement with the results shown here. For the samples with a coating of 1 ML and 4 ML the intensity is larger than 90%, but it does not reach 100% of the Ni reference. This deviation might result from surface inhomogeneities mentioned above.

The complementary XPS spectra are shown in Figure 7.2. Even at a Ni layer thickness of 4 ML, a Pd content of 29.1% can be derived from the Pd 3d peak. All spectra show low amounts of C and O below 10% and 5%, respectively. The Pd 3p$_{3/2}$ photopeak overlaps with the 1s peak of O. Therefore, the O fraction is determined by evaluating the intensity ratio of Pd 3p$_{3/2}$ to Pd 3p$_{1/2}$, which should be 2:1, corresponding to the number of electrons in the respective orbital. The deviations are contributed to O.

### 7.2 Time-dependent PAES on 0.5 ML Ni on Pd

The evolution of the Ni and Pd signals of a sample with 0.5 ML Ni on Pd was investigated by alternating measurement with PAES and XPS at room temperature. For this purpose, the time-dependent fraction of Ni and Pd was evaluated using PAES and XPS spectra. For example, several PAES raw spectra are shown in Figure 7.3. A change in the intensities of Ni and Pd can be clearly observed with the naked eye. The overall decrease in the intensity results from the contamination of the surface by the residual gas, which is confirmed by an increase of carbon detected by XPS. However, even 10 hours after sample preparation the signature of Ni and Pd is clearly detectable.

In order to determine the fraction of the Auger signals of the respective elements, the events in a fixed energy ROI of the Auger peak were evaluated as described in Section 5.2.1. For the quantification of the XPS spectra, the Pd 4d and the Ni 2p photopeak were fitted using CasaXPS as a standard software for XPS analysis. The details of this evaluation technique are described in Section 5.1.

The results of the PAES and XPS spectra are shown in Figure 7.4. The data reveal a remarkable difference in the fraction of Ni and Pd for the respective methods. The initial Ni intensity in the PAES spectra is more than three times higher than that in the XPS spectra. Assuming that at the beginning
Figure 7.1: a) PAES spectra of pure Ni, pure Pd, and Pd coated with 0.1 ML to 4 ML Ni. The spectra are normalized and a constant background was subtracted (FRR mode, R=1).

b) Fraction of the Auger intensities of Pd and Ni in the measured PAES spectra (errorbars within the symbols). Published in [52].
Figure 7.2: XPS spectra of pure Ni, pure Pd, and Pd coated with 0.1 ML to 4 ML Ni. The intensities of C and O are found to be below 10% and 5%, respectively, in all spectra.

Figure 7.3: Time-dependent PAES spectra of the 0.5 ML Ni on Pd. The overall decrease in the intensity results from coverage from the residual gas. Additionally, changes in the intensities of Ni and Pd are visible. Published in [52].
no surface rearrangement took place, for PAES one would expect the same intensity for both elements slightly influenced by the difference in the core annihilation probability for the respective elements, as previously discussed in Section 7.1.

For XPS the surface sensitivity is determined by the IMFP of the photo electrons and thus by their energy. The IMFP for the evaluated Ni 2p photo-electrons is in the range of 10.4 Å, while the one for Pd 3p electrons is around 17.4 Å [110]. Thus, the XPS signal represents a weighted average over several atomic layers, leading to a far smaller contribution of Ni.

Both analysis methods, PAES and XPS show the same tendency of Ni to decrease and Pd to increase as a function of time. Due to the intrinsic higher surface sensitivity, the intensity change of the Auger peaks is much more significant with PAES, i.e. the Ni signal decreases by about 12% within 13 hours. XPS shows a decrease of only 4% with respect to the initial intensity within 15 hours.

Although a saturation of the values obtained by PAES after about 11 hours cannot be excluded and the data of the XPS spectra largely scatter, a linear fit was performed in the first approximation, in order to estimate the characteristic time for the variation of the respective fractions, leading to a decrease of the Ni intensity of \((5.1 \pm 0.5) \cdot 10^{-3} \text{h}^{-1}\) for PAES and \((5.3 \pm 2.0) \cdot 10^{-4} \text{h}^{-1}\) for XPS.

The clear decrease of the Ni Auger signal obtained with PAES is attributed to a rearrangement of the Ni atoms within the first layers of the surface. Since XPS is less sensitive to the topmost atomic layer this effect is much less visible. Two dimensional reordering is excluded since typical diffusion coefficients for Ni on a surface at room temperature is on the order of seconds to minutes and hence cannot explain the observed decrease. Within the measurement time, a clear surface segregation, i.e. the most stable configuration of Ni atoms e.g. in the second atomic layer, is not observed. However, as a slight deviation from the linear decrease after about 11 hours (red data in Figure 7.4 a)) reaching of a saturation value cannot be excluded. A discussion on the effect of surface contaminates from the residual gas on Ni and Pd studied by XPS is found in the next section.
Figure 7.4: a) Comparison of the time-dependent fraction of Ni and Pd in PAES and (b) XPS on 0.5 ML Ni on Pd. Both methods show the same tendency, but due to the higher surface sensitivity of PAES, the effect is more significant. Published in [52].
7.3 Surface contamination of Ni and Pd studied by XPS

To rule out effects of surface contamination leading to the observed phenomena, the main surface adsorbates C and O were monitored by XPS on pure Ni and Pd during a period of 8h for the Ni reference and over 13h for the Pd reference with an interval of 1h. For the evaluation of the spectra, the Ni 2p, the Pd 3d and the 1s photo peaks of C and O were analyzed. The time constants for the XPS data were evaluated by fitting exponential functions to the intensity change of the photo peaks for the decrease of Ni and Pd and the increase of C, respectively. The time constants of PAES and XPS are summarized in Figure 7.5. Oxygen was found on the surfaces of both, Ni and Pd, but no significant change of the O fraction was observed within the measurement time. Therefore, the fit is compatible with a constant function. A significant increase of C was detected on both materials, with a characteristic time constant which is in good agreement with the decrease of the signal of the respective substrate material. Therefore, the time constant for C seems to be independent of the substrate material. Different adsorption sites were reported e.g. for O on a partial layer of Au on Si [9], leading to similar PAES results. The slide deviation of the time constant of the Ni 2p signal might be an effect of the IMFP of electrons due to the higher binding energy of this orbital (∼860eV) compared with the one of C 1s (∼284eV) and Pd 3d (∼337eV), leading to a lower IMFP, i.e. Pd 3d electrons are more likely to be detected than Ni 2p electrons, even when covered by e.g. 1ML of C.

The evaluation of the normalized PAES spectra showed a significant increase in the Pd signal while the Ni signal decreased. As the energy of the Auger electrons from PdN_{2,3}VV (43eV) and NiM_{2,3}VV (64eV) does not differ very much the IMFP is almost the same for both elements. The time constants from the PAES data for the decrease of Ni and the increase of Pd significantly differ from the one of C, therefore the measured results cannot be explained by the coverage of C.

In summary it was shown that O contamination is present in both samples, Ni and Pd, but remained constant during the measurement time. As shown by XPS, the characteristic time constants for the increase of C and the decrease of
Figure 7.5: Characteristic time constants for the main contaminations C and O on pure Ni and pure Pd measured by XPS, as well as the time-constants for Ni and Pd of the Pd sample with a 0.5 ML Ni cover layer investigated by time-dependent PAES. Triangles pointing upwards indicate an increase and triangles pointing downwards a decrease of the intensity. (*) The O contamination remained constant during the measurement time. The time constants found for Ni and Pd determined by PAES significantly differ from those of the XPS results for C, therefore the PAES data are interpreted as a superposition of C contamination and structural changes at the sample surface. Published in [111].
Ni and Pd, respectively, are similar. The time constant for C differs by a factor of two from that of the PAES results for Ni and Pd. The contamination of the surface by C and O cannot explain the intensity change in the PAES data. Therefore it is concluded that a rearrangement of the Ni and Pd atoms in the topmost layers of the surface took place with a characteristic time constant in the order of hours.

### 7.4 Segregation of Ni adatoms on oriented Pd surfaces

The complex interplay of surface processes is subject of the first time in-situ temperature-dependent study on the stability of Ni adatoms on single crystalline Pd substrates with three different low index surface orientations. In order to characterize a low Ni coverage, i.e. Ni with a nominal thickness of less than 1 ML or to observe surface segregation PAES is applied. In addition, XPS is applied to verify the comparability of the prepared samples, to analyze the elemental composition of the surface near layers, and to evaluate the influence of residual gas.

As a reference, the PAES spectra of pure Pd and pure Ni were recorded in advance in an energy range of 35 eV to 75 eV showing the Pd NVV and Ni MVV Auger transitions. The fixed retarding ratio-mode with a step width of 0.5 eV and a retarding ratio of one was used. These detector parameters were also selected for the actual measurement on the Ni/Pd samples. The measurement time for a PAES spectrum amounted to 40 minutes. Each PAES measurement was accompanied by XPS. The analysis of the photopeaks allows an estimation on the elemental composition in the near-surface layers. Moreover, surface contamination caused by the residual gas in the UHV chamber and chemical shifts can be detected. During the whole measurement time, the temperature of the sample is kept constant, before increasing to the next temperature step.

To quantify the PAES spectra, the recorded data of the compound is fitted by a model function, which is assumed as a linear combination of the reference spectra of the pure elements Ni and Pd using independently scaled fractions $\alpha$ and $\beta$. In the applied fitting procedure it is not a requirement that the sum of the scaling factors $\alpha$ and $\beta$ has to be unity. This condition would presuppose
that the line shape of an Auger transition is not influenced by the presence of additional elements, or by chemical bonding. For this reason, the scaling factors are varied independently. The fitting procedure is described in detail in Section 5.2.2. For the evaluation of the XPS spectra the Ni 2p and Pd 3d photopeaks were quantified, using the standard quantization of CasaXPS [78].

Figure 7.6 shows the PAES spectra of the three different Pd substrate orientations coated with a single atomic layer of Ni in the temperature range between 30°C and 350°C. The Auger transitions Pd NVV at 43 eV and Ni MVV at 64 eV are clearly detectable. These low energy Auger transitions have a width of several eV, which mainly results from the broad valence band. Because of the isoelectronicity of Ni and Pd the effective atomic number and hence the Auger yield for the MVV and NVV transition, respectively, is equivalent.

Both, temperature and substrate orientation appear to strongly influence the relative intensities of the two elements. A fast decrease of the Ni intensity is clearly observed in the raw spectra at moderate temperatures of 150°C for the Pd(111) substrate, whereas for Pd(110) no significant decrease can be detected up to 250°C. Independent of the Pd substrate orientation, at 350°C the spectrum is dominated by the Pd signal for all samples.

The measured data are well reproduced by the model function of the reference spectra. The fit results are shown as solid lines in the spectra of Figure 7.6 and the Ni intensity is quantified in Figure 7.7a, where a value of one represents pure Ni. An average Ni intensity of 0.72 is detected at room temperature, but only 0.08 at 350°C. Although a nominal thickness of one atomic layer of Ni was put on the Pd, the measurement signal also shows a small contribution of Pd. Despite a low evaporation rate of only 6 Å/minute, a certain inhomogeneity of the layer thickness can not be excluded. Moreover, a fraction of 5 to 20% of the PAES signal may originate from the second atomic layer depending on the positron probability density at the surface [11]. All Pd orientations show a strong tendency for segregation as predicted from theoretical calculations, leading to a Ni depletion of the surface. This corresponds to the fact that at a temperature of 350°C, only a very low Ni amount can be detected for all Pd surfaces. The course of the Ni decrease can be described by a simple model, implying that an activation energy is needed to initiate the segregation process. The temperature dependency can hence be expressed by the equation
Figure 7.6: Temperature dependent PAES spectra of one ML of Ni on Pd(111), Pd(110) and Pd(100). The solid lines represent the fit result for the quantification of the Auger intensities of Ni and Pd, respectively.
Figure 7.7: a) Ni intensity of the PAES spectra as a function of temperature for different Pd substrate orientations. The activation temperatures $T_0$ result from the fit function given in Equation 7.1. b) Intensities for Ni and Pd derived from the XPS data. Note the same axis scale of the intensity.
\[ I(T) = \frac{-C_1}{1 + \exp(-C_2 \cdot (T - T_0))} + I_0 \] (7.1)

where \( T_0 \) denotes the corresponding activation temperature, while \( C_1 \) and \( C_2 \) are shaping parameters. The results of the quantification in Figure 7.7a were fitted using this model, leading to the lowest activation temperature of 172(4) °C for Pd(111), followed by 261(12) °C for Pd(100) and 326(11) °C for Pd(110). The exact value and its error for each crystallographic orientation are given in Figure 7.7a. The corresponding activation energies amount to 38.4(3) meV for Pd(111), 46.0(10) meV for Pd(100) and 51.6(9) meV for Pd(110).

The complementary XPS data was evaluated by quantifying the photopeak intensity as described in the previous section, see Figure 7.7b. The mean detected Ni intensity in the three as-prepared samples at room temperature is 0.32. The individual samples show only slight deviations from the mean value and thus indicate a uniform sample preparation. No peak shifts of the Pd 3d and Ni 2p photo peaks were found in the data evaluation, which would indicate a contamination due to the rest gas during the measurement. A decrease of the Ni intensity with increasing temperature is found for all samples, showing a minimal value of 0.19 at 350 °C. This is a reduction of only 40% in contrast to nearly 90% for the PAES results. The XPS data substantiate the PAES results, though they are less significant because of the lower surface sensitivity of XPS in this energy range. However, the observed increase of the Pd intensity and the stabilization of the measured Ni signal at high temperatures support our interpretation of observing the surface segregation.

The course of the Ni depletion depending on the Pd orientation is in good agreement with theoretical models for adatom surface diffusion on low index fcc surfaces, based on Monte Carlo simulations on Pd [112] as well as to those based on the embedded atom method calculated for Pt surfaces [113]. The exchange diffusion mechanism for the (100) orientation is taken into account. This mechanism is reported by Antczak and Ehrlich [114] and Oura et al. [115] to play an important role in surface diffusion for Pt, Ir and Ni and is predicted for Pd, too [113]. Regarding the low index surfaces, the lowest activation energy is reported for the (111)-surface, followed by the (100)-orientation and resulting in the highest value for (110) surface orientation. A variety of theoretical models and calculation schemes were compared, showing a uniform trend, but the
exact results for the activation energies differ in a wide range between 0.14 eV up to 1.35 eV [112] and between 7 meV and 4 eV [113]. The experimentally derived energies are found in the range of some ten meV.

The difference in the activation energy between the Pd(111) and Pd(110) orientation is less than a factor of two, compared with a factor of at least six for the theoretical calculations. The deviations may result from the fact that no segregation effects were included in the considered theoretical models, which may enforce the migration of Ni and lower the activation energies. The measured energies also indicate, that the energy difference for different orientations in the theoretical model may be overrated.

In summary, the direct observation of surface segregation of Ni adatoms on single crystalline Pd surfaces was shown. The in situ temperature dependent measurements of the composition of the first atomic layer have shown evidence for surface segregation effects related to crystal orientation. For all samples a strong tendency for Pd segregation was found, beginning at different activation temperatures $T_0$. The lowest activation temperature of $T_0=172{\degree}C$ was evaluated for Pd(111), followed by Pd(100) with $T_0=261{\degree}C$. The highest activation temperature was found for Pd(110) with $T_0=326{\degree}C$. This sequence is in good agreement with theoretical predictions for adatom diffusion on low index fcc surfaces and substantiates the model of Pd surface enrichment for Ni/Pd due to surface segregation for all Pd orientations. However, the corresponding activation energies are on average by a factor of ten lower than predicted by theoretical models considering single atom diffusion and the exchange diffusion mechanism. More sophisticated models including full coverage by 1 ML Ni of a Pd surface for the calculations of the temperature dependent surface kinetics are expected to improve the agreement between theory and experiment considerably.

7.5 Cyclic heating of 0.7 ML Ni/Pd

To examine the surface segregation process of Ni and the stability of the formed surface layer, a polycrystalline Pd substrate was covered with 0.7 ML of Ni. Subsequently, the sample was heated up to 200 °C for 1 hour and the time
The time dependent evolution of the Ni and Pd intensity was recorded. The heating process was executed three times in total.

Beginning with the as-prepared sample, a distinct Ni signature with an Auger fraction of 0.73 and a less pronounced Pd peak is visible, see Figure 7.8. When heating the sample to 200 °C, the intensities reverse and the spectrum recorded at 200 °C is dominated by the Pd signature, showing an Auger intensity of 0.87. However, a small Ni signature can still be found. Heating is stopped after recording the PAES spectrum. As the sample is not cooled actively, the time for the cool down of the sample was evaluated by an exponential fit. Two time constants were found. A fast component with a time constant $\tau_1=10\text{ min}$ and a slow component with $\tau_2=60\text{ min}$. The intensity of the fast component is four times higher compared with the slow one. From this, it can be calculated that the sample temperature has dropped to approximately 50 °C after one hour.

The time dependent evolution of the Auger intensity of Ni and Pd is shown in Figure 7.9. The Ni signal remains constant, whereas the Pd intensity decreases exponentially after the heating process. From theoretical calculations on the positron probability density at the sample surface, between 5% and 20% of the PAES signal can originate from the second atomic layer, depending on the
Figure 7.9: Time dependent PAES signal of Ni and Pd in three heating cycles to 200 °C (blue squares in Pd). Other data points are recorded at room temperature. The Ni signal appears to remain constant after the first heating, indicating a fast segregation process. The Pd signal shows an exponential decrease after each heating, which can be interpreted as the adsorption of rest gas, especially H, as it can be easily desorbed by heating. The decrease of the Pd signal at 200 °C may result from a progressive covering from the residual gas, which cannot be desorbed thermally. It is represented by the dashed blue line.

surface structure and the elements [11]. The exponential decrease of the Pd signal can be seen as a consequence of rest gas interaction and the advancing coverage of the Pd surface. As the Ni count rate remains constant over time, it can be concluded, that the Ni atoms are stabilized in the subsurface layer and not affected by the rest gas. From this, it is concluded, that the Ni atoms initially present at the surface, migrate in a surface segregation process to the second atomic layer.

After several hours of observation, the sample was heated to 200 °C again. An increase of the Pd signal by 225% compared to the previous spectrum was observed, whereas the Ni count rate was not affected by this process. This suggests the conclusion, that adsorbates were thermally desorbed from the Pd layer. Another heating cycle increased the Pd signal by 145% compared to the previous spectrum without any detectably influence on Ni. However, the initial
value of the Pd intensity cannot be reached any more. This effect is attributed to C contamination. The accompanying XPS analysis shows an increase of the C content present at the surface. The C content measured at a sample temperature of 200 °C increased between the heating cycles from 5.1% to 7.7% and 9.2%.

7.5.1 Comparison with Ni/Pt

Due to their isoelectronicity Pd and Pt are often compared regarding their behavior in surface processes. For this reason, the surface composition of the isoelectronic system Ni/Pt was studied with PAES. A polycrystalline Pt substrate was covered with 0.7ML of Ni and heating cycles equivalent to those described for Ni/Pd in the previous section were executed. Beginning at room temperature with the as-prepared sample, the PAES spectrum shows a clear Ni signature with an Auger fraction of 0.77. Heating to 200 °C enhanced the Pt signature, leading to an Auger fraction of 0.37. Comparing the count rates of Ni and Pt, see Figure 7.10, Pt shows a significant increase to 146% of the value at room temperature, whereas the Ni signal decreased. Over the course of time, the count rates of both elements show an exponential decrease, however, the decrease of Pt is faster. A further heating up of the sample increases the Pt signal to 138% compared to the value previously obtained at room temperature and decreases exponentially afterwards. However, the initial count rate is not reached any more. Again, the Ni count rate is not affected in this heating process. This is in agreement with XPS results on pure Ni, evaluating the effect of thermal cleaning shown in Figure 3.10. No significant effect can be observed up to 200 °C.

Comparing the signal increase of Pd and Pt during heating to 200 °C, it turns out that Pd shows a more pronounced effect of thermal cleaning. As the base pressure of the chamber did not change during experiments as well as the rest gas composition, the almost identical time constants of the signal decrease and the behavior of Pd and Pt during heating indicate different rest gas interaction at the respective surface. The XPS data of both sample do not show significant differences in the amount of contaminates on the surface. However, Pd appears to profit more from the heating procedure. This result may be explained by the different desorption of H from Pd and Pt surfaces.
Figure 7.10: Time dependent PAES signal of Ni and Pt in two heating cycles to 200°C. In contrast to Ni on Pd, the Ni signal follows the decreases of the Pt signal. This indicates that Ni is effected by the residual gas in the same way as Pt and therefore not covered by a Pt layer. Pt shows a moderate cleaning effect at elevated temperatures, which is less pronounced compared to Pd. For Ni no cleaning effect is observed at 200°C.
Theoretical calculations found the desorption energy for H to be lower for Pd compared to Pt [116]. However, this calculation relates to nanoparticles of Pt and Pd. Therefore, the effect is expected to be more pronounced for Pd than for Pt. The influence of H to a Ni/Pd surface was studied experimentally on a sample with a 0.7 ML Ni cover layer on polycrystalline Pd. The sample was exposed to H for 20 min at a H partial pressure of $1.0 \cdot 10^{-7}$ mbar. The spectra are shown in Figure 7.11. Comparing the count rate of Ni and Pd before and after H-exposition, a decrease of the Pd intensity of 50% was detected, whereas the Ni signal decreased by only 25%, although Ni covers the greater part of the surface. This suggests a high adsorption rate of Pd for H. In the complementary XPS data, this effect was not observable, as H cannot be detected directly. Even a detailed analysis of the band structure was not able to resolve the arising of a side peak unambiguously, indicating a H bonding. Therefore, PAES is particularly suitable to study the surface interaction with H, even if no Auger transition is possible in the H atom.

From the exponential decrease of the count rate of both elements, it is concluded that both elements are interacting with the rest gas, i.e. Ni and Pt are present at the surface during the whole time. From this data, in contrast
to Ni on Pd, no tendency for surface segregation can be derived. Theoretic predictions and experimental data on surface segregation of Ni atoms on a Pt surface show unambiguous results. Simple models based on the breaking of atomic bonds [90, 117, 118] and differences in the atom size [119] as well as density functional theory calculations [120] predict a strong tendency for surface segregation. However, no evidence was found for surface segregation in the experiment on a NiPt alloy [121]. For NiPt nano particles, a complex surface segregation depending on the crystallographic orientation was found with a Pt-rich frame along the edges and corners of the nano particles, whereas the Ni atoms are preferentially segregated in their 111-facet region [122]. Therefore, size dependent effects may play an important role for surface segregation. This effect can be studied by the investigation of thin layers of Ni and Pd on a MgO substrate, discussed in the next section.

7.6 Ni/Pd on MgO(001)

Surface segregation is a consequence of the minimization of the Gibb’s free energy and therefore a complex interplay of various parameters such as surface structure, composition and temperature. Many segregation processes are well known at the larger scale, i.e. the interaction of one monolayer or non-interacting single atoms of an element located at the surface of another element with a bulk thickness of several hundred atomic layers can be predicted. For a surface the large volume of the bulk can act as a semi-infinite source or sink of atoms. For example, structural deformations such as lattice mismatch as a consequence of the migration of atoms can be spread widely over several layers. In contrast, at the nanoscale the bulk volume is limited. This leads to new phenomena, as the energy changes associated with changes in the bulk composition matter and a competition of surface and bulk energy terms arises. For this reason, size-dependent surface segregation and its impact on order-disorder phenomena and on catalytic activity was the object of many theoretical and experimental studies, e.g. [95, 123–125].

In the previous sections, the surface segregation of Ni on bulk Pd was studied. In the following, evaporated layers with a thickness of only 3 ML of Ni and Pd on a MgO substrate are studied, to evaluate the size-dependent effect on the
Figure 7.12: Pd$_{3\text{ML}}$/Ni$_{3\text{ML}}$/MgO: Layer system of 3 ML Ni covered with 3 ML Pd grown on MgO. The exponential decrease of Pd and the constant Ni intensity at room temperature and after heating to 200 °C indicate a stable Pd layer at the surface.

surface segregation of Ni/Pd. MgO is known to act as an inert substrate for metallic alloys and nanoparticles.

7.6.1 Ni/Pd layers on MgO

Pd$_{3\text{ML}}$/Ni$_{3\text{ML}}$/MgO A MgO(001) substrate was evaporated with 3 ML of Ni and subsequently covered with 3 ML of Pd by electron beam evaporation. The recorded PAES spectrum is dominated by Pd with an Auger fraction of 0.96. The time-dependent evolution of the count rate of Ni and Pd is shown in Figure 7.12. Spectra were recorded at room temperature over a time range of 8h. The Ni signal remained stable at a low level, whereas the Pd signal decreased exponentially. As Pd is the outermost layer, this is attributed to residual gas coverage. As the Ni signal is constant, it is concluded, that Ni remains in the subsurface layers and is not affected by the residual gas. Subsequently, the sample was heated to 200 °C. The Pd signal increases to 250% of the value at room temperature. However, it does not reach the initial value. In the XPS data, a moderate decrease of C can be detected at 200 °C. Thus, the increase of
the Pd signal is much more pronounced than it would be explained by the XPS data. Pd is known for its high sticking probability for H [126] and H cannot be detected in XPS. The decrease of the PAES signal due to an H overlayer after exposure to 1000 Langmuir was reported by Lee et al. [127]. Therefore, it is concluded that the increase in the Pd signal at 200 °C is dominated by the desorption of H from the Pd surface. After cooling down to room temperature, an exponential decrease of the Pd signal can be detected again, as H and rest gas is adsorbed again. The count rate of Ni is not influenced significantly by the heating process. A slight increase in intensity can be observed after heating. For Ni on bulk Pd, theoretic calculations predict the segregation of Ni to the second atomic layer. As the Ni atoms were covered by three monolayers of Pd in the preparation process, the increase and subsequent stabilization of the Ni signal may be interpreted as Ni enrichment of the subsurface layer, forced by the increase in temperature. The constant Ni signal with an Auger fraction of less than 0.1 and 0.25 before and after heating, respectively, as well as the exponential decrease of the Pd intensity as a consequence of rest gas interaction indicate a stable Pd layer at the surface. As described in the previous sections, the Pd surface layer is also the energetically favored configuration for Ni atoms on bulk Pd after surface segregation.

$\text{Ni}_{3\text{ML}}/\text{Pd}_{3\text{ML}}/\text{MgO}$ Another layered Ni/Pd system was grown on MgO with the same layer thickness of Ni and Pd but in reverse order. The PAES spectrum is dominated by the Ni signal with an Auger intensity of 0.88. At room temperature, an exponential decrease of the Ni intensity is observed, see Figure 7.13. As Ni is the covering layer, this can be attributed to an advancing contamination with the rest gas. To evaluate the Pd count rate correctly, the fraction of scattered Ni Auger electrons overlapping with the energy range where the Pd events are counted needs to be eliminated from the spectrum, as described in Section 5.2.1. This is particularly necessary in this case since the spectrum is dominated by the Ni Auger peak. The Pd intensity is found to be compatible with a constant fit at room temperature, indicating Ni to remain at the surface. This is in agreement with the results obtained from Ni on bulk Pd, showing a low time constant for surface segregation at room temperature.
However, when heating up the sample to 200 °C, the Pd Auger peak dominates the PAES spectrum with an Auger fraction of 0.7. In the subsequent evolution at room temperature, the Pd intensity shows an exponential decrease, as observed in the previously discussed results for the layered sample on MgO with reverse order. From this it is concluded that a rearrangement took place on the surface, so that Pd is now found in the outermost layer. Comparing the slope of the exponential decrease of Ni and Pd, a time constant of 2.5 h for Ni and 5.2 h for Pd can be evaluated. As the base pressure of the chamber as well as the composition of the rest gas has not changed, this could be an indication to different adsorption rates of the two elements, especially for hydrogen. This is in agreement with observation of a lower sticking probability for H on Ni compared to Pd [126]. In summary, experimental evidence for a surface segregation in thin layers of Ni and Pd on MgO was found, showing a stable arrangement of Pd atoms in the outermost layer.
Figure 7.14: (NiPd)$_{6\text{ML}}$/MgO: Alloy of 6 ML NiPd on MgO substrate grown by simultaneous evaporation of Ni and Pd. The exponential decrease of the Pd signal before and after heating indicate a Pd layer at the surface due to segregation during growth.

7.6.2 NiPd alloy on MgO

As a consequence of the observation of the formation of a stable Pd surface layer in layered Ni/Pd samples grown on MgO, the composition of the surface layer should be studied, when both elements are evaporated onto the MgO surface at the same time. For this co-evaporation, two independent effusion cells were adjusted to the same evaporation rate for Ni and Pd of 6 Å/min. A total thickness of 6 ML was grown on the MgO substrate. Slight deviations from the set rate over time allow a composition of 45 at% Pd and 55 at% Ni to be calculated. The following PAES spectrum shows a clearly pronounced Pd peak with an Auger fraction of 0.84 and only a small Ni signature. Over time, an exponential decrease of Pd can be observed, whereas Ni remains at a constant level at room temperature, see Figure 7.14. This result indicates that the arrangement of the Pd atoms at the surface already took place during the evaporation process. This phenomenon was observed in epitaxial growth for several element combinations such as Si/Ge [128], La$_{0.7}$Sr$_{0.3}$MnO$_3$ [129] or Sb/Si [130].
During heating the sample to 200 °C, the Pd signal shows an increase by 270% compared to the previous spectrum. However, the initial count rate of the as-prepared specimen is not reached. This can be attributed to a desorption of H as the XPS spectra show a moderate reduction of C after the heating process, which is still above the initial value. Subsequently, an exponential decrease of the Pd intensity can be observed, indicating Pd to adsorb rest gas again. The Ni signal shows only a low increase in count rate as a result of the heating. This is in agreement with the XPS results obtained on stepwise thermal cleaning of pure Ni presented in Figure 3.10. The contaminations C and O were mostly dissolved at temperatures above 200 °C.

In summary, for layered systems of Ni and Pd on MgO, evidence for surface segregation of Ni atoms to the subsurface layer at 200 °C and the formation of a stable Pd surface layer were found. This result is in accordance with the results obtained for Ni cover layers on a bulk Pd substrate. However, the co-evaporation of Ni and Pd on MgO appears to show surface segregation already during growth. The exposure of a Ni/Pd surface to H showed a clear effect to the respective PAES intensities, which is not detectable with XPS. Hence, evidence for element specific surface interaction can be derived from the PAES spectra.
Chapter 8

Summary and outlook

In this work, the successful PAES studies on surface segregation of Fe/Pt, Ni/Pt and Ni/Pd are presented. The surface spectrometer at the world’s most intense positron source enables the precise preparation of coating layers on metal and insulator substrates as well as their investigations with a variety of surface analysis techniques. The surface topography can be studied with STM and the elemental composition can be investigated with outstanding surface sensitivity using PAES. Furthermore, element information of subsurface layers can be obtained by XAES, EAES and XPS. Due to its high chemical specificity, XPS analysis is an excellent complementary technique to study surface contamination.

An unprecedented measurement time of only 230s for a PAES spectrum was achieved, allowing time resolved PAES studies. The high Auger peak intensity and energy resolution of the setup enables the separation of Auger peaks with an energy difference of only 2.2eV, allowing the investigation a variety compounds.

The excellent surface sensitivity of PAES was demonstrated experimentally on submonolayer Ni coverage on a Pd substrate. A Ni cover layer with a thickness of only 0.1 ML was clearly detectable with PAES and a 1 ML cover layer of Ni dominated the spectrum with an Auger intensity of more than 90%.

The time dependent PAES investigation of Ni adatoms on polycrystalline Pd gave a first evidence for surface segregation at room temperature. In an in-situ temperature dependent study, the surface segregation of Ni adatoms on Pd substrates was observed for the first time. Different activation energies
were found depending on the crystallographic orientation of the Pd substrate. In contrast to Ni/Pd, the system Ni/Pt was determined to show no surface segregation. Apart from the surface segregation of Ni adatoms on a bulk Pd substrate, surface segregation of thin layers of Ni and Pd on a MgO substrate were studied. Again, a clear tendency for surface segregation and the stability of Pd surface layer is observed. In addition, evidence for surface segregation already during growth was found for an alloy of Ni and Pd on MgO.

A clear and element specific effect to the PAES signal was observed as a consequence of H exposure of a Ni/Pd surface, which was not observable with XPS. Hence, PAES can provide unique information for the investigation of catalysts, e.g. to study the poisoning of catalyst due to contact with S or the accretion of CO as well as for the elaboration of in-situ recovery procedures.

When developing novel catalysts, PAES can be used for both, the investigation of the elemental composition of the surface layer as well as for studies on the H-surface interaction. Furthermore, poisoning and recovery procedures for catalysts due to contact with reactive gases may be studied with PAES in situ, providing unique insight, which is not accessible for conventional surface analysis techniques.
Appendix A

Calculated core annihilation probabilities

<table>
<thead>
<tr>
<th>system</th>
<th>core annihilation probability (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>substrate</td>
<td>adsorbate</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clean Cu(100)</td>
<td>3s 0.83</td>
<td>3p 3.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+C</td>
<td>3s 0.44</td>
<td>3p 1.62</td>
<td>1s 0.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+N</td>
<td>3s 0.39</td>
<td>3p 1.41</td>
<td>1s 0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+O</td>
<td>3s 0.48</td>
<td>3p 1.75</td>
<td>1s 0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+S</td>
<td>3s 0.20</td>
<td>3p 0.74</td>
<td>2s 0.12</td>
<td>2p 0.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.1: Annihilation probabilities with substrate and adsorbate core electrons for adsorbate-covered Cu(100) surfaces. [11]

<table>
<thead>
<tr>
<th>system</th>
<th>core annihilation probability (%)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cu 3s</td>
<td>Cu 3p</td>
<td>O 1s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)</td>
<td>1.766</td>
<td>6.990</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+O (1/8 ML)</td>
<td>1.203</td>
<td>4.806</td>
<td>0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+O (1/4 ML)</td>
<td>1.043</td>
<td>4.172</td>
<td>0.067</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+O (1/2 ML)</td>
<td>0.748</td>
<td>2.991</td>
<td>0.142</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu(100)+O (1 ML)</td>
<td>0.398</td>
<td>1.595</td>
<td>0.227</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CuO(100)</td>
<td>0.566</td>
<td>2.227</td>
<td>0.323</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu₂O(100)</td>
<td>1.012</td>
<td>3.981</td>
<td>0.167</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu₂O(100)+O (1/2 ML)</td>
<td>0.799</td>
<td>3.144</td>
<td>0.208</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.2: Positron annihilation probabilities with relevant core electrons for a clean Cu(100) surface, Cu(100) covered with adsorbed oxygen and for (100) surface of CuO, Cu₂O and Cu₂O with half monolayer of adsorbed oxygen. [42]
<table>
<thead>
<tr>
<th>Element</th>
<th>level 1s</th>
<th>2s</th>
<th>2p</th>
<th>3s</th>
<th>3p</th>
<th>3d</th>
<th>4s</th>
<th>4p</th>
<th>4d</th>
<th>4f</th>
<th>5s</th>
<th>5d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>5.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>4.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>0.049</td>
<td>2.11</td>
<td>6.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>0.032</td>
<td>1.56</td>
<td>4.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>0.021</td>
<td>1.18</td>
<td>3.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>0.028</td>
<td>0.069</td>
<td>1.27</td>
<td>5.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>0.045</td>
<td>0.11</td>
<td>2.31</td>
<td>8.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>0.053</td>
<td>0.12</td>
<td>2.76</td>
<td>10.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>0.059</td>
<td>0.14</td>
<td>3.07</td>
<td>11.28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>0.034</td>
<td>0.076</td>
<td>1.98</td>
<td>7.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>0.034</td>
<td>0.075</td>
<td>2.07</td>
<td>7.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cu</td>
<td>0.027</td>
<td>0.058</td>
<td>1.66</td>
<td>5.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>0.018</td>
<td>0.038</td>
<td>1.18</td>
<td>4.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rb</td>
<td></td>
<td>0.021</td>
<td>0.072</td>
<td>0.17</td>
<td>1.05</td>
<td>5.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td></td>
<td>0.039</td>
<td>0.13</td>
<td>0.26</td>
<td>2.05</td>
<td>8.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb</td>
<td></td>
<td>0.042</td>
<td>0.14</td>
<td>0.26</td>
<td>2.18</td>
<td>9.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td></td>
<td>0.040</td>
<td>0.13</td>
<td>0.24</td>
<td>2.12</td>
<td>8.74</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td></td>
<td>0.026</td>
<td>0.080</td>
<td>0.13</td>
<td>1.51</td>
<td>6.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td></td>
<td>0.022</td>
<td>0.069</td>
<td>0.11</td>
<td>1.38</td>
<td>5.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cd</td>
<td></td>
<td>0.015</td>
<td>0.047</td>
<td>0.073</td>
<td>1.01</td>
<td>4.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cs</td>
<td></td>
<td></td>
<td>0.020</td>
<td>0.078</td>
<td>0.26</td>
<td>0.93</td>
<td>4.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td></td>
<td></td>
<td>0.052</td>
<td>0.19</td>
<td>0.18</td>
<td>1.48</td>
<td>5.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gd</td>
<td></td>
<td></td>
<td>0.039</td>
<td>0.14</td>
<td>0.39</td>
<td>2.03</td>
<td>9.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td></td>
<td></td>
<td>0.034</td>
<td>0.12</td>
<td>0.30</td>
<td>1.82</td>
<td>1.94</td>
<td>8.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td></td>
<td></td>
<td>0.036</td>
<td>0.13</td>
<td>0.31</td>
<td>1.64</td>
<td>2.05</td>
<td>8.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pt</td>
<td></td>
<td></td>
<td>0.026</td>
<td>0.089</td>
<td>0.21</td>
<td>0.75</td>
<td>1.56</td>
<td>6.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td></td>
<td></td>
<td>0.021</td>
<td>0.071</td>
<td>0.16</td>
<td>0.56</td>
<td>1.32</td>
<td>5.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tl</td>
<td></td>
<td></td>
<td>0.009</td>
<td>0.031</td>
<td>0.071</td>
<td>0.22</td>
<td>0.68</td>
<td>2.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td></td>
<td></td>
<td>0.005</td>
<td>0.018</td>
<td>0.039</td>
<td>0.12</td>
<td>0.40</td>
<td>1.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.3: Calculated core annihilation probabilities in % for bulk materials. [11]
Appendix B

Experimental parameters

Auger electrostatic lens system

<table>
<thead>
<tr>
<th>lens number</th>
<th>potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1 V</td>
</tr>
<tr>
<td>2</td>
<td>-1 V</td>
</tr>
<tr>
<td>3</td>
<td>-100 V</td>
</tr>
<tr>
<td>4</td>
<td>-250 V</td>
</tr>
<tr>
<td>5</td>
<td>-30 V</td>
</tr>
<tr>
<td>6</td>
<td>-20 V</td>
</tr>
<tr>
<td>7.1</td>
<td>+9.6 V</td>
</tr>
<tr>
<td>7.2</td>
<td>+9.3 V</td>
</tr>
<tr>
<td>7.3</td>
<td>+9.2 V</td>
</tr>
<tr>
<td>7.4</td>
<td>+9.1 V</td>
</tr>
</tbody>
</table>

Table B.1: Lens parameters for the 20eV re-moderated positron beam.
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