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Abstract

Nowadays, video streaming generates most of the traffic over the internet and efficient video
compression techniques such as the recent High Efficiency Video Coding (HEVC) standard
are needed to mitigate the stress on the networks. HEVC provides a bitrate reduction around
50% compared to the previous standard H.264, at the cost of an increased encoding com-
plexity. Video streaming is predominantly implemented with the adaptive HTTP streaming
paradigm, which requires a video to be encoded at multiple bitrates called representations.

The increased encoding complexity of HEVC combined with the need to encode multiple
representations challenges the video providers who see their overall encoding complexity
rise. Multi-rate encoding is a promising way to alleviate the overall encoding complexity.
A multi-rate encoder directly encodes a video at different representations by using multiple
single-layer encoders, and shares information between these encoders in order to reduce the
redundancies of encoding the same video multiple times.

This thesis focuses on HEVC-based multi-rate encoding for adaptive HTTP streaming
applications. In a first part, a multi-rate encoder that uses encoding information from a high-
quality reference encoding to constrain the rate-distortion optimization of lower-quality en-
codings is considered. Various encoding decisions are used to decrease the overall encod-
ing complexity without harming the compression efficiency. In a second part, the proposed
multi-rate encoder is extended to the case where multiple spatial resolutions are required as
output representations. Algorithms to extract encoding information from a high-resolution
reference encoding are presented, and the information is used to lower the encoding com-
plexity of lower-resolution encodings. The proposed multi-rate methods are combined
to form a multi-rate encoder that outperforms a state-of-the-art encoder in terms of rate-
distortion performance. The practical case of rate-control-based encoding is considered in
the third part, and a method to share content-dependent information is shown to improve
the overall rate-distortion performance of the system.

To sum up, the multi-rate methods proposed in this thesis can both reduce the over-
all video encoding complexity and improve the rate-distortion performance in the practical
case of rate-control-based encoding.
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Kurzfassung

Heutzutage besteht der größte Anteil des Internetverkehrs aus Video Streaming. Daher wer-
den effiziente Videokompressionsverfahren wie der neue High Efficiency Video Coding
(HEVC) Standard benötigt, um die Belastung der Netze zu mindern. HEVC bringt eine Da-
tenratenreduzierung von etwa 50% gegenüber seinem Vorgänger H.264 zu Lasten einer er-
höhten Codierungskomplexität. Video Streaming wird außerdem überwiegend als adaptives
Streaming über HTTP implementiert, welches die Kompression eines Videos in verschiede-
nen Bitraten erfordert.

Die erhöhte Codierungskomplexität von HEVC sowie die Notwendigkeit, ein Video
mehrmals zu codieren, sind eine Herausforderung für Videoanbieter, deren gesamte Co-
dierungskomplexität steigt. Multiraten-Codierung ist eine vielversprechende Möglichkeit, die
Codierungskomplexität zu senken. Ein Multiraten-Codierer codiert ein Video in verschiede-
nen Bitraten mithilfe mehrerer individuellen Encodierer und ermöglicht den Austausch von
Codierungsinformationen zwischen den einzelnen Encodierern, so dass die Anzahl redun-
danter Rechenschritte verringert wird.

Diese Dissertation befasst sich mit HEVC-basierter Multiraten-Codierung für adaptives
Streaming über HTTP. Im ersten Teil wird ein Multiraten-Codierer betrachtet, der Codie-
rungsinformationen aus einer Referenzcodierung mit hoher Qualität verwendet, um den
Suchraum der Raten-Verzerrungs-Optimierung von Codierungen niedrigerer Qualität ein-
zuschränken. Verschiedene Codierungsentscheidungen werden verwendet, um die gesam-
te Codierungskomplexität zu verringern, ohne die Kompressionseffizienz zu beeinträchti-
gen. Im zweiten Teil wird der vorgeschlagene Multiraten-Codierer für den Fall erweitert,
dass mehrere räumliche Auflösungen am Ausgang des Systems erforderlich sind. Algorith-
men zum Extrahieren von Codierungsinformationen aus einer hochauflösenden Referenz-
codierung werden vorgestellt und diese Informationen werden verwendet, um die Codie-
rungskomplexität von Codierungen mit niedrigerer Auflösung zu senken. Die vorgeschlage-
nen Multiraten-Verfahren werden kombiniert, um einen Multiraten-Codierer zu bilden, der
einen Codierer nach dem Stand der Technik in Bezug auf die Kompressionseffizienz über-
trifft. Der praktische Fall der bitratensteuerungsbasierten Codierung wird im dritten Teil
betrachtet und ein Verfahren zum Austausch inhaltsabhängiger Informationen wird vorge-
stellt, das die Raten-Verzerrungs-Performanz des Systems verbessert.

Zusammenfassend lässt sich sagen, dass die in dieser Dissertation vorgeschlagenen

v



Multiraten-Verfahren einerseits die gesamte Videocodierungskomplexität verringern und
andererseits die Kompressionseffizienz im praktischen Fall der bitratensteuerungsbasierten
Codierung verbessern.
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Chapter 1

Introduction

The amount of video streaming over the internet has constantly been growing in the past
years. This has been driven on one hand by the increased capacity of cellular networks and
the advent of powerful smartphones and tablets with high-quality video displaying capabil-
ities, and on the other hand by the continuous development of broadband internet connec-
tions in a large number of countries. According to [16], video and audio streaming accounts
for more than 70% of North American downlink traffic in fixed access networks during peak
evening hours, while this number was around 35% in 2010. In North American wireless
networks, it is more than 40% of the peak downlink traffic that is due to video and audio
streaming.

This rising volume of video puts pressure on the different networks. Therefore, efficient
video codecs are required to compress the video streams. While H.264/AVC has been pre-
dominantly used over the past decade, its successor HEVC has been designed, at the cost
of a higher encoding complexity, to provide a 50% bitrate reduction at the same perceptual
quality [17]. It is therefore expected to gradually replace H.264.

From a streaming perspective, adaptive HTTP streaming is now the most widely used
paradigm to watch video over the internet, with the largest video providers such as Netflix
or Youtube implementing it [18]. Adaptive HTTP streaming provides streaming adaptivity
by making the video content available at various bitrates called representations. Further-
more, it benefits from the HTTP protocol which allows to place the control of the streaming
at the client side, and which provides reliable transmission of the video data as a result of
the underlying TCP protocol [19].

Although adaptive HTTP streaming has mainly been developed for video-on-demand
and live streaming over the internet as opposed to classical TV broadcast, these different ser-
vices have recently started to converge [20]. As an example, adaptive HTTP streaming has
been incorporated in the design of the recent ATSC 3.0 broadcast standard [21].

The widespread use of adaptive HTTP streaming means that there is a huge amount of
video content that has to be encoded at multiple bitrates. With the multiple representations
to encode and the more complex HEVC, the overall encoding complexity is drastically in-
creasing. This is a major challenge for the video providers who see their encoding costs rise.

1
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encoding

encoding

encoding

high quality

low quality

unencoded video

…

Adaptive HTTP streaming
representations

encoding information

…

Figure 1.1: General schema of a multi-rate encoder. Encoding information is shared between dif-
ferent single-layer encoders within the multi-rate system. From a single input video, the multi-rate
encoder outputs a set of representations at different bitrates and qualities.

One possibility of decreasing the overall encoding complexity is to use a multi-rate en-
coder [22]. A multi-rate encoder encodes a single unencoded video into different indepen-
dently decodable representations by using multiple single-layer encoders that can share
encoding information. The inherent redundancies of encoding the same video at different
qualities can thus be reduced, which leads to an overall decrease in encoding complexity.
Figure 1.1 shows a schema of a general multi-rate encoder.

Apart from reducing the overall encoding complexity, a multi-rate encoder can be bene-
ficial in terms of rate-distortion performance, when the shared encoding information is used
to ameliorate the encoding decisions in each single-layer encoder.

1.1 Main contributions

The topic of this thesis is multi-rate video encoding based on HEVC for adaptive HTTP
streaming. The main contributions are as follows.

1. Rate-distortion-optimization constrained multi-rate encoding: The similarities of en-
coding a video at a single spatial resolution but different signal qualities with HEVC are
examined and it is observed that the encoding decisions are always slightly differing
between different representations. Therefore, it is shown that a multi-rate encoder can-
not directly reuse encoding decisions from a reference encoding to a dependent encod-
ing without harming the rate-distortion performance. On the contrary, methods to use
the encoding decisions from a high-quality encoding to constrain the rate-distortion
optimization of lower quality encodings are proposed. Four encoding decisions (block
structure, prediction mode, intra mode, and motion vectors) are considered, and the
encoding results show that the proposed multi-rate methods can decrease the encod-
ing complexity without significantly decreasing the rate-distortion performance. The
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different methods are combined to form a multi-rate encoder that exhibits a large en-
coding complexity reduction at the cost of a very low rate-distortion performance loss.

2. Multi-rate encoding at different spatial resolutions: The scenario of an adaptive
HTTP streaming system with representations at multiple spatial resolutions is consid-
ered. The lack of correspondence between block structures of encoded videos at differ-
ent resolutions when the downsampling factor is not a power of two is identified as the
main challenge to apply multi-rate methods to the case of various spatial resolutions.
Still, methods to extract information about the block structure, the prediction mode and
the intra mode from a high-resolution reference encoding are proposed. This informa-
tion is used to constrain the rate-distortion optimization of lower-resolution dependent
encodings. The encoding results reveal that the encoding complexity can be reduced,
again without significantly harming the rate-distortion performance. The combination
of the proposed methods leads to a multi-rate encoder that can encode representations
both at different spatial resolutions and different signal qualities. Finally, a comparison
shows that the proposed multi-rate encoder outperforms a state-of-the-art method in
terms of rate-distortion performance.

3. Improved rate control for multi-rate encoding: The scenario of a multi-rate encoder
using rate control is considered. The existing HEVC rate control algorithm and the
underlying rate-distortion model are analyzed. A method to share model parameters
between different encodings in a multi-rate system is proposed. Results show that the
rate-distortion performance can be improved on average. Furthermore, the proposed
method can be combined with a method that constrains the rate-distortion optimiza-
tion. This leads to a multi-rate encoder that both improves the rate-distortion perfor-
mance and reduces the encoding complexity, compared to the reference HEVC encoder.

1.2 Organization

The thesis is organized as follows. Chapter 2 provides the background information on
HEVC, adaptive HTTP streaming, and multi-rate encoding needed to understand the rest
of the thesis. Additionally, the state-of-the-art is reviewed and previous work on multi-rate
encoding is presented in details. The settings common to the entire thesis are introduced
in Chapter 3. Chapter 4 presents multi-rate methods that constrain the rate-distortion opti-
mization of low-quality encodings based on the information from a high-quality encoding.
Specifically, methods to reuse the block structure, the prediction mode, the intra mode and
the motion vectors are proposed. In a final step, the various methods are combined, which
results in a multi-rate encoder exhibiting a high complexity reduction along with a small de-
crease of the rate-distortion performance. In Chapter 5, a multi-rate encoder scenario with
representations at different spatial resolutions is considered. Methods to reuse information
from a high-resolution encoding are proposed and encoding results show that the overall
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encoding complexity can be decreased. The methods are combined and compared to a state-
of-the-art multi-rate encoder which is outperformed in terms of rate-distortion performance.
Chapter 6 considers the case where rate control is applied to the adaptive HTTP streaming
representations. A method to pass rate-distortion model information is proposed, which
leads to an improved rate-distortion performance. Finally, Chapter 7 concludes the thesis
and possible directions for future work are suggested.

Parts of this thesis have been published in [1], [6] and [7].



Chapter 2

Background and related work

This chapter introduces the background information necessary to understand the thesis, and
reviews the state-of-the-art work related to the topic of the present thesis. In Section 2.1, the
recent video coding standard HEVC is presented along with the main coding steps of the
standard. Important video coding concepts such as rate-distortion optimization and video
coding metrics are introduced in the context of HEVC. Next, the encoding complexity of
HEVC and its reference software HM is inspected and at last, the state-of-the-art HEVC en-
coding is explored. Section 2.2 examines the adaptive HTTP streaming technology, compares
it to other streaming technologies, and reviews the state-of-the-art adaptive HTTP streaming.
Finally, the concept of multi-rate encoding is introduced in Section 2.3 along with a detailed
presentation of related work.

2.1 HEVC

High Efficiency Video Coding (HEVC) is the latest video coding standard by the Interna-
tional Telecommunication Union (ITU) Video Coding Experts Group and the International
Organization for Standardization (ISO) and International Electrotechnical Commission (IEC)
Moving Picture Experts Group working together as the Joint Collaborative Team on Video
Coding (JCT-VC). The standard was approved early 2013 and published both by ITU and
ISO/IEC [23], [24].

The standard was designed with the goal of providing 50% bitrate reduction compared
with the predecessor H.264/Advanced Video Coding (AVC) at similar perceptual qual-
ity [17]. Furthermore, HEVC is especially targeting large spatial resolutions, in order to fit to
the now widespread use of High Definition (HD) videos and to cope with the emergence of
resolutions larger than HD such as 4K or 8K.

HEVC is a hybrid video codec such as its predecessors since H.261. The encoding is
block-based and each block is first either intra-predicted (spatial prediction from blocks in
the same frame) or inter-predicted (temporal prediction from blocks in other frames). After
the prediction, the residual signal is transformed with a 2D transformation, the resulting co-
efficients are then scaled and quantized and finally entropy encoded. Additionally, HEVC

5
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Figure 2.1: Example of a CTU partitioning with corresponding quadtree structure and depth.

allows two optional loop-filters (deblocking filter and sample-adaptive offset filter).

2.1.1 Encoding

This section presents the main components of HEVC. For a complete description of the stan-
dard, readers are referred to [25].

2.1.1.1 Block structure

The block structure in HEVC is one of the major novelties compared to the previous
H.264/AVC [26]. A frame is first partitioned into basic blocks called Coding Tree Units
(CTU). The size of the CTU can be chosen for a video sequence as 8 × 8, 16 × 16, 32 × 32,
or 64 × 64 pixels. Compared to the macroblock size of 16 × 16 pixels in H.264/AVC, the
maximum CTU size of 64 × 64 pixels allows to better capture spatial correlation in a single
block for videos with large spatial resolutions.

The CTU is further partitioned using a quadtree representation into Coding Units (CU),
which are the leave nodes of the quadtree. A CU size corresponds to a specific depth in the
quadtree. Figure 2.1 shows an example CTU partitioned into multiple CUs. The decision of
intra or inter-prediction is taken at CU level.

A CU contains one or more non-overlapping prediction units (PU), which define specific
parameters for the prediction. In the case of intra-prediction, two possible PU partitions ex-
ist: 2N×2N andN×N , with 2N being the length of a CU side. In the case of inter-prediction,
eight possible PU partitions exist (two square partitions as in intra-prediction plus two rect-
angular partitions and four asymmetric partitions), as illustrated in Figure 2.2.

Finally, a CU contains one or more transform units (TU) as a nested quadtree. A TU is
the basic unit for transformation and quantization and is independent of the PU structure in
the inter-prediction case. In the intra-prediction case, PUs and TUs are coupled [26].
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2Nx2N NxN 2NxN Nx2N

2NxnU 2NxnD nLx2N nRx2N

Figure 2.2: Eight PU partition types for HEVC [26].

2.1.1.2 Intra prediction

Intra prediction is the spatial prediction of PUs from already coded blocks in the same frame.
HEVC defines 33 angular prediction modes, compared to 8 angular prediction modes in
H.264/AVC [27]. Additionally, HEVC has a DC prediction mode and a planar prediction
mode, which sums up to 35 intra prediction modes. The intra PU size can be between 4 × 4

and 64× 64 pixels, and has to be the size of the parent CU, unless the PU size is 4× 4.
Samples from the PU are predicted using the intra prediction mode and the reference

samples from the reconstructed blocks left, above, above-right and optionally below-left.
The reference samples are interpolated linearly with 1/32 pixel accuracy.

HEVC defines three most probable modes which are the intra prediction modes of the PUs
left and above and a third mode assigned as planar, DC, or angular (vertical) in this order.
These most probable modes can be coded with a 1 bit flag and a 2 bit index indicating the el-
ement of the most probable mode array. The remaining 32 intra prediction modes are coded
with a fixed length coding of 5 bit.

Video frames entirely encoded with intra prediction are independently decodable as they
do not rely on other frames and are called I-frames.

2.1.1.3 Inter prediction

Inter prediction is the temporal prediction of a PU from already coded blocks in other frames.
The displacement to the predictor block is given by a motion vector (MV), which is associ-
ated to an index referring to the reference frame containing the predictor block. There can be
either one prediction direction (simple prediction) or two predictions (bi-directional predic-
tion), which allows for example to predict from multiple reference frames. Each prediction
can use a temporally preceding or a temporally following reference frame. A frame using
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simple prediction is called P-frame and a frame using bi-directional prediction is called B-
frame.

Inter prediction is performed with a quarter-pixel accuracy in HEVC. An eight-tap filter is
used to interpolate the half-sample positions and a seven-tap filter is then used to interpolate
the quarter-sample positions in the reference frame [17].

2.1.1.4 Transform, quantization and entropy encoding

After the prediction, the prediction error residual in a TU is transformed using a 2D trans-
form of size 4 × 4, 8 × 8, 16 × 16 or 32 × 32. HEVC defines an integer transform matrix of
size 32× 32 that approximates a 2D Discrete Cosine Transform (DCT). The transform matrix
can be downsampled to accommodate for the other transform sizes. When the TU is of size
4× 4, an alternative transform based on a Discrete Sine Transform (DST) is used.

The transform coefficients are quantized by division by a quantization step qstep [28]. The
quantization step is determined based on the quantization parameter (QP) as follows:

qstep =
(

21/6
)QP−4

(2.1)

The QP is an integer that can take a value between 0 in 51 in HEVC, and can be used as input
parameter to the encoder to determine the quality of the encoded output video. Quantiza-
tion scaling matrices can be used to differentiate the amount of quantization of the different
transform coefficients. This allows for example to adapt the quantization to the properties of
the human visual system, e.g., by applying a stronger quantization to high-frequency coeffi-
cients, as the human visual system is less sensitive to high-frequency components. The quan-
tization is a lossy process and the distortion introduced by the quantization is irreversible.

The quantized coefficients are finally entropy encoded using context-adaptive binary
arithmetic coding (CABAC) [29].

2.1.2 Rate-distortion optimization

A lossy compression introduces distortion in the encoded signal. The original signal is said
to be altered in the Signal-to-Noise Ratio (SNR) domain. There is a fundamental tradeoff
between the distortion D and the bitrate R resulting of the compression. Classic optimiza-
tion problems can be to minimize the distortion subject to a constrained bitrate, or inversely
minimizing the bitrate subject to a constrained distortion. These optimization problems can
be reformulated as an unconstrained optimization problem called rate-distortion optimization
(RDO) as follows:

min J = D + λR (2.2)

where λ is a Lagrange multiplier and J is called the rate-distortion (RD) cost. Figure 2.3
shows a typical rate-distortion curve D(R) along with constant J lines, which have a slope
of −λ. To achieve an optimal RD performance, the value of λ should be small at a high
bitrate/low distortion and should be high for a low bitrate/high distortion. Generally, the
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Figure 2.3: Typical rate-distortion curve (blue). The dashed lines are constant J curves with a slope
of −λ. Adapted from [30]
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Figure 2.4: Schema of the RDO in HEVC: traversal of the CTU quadtree to analyze each CU.

value of λ is heuristically chosen based on the value of the QP. As the QP increases, the value
of λ increases as well.

In the case of HEVC, the achieved bitrate and distortion for a given QP and λ pair are
dependent of the coding decisions (block structure, intra or inter prediction, intra prediction
mode, MVs, etc.). Thus, the RDO is equivalent to finding the encoding decisions that min-
imize the RD cost J . Mathematically, Eq. (2.2) can be reformulated as finding the optimal
encoding decisions decopt from the set of all possible decisions {dec} that minimize J :

decopt = arg min
{dec}

J (2.3)

Practically, due to the quadtree structure of the CTU, the RDO process during encoding
consists of a tree traversal, where each node of the CTU quadtree has to be analyzed. The
encoder starts analyzing the largest CU (i.e., depth 0 of the quadtree, where the CU size is
equal to the CTU size) and performs inter and intra prediction for this CU. The RD cost J
of each possible prediction is calculated and the prediction leading to the minimum RD cost
Jmin,0 is stored as the best candidate for depth 0. The CU at depth 0 is then split into four
CUs at depth 1, and each CU at depth 1 is then analyzed. The prediction leading to the
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minimum RD cost for each CU is stored again. This process is repeated recursively so that
the entire quadtree is traversed. Finally, the combination of block structure and prediction
which leads to the overall minimum RD cost Jmin is chosen to encode the CTU. The RDO
process is illustrated in Figure 2.4.

2.1.3 Rate control

Certain applications require the bitrate of a compressed video stream to be as close as pos-
sible to a given target bitrate, especially when the applications involve transmission over a
channel with a specific throughput. Rate control is an operating mode of a video encoder
which aims at achieving an output bitrate equal to the target bitrate.

Rate control algorithms typically consist of two steps. In the first step, the bit budget
(derived from the target bitrate) is allocated at different levels of encoding, and in the second
step, the encoder spends the allocated bits as exactly as possible [31].

In the allocation step, the bits are generally allocated at group-of-pictures (GOP) level,
frame level and basic block level (i.e., CTU level in HEVC). For some applications such as
low-delay video streaming, the bits are not allocated at GOP level, but equally to all frames.

To achieve a specific number of bits in the second step, rate control algorithms rely on
modeling the bitrate behavior as a function of a specific encoding parameter that can be
tuned. Depending on the chosen parameter, the rate control is said to be performed in the
Q-domain, if the tuning parameter is the QP, in the λ-domain, if the parameter is the λ from the
RDO, or in the ρ-domain, if the bitrate is modeled based on the percentage ρ of zeros among
quantized coefficients [32].

2.1.4 Encoding complexity

The complexity of an HEVC encoder is mainly due to the RDO. Experiments using the HM
reference software [33] show that the RDO accounts for more than 75% of the encoding
time, while less than 15% of the encoding time is due to the entropy encoding [34]. Within
the RDO, the complexity stems from the high number of possible CTU encoding decisions,
which all have to be tested and compared if optimal decisions in the RD sense are to be made
for a CTU.

2.1.4.1 Intra prediction

In the case of intra prediction, the 35 different intra prediction modes are the main factor
of complexity. A full search among all 35 modes consists of performing the intra prediction
with each prediction mode, then transforming the residuals, quantizing the coefficients and
finally do the entropy encoding. The resulting encoding distortion D and bitrate R for each
mode can be used to calculate the RD costs and choose the best intra mode. This full search
is, however, too complex to be practically implemented.
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The HEVC reference software HM [33] therefore implements a suboptimal fast encoding
algorithm [27] that includes two stages. In the first stage, a rough mode decision is performed
to choose a set of candidates: 3 or 8 modes depending on the PU size. In that sense, a modi-
fied RD cost function is evaluated for all 35 modes:

Jrough = DHad + λRmode (2.4)

where DHad is the absolute sum of the Hadamard transformed residual signal and Rmode is
the number of bits needed to signal the prediction mode. The modes leading to the lowest
Jrough are chosen as candidates. In the second stage, the candidates are compared using the
full RD cost J , and the one mode leading to the lowest RD cost is selected.

2.1.4.2 Inter prediction

The process of finding the MV for a PU is called motion estimation. Motion estimation is gen-
erally performed by comparing the PU to possible predictor blocks in the reference frames,
calculating a difference metric and finally picking the predictor block that leads to the lowest
difference. In order to find the optimum MV, a full search has to be performed, that is, each
position in each reference frame has to be tested. However, such a full search is prohibitively
complex. Fast and efficient motion estimation algorithms have to be implemented in order
to reduce the computational complexity of the motion estimation to an acceptable level. In
practice, a search range is defined, which restricts the motion estimation to an area smaller
than the entire frame. Additionally, search patterns are used to avoid testing all possibilities
within the search range.

The HM reference software uses a test zone (TZ) search algorithm [35] that works in two
stages: first an integer pixel accuracy search and then a sub-pixel refinement. The integer
pixel accuracy search itself consists of four steps:

1. A starting motion vector is selected: either the motion vectors from the neighboring
blocks (left, above, above-left), or a median of these vectors, or the zero vector.

2. A diamond search around the point given by the starting vector is performed. That
is, a diamond pattern with 8 points is tested, where the distance to the starting point
is iteratively multiplied by 2 (cf. Figure 2.5). The point leading to the lowest cost is
selected as candidate.

3. A raster scan search is performed over the entire search range in order to avoid being
stuck in a local optimum (cf. Figure 2.6). The best candidate is updated if a better point
is found.

4. A second diamond search is performed around the current best candidate for refine-
ment.
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Figure 2.5: Diamond search with iterative testing of an 8 points diamond pattern. (Source: [36])

Figure 2.6: Raster search over a given search range. (Source: [36])

2.1.5 State-of-the-art HEVC encoding

Due to the large number of possible encoding decisions, a primitive HEVC encoder that
would perform a full-search RDO would not be practical for any real-world application.
Thus, in the last few years, the research on HEVC has mainly focused on reducing the en-
coding complexity by proposing methods that make fast suboptimal RDO decisions, with
the often contradicting targets to be as fast as possible and to have an RD performance as
good as possible. Thus, the proposed methods are generally evaluated by their complexity
reduction compared to a reference HEVC encoder and by the RD performance difference
compared to the same reference encoder.

The determination of the block structure, especially the CU structure, is a major part of
the RDO. The depth of a CU can be predicted using neighboring blocks and colocated CUs in
previous frames [37]. The authors in [38] propose an early CU splitting and early CU prun-
ing in the intra case based on an online statistical model of the RD cost. In a similar way,
the authors in [39] propose a fast CU partitioning method based on a two-class classification
problem using a minimum risk Bayesian decision rule and on the RD cost function.

In the case of intra mode decision, [40] makes use of the intra modes of the neighboring
blocks to construct a set of probable modes to be checked during RDO. The authors in [41]
calculate gradients of the pixel values to determine potential intra modes. [42] proposes a
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two-step method where the first step is a fast rough mode decision.
In the case of inter prediction, research has focused on reducing the complexity of the

motion estimation, which is one of the most computationally complex parts of the RDO. For
example, [43] performs a fast motion estimation with the help of statistical inference. In an-
other direction, the authors in [44] propose a method to reduce the complexity of the motion
compensation. An early merge mode decision has been proposed in [45] to further reduce
the inter prediction complexity.

Finally, researchers have focused on the parallelization of encoding processes to further
speed up HEVC encoding, e.g., for parallel motion estimation [46], parallel intra predic-
tion [47], or for an improved wavefront parallel processing [48].

2.1.6 Video coding metrics

Video encoders are generally compared with respect to their RD performance. Therefore, the
distortion is commonly measured using the Mean Squared Error (MSE), which is calculated
by performing a pixel-to-pixel comparison between the original unencoded picture X and
the encoded picture X̂ as follows:

MSE =
1

Nx ·Ny

Nx∑
x=1

Ny∑
y=1

(
X(x, y)− X̂(x, y)

)2
(2.5)

where Nx and Ny are the number of pixel horizontally and vertically, respectively.
The Peak-Signal-to-Noise-Ratio (PSNR) is a video quality metric expressed in decibel

(dB), based on the MSE, and which can be calculated as follows:

PSNR = 10 · log10
(2b − 1)2

MSE
dB (2.6)

where b is the number of bits used to represent a pixel in a channel. The PSNR can be cal-
culated for the different channels (one luminance channel and two chrominance channels),
but PSNR generally refers to the luminance PSNR, when not stated otherwise. For a video
sequence, the PSNR is calculated for each frame and an arithmetic mean of the values is cal-
culated as the sequence PSNR. In this thesis, only video sequences with b = 8 are considered
and the luminance PSNR is denoted as PSNR.

The bitrate of an encoded video sequence is calculated as the number of bits of the en-
coded video stream divided by the duration of the video sequence in seconds, and can thus
be typically expressed in kb/s or Mb/s.

An RD-curve is generally plotted as the PSNR as a function of the bitrate. The RD per-
formance of two encoders is compared using the Bjøntegaard delta rate (BD-rate), which ex-
presses the average bitrate difference in % over a specific PSNR interval, and the Bjøntegaard
delta PSNR (BD-PSNR), which expresses the average PSNR difference over a specific bitrate
interval [49], [50]. Four data points (PSNR/bitrate) per curve are needed to interpolate the
RD-curves. The average PSNR difference in decibel (dB) and the average bitrate difference
in % are calculated as the difference of the integrals divided by the integration interval.
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In the last 15 years, new metrics targeted at measuring the perceptual quality of an en-
coded video have been developed, because metrics such as PSNR fail to accurately determine
the quality perceived by human viewers under certain circumstances [51], especially when
different types of distortions (e.g., blurring or gaussian noise) are compared. These metrics
are out of the scope of this thesis, because here only one video encoder is considered, and
thus, it is assumed that the type of distortion introduced by the lossy compression is always
the same. In that case, the PSNR is monotonically related to the perceptual quality, and the
PSNR can be used to assess the performance of the encoder.

2.2 Adaptive HTTP streaming

2.2.1 Video streaming protocols

In order to ensure a reliable streaming session and thus an acceptable video quality to
the users, streaming protocols have to be employed for video streaming over the inter-
net. Streaming protocols can be divided into either push-based protocols or pull-based pro-
tocols [52].

2.2.1.1 Push-based protocols

Push-based protocols like the Real-time Transport Protocol (RTP) require a session to be es-
tablished between the server and the client. The session control is at the server, which decides
at what rate the video is sent to the client, typically using the User Datagram Protocol (UDP).
The client can send feedback to the server, e.g., about buffer-level, throughput, or round-trip
time.

The major drawbacks of push-based protocols are on one hand the need for specialized
servers that can handle stateful sessions. On the other hand, the unreliability of UDP can
lead to a large number of packet losses and UDP is sometimes blocked by firewalls in certain
cellular network configurations.

2.2.1.2 Pull-based protocols

In pull-based protocols, the streaming control lies at the client side. The client can typically
request the video from the server using Hypertext Transfer Protocol (HTTP) over Transmis-
sion Control Protocol (TCP). The main advantages compared to push-based streaming are
that no specialized servers are required and that HTTP servers are already widely deployed.
Furthermore, as the control lies at the client, the computational requirement at the server is
less and the streaming can be more easily scaled to a large number of users.

Progressive download over HTTP is a simple pull-based streaming approach. A client re-
quests a video stream at a specific bitrate and receives the video stream progressively at a
pace determined by the selected bitrate and the current throughput. The client can start
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watching the video as soon as the buffer reaches a predefined level. The limitations of pro-
gressive download are that it does not enable live streaming and that it provides no bitrate
adaptivity during a session. Furthermore, network resources might be wasted due to the
continuous download of the video, because the user can stop watching the video at any
time [19].

2.2.2 Adaptive HTTP streaming

Adaptive HTTP streaming is a streaming technology designed to overcome the drawbacks
of the streaming protocols previously introduced. It builds on top of progressive download
over HTTP as it uses the pull-based paradigm and the HTTP protocol. Thus, it benefits from
the advantages of HTTP [19], namely:

1. HTTP is widely deployed and the existing architecture, including content delivery net-
works (CDNs), can be reused.

2. Firewall issues are avoided using HTTP.

3. Reliable transmission is provided by the underlying TCP protocol.

4. HTTP allows the control of the streaming to be placed at the client.

In addition, the video content is encoded at different bitrates (and thus different qualities)
called representations, and the encoded representations are segmented in the time domain into
time-aligned segments (with a typical duration of two to ten seconds). These two features
enable bitrate adaptivity, as the client can switch between representations (and thus bitrates)
within a streaming session at each segment boundary. Furthermore, the segments have to be
requested one by one, which reduces the bandwidth wastage when a user stops watching a
video. Finally, live streaming is made possible, as segments can be published on the server
as soon as they are encoded, which reduces the end-to-end latency compared to a scenario
where a whole video has to be encoded before being published.

The available representations and segments along with their characteristics (bitrate, time,
Uniform Resource Locator (URL)) are summarized in a manifest document that is made
available to the client at the beginning of the streaming session. A rate-adaptation algorithm
at the client is responsible for making the adaptation decisions. Rate-adaptation algorithm
are generally based on the measured throughput, the video buffer level, and the decoder
state (e.g., central processing unit (CPU) usage). Figure 2.7 shows an example adaptive HTTP
streaming session.

2.2.3 State-of-the-art adaptive HTTP streaming

Adaptive HTTP streaming was first implemented in commercial solutions (e.g., Apple HTTP
live streaming [53] in 2009, Microsoft Smooth Streaming [54] in 2010). An international stan-
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Figure 2.7: Example of an adaptive HTTP streaming session. The client first requests the manifest and
can then request segments at different bitrates depending on the rate-adaptation algorithm. Adapted
from [52]

dard called Dynamic Adaptive Streaming over HTTP (DASH) was then ratified in 2011 and
published in 2012 [55].

Research has first focused on the rate-adaptation algorithms at the client side. Liu et al.
relate the segment duration to the segment fetch time to decide if the requested representa-
tion has to be switched up or switched down [56]. Miller et al. target a streaming without
interruption by avoiding buffer underrun, and additionally try to minimize the number of
switches and maximize the average video quality as secondary objectives [57]. The FESTIVE
algorithm considers the interaction of multiple clients and uses for example a randomized
scheduler to avoid a synchronization of the requests of multiple clients [58]. Similarly, the
authors in [59] propose a new network probing method that better estimates the share of the
resources their PANDA algorithm can use. These and further adaptation algorithms have
been tested in [60], which comes to the conclusion that there is no perfect rate-adaption algo-
rithm with respect to multiple criteria, and that relatively simple rate-adaptation approaches
perform well under different circumstances.

To investigate the subjective user experience of a video streaming session, the evaluation
of the Quality-of-Experience (QoE) has been an important topic of research. The study [61]
relates the network Quality-of-Service (QoS) metrics to application QoS and finally to user
QoE, and finds that rebuffering events have the strongest impact on the users’ QoE. The au-
thors in [62] conduct an evaluation of adaptive HTTP streaming over a simulated Long Term
Evolution (LTE) network by measuring the rebuffering events. [63] evaluates the QoE with
a random neural network by taking into account both the rebuffering events and the video
encoding quality.

From the network perspective, it has been observed that multiple adaptive HTTP stream-
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ing users that compete for resources in a bottleneck link can lead to instability, unfairness and
underutilization of the resources. Akhshabi et al. show in [64] and [65] that the application
layer is responsible for this behavior, especially because of the requesting pattern of the rate-
adaptation algorithm in the steady state. Based on these observations, [66] proposes to shape
the bandwidth of competing users in a residential gateway, which improves the stability and
convergence time of rate adaptation, which in turn affects the QoE of the competing users
positively. In [4], the wireless resources are allocated and the HTTP requests are optionally
rewritten at a proxy, so that the sum of QoE is maximized over multiple users sharing the
wireless resources in a cellular network. Other network studies examine the impact of a
cache engine between the origin server and the client [67], or investigate the effect of the
new HTTP 2.0 protocol on adaptive HTTP streaming [68].

Meanwhile, there have been comparatively few studies on the server side (preparation
of the video content) of adaptive HTTP streaming systems. In [8], an uplink video streaming
in an automotive case is considered and the number of representations needed to provide a
good QoE is studied. A method to select a subset of representations to be encoded based on
the feedback from the network is proposed, in order to reduce the computational load of en-
coding the entire set of possible representations. [69] proposes to use scene-cuts as segment
boundaries, which allows to place I-frames only at scene-cuts and thus improve the encoding
efficiency. Finally, Toni et al. formulate an optimization problem taking into account video
content, network capacity, and type of users to determine an optimal set of representations
that maximizes the user satisfaction [70].

2.3 Multi-rate video encoding

2.3.1 Video encoding methods

In order to avoid buffer underflow in video streaming sessions, the bitrate of the compressed
video stream has to be adapted to the communication channel. The bitrate of a video com-
pressed with a specific encoder is influenced by the spatial resolution, the temporal resolu-
tion (i.e., the frame-rate) and the signal fidelity (i.e., level of distortion introduced by lossy
compression). A video can be compressed at a target bitrate using rate control. Different
rate control methods have recently been proposed for HEVC, e.g., [31], [71]. Another pos-
sibility is to transcode (or transrate) an already encoded video to another bitrate [72]–[74].
The drawback of transcoding is that the RD performance is decreased due to requantization.
Both rate control and transcoding are designed to target one specific representation.

On the other hand, a video can be encoded to provide inherent scalability. Scalable video
coding [75] encodes a video into a base layer and several enhancement layers. Decoding an
enhancement layer requires the availability of the base layer at the decoder. Major drawbacks
of scalable video coding are the increased decoding complexity compared to a single-layer
encoded representation with no decoding dependencies, and the decreased RD performance.
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Figure 2.8: Schema of a multi-rate encoder. Encoding information is passed from a reference encod-
ing to dependent encodings within the multi-rate system.

For example, the scalable extension of HEVC increases the bitrate by at least 14.3% [76] com-
pared to single-layer HEVC. Furthermore, in an HTTP streaming scenario, a client needs to
send a request per layer, which leads to inefficient multiple requests to obtain a high-quality
representation. Due to these drawbacks, scalable coding is not expected to be widely de-
ployed for adaptive HTTP streaming, contrarily to single-layer HEVC.

2.3.2 Multi-rate encoding

In multi-rate encoding, a video is directly encoded at multiple bitrates, each one being inde-
pendently decodable [22]. This is particularly suited for adaptive HTTP streaming appli-
cations, where a video needs to be encoded in different representations. The redundancy of
encoding the same video at different bitrates is exploited, either in order to reduce the overall
encoding complexity, or in order to improve the overall RD performance. Figure 2.8 shows a
schema of a multi-rate encoder, which contains multiple instances of single-layer encoders.
One single-layer encoding is used as reference, and encoding information from the reference
is passed to dependent single-layer encoders [77]. The system takes one unencoded raw video
as input and outputs a set of predefined representations at different qualities and different
bitrates.

2.3.3 State-of-the-art multi-rate encoding

2.3.3.1 Multi-rate encoder in the DCT domain

The first work on multi-rate encoding was published in 2002 by Zaccarin et al. [77]. Although
there was no adaptive HTTP streaming at that time, the authors target video streaming of-
fered at different bitrates. The authors argue that both scalable encoding and transcoding
present lower encoding efficiency in the RD sense than single-layer encoding, and thus in-
troduce the idea of multi-rate encoding with a reference encoder and dependent encoders.
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Figure 2.9: Block diagram of the reference encoder by Zaccarin et al. The DCT and the motion esti-
mation are performed outside the prediction loop. Adapted from [77]

The presented multi-rate encoder applies a DCT to the frames before prediction, which
allows to perform the DCT only once for all bitrates. Similarly, the motion estimation is
performed only once in the temporal domain, and the motion vectors are used to perform
motion compensation in the DCT domain [78]. Furthermore, the authors propose to approx-
imate the motion compensation for the dependent encodings by using the DCT coefficients
from the reference encoding, which can further reduce the computational complexity, but
contributes to a drift error. The drift error is kept small by resetting with the appropriate
DCT coefficients. Figure 2.9 shows the block diagram of the proposed reference encoder.
The prediction loop is the same for the dependent encoders, but the motion compensation
can be modified.

Experimental results for one video sequence show a RD performance degradation of less
than 0.3 dB PSNR. However, the gains in computational complexity are not presented. A
major drawback of the proposed multi-rate encoder is that it is not standard compatible due
to the DCT applied before the prediction.

2.3.3.2 VP8 multi-rate encoder

With the emergence of adaptive HTTP streaming, Finstad et al. pick up the idea of multi-rate
encoding again in 2011 [22]. The authors consider an implementation with the open-source
VP8 encoder [79]. Profiling of the VP8 encoding shows that more than 80% of the encoding
time is spent for the analysis part, that is, for the RDO. Thus, the authors propose to directly
reuse analysis decisions from a reference encoder in the dependent encoders. The reused
analysis information contains the macroblock mode decision, the intra-prediction, and the
inter-prediction [22].

Experimental results show that the encoding time can be sped up by up to 2.5 times, but
the PSNR decrease is between 1 dB and 1.5 dB in the case where a small range of bitrates
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is used for the output (1.4 Mb/s to 2.8 Mb/s for an HD video). If a broader range of bi-
trates is chosen, the RD performance decrease can reach 6 dB. The bad RD-performance of
this scheme can be explained by the direct reuse of the analysis decisions from the reference
encoder, while the optimal decisions for the dependent encodings would always be different.

2.3.3.3 Machine learning based multi-rate encoder

De Praeter et al. apply the idea of multi-rate encoding to HEVC by predicting the CU struc-
ture of dependent encodings using machine learning [80].

The authors propose to use the random forest algorithm [81]. The random forest has to
be trained on the first M frames of the video, by using features from the reference encoding
to build a set of decision trees for each dependent encoding. Each tree uses a random set of
features, which increases the robustness of the algorithm compared to a single decision tree.
The possible features consist of the mean, the variance, the maximum, and the minimum of
the CU, PU, and TU block sizes, as well as the variance of the transform coefficients, and the
motion vector variance.

In the next frames, the random forest model determines if a CU has to be split or not
based on the decision trees. The authors set the threshold for a CU not to be split if a split
would result in a tree node containing less than 1% of the total number of samples used in
the tree. In the case of multiple resolutions, where a block to be determined does not exactly
correspond to a block in the reference encoding, the information is weighted according to
the percentage of area that is corresponding.

In their experiments, the authors try out different reference encodings (from high qual-
ity to low quality). They come to the conclusion that for a given spatial resolution, using
a higher quality reference leads to a higher prediction accuracy (percentage of correct CU
split decisions) than using a lower quality reference. Furthermore, a higher quality refer-
ence leads to a lower BD-rate increase (thus, to a better RD-performance) than with a lower
quality reference. However, the higher quality reference does not necessarily lead to the
highest complexity reduction. In a scenario with output streams at different resolutions, the
proposed methods achieves complexity reduction between 51.9% and 71.8% for an average
BD-rate increase between 4.7% and 10.2%. As storage and transmission costs increase with
an increasing BD-rate for a given quality, a BD-rate increase of 4.7% could already be pro-
hibitive for a video provider.

2.3.3.4 Simultaneous H.264/AVC and HEVC encoding

Cebrián-Márquez et al. propose a multi-rate encoder which uses an H.264/AVC reference en-
coding to speed up HEVC dependent encodings [82]. The arguments to use an H.264/AVC
reference are on one side to provide backwards compatibility for devices which do not sup-
port HEVC, and on the other side the relative lower complexity of H.264/AVC.
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The authors propose a motion vector reuse algorithm, which uses the MVs from the
H.264/AVC reference to initialize the motion estimation of the HEVC encoder. As the
H.264 macroblock has a size of 16 × 16 pixels, while a PU can be larger, the median of the
corresponding MVs can be used to initialize the motion estimation of a large PU. As the
H.264/AVC and HEVC motion vectors show a significant similarity, the search range of the
HEVC motion estimation is reduced to 4 pixels in order to reduce the encoding time. Instead
of the default diamond search pattern in the reference HEVC encoder, the authors propose
to use a hexagonal pattern.

Experimental results show that the complexity of the motion estimation of the dependent
HEVC encodings can be reduced by 43% with the proposed method, which leads to an over-
all encoding time reduction of almost 9%. This encoding time reduction, however, comes at
the price of a slightly degraded RD performance, with an average BD-rate increase of 1.2%.

2.3.3.5 Remarks on the related work

The drawbacks observed in the related work are used as a basis for the motivation of certain
aspects in the rest of the thesis:

• The proposed multi-rate encoder should be standard compatible, so that the methods
can be widely applicable and integrated in existing systems. Specifically, the recent
HEVC standard is considered in this thesis.

• The encoding information from the reference encoding should be reused in an intel-
ligent way, that is, no direct reuse is implemented, as this would lead to a low RD
performance.

• In order to provide a good acceptability for the proposed multi-rate encoder, the ob-
jective is to reach an RD performance as close as possible to the original single-layer
encoder, because a decreased RD performance leads to increased costs for transmis-
sion and storage of the video content.





Chapter 3

Settings

This chapter presents the settings common to the entire thesis. Section 3.1 introduces the
HEVC encoder and its configuration. The hardware is described in Section 3.2. Section 3.3
presents the data set consisting of various video sequences at different spatial resolutions.

3.1 HEVC encoder

The reference HEVC encoder HM 16.5 [33] compiled with gcc 4.8.4 is used as software en-
coder throughout the thesis. The unmodified encoder is used to gather observations and as
a baseline for comparison with the proposed methods. The proposed methods are imple-
mented based on HM 16.5 in order to allow for fair comparisons.

Furthermore, the JCT-VC common test conditions and software reference configurations
from [83] are followed. For adaptive HTTP streaming, the video representations must be
segmented in the time domain into individually decodable segments, that is, the segments
need to start with an I-frame. As the focus is on adaptive HTTP streaming, unless stated
otherwise, the random access, main profile defined in [83] is used, which provides periodic
I-frames in the encoding structure.

3.2 Hardware

All encodings and measurements in this thesis are performed on an Ubuntu 14.04 server
with an Intel Q9550 @ 2.83 GHz processor and 8 GB RAM.

3.3 Video sequences

A main set of ten different sequences with an original spatial resolution of 1920 × 1080 pix-
els (1080p) and different frame-rates expressed in frames per second (fps) is used. Two se-
quences Kimono and ParkScene are from [83] and the eight other sequences BlueSky, Crow-
dRun, DucksTakeOff, ParkJoy , PedestrianArea, Riverbed, RushHour, and Sunflower are from [84].
The video sequences present a variety of contents, as can be seen from the thumbnails in
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Table 3.1: Main set of ten video sequences

Sequence SA TA fps
BlueSky 79.71 33.70 25
CrowdRun 89.77 21.43 50
DucksTakeOff 77.69 15.25 50
Kimono 22.80 13.60 24
ParkJoy 100.46 33.36 50
ParkScene 49.15 10.71 24
PedestrianArea 32.56 15.46 25
Riverbed 35.95 26.57 25
RushHour 23.61 9.13 25
Sunflower 31.29 13.96 25

Table 3.2: Alternative set of six video sequences at different spatial resolutions

Sequence resolution SA TA fps
BasketballPass 416× 240 70.52 10.51 50
BlowingBubbles 416× 240 72.59 16.42 50
BQMall 832× 480 89.21 17.21 60
PartyScene 832× 480 103.95 13.81 50
PeopleOnStreet 2560× 1600 80.90 21.90 30
Traffic 2560× 1600 61.77 11.58 30

Figure 3.1. Thus, the sequences have different temporal and spatial characteristics, that can
be measured with the spatial activity (SA) and temporal activity (TA) metrics [85], which
are summarized in Table 3.1. In the case of multiple spatial resolutions, the original 1080p
uncompressed sequence is downsampled to 1280× 720 (720p) and 640× 360 (360p) pixels.

Additionally, a set of six video sequences from [83] with alternative original video resolu-
tions between 416× 240 and 2560× 1600 pixels is used, see Table 3.2. These video sequences,
represented in Figure 3.2, are used to demonstrate that the proposed methods are not spe-
cific to the single resolution from the main set. Furthermore, the alternative set is used as
validation set, when the proposed methods are based on observations made on the main set.
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(a) BlueSky (b) CrowdRun

(c) DucksTakeOff (d) Kimono

(e) ParkJoy (f) ParkScene

(g) PedestrianArea (h) RiverBed

(i) RushHour (j) Sunflower

Figure 3.1: Thumbnails of the main set of ten 1080p video sequences used in this thesis.
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(a) BasketballPass (b) BlowingBubbles

(c) BQMall (d) PartyScene

(e) PeopleOnStreet (f) traffic

Figure 3.2: Scaled thumbnails of the alternative set of six video sequences at different spatial resolu-
tions.



Chapter 4

RDO-constrained multi-rate encoding

4.1 Introduction

The computational complexity of encoding a video at multiple representations for adaptive
HTTP streaming is very high, given that a typical adaptive HTTP streaming requires around
10 to 15 representations [70]. The intrinsic redundancy of encoding the same video multiple
times is an argument to consider a multi-rate encoding system instead of multiple indepen-
dent single-layer encoders. Especially, the overall computational complexity is expected to
be decreased if the complexity of the redundant parts can be reduced. For that purpose, the
video encoding processes have to be understood and the redundant parts have to be identi-
fied. In the case of HEVC, the large number of encoding decisions that can be made for each
CTU leads to an RDO which accounts for the largest part of the encoding complexity [34].

In this chapter, the goal is to reduce the complexity of encoding multiple representations
with HEVC. Importantly, the RD performance of the proposed multi-rate encoder should
remain as close as possible to the reference single-layer encoder in order to push the accept-
ability of the method. Indeed, a decreased RD performance leads to increased video storage
and transmission costs, and thus would hinder the widespread use of multi-rate encoding.

First, it is observed that the optimal encoding decisions between representations at dif-
ferent SNR qualities are always slightly different. Thus, unlike previous work on multi-rate
encoding [22], encoding decisions from a reference encoding are not directly reused to speed
up dependent encodings, because this harms the RD performance. On the contrary, the
information from the reference encoding is used to constrain the RDO in the dependent en-
codings, i.e., the number of possible encoding decisions to be tested during RDO is reduced.
The overall encoding time can be decreased for different types of encoding information from
the reference encoding, each time without significantly decreasing the RD performance. This
chapter is limited to representations at a single spatial resolution and single frame-rate, that
is, representations with varying quality in the SNR domain are considered.

The rest of the chapter is organized as follows. A preliminary study to compare the
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Table 4.1: Average analysis time for different CU depths (in ms)

depth CU intra prediction inter prediction intra mode motion vectors
0 17.35 3.03 10.75 1.85 2.25
1 5.76 0.90 3.70 0.49 0.61
2 1.94 0.28 1.23 0.13 0.20
3 0.54 0.36 0.29 0.05 0.06

relative complexity of different RDO steps is presented in Section 4.2. The reuse methods
for an HEVC multi-rate system including observations, proposed methods, and results for
the different RDO parts are presented in Section 4.3 for the CU structure, in Section 4.4 for
the prediction mode, in Section 4.5 for the intra prediction mode, and in Section 4.6 for the
motion vectors. The effects of combining the different proposed methods is examined in
Section 4.7. Section 4.8 summarizes the chapter.

4.2 Preliminary study

The potential encoding time reductions differ depending on the information which is reused
in the multi-rate system. As an example, reusing the CU structure information for a depen-
dent encoding is equivalent to skipping the analysis of certain nodes in the quadtree. Thus,
the prediction mode decision at CU level and underlying intra direction or motion vector
search are skipped as well in these nodes. In this example, this means that the CU structure
reuse is expected to lead to larger encoding time reductions than the prediction mode reuse.

This is illustrated by time measurements of individual RDO steps. While complexity as-
sessment is a topic in its own right (cf. [34]), a time measurement is a good measure of the
underlying complexity of a software encoder. Although the exact value of the time measure-
ments is not relevant because the encoding time depends on the computer configuration, the
relative times give insight into the relative complexities.

Table 4.1 shows the average analysis time (in ms) of different steps of the RDO at dif-
ferent CU depths. The average is taken over 12,240 CTUs from different sequences of the
main set. As expected, the time to analyze an entire CU is the largest, as it includes anal-
ysis of intra and inter prediction. The results also indicate that the inter prediction part of
the RDO takes longer than the intra prediction part, mainly due to the various possible PU
partitions of inter prediction (cf. Section 2.1.1.1). The sum of intra and inter time does not
have to be smaller than the CU time (e.g., at depth 3), because the HM encoder implements
early decision algorithms and does not always analyze all possibilities. Finally, the times to
determine the intra mode for intra prediction and the motion vectors for inter prediction are
the shortest times.
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Figure 4.1: First frame of BasketballPass encoded at QP 22 and resulting CU structure.

Figure 4.2: First frame of BasketballPass encoded at QP 26 and resulting CU structure.

4.3 CU structure reuse

4.3.1 Observations

Strong similarities in the CU structure are observed across multiple encodings of a single
video sequence at different SNR qualities. As an example, Figure 4.1 shows the first frame
of the BasketballPass sequence encoded with the reference software HM [33] at QP 22 and the
resulting CU structure. Figure 4.2 shows the same frame encoded at QP 26 with the resulting
CU structure. Similarities in the block sizes can be observed between the two figures. For
example, the top-left block is encoded at a large CU size and is surrounded by small blocks.
On the other hand, differences in the central area of the frame can also be observed, where
the frame encoded at QP 26 has more larger blocks.

In order to quantify the similarity between two encodings with different QPs, the per-
centage of the area of the frames where the CU size is the same is calculated, that is, the CU
has the same depth. If the CU depth is not identical, it can either have a greater depth (i.e., a
smaller CU size) or a lower depth (i.e., a larger CU size).

Figure 4.3 shows the percentage of the area of the frames where the block depth is greater,
identical, or lower than the reference depth given by the encoding at QP 22, as a mean over
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Figure 4.3: Average percentage of the area of the 10 sequences of the main set with block depth
greater, identical or lower than the reference encoding at QP 22.

one second of 10 different video sequences of the main set. The encoding at QP 22 shows
100% similarity with the reference encoding QP 22, as expected. The percentage of CUs with
the same depth as in the reference encoding decreases as the QP increases (down to approx-
imately 45% at QP 40). In a multi-rate encoding scenario, this means that the CU structure
cannot be directly reused for lower quality dependent encodings, as numerous suboptimal
CU size decisions would be made.

Interestingly, with growing QP, the videos tend to have more CUs with a lower depth,
that is, with a larger CU size. This confirms the observation made on the frames of the Basket-
ballPass sequence in Figures 4.1 and 4.2 On the other hand, less CUs will have a greater depth.
This behavior can be intuitively explained by the fact that at a greater QP, the strong quanti-
zation leads to less details in the image and thus encoding can be more easily performed at
a larger block size.

4.3.2 Information reuse

Given the similarities in the CU structure across multiple encodings of a single video at dif-
ferent qualities, it is proposed to reuse the information of the CU structure of a high-quality
reference encoding to shorten the RDO process of lower-quality dependent encodings, and
thus reduce the encoding time.

As explained in Section 2.1.2, the RDO process is implemented starting from the largest
CU size, that is, depth 0. After analysis of the CU at depth 0, the CU is split into 4 CUs at
depth 1, and the RDO is recursively applied to these CUs, until the maximum CU depth is
reached.

Knowing that, on one hand, the CUs of an encoding will mostly have a lower or equal
depth compared to a high quality reference encoding, and that the amount of CUs having
a greater depth than in the reference encoding is relatively small (cf. Figure 4.3), and on the
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depth 0

depth 1

depth 2

depth 3

reference encoding dependent encoding

Figure 4.4: Example CTU block structure and quadtree for the reference encoding on the left, and
quadtree checked during the RDO process for the dependent encoding on the right.

other hand, the RDO process of the HEVC encoder is implemented recursively starting with
depth 0, it is proposed to stop the RDO process of the dependent encodings at the depth
given by the high-quality reference encoding for each CU in the video sequence. This is il-
lustrated in Figure 4.4, where an example CU structure of the reference encoding and the
corresponding quadtree is shown on the left and on the right the quadtree that is checked
during RDO of a dependent encoding. The depths depicted in dashed lines are not checked
during the dependent RDO process, which leads to significant encoding time savings.

In the case of CUs that should have a greater depth as in the reference encoding, a subop-
timal CU size in the RD sense will be chosen. The overall RD loss should be small, however,
as this concerns only a relatively small percentage of all CUs (cf. Figure 4.3). On the other
hand, the relatively large number of CUs which have a lower depth in a dependent encod-
ing will still have the optimal CU size in the RD sense as the RDO process will pass through
these low depths during the dependent encoding.

The fact that the highest quality encoding tends to have the most small CUs combined
with the recursive RDO process implementation is an argument to choose the highest quality
encoding as the reference encoding, if best RD performance has to be achieved.

4.3.3 Results

Table 4.2 shows the encoding results of the implementation of the proposed CU structure
reuse method based on HM compared with the unmodified encoder1. As introduced in Sec-
tion 3.1, the random access, main profile is used, and four representations encoded with QP
22, 27, 32, and 37. On average, the encoding time is decreased by 33.61% for four representa-
tions, while the average BD-rate is increased by 0.53%.

Table 4.3 shows the encoding results for the alternative set with different resolutions.
The average encoding time is decreased by 27.94% and the average BD-rate is increased by
1 The source code of the CU structure reuse method presented in [7] is available at https://github.com/

damjeux/multi-rate-HEVC.

https://github.com/damjeux/multi-rate-HEVC
https://github.com/damjeux/multi-rate-HEVC
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Table 4.2: Comparison of encoding with CU structure reuse vs. conventional encoding for the main
set at 1080p.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.37% −0.014 dB −39.23%
CrowdRun 0.51% −0.022 dB −19.23%
DucksTakeOff 0.29% −0.008 dB −25.53%
Kimono 0.74% −0.025 dB −39.71%
ParkJoy 0.33% −0.014 dB −26.13%
ParkScene 0.63% −0.021 dB −35.39%
PedestrianArea 1.00% −0.031 dB −35.94%
Riverbed 0.37% −0.015 dB −40.89%
RushHour 0.14% −0.002 dB −35.02%
Sunflower 0.91% −0.017 dB −39.04%
Average 0.53% −0.017 dB −33.61%

Table 4.3: Comparison of encoding with CU structure reuse vs. conventional encoding for the alter-
native set.

Resolution Sequence BD-rate BD-PSNR ∆T

416× 240
BasketballPass 0.50% −0.024 dB −35.19%
BlowingBubbles 0.32% −0.013 dB −20.95%

832× 480
BQMall 0.61% −0.027 dB −29.13%
PartyScene 0.29% −0.013 dB −22.25%

2560× 1600
PeopleOnStreet 0.85% −0.039 dB −19.87%
Traffic 0.52% −0.019 dB −40.23%
Average 0.52% −0.023 dB −27.94%

Table 4.4: Two-way ANOVA with resolution and average depth of the reference.

Source Sum Sq. df Mean Sq. F-value p-value
resolution 16.13 3 5.377 0.37 0.773
average depth 618.92 1 618.92 43.13 < 0.0001

Error 157.84 11 14.349

0.52%. The average encoding time reduction is slightly less than for the main set where all
videos are at 1080p. However, the proposed method is shown not to depend on the spatial
resolution.

For that, a two-way analysis of variance (ANOVA) of the encoding time reduction [86]
is performed. The spatial resolution is used as a categorical explaining variable with four
different resolutions possible. The second explaining variable is the average CU depth of
the reference encoding, and is a continuous variable. The outcome of the two-way ANOVA
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Figure 4.5: Encoding time reduction ∆T as a function of the average depth of the reference encoding
for 16 videos.

is summarized in Table 4.4. For the spatial resolution, the p-value of 0.773 indicates that the
mean encoding time reduction for the different resolutions is not significantly different. On
the other hand, the p-value for the average depth is less than 0.05 and is thus small enough
to conclude that the encoding time reduction is significantly different for different average
depth values.

Figure 4.5 shows the encoding time reduction ∆T as a function of the average depth of the
reference encoding for the 16 videos. There is a clear trend of decreasing ∆T for an increas-
ing average depth of the reference. This can be explained by the proposed method, which
stops the RDO process at the depth given by the reference encoding. The lower the average
depth, the less CUs have to be analyzed and thus the highest the encoding time reduction.
The average depth of the reference is mainly influenced by the content of the video.

4.4 Prediction mode reuse

4.4.1 Observations

In order to identify the similarities in prediction mode across different qualities, the ten
videos from the main set are encoded at different QPs ranging from 22 to 40. The intra/inter
decision is gathered at every node of the quadtree during the RDO, that is, for every possible
CU depth. The percentage of inter predicted CUs in inter predicted frames (i.e., I-frames are
omitted) is first examined in Figure 4.6. On average, the percentage of inter CUs is observed
to increase with increasing QP, independently of the CU’s depth.

It is next investigated if the decision for a node in a low-quality encoding (QP from 24
to 40) is the same as the decision in the reference encoding (QP 22). Figure 4.7a shows what
percentage of intra encoded CUs in the reference encoding is still intra encoded in the lower
quality encodings, as a function of the QP. At QP 22, 100% of intra CUs are in common, as



34 Chapter 4. RDO-constrained multi-rate encoding

22 24 26 28 30 32 34 36 38 40

QP

75

80

85

90

95

%
 o

f i
nt

er

depth 0
depth 1
depth 2
depth 3

Figure 4.6: Percentage of inter blocks in inter predicted frames as a function of the QP.

expected, as an encoding is compared with itself. As the QP increases to 24, only 80% of the
CUs intra encoded at QP 22 are still intra encoded. This means that if the intra encoding in-
formation from the reference at QP 22 would be directly reused, a suboptimal decision would
be made for 20% of the CUs. The percentage of intra CUs in common decreases further as the
QP increases. It is concluded from these results that the intra encoding information cannot
be reused from a high quality reference encoding to skip the inter analysis part, as this would
lead to a large number of suboptimal decisions and thus to a decreased RD performance. As
the prediction mode is a binary decision, the percentage of decisions in common should be
very high so that only a small number of suboptimal decisions are made.

Figure 4.7b shows the percentage of inter encoded CUs in the reference encoding (QP 22)
that is still inter encoded in the lower quality encodings, as a function of the QP. Unlike the
intra case, a very high percentage of inter CUs in common can be observed across the range
of QPs, with a minimum around 97.6% at QP 24 and depth 3. These results indicate that a
CU that is encoded in inter mode in the reference encoding will be inter encoded in a lower
quality representation with a very high probability.

A low quality reference (QP 40) is also tested to check if it could alternatively be used
to speed up higher quality dependent encodings (QP 22 to 38). Figures 4.8a and 4.8b show
that in that case, the percentage of inter and intra CUs in common with the reference can be
as low as 83% and 80%, respectively. This indicates that a substantial number of suboptimal
decisions would be made if a low quality reference was to be used as a reference. This means
that a low-quality reference is a worse choice than a high-quality reference in terms of over-
all RD performance. As a high quality reference is already used in the CU structure reuse
method, a high quality reference is kept for the prediction mode reuse method and for the
rest of the thesis.
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(b) inter CUs

Figure 4.7: Percentage of intra or inter CUs in common with the reference at QP 22 at different depths.

4.4.2 Information reuse

Given the preceding observations, information about the prediction mode from a high-
quality reference encoding is proposed to be reused in order to speed up the RDO of lower-
quality dependent encodings. Specifically, the prediction mode decision at every CU of the
quadtree during the RDO of the reference encoding is gathered. That is, 1 decision is stored
at depth 0, 4 decisions at depth 1, 16 decisions at depth 2, and 64 decisions at depth 3.

If the decision from the reference encoding is inter mode for a specific CU, intra predic-
tion for that same CU is not checked in the dependent encodings, because the decision for
the CU will be inter with a very high probability. This information reuse scheme leads to a
suboptimal decision with a small probability. The few CUs with suboptimal decision will
contribute to a small decrease in RD performance.

On the other hand, the inter analysis part cannot be skipped if there is an intra encoded
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Figure 4.8: Percentage of intra or inter CUs in common with the reference at QP 40 at different depths.

CU in the reference encoding, because this would lead to numerous suboptimal decisions
and thus substantially harm the overall RD performance.

4.4.3 Results

The proposed method is implemented to assess the impact of reusing only the prediction
mode decision on a multi-rate system. The HM based implementation is compared with the
original HM encoder, and the results for the main set are listed in Table 4.5. On average, the
proposed method shows a BD-rate increase of approximately only 0.15%, while the overall
encoding time over 4 representations is reduced by 1.60%. The average time gain is relatively
small, which is due to the fact that the inter analysis part cannot be skipped, which would
have resulted in higher time gains (cf. Table 4.1). Additionally, the videos tend to have more
inter encoded CUs than intra encoded CUs in the random access, main profile (cf. Figure 4.6).



4.5. Intra mode reuse 37

Table 4.5: Comparison of encoding with prediction mode reuse vs. conventional encoding for the
main set at 1080p.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.12% −0.005 dB −0.58%
CrowdRun 0.13% −0.005 dB −3.04%
DucksTakeOff 0.02% −0.0001 dB −1.96%
Kimono 0.09% −0.003 dB −2.17%
ParkJoy 0.07% −0.003 dB −2.92%
ParkScene 0.08% −0.003 dB −1.21%
PedestrianArea 0.64% −0.020 dB −1.28%
RiverBed 0.07% −0.003 dB −0.49%
RushHour 0.30% −0.007 dB −1.56%
Sunflower 0.02% −0.002 dB −0.78%
Average 0.15% −0.005 dB −1.60%

Table 4.6: Comparison of encoding with prediction mode reuse vs. conventional encoding for the
alternative set.

Resolution Sequence BD-rate BD-PSNR ∆T

416× 240
BasketballPass 0.28% −0.014 dB −0.39%
BlowingBubbles 0.10% −0.004 dB −2.71%

832× 480
BQMall 0.18% −0.008 dB −1.00%
PartyScene 0.10% −0.004 dB −2.39%

2560× 1600
PeopleOnStreet 0.36% −0.017 dB −3.37%
Traffic 0.09% −0.003 dB −2.47%
Average 0.19% −0.008 dB −2.06%

Further results for the alternative set of videos at different spatial resolutions are listed in
Table 4.6. On average, the encoding time is reduced by 2.06% while the average BD-rate is
increased by 0.19%. These results are comparable to the results from the main set.

4.5 Intra mode reuse

4.5.1 Observations

An intra PU is characterized by its intra prediction mode, which can be planar prediction
(mode 0), DC prediction (mode 1) or one of 33 angular predictions (modes 2 to 34), which
sums up to 35 different possibles intra prediction modes in HEVC [27] (cf. Section 2.1.1.2).
An intra CU at depth between 0 and 2 always contains only one PU, whereas a CU at depth
3 can contain one PU or four square PUs [26]. From a PU perspective, this last partitioning is
equivalent to a depth 4.
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Figure 4.9: Histograms of the luma intra prediction mode for 10 videos of the main set at QP 22 and
different PU depths.



4.5. Intra mode reuse 39

0 5 10 15 20 25 30 35

intra prediction mode

0

500

1000

1500

2000

2500

3000

3500

4000

(a) QP 30

0 5 10 15 20 25 30 35

intra prediction mode

0

500

1000

1500

2000

2500

3000

(b) QP 40

Figure 4.10: Histograms of the luma intra prediction mode at depth 2 for 10 videos of the main set at
different QPs, for PUs which were intra mode 10 at QP 22.
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Figure 4.11: Percentage of PUs with intra mode 10 at QP 22, which are still intra mode 10 at lower
quality QPs at different depths.

The 10 first frames of the 10 videos from the main set are encoded with the intra, main
profile [83] (that is, only I-frames) with QP ranging from 22 to 40, in order to assess the sim-
ilarities in intra mode from the luma component across videos with different qualities. The
distribution of the intra prediction modes at different depths for the QP 22 videos are shown
as histograms in Figure 4.9. The easiest way to reuse the intra mode information in a multi-
rate system would be to directly reuse the intra mode of a PU from the reference for the same
PU in a low-quality encoding.

Figure 4.10 shows the intra mode of PUs at depth 2 for encodings at QP 30 and 40, re-
spectively, which were intra mode 10 (horizontal prediction) in the reference encoding at QP
22. At QP 30 (Figure 4.10a), intra mode 10 is still the intra mode with the most elements,
however, it accounts for only 32% of all PUs. This means that directly reusing the intra mode
10 from the reference at QP 22 for a low quality encoding at QP 30 would lead to 68% of
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suboptimal decisions at depth 2 for these PUs. At QP 40 (Figure 4.10a), intra mode 10 is not
the intra mode with the most elements, but it still accounts for 20% of all PUs. Figure 4.11
shows what percentage of PUs which are intra mode 10 at QP 22 are still intra mode 10 at
QPs between 22 and 40 and different depths. The values range between 10% and 50%. Sim-
ilar trends were observed with other intra modes. It is inferred from these observations that
the intra mode cannot be reused directly. However, the intra mode from the reference can
still be considered a “good candidate", with a probability between 10% and 50%.

4.5.2 Information reuse

Calculating the full RD costs for all 35 intra modes is too complex to be practical. Thus, HM
implements a suboptimal fast intra algorithm which first evaluates an approximated cost for
all 35 modes and then makes a candidate list with the best 3 or 8 candidates (depending on
the PU size) which are in turn fully analyzed [27] (cf. Section 2.1.4.1). Based on the observa-
tion that the intra mode from the reference is a “good candidate", it is proposed to reduce the
candidate list to 3 for all PU sizes and then check if the reference intra mode is in this list. If
it is not, then the reference intra mode is added to this short list, which then contains 4 can-
didates to be fully analyzed. The choice not to reduce the list down to less than 3 candidates
comes from the fact that the approximated cost is sensitive to the 3 most probable intra modes
defined in HEVC [27] (cf. Section 2.1.1.2).

4.5.3 Results

The proposed method is implemented to assess the impact of reusing only the intra mode
information on a multi-rate system. First results with the random access, main profile lead
to an average encoding time reduction of 0.88% and to a BD-rate increase of 0.004% for the
main set of videos. The low encoding time reduction comes from the high number of inter
encoded frames, where the intra mode reuse does not have a big impact.

The videos are now encoded with the intra, main profile in order to focus on I-frames only,
where the intra mode reuse method will have the highest impact. The results for the main
set are presented in Table 4.7. The average time gain of almost 14% comes at the expense
of a very small BD-rate increase of 0.03%. A further observation is that the RD performance
is actually improved compared to the original HM encoder for the Kimono, PedestrianArea,
Riverbed, RushHour and Sunflower sequences. This confirms that the intra mode information
from a high quality can be considered a “good candidate". Although the proposed method
is specific to the HM encoder, it is believed that similar reuse schemes can be explored for
various HEVC encoders.

The results for the alternative set are presented in Table 4.8. The average encoding time
reduction is 14.36% whereas the average BD-rate increase is 0.23%.
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Table 4.7: Comparison of encoding with intra mode reuse vs. conventional encoding for the main set
at 1080p.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.08% −0.005 dB −14.16%
CrowdRun 0.28% −0.02 dB −13.60%
DucksTakeOff 0.05% −0.0001 dB −14.18%
Kimono −0.10% 0.004 dB −14.33%
ParkJoy 0.17% −0.01 dB −13.97%
ParkScene 0.12% −0.005 dB −13.41%
PedestrianArea −0.02% 0.001 dB −13.53%
Riverbed −0.06% 0.002 dB −13.67%
RushHour −0.15% 0.004 dB −13.49%
Sunflower −0.05% 0.003 dB −13.49%
Average 0.03% −0.003 dB −13.78%

Table 4.8: Comparison of encoding with intra mode reuse vs. conventional encoding for the alterna-
tive set.

Resolution Sequence BD-rate BD-PSNR ∆T

416× 240
BasketballPass 0.14% −0.008 dB −14.76%
BlowingBubbles 0.32% −0.018 dB −14.02%

832× 480
BQMall 0.27% −0.017 dB −14.93%
PartyScene 0.35% −0.026 dB −14.49%

2560× 1600
PeopleOnStreet 0.15% −0.008 dB −14.36%
Traffic 0.14% −0.007 dB −13.58%
Average 0.23% −0.014 dB −14.36%

4.6 Motion vector reuse

4.6.1 Observations

Inter predicted frames rely on a motion-compensated prediction based on previously en-
coded frames. An inter CU contains either one PU (called 2N×2N), or two, or four PUs [26]
(cf. Section 2.1.1.1). Each PU is characterized by one or two two-dimensional motion vectors
(MV) that point to the predictor block in a specified reference frame. The random access, main
profile has an encoding structure with B-frames, that is, frames can be predicted from two
reference frames. The reference frames are listed in two lists L0 and L1.

The MVs of a video at different qualities are examined. Therefore, the MVs of the 2N×2N
PU at each CU depth found during the inter analysis process are compared for 10 videos en-
coded with a QP ranging from 22 to 40. As an example, Figures 4.12 and 4.13 show the MVs
at depth 0 and list L0 from the second frame of the BlueSky sequence encoded at QP 22 and
24, respectively. Blocks with no displayed MVs are intra predicted at depth 0. The MVs are
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Figure 4.12: MVs at depth 0 and list L0 for the second frame of BlueSky at QP 22.

Figure 4.13: MVs at depth 0 and list L0 for the second frame of BlueSky at QP 24.

scaled uniformly for better visualization. Strong similarities can be observed, and compa-
rable similarities have been observed at different qualities and for other videos. However,
there is always a small MV difference. Thus, the MVs from the reference encoding cannot
be directly reused. To quantify the similarity, it is determined if the difference vector of an
MV with the corresponding MV in the reference at QP 22 has a norm smaller than 4 pixels.
Figure 4.14 shows the percentage of PUs that have an MV difference with the corresponding
reference MV smaller than 4 pixels in the case of the L0 list. This percentage is around 95%
at depth 0, whereas it can go down to 85% at depths 2 or 3. Results for the L1 list are very
similar.

4.6.2 Information reuse

Based on the insight that the MVs at lower quality encodings are very similar to the MVs
from the high-quality reference encoding, it is proposed to restrict the motion estimation to
the vicinity of the reference MV in the dependent encodings. For this, the MV of the 2N×2N
PU in the reference encoding for each possible CU (i.e., at each node in the quadtree) are first
collected for both the L0 and L1 lists. The index of the reference frame in the lists are not
collected.
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Figure 4.14: Percentage of PUs that have a MV difference with the reference MV smaller than 4 pixels
for the L0 list.

The HM encoder implements a test zone (TZ) search algorithm [35], [87] (combination
of diamond search and raster search) with a default search range of 64 pixels in the random
access, main profile and up to 2 reference frames in both lists L0 and L1. The TZ search al-
gorithm is initialized with either the 0 vector or with a vector predicted from neighboring
blocks (cf. Section 2.1.4.2).

In the proposed method, the TZ search algorithm is initialized with the MV from the
reference encoding for the corresponding list. The search range is restricted to 4 pixels and
the raster search part of the TZ search is deactivated. As the reference frame information is
not available, the motion estimation is still run for all possible reference frames in each list.
The dependent encoder is not restricted to the 2N×2N PU partitioning, and uses the refer-
ence MV from the 2N×2N PU to initialize the motion estimation of the different possible PU
partitions in the same CU.

4.6.3 Results

Table 4.9 shows the comparison results of the implementation of the proposed MV informa-
tion reuse method with the original HM encoder for the main set at 1080p. On average, the
proposed method can reduce the encoding time over 4 representations by 6.21%. Interest-
ingly, the proposed reuse method improves the RD performance, as the average BD-rate is
decreased by 0.12% and the average BD-PSNR is increased by 0.004 dB. On one hand, this is
due to the fact that the original HM encoder does not perform a full-search motion estima-
tion, and thus, does not always find the optimal MV in the RD sense. On the other hand, it
shows that initializing the motion estimation with a good guess is beneficial in terms of RD
performance, even if only one reference MV per CU is used although there can be multiple
PUs, and even if the search range is drastically reduced, as in the proposed method. Even
though the proposed method is examined in the context of the HM encoder, it is believed that
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Table 4.9: Comparison of encoding with MV reuse vs. conventional encoding for the main set at
1080p.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.07% −0.003 dB −4.17%
CrowdRun −0.08% 0.003 dB −4.89%
DucksTakeOff −0.09% 0.002 dB −5.60%
Kimono −0.06% 0.002 dB −6.25%
ParkJoy −0.20% 0.008 dB −5.71%
ParkScene −0.05% 0.002 dB −2.73%
PedestrianArea −0.19% 0.006 dB −8.75%
Riverbed −0.05% 0.002 dB −11.58%
RushHour −0.09% 0.002 dB −6.16%
Sunflower −0.52% 0.016 dB −6.25%
Average −0.12% 0.004 dB −6.21%

Table 4.10: Comparison of encoding with MV reuse vs. conventional encoding for the alternative set.

Resolution Sequence BD-rate BD-PSNR ∆T

416× 240
BasketballPass 0.22% −0.010 dB −1.87%
BlowingBubbles −0.15% 0.007 dB −3.86%

832× 480
BQMall −0.06% 0.003 dB −4.17%
PartyScene −0.03% 0.001 dB −4.44%

2560× 1600
PeopleOnStreet −0.13% 0.006 dB −7.27%
Traffic −0.05% 0.002 dB −4.89%
Average −0.03% 0.002 dB −4.42%

the reuse of MV information is also beneficial for both the RD performance and the encoding
time of other encoders that do not rely on a full-search motion estimation.

Table 4.10 shows the comparison results for the alternative set at different spatial resolu-
tions. The average encoding time is reduced by 4.42% and the RD performance is increased,
as the BD-rate is decreased by 0.03%, similarly to the case of the main set in Table 4.9.

4.6.4 Comparison with the state-of-the-art

The hybrid motion vector reuse method by Cebrián-Márquez et al. uses the MVs from an
H.264/AVC encoding to speed up the motion estimation in an HEVC encoder (cf. Sec-
tion 2.3.3.4). The results presented in their paper [82] are based on HM 16.6 and use the
same configuration as in this thesis (random access, main profile and QPs 22, 27, 32, and
37). Their results are compared with the results of the proposed MV reuse method in Ta-
ble 4.11. On average, Cebrián-Márquez et al. achieve a time reduction of 8.41% while the
proposed method achieves a lower time reduction of 4.44%. However, the proposed method
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Table 4.11: Comparison of the proposed MV reuse method with a state-of-the-art method.

Proposed Cebrián-Márquez et al. [82]
Sequence BD-rate ∆T BD-rate ∆T

BasketballPass 0.22% −1.87% 0.9% −10.46%

BlowingBubbles −0.15% −3.86% 0.8% −6.46%

BQMall −0.06% −4.17% 0.7% −8.40%

PartyScene −0.03% −4.44% 0.8% −6.63%

Kimono −0.06% −6.25% 0.7% −10.15%

ParkScene −0.05% −2.73% 0.5% −8.14%

PeopleOnStreet −0.13% −7.27% 1.8% −10.20%

Traffic −0.05% −4.89% 1.0% −6.80%

Average −0.04% −4.44% 0.9% −8.41%

improves the average RD performance, with a BD-rate decrease of 0.04%, while the method
by Cebrián-Márquez et al. degrades the RD performance with an average BD-rate increase of
0.9%. Their larger time reduction can be explained by the fact that their reference encoding is
the H.264/AVC encoding, which is not taken into account in the time reduction calculation.
Thus, all four HEVC representations are dependent encodings. On the other hand, as the
proposed method only encodes with HEVC, the representation at best quality (QP 22) is a
reference encoding and is thus not accelerated in the proposed method.

4.7 Combination of methods

So far, different encoding decisions (CU structure, prediction mode, intra prediction mode
and motion vectors) that can be reused from a high quality reference encoding to constrain
the RDO of lower quality dependent encodings have been identified. Methods to reuse this
information from the reference encoding have been proposed and the results show that each
method can reduce the overall encoding complexity, while the RD performance is only very
slightly degraded or even improved.

From the results, it can seen that the CU structure reuse leads to the highest encoding time
reduction among the proposed methods. This was expected from the preliminary study (cf.
Table 4.1), as the analysis of a CU encloses the prediction mode decision as well as the un-
derlying intra and inter analysis. The proposed prediction mode reuse does not offer a large
encoding time reduction, mostly because the observations show that the decision of intra
encoding cannot be reused for lower quality dependent encodings if the RD performance of
the multi-rate system has to be kept high. For the intra prediction mode reuse, the results
show that the proposed method primarily makes sense in an all-intra encoding case, where
all frames are affected by the proposed method. Finally, the motion vector reuse method
shows that an average improvement in RD performance can be achieved simultaneously to
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Figure 4.15: Conceptual schema of the constrained RDO in the proposed multi-rate encoder: Com-
pared to the original RDO, see Figure 2.4, the quadtree traversal is shortened, the intra analysis is
potentially skipped, also fewer intra modes and a smaller inter-prediction motion vector search zone
are considered.

Table 4.12: Encoding results for a combination of CU structure and prediction mode reuse.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.42% −0.016 dB −40.39%
CrowdRun 0.60% −0.025 dB −22.13%
DucksTakeOff 0.27% −0.007 dB −26.88%
Kimono 0.75% −0.025 dB −40.36%
ParkJoy 0.40% −0.017 dB −29.01%
ParkScene 0.63% −0.021 dB −35.39%
PedestrianArea 1.02% −0.032 dB −37.44%
Riverbed 0.44% −0.019 dB −41.59%
RushHour 0.29% −0.010 dB −36.76%
Sunflower 0.99% −0.023 dB −39.84%
Average 0.58% −0.020 dB −34.98%

an encoding time reduction.
As the proposed methods have considered different steps of the RDO, they can poten-

tially be combined. In this section, the effect of the combination of the proposed methods
is examined. Figure 4.15 conceptually shows how the RDO in the proposed multi-rate en-
coder is constrained. The quadtree to be analyzed is shortened with the CU structure reuse
method. The intra analysis part can be skipped with the prediction mode reuse method. In
the intra mode reuse method, the number of intra modes to be checked is reduced. Finally,
in the motion vector reuse method, the size of the search zone in the motion estimation is
reduced.

4.7.1 CU structure and prediction mode

The CU structure reuse method, which achieves the largest encoding time reduction, is first
combined with the prediction mode reuse method. The results of the combination are listed
in Table 4.12. Compared to the CU structure reuse method alone, the average encoding
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Table 4.13: Encoding results for a combination of CU structure, prediction mode, and intra prediction
mode reuse.

Sequence BD-rate BD-PSNR ∆T
BlueSky 2.23% −0.086 dB −41.28%
CrowdRun 1.43% −0.058 dB −23.44%
DucksTakeOff 0.57% −0.014 dB −28.03%
Kimono 1.26% −0.042 dB −40.57%
ParkJoy 0.91% −0.037 dB −29.80%
ParkScene 1.59% −0.051 dB −36.41%
PedestrianArea 2.33% −0.071 dB −37.83%
Riverbed 0.32% −0.018 dB −41.89%
RushHour 1.78% −0.061 dB −37.27%
Sunflower 1.24% −0.032 dB −40.29%
Average 1.37% −0.047 dB −35.68%

time reduction is increased from 33.61% to 34.98%. The difference (1.37 percentage points)
is slightly less than the encoding time reduction achieved with the prediction mode reuse
method alone (1.60%, Table 4.5). This can be explained by the fact that the CU structure
reuse methods skips the analysis of some CUs, and thus skips the underlying prediction
mode decision as well. In the case of the RD performance, the combination increases slightly
the BD-rate from 0.53% to 0.58%. The difference (0.05 percentage points) is also slightly less
than the BD-rate increase of the prediction mode reuse method alone (0.15%, Table 4.5).

4.7.2 CU structure, prediction mode, and intra prediction mode

The CU structure is next combined with the prediction mode and the intra prediction mode
reuse methods and the results for the main set are presented in Table 4.13. Compared to CU
structure and prediction mode (Table 4.12), the average encoding time reduction is slightly
increased from 34.98% to 35.68%. However, the RD performance is largely reduced, as the
average BD-rate increases from 0.58% to 1.37%. This may be explained by the fact that the in-
tra prediction mode reuse affects the I-frames, which are used as reference for the following
P and B-frames.

4.7.3 CU structure, prediction mode, and motion vectors

As the addition of the intra mode reuse in a random access, main profile does not bring a sig-
nificant advantage in encoding time reduction, but decreases the RD performance, it is not
further considered in the combination of methods. Thus, the combination of CU structure,
prediction mode and motion vectors reuse methods is now tested.

Encoding results are presented in Table 4.14. Compared to the CU structure and predic-
tion mode combination, the encoding time reduction is increased by 2.36 percentage points,



48 Chapter 4. RDO-constrained multi-rate encoding

Table 4.14: Encoding results for a combination of CU structure, prediction mode, and motion vectors
reuse.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.47% −0.017 dB −41.57%
CrowdRun 0.44% −0.018 dB −24.20%
DucksTakeOff −1.07% 0.027 dB −29.83%
Kimono 0.80% −0.027 dB −42.80%
ParkJoy 0.30% −0.012 dB −29.83%
ParkScene 0.65% −0.021 dB −37.86%
PedestrianArea 1.17% −0.036 dB −41.06%
Riverbed 0.47% −0.020 dB −45.49%
RushHour 0.53% −0.010 dB −38.65%
Sunflower 0.87% −0.016 dB −42.10%
Average 0.46% −0.015 dB −37.34%

which is less than the encoding time reduction achieved by the motion vector reuse method
alone (6.21%, Table 4.9), which can be explained, again, by the CU structure reuse methods,
which skips the analysis of entire CUs, and thus, also the underlying motion estimation. The
RD performance is improved from 0.58% BD-rate increase to only 0.46% BD-rate increase.
This confirms that the reuse of motion vectors from a high quality reference encoding is ben-
eficial for the RD performance.

4.8 Summary

In this chapter, an HEVC multi-rate encoding system that encodes representations at a sin-
gle spatial resolution and different SNR qualities has been examined. Based on observations
of similarities between different representations, methods that reuse encoding information
from a high-quality reference encoding to speed up lower quality dependent encodings have
been proposed. The goal of the methods is to reduce the overall encoding complexity while
keeping the RD performance as close as possible to the RD performance of a system with
independent single-layer encoders. Therefore, the reuse methods have been designed to
constrain the RDO of the dependent encodings. Four encoding decisions from the reference
encoding that can constrain the RDO have been identified: the CU structure, the prediction
mode, the intra prediction mode and the motion vectors. Encoding results of the proposed
methods compared to conventional encoding show that the encoding time of multiple rep-
resentations can be reduced while the RD performance is almost not degraded or even im-
proved in the case of the motion vectors reuse method. The different proposed methods can
also be combined, which leads to a larger overall encoding time reduction at a very low RD
performance decrease.



Chapter 5

Multi-rate encoding with multiple
spatial resolutions

5.1 Introduction

The different representations of an adaptive HTTP streaming system generally span multiple
spatial resolutions. The main reason is to accommodate for different streaming devices, as a
mobile device such as a smartphone probably requires a lower resolution than a static device
such as a television. Furthermore, varying the spatial resolution is an effective way to vary
the bitrate of the encoded video, and thus, a wide range of different bitrates can be achieved
by encoding at different resolutions.

Unlike the preceding chapter, the encoding of a single video sequence is now considered
at different resolutions in this chapter. The goal is again to reduce the overall computa-
tional complexity. The video at highest resolution is chosen to be the reference encoding.
Intuitively, the video at highest resolution contains the most information, because the down-
sampling process to achieve a lower resolution is a lossy process.

Depending on the downsampling ratio, there might not be a direct correspondence (from
a covered frame area point of view) between blocks of the representations at different resolu-
tions. This is identified as the main challenge for multi-rate encoding at different resolutions,
because the encoding decisions in HEVC are taken at block level, and thus, it is not possible
to directly map a decision from a high-resolution reference to a lower resolution dependent
encoding if there is no correspondence in the block structure.

Therefore, in this chapter, methods to extract information from a high-resolution refer-
ence to then constrain the RDO of dependent encodings in a multiple resolutions perspec-
tive are evaluated. In Section 5.2, the reuse of the CU structure is considered. The prediction
mode reuse is presented in Section 5.3 and the reuse of the intra prediction mode information
is examined in Section 5.4. The proposed methods are combined in Section 5.5 to form an
efficient multi-rate encoder, which is compared to a multi-rate encoder from related work.
Finally, Section 5.6 summarizes the chapter.

49
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5.2 CU structure reuse

5.2.1 CU structure similarities

To determine the similarities in the CU structure of a video encoded at different resolutions,
a test video is encoded at three different resolutions (original at 1920 × 1080 pixels and two
downsampled versions at 1280×720 and 640×360 pixels). Figure 5.1 shows the CU structure
for the 20th frame of the ParkScene sequence at QP 22 and with a CTU size chosen as 64× 64

pixels at all three resolutions. Although the 64× 64 CTUs do not cover the same image area
at different resolutions, certain areas of the frame will be encoded similarly at different reso-
lutions, in the sense that homogeneous regions such as the tree on the left tend to be coded
with large CUs, whereas frame regions with a high detail level tend to be coded with small
CUs. A similar behavior is observed in other videos as well.

5.2.2 CU matching across resolutions

To reuse the CU structure information from a high-resolution encoding of the video to speed
up lower-resolution encodings, the CU structure at a high resolution needs to be matched to
the CU structure at a low resolution. In the case where the downsampling ratio is a power of
2, the CU structure can be easily matched across resolutions due to the CTU quadtree struc-
ture. E.g., Figure 5.2 shows that a CU at depth 1 at 360p corresponds to a CU at depth 0 at
720p from the perspective of the frame area covered. However, there is no direct correspon-
dence between the CUs at different resolutions if the downsampling ratio is different than a
power of 2. As an example, Figure 5.2 shows that a CTU at 720p covers a frame area which
is larger than one CTU but smaller than four CTUs at 1080p.

5.2.3 CU structure extraction algorithm

To be able to reuse CU structure information from a high-resolution reference encoding for
lower-resolution dependent encodings with an arbitrary downsampling ratio, an algorithm
which extracts CU structure information from the high-resolution video is proposed. The
output of the algorithm is a virtual CU structure at a low resolution, which is called extracted
CU structure. On the other hand, an original encoding is an independent encoding with an
unmodified HEVC encoder.

The proposed extraction of the CU structure information is done at the CTU level, i.e.,
the extracted CU structure is computed for the low resolution representation CTU by CTU.

The algorithm follows a quadtree depth-first traversal, that is, first, the CU at depth 0 is
selected in the low-resolution video. Then, the area A in the reference encoding that corre-
sponds to the current CU is selected. The percentage p0 of A encoded at depth (less than
or equal to) 0, i.e., highest possible CU size, is then determined. In general, the percentage
pi with i ∈ {0, 1, 2} is defined as the percentage of the corresponding area in the reference
encoding with depth less or equal to i.
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(a) 640× 360

(b) 1280× 720

(c) 1920× 1080

Figure 5.1: CTU (blue) and CU (white) structure of the 20th frame of the ParkScene sequence encoded
at QP 22.
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(a) 360p (b) 720p (c) 1080p

Figure 5.2: Correspondence between CTUs (blue) of size 64 × 64 pixels and CUs (white) at different
resolutions for a specific frame area.
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Figure 5.3: Algorithm to extract the CU structure from a high resolution reference encoding, for a
threshold τ .

If p0 is greater than or equal to a threshold τ , then the current CU is not split and the
process moves on to the next CTU. On the contrary, if p0 is less than τ , then the current CU is
split into four smaller CUs at depth 1 (CU1, CU2, CU3 and CU4). This process is recursively
repeated for all the CUs in order to traverse the quadtree, until the process is finished for each
CU or the minimum CU size is reached. As an example, the decision whether to split/not
split each of the depth 1 CUs is examined. Starting with CU1, the area A1 in the reference
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encoding that corresponds to CU1 is selected. Now, the percentage p1 of A1 at depth less
than or equal to 1 is measured. If p1 is greater than or equal to τ , then CU1 is not split and
the next CU is considered. However if p1 is less than τ , CU1 is further split into four smaller
CUs at depth 2 (CU11, CU12, CU13 and CU14). The algorithm is represented graphically in
Figure 5.3.

The threshold τ determines how conservative the algorithm is. For instance, for τ = 100,
a CU will be extracted at highest possible CU size only if 100% of A is at depth 0. In compar-
ison, for τ = 60, a CU will be extracted at highest possible CU size only if at least 60% of A is
at depth 0, which means that a part of the area A can have a higher depth.

Figure 5.4 shows the extracted CU structure for the 20th frame of the Parkscene sequence
at 720p (extracted from a 1080p reference encoding), for two different thresholds. It can be
seen that for τ = 60, more CUs tend to be extracted at larger CU size compared to τ = 80. The
original CU structure obtained from an independent encoding with an unmodified encoder
is also shown for comparison in Figure 5.4c.

5.2.4 Similarity quantification

In order to quantify the similarity between the extracted CU structure and the CU structure
of the original encoding, the percentage of the area of the frames where the CUs have the
same depth is calculated. If the CU depth is not identical, it can either have a greater depth
(i.e., a smaller CU size) or lower depth (i.e., a larger CU size). Figure 5.5 shows the compar-
ison between Figures 5.4b and 5.4c. The yellow region is where both have same CU depths,
the dark green indicates that the original encoding has CUs at a greater depth and the light
green indicates the original encoding has CUs at a lower depth. To generalize the results, the
methodology is repeated for the 10 sequences of the main set and the percentages of these
regions for two different values of τ are shown in Figure 5.6.

When τ decreases, the number of CUs of the extracted structure at lower depth increases.
Thus, the percentage of area having greater depth in the original structure increases, which
can be seen by the increase in the dark green region in Figure 5.6, when τ goes from 80 to 60.
The percentage of the area where the CU depth is not identical (sum of dark and light green
regions) is not negligible. Therefore, the extracted CU structure for the dependent encodings
cannot be directly reused. Still, a majority of CUs of the original structure will have lower
or same depth as the extracted CU structure. E.g., for τ = 80, roughly 95% of the frame area
will have lower or same depth.

5.2.5 Extracted CU structure reuse

As seen in the preceding section, most of the area in the original encoding either has lower
or same depth as the extracted CU structure. Combining this observation and the fact that
the RDO process of the HEVC encoder is implemented recursively starting from the lowest
depth, similar to Section 4.3, the RDO process of the dependent low resolution encoding is
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(a) Extracted CU structure τ = 80

(b) Extracted CU structure τ = 60

(c) CU structure of the original encoding

Figure 5.4: Extracted CU structure (τ = 60 and τ = 80) for a frame of the ParkScene (720p) sequence
from a reference encoding at 1080p and original encoding.
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Figure 5.5: Areas in the original CU structure of Figure 5.4c with greater (dark green), same (yel-
low) or lower (light green) depth when compared with the extracted CU structure (τ = 60) shown in
Figure 5.4b.
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Figure 5.6: Average percentage of areas in the original encoding with depths lower, identical or
greater than the extracted CU structure for 10 sequences.

stopped at the depth given by the extracted CU structure. As shown in Figure 5.6, there is
a small percentage of the area where the depth is greater in the original encoding than in
the extracted CU structure. As the RDO process is stopped at the depth of the extracted CU
structure, a suboptimal CU size in the RD sense will be chosen for the dependent encoding.
However, the overall RD loss due to such cases should be small because this concerns only
a small percentage of the frame area, e.g., roughly 5% (dark green region) in Figure 5.6a for
τ = 80.

In general, when τ is decreased, the percentage of the area at greater depth in the original
encoding (dark green region) increases (cf. Figure 5.6). Consequently, there will be a higher
RD loss. In the case of a lower τ value, on average, the RDO process is stopped earlier than
for a higher τ value and so there will be higher encoding time savings. Thus, there is a trade-
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Figure 5.7: BD-rate for different thresholds for the 720p sequence and average depths of the reference
encoding.

off between the encoding time savings and the RD performance loss, which can be balanced
by τ .

5.2.6 Threshold determination

5.2.6.1 Observations

How to choose the threshold τ for the proposed method is discussed next. To gain first
insights, the proposed method is evaluated for different values of τ . The proposed imple-
mentation is compared with the unmodified HM encoder.

The 1080p reference video sequence is encoded at four different QPs (22, 27, 32, and 37).
The CU structure is then extracted based on τ for each of the four references. The depen-
dent encodings are encoded at the same QPs and use the extracted CU structure from the
reference at the same QP.

Six video sequences are used for this initial comparison: Sunflower, RushHour, Kimono,
ParkScene, RiverBed and DucksTakeOff. The proposed method is evaluated for four values of
τ (60, 70, 80 and 90). The resulting BD-rate is shown in Figure 5.7. The average depth of the
CUs davg of the 1080p reference encoding is also calculated. This is a weighted average where
the weight is the percentage of the frame area that the CU represents. Two observations can
be made. First, for all sequences, a larger value of τ leads to a lower BD-rate than for a
smaller value of τ , as explained in Section 5.2.5. Second, for a fixed τ , sequences with lower
davg tend to have a higher BD-rate than the ones with higher davg. This can be intuitively
explained by the impact of stopping the RDO before actually reaching the optimal depth.
The probability of not reaching the optimal depth increases if the reference depth, and thus
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Figure 5.8: Scatter plot of the BD-rate as a function of the average depth davg for each frame of the
RiverBed sequence and linear fit of the BD-rate for different values of τ . davg is calculated per frame
from the reference 1080p sequence.
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Figure 5.9: Linear fit of the BD-rate as a function of the average depth for different values of τ for the
10 sequences of the main set.

the derived depth, are low. In order to balance this effect, a large value of τ should be used
for sequences with a low davg. Similarly, a comparatively small value of τ can be used for a
sequence with a high davg.

In a practical scenario, the parameter τ should be available before the entire sequence is
encoded at the reference high resolution in order to encode the dependent low resolution
representations in parallel. Determining τ on a frame by frame basis enables to encode the
dependent frame directly after the reference frame has been encoded. Figure 5.8 shows the
average depth davg from each 1080p reference frame, and the resulting BD-rate at 720p for 50
frames of the Riverbed video for two different τ values. A linear curve is fitted to the point
cloud as a first order approximation in order to get a coarse estimation of the BD-rate de-
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Table 5.1: Mapping between davg and τ for 720p.

davg [0, 1.01) [1.01, 1.45) [1.45, 2.16) [2.16, 3]
τ 90 80 70 60

Table 5.2: Mapping between davg and τ for 360p.

davg [0, 1.5) [1.5, 1.65) [1.65, 1.79) [1.79, 3]
τ 90 80 70 60

22

22 27 32 37

22 27 32 37

1080p

720p

360p

27 32 37

Figure 5.10: Reference encodings (gray) and dependent encodings (white) with QPs in the multiple
references case.

pending on the average depth. In Figure 5.9, the process is repeated and averaged over the
10 sequences of the main set.

5.2.6.2 Proposed threshold choosing method

In order to keep the BD-rate at a low level while reducing the encoding time, the value of
τ is adapted for every frame based on the value davg of the current frame of the reference
encoding. An arbitrary low BD-rate value of 1.5% is chosen and based on Figure 5.9, a sim-
ple mapping described in Table 5.1 is proposed for 720p dependent encodings, where the
average depth davg of the current reference frame is mapped to a threshold τ for the corre-
sponding dependent encoding frame. A threshold of 100 is not considered as this results in
a negligible encoding time gain. The same methodology is used to find a mapping for the
360p dependent encodings as shown in Table 5.2.

5.2.7 Results

The proposed CU structure reuse method across resolutions uses a high resolution reference
to extract the CU structure which is used to speed up the dependent encodings at lower res-
olution. This means that there is no dependencies across the SNR dimension (that is, if the
QP is varied). However, in order to calculate the BD-rate, four representations at a specific
spatial resolution need to be encoded. The first possibility is to use one reference encoding
per value of QP, as shown in Figure 5.10. Tables 5.3 and 5.4 show the performance of the
proposed encoding method compared to the original HM reference for 720p and 360p, re-
spectively, when multiple references are used. The encoding time for the 4 low-resolution
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Table 5.3: Comparison of encoding results for 720p with multiple 1080p references.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.95% -0.05 dB 59.40%
CrowdRun 1.88% -0.07 dB 62.25%
DucksTakeOff 0.10% 0.00 dB 44.37%
Kimono 1.42% -0.06 dB 50.68%
ParkJoy 0.52% -0.02 dB 31.76%
ParkScene 0.86% -0.03 dB 45.54%
PedestrianArea 2.39% -0.10 dB 47.30%
RiverBed 0.49% -0.02 dB 49.11%
RushHour 2.17% -0.07 dB 51.78%
Sunflower 1.24% -0.05 dB 65.53%
Average 1.20% -0.05 dB 50.77%

Table 5.4: Comparison of encoding results for 360p with multiple 1080p references.

Sequence BD-rate BD-PSNR ∆T
BlueSky 1.57% -0.10 dB 55.36%
CrowdRun 4.39% -0.22 dB 58.82%
DucksTakeOff 0.10% 0.00 dB 43.61%
Kimono 3.04% -0.13 dB 46.13%
ParkJoy 0.66% -0.03 dB 31.19%
ParkScene 0.82% -0.04 dB 42.71%
PedestrianArea 3.87% -0.21 dB 41.32%
RiverBed 0.66% -0.03 dB 47.32%
RushHour 5.08% -0.2 dB1 48.77%
Sunflower 1.44% -0.08 dB 61.68%
Average 2.16% -0.11 dB 47.69%

representations is reduced on average by 50.77% and 47.69% for 720p and 360p, respectively.
In terms of RD performance, the dependent 720p encodings show an average BD-rate in-
crease of 1.20%. The dependent 360p encodings have an average BD-rate increase of 2.16%.

The encoding time reduction is calculated for the lower resolution encodings only, which
is illustrated as an example for the ParkScene sequence in Figure 5.11. However, the encod-
ing time increases when the spatial resolution increases. Thus, the encoding times for the
reference encodings at 1080p are the largest times. In a practical scenario, it thus doesn’t
make sense to have multiple high-resolution references, as the overall encoding time reduc-
tion (including the reference encoding) would be relatively low. In the following, only one
high-resolution and high quality (QP 22) reference is used, as illustrated in Figure 5.12.

The results for the CU structure reuse in the case of a single reference encoding at 1080p
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Figure 5.11: Encoding time for the ParkScene sequence in the case of multiple references.
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Figure 5.12: Reference encoding (gray) and dependent encodings (white) with QPs in the single
reference case.

and QP 22 are presented in Tables 5.5 and 5.6. The average time reduction of 38.62% and
31.81% for 720p and 360p, respectively, is lower than in the case with multiple references
(when it is calculated for the low-resolution representations only). However, the RD per-
formance is better with an average BD-rate increase of 0.76% and 0.93%, respectively. This
can be explained by the fact that only the highest quality reference is used, which has the
largest CU depth. This puts the weakest constraint on the RDO and thus leads to the best
RD performance.
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Table 5.5: Comparison of encoding results for 720p based on a single 1080p reference, when the CU
structure is reused.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.60% −0.03 dB −50.86%
CrowdRun 0.57% −0.03 dB −19.48%
DucksTakeOff 0.13% 0.00 dB −22.91%
Kimono 1.02% −0.04 dB −44.10%
ParkJoy 0.41% −0.02 dB −25.57%
ParkScene 0.82% −0.03 dB −34.47%
PedestrianArea 1.39% −0.06 dB −40.01%
Riverbed 0.36% −0.02 dB −46.15%
RushHour 1.27% −0.04 dB −43.04%
Sunflower 1.00% −0.04 dB −59.64%
Average 0.76% −0.03 dB −38.62%

Table 5.6: Comparison of encoding results for 360p based on a single 1080p reference, when the CU
structure is reused.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.59% −0.04 dB −44.43%
CrowdRun 0.45% −0.02 dB −16.61%
DucksTakeOff 0.17% −0.01 dB −22.80%
Kimono 1.70% −0.07 dB −33.57%
ParkJoy 0.36% −0.02 dB −20.78%
ParkScene 0.55% −0.02 dB −27.73%
PedestrianArea 2.11% −0.11 dB −30.85%
RiverBed 0.46% −0.02 dB −35.25%
RushHour 2.38% −0.10 dB −34.03%
Sunflower 0.55% −0.03 dB −52.03%
Average 0.93% −0.04 dB −31.81%

5.3 Prediction mode reuse

5.3.1 Observations

The idea from Section 4.4 of reusing the prediction mode decision is applied to the case
where multiple spatial resolutions of the video have to be encoded. First, the similarities in
prediction modes at different resolutions and different CU depths are analyzed.

As an example, Figure 5.13 shows the prediction mode decision of the 55th frame of the
ParkScene sequence at different resolutions, where a cyclist first enters the frame from the
right, both for depth 0 CUs and depth 3 CUs. Similarities can be seen across resolutions
such as the background being mostly inter predicted, because the background information
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(a) CUs at depth 0 of 1080p (b) CUs at depth 3 of 1080p

(c) CUs at depth 0 of 720p (d) CUs at depth 3 of 720p

(e) CUs at depth 0 of 360p (f) CUs at depth 3 of 360p

Figure 5.13: Inter (yellow) and intra (green) mode decision for the 55th frame of the ParkScene se-
quence encoded at QP 22.

is already present in other frames. On the contrary, the cyclist entering the frame at the right
bottom corner is partly intra predicted. This behavior can be observed at different resolutions
and at different depths. Similarities were also observed at depths 1 and 2.

5.3.2 Prediction mode extraction algorithm

As explained in the preceding section, the challenge of reusing information from a high-
resolution reference encoding comes from the fact that there is no direct correspondence (i.e.,
overlap) between blocks at different resolutions if the downsampling factor is not a power
of 2.

Therefore, an algorithm to determine the prediction mode of a CU at each depth for the
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Figure 5.14: Extraction of the prediction mode for a low-resolution CU from its corresponding area
A in the reference encoding for θ = 80.

dependent low-resolution encodings is proposed: for a CU of the low-resolution video at
depth i, the corresponding area A of the reference at the same depth i is selected. The per-
centage p of A which is encoded with inter prediction is measured. The prediction mode of
the current CU is then determined depending on the value of p according to Table 5.7. As a
parameter, the threshold θ can take a value between 50 and 100.

Table 5.7: Prediction mode decision for multiple resolutions according to inter-prediction percent-
age p.

Condition Prediction mode
p ≥ θ inter

p < 100− θ intra
else no reuse

The algorithm is illustrated with an example in Figure 5.14, where the threshold θ is set
to 80. If more than 80% of the high-resolution area A corresponding to the current CU is
inter predicted, then the current CU is set to inter prediction as well. If less than 20% of the
corresponding area is inter predicted, then the current CU is set to intra prediction. Finally,
if the percentage of the area that is inter predicted is between 20% and 80%, the current CU
is set to “no reuse” mode.

5.3.3 Prediction mode reuse

If a CU is set to inter mode, the intra analysis part is skipped during the RDO of the de-
pendent encoding. Similarly, if a CU is set to intra, the inter analysis part is skipped during
the RDO of the dependent encoding. Finally, for the “no reuse” case, neither analysis part is
skipped.

Figure 5.15 shows the extracted prediction mode for the CUs of the 55th frame of the
ParkScene sequence at depth 0 and 3 and for θ values 70 and 90. More CUs are set to the “no
reuse” mode for the larger value of θ. Indeed, if the value of θ increases, the condition for
a CU to be set to a specific prediction mode gets harsher. On the contrary, if the value of θ
increases, the probability for a CU to be set to the “no reuse” mode increases. On one hand,
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(a) Extracted prediction mode at depth 0 for θ = 70 (b) Extracted prediction mode at depth 3 for θ = 70

(c) Extracted prediction mode at depth 0 for θ = 90 (d) Extracted prediction mode at depth 3 for θ = 90

Figure 5.15: Extracted prediction modes for the 55th frame of the ParkScene (720p) sequence (ex-
tracted from the reference encoding at 1080p) for different depths and different values of θ. Yellow,
dark green, and light green correspond to inter mode, intra mode, and no reuse, respectively.

having more “no reuse” CUs means that the RD performance will be close to the original
performance, as no analysis part is skipped during the dependent encoding. On the other
hand, the encoding time gains decrease with more “no reuse” CUs.

For a preliminary evaluation, the effect of the proposed method is evaluated on four
different video sequences at 720p using different values of θ. Table 5.8 shows the RD per-
formance and encoding time decrease of the proposed method compared to the reference
encoder. For the following, a value of θ = 80 is selected, as it presents a good compromise
between encoding time reduction and BD-rate increase.

5.3.4 Results

Comparison results for the main set at 720p and 360p using one 1080p reference at QP 22 and
a threshold value θ = 80 are presented in Tables 5.9 and 5.10. The average BD-rate increase
is kept low at 0.58% and 0.84% for 720p and 360p, respectively. The average time reduction
is higher than in the single resolution case (Section 4.4). This is mainly due to the fact that
both inter and intra analysis parts can be skipped in the multi-resolution case, whereas only
the intra analysis part can be skipped in the method proposed for the single-resolution case.
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Table 5.8: Comparison of encoding results for 720p sequences, with different values of θ.

Sequence θ BD-rate ∆T
DucksTakeOff 60 2.10% −20.05%

70 1.98% −19.97%
80 1.77% −19.65%
90 1.62% −18.86%
100 1.48% −14.32%

Kimono 60 1.01% −8.97%
70 0.91% −8.68%
80 0.74% −8.48%
90 0.70% −7.89%
100 0.69% −7.84%

ParkJoy 60 1.02% −10.12%
70 0.79% −9.80%
80 0.47% −9.29%
90 0.42% −8.53%
100 0.36% −7.06%

ParkScene 60 0.63% −3.51%
70 0.41% −3.48%
80 0.24% −3.22%
90 0.22% −2.93%
100 0.19% −2.25%

Average 60 1.19% −10.66%
70 1.02% −10.48%
80 0.81% −10.16%
90 0.74% −9.55%
100 0.68% −7.87%
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Table 5.9: Comparison of encoding results for 720p based on a 1080p reference. The prediction mode
is set using a threshold of θ = 80.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.13% −0.01 dB −2.68%
CrowdRun 0.56% −0.03 dB −7.82%
DucksTakeOff 1.77% −0.06 dB −19.65%
Kimono 0.74% −0.03 dB −8.48%
ParkJoy 0.47% −0.02 dB −9.29%
ParkScene 0.24% −0.01 dB −3.22%
PedestrianArea 0.61% −0.03 dB −13.75%
Riverbed 0.22% −0.01 dB −52.11%
RushHour 0.49% −0.02 dB −7.72%
Sunflower 0.53% −0.02 dB −2.85%
Average 0.58% −0.02 dB −12.76%

Table 5.10: Comparison of encoding results for 360p based on a 1080p reference. The prediction mode
is set using a threshold of θ = 80.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.06% 0.00 dB −3.14%
CrowdRun 0.56% −0.03 dB −5.41%
DucksTakeOff 3.45% −0.17 dB −18.72%
Kimono 0.87% −0.04 dB −7.20%
ParkJoy 0.54% −0.03 dB −7.61%
ParkScene 0.23% −0.01 dB −2.67%
PedestrianArea 0.87% −0.05 dB −11.52%
Riverbed 0.97% −0.04 dB −51.66%
RushHour 0.37% −0.02 dB −5.90%
Sunflower 0.50% −0.03 dB −2.63%
Average 0.84% −0.04 dB −11.65%
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5.4 Intra mode reuse

5.4.1 Intra mode reuse

As explained in Section 2.1.4.1, the HM reference software uses a two-step approach to deter-
mine the intra mode. First a rough mode decision determines a set of intra mode candidates
and second the candidates are evaluated using a full mode decision. Similar to Section 4.2,
the processor time of the two steps is measured. The results are listed in Table 5.11 and in-
dicate that the full mode decision, even with fewer intra modes to check, takes longer than
the rough intra mode decision on 35 modes. The time taken for PU depth 4 is not measured
because the HM encoder does not always check the PUs at that depth.

In the single resolution case, the proposed multi-rate method aims at reducing the full
mode decision complexity by using the reference intra mode as candidate and reducing the
total number of candidates to be checked (see Section 4.5). However, for a PU at a low reso-
lution, there is not necessarily a single corresponding PU at a reference high resolution, and
thus there may be multiple different intra modes in the reference area of the low resolution
PU. There is no indication about which one would make the most sense. Adding possibly
multiple intra modes to the candidates does not make sense as this would increase the com-
putation time. Therefore, the goal is to reduce the complexity of the first step of the intra
mode decision, that is, the rough mode decision.

The candidate lists ψk from the high-resolution PUs k which overlap the area of the con-
sidered low-resolution PU are merged into a multiset ψmerge = ]kψk. To obtain the final
extracted candidate list ψ for the low resolution PU, the 3 elements with the highest mul-
tiplicity (that is, the elements which occur most often in the multiset) are picked. Ties are
resolved randomly.

A numerical example is given and illustrated by Figure 5.16. The area of the refer-
ence encoding corresponding to the current PU overlaps four PUs with candidate lists
ψ1 = {0, 1, 21} ψ2 = {0, 11, 25} ψ3 = {0, 1, 26} ψ4 = {1, 19, 21}. The multiset is then
ψmerge = {0, 0, 0, 1, 1, 1, 11, 19, 21, 21, 25, 26} and the final candidate list ψ = {0, 1, 21}.

5.4.2 Method assessment

The accuracy of the merging and clipping is assessed by checking if the intra mode found
in the original encoding is in the extracted candidate list. Table 5.12 shows the percentage
of extracted candidate lists containing the best intra mode. This percentage decreases with
increasing depth at both 720p and 360p. For depths 0 and 1, the percentage of extracted
candidates lists which contain the intra mode of the original encoding is above 75%. How-
ever, from depth 2 on, the percentage is below 65%. In order to avoid making too many
suboptimal decisions, the proposed method is only applied until depth 1 in the following.
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Table 5.11: Average time for the intra mode decision at different PU depths (in ms)

depth rough mode decision full mode decision total intra mode decision
0 0.66 1.19 1.85
1 0.19 0.30 0.49
2 0.05 0.08 0.13
3 0.01 0.04 0.05

𝜓

𝜓 1 𝜓 2

𝜓 3 𝜓 4

Low-resolution block Corresponding high-resolution area

𝜓𝑚𝑒𝑟𝑔𝑒

Figure 5.16: Example of merging and clipping of candidate lists from a high-resolution reference.

Table 5.12: Percentage of candidate lists containing the optimal intra mode, as given by the original
encoder.

Resolution
PUs at depth

0 1 2 3 4
720p 93.7% 79.7% 61.0% 64.3% 57.8%
360p 96.9% 82.4% 64.4% 64.2% 58.7%

5.4.3 Results

In the case of the random access, main profile, the average encoding time reduction is 0.77%
and 0.76%, while the BD-rate increase is 0.58% and 0.30% for 720p and 360p, respectively.
Similar to the single resolution case, these results can be explained by the relative low num-
ber of intra encoded blocks in this profile, where mostly P and B-frames are used.

Results for the intra, main profile are shown in Tables 5.13 and 5.14. The average encod-
ing time decrease is 8.37% and 7.54% for 720p and 360p, respectively, which is lower than
the results achieved in the single-resolution case. This can be explained on one hand by the
fact that here the time gain comes from skipping the evaluation of the approximated costs,
while in the single resolution case, the full RD cost calculation is shortened (see Table 5.11).
On the other hand, only the approximated costs at depths 0 and 1 are skipped here, whereas
all depths are affected in the single resolution case.
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Table 5.13: Comparison of encoding results for 720p based on a 1080p reference. The extracted intra
mode candidate list is reused until depth 1.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.19% −0.01 dB −7.95%
CrowdRun 0.07% −0.01 dB −7.32%
DucksTakeOff 0.41% −0.02 dB −6.34%
Kimono 0.65% −0.03 dB −8.97%
ParkJoy 0.09% −0.01 dB −7.56%
ParkScene 0.25% −0.01 dB −7.79%
PedestrianArea 1.50% −0.07 dB −9.68%
Riverbed 0.41% −0.02 dB −8.40%
RushHour 1.97% −0.09 dB −9.87%
Sunflower 1.25% −0.07 dB −9.86%
Average 0.68% −0.03 dB −8.37%

Table 5.14: Comparison of encoding results for 360p based on a 1080p reference. The extracted intra
mode candidate list is reused until depth 1.

Sequence BD-rate BD-PSNR ∆T
BlueSky 0.07% −0.01 dB −8.88%
CrowdRun 0.06% 0.00 dB −5.88%
DucksTakeOff 0.19% −0.01 dB −5.94%
Kimono 0.30% −0.02 dB −8.74%
ParkJoy 0.16% −0.01 dB −7.24%
ParkScene 0.23% −0.01 dB −7.65%
PedestrianArea 0.92% −0.06 dB −7.34%
RiverBed 0.18% −0.01 dB −7.35%
RushHour 0.69% −0.05 dB −8.42%
Sunflower 0.50% −0.04 dB −8.02%
Average 0.33% −0.02 dB −7.54%

5.5 Multi-resolution multi-rate encoder

5.5.1 Combined proposed methods

In this chapter, similar to the single-resolution case in Chapter 4, different possible informa-
tion reuse methods have been investigated separately and their individual effect on RD per-
formance and encoding time have been examined. As in the single-resolution case, the CU
structure reuse leads to the highest encoding time reduction, as expected from Table 4.1. The
prediction mode reuse achieves larger encoding time reductions as in the single-resolution
case, with an average encoding time reduction of 12.76% and 11.65% for 720p and 360p, re-
spectively, while the RD performance loss is small (BD-rate increase of 0.58% and 0.84%). The
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27 32 3722

22 27 32 37

22 27 32 37

1080p

720p

360p

CU structure, prediction mode, motion vector 

CU structure, prediction mode

Figure 5.17: Schema of the multi-rate encoding system with the reference encoding (gray) and de-
pendent encodings (white) and corresponding QPs.

intra mode reuse methods leads to encoding time reduction of 8.37% and 7.54% for 720p and
360p, respectively, if all frames are encoded as I-frames. However, the method is relatively
inefficient in a configuration with mostly inter-predicted frames.

Similar to Section 4.7, the proposed methods are combined to leverage all possible en-
coding time reductions. So far, a single-resolution system and a multiple-resolutions system
have been studied separately. A system with 12 representations is now considered, spanning
both multiple resolutions and different SNR qualities, as shown in Figure 5.17. The encoding
at 1080p and QP 22 is used as reference encoding (largest resolution and highest signal qual-
ity). For the three 1080p dependent encodings, the proposed CU structure reuse, prediction
mode reuse, and motion vector reuse are implemented. Section 4.7.2 showed that incorpo-
rating the proposed intra mode reuse method leads to a lower RD performance, without
achieving significant time reduction. Similarly, for the low-resolution dependent encodings,
the proposed CU structure reuse and prediction mode reuse are implemented. Results from
Section 5.4.3 indicate that the intra candidate list reuse method is not beneficial in a random
access profile with inter-predicted frames.

5.5.2 Results

The encoding results compared with the original HM encoder are presented in Table 5.15.
The BD-rate and BD-PSNR are measured separately for the different resolutions. The overall
encoding time difference ∆T12 is now measured over the 12 representations, which includes
the reference encoding. The RD performance loss is smallest for the 1080p representations
with an average BD-rate increase of 0.55%. Averaged over the three resolutions, the BD-rate
is increased by 1.11% and the BD-PSNR is reduced by 0.047 dB. The average encoding time
reduction is 41.79%. These results indicate that a complete multi-rate encoder for a prac-
tical adaptive HTTP streaming scenario which requires 10 to 15 representations spanning
different spatial resolutions and different signal qualities can be achieved with the proposed
methods.
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Table 5.16: Target bitrates for encoding with rate control (in kb/s).

24 fps and 25 fps 50 fps
1080p 720p 360p 1080p 720p 360p
7,500 5,200 2,300 55,000 45,000 20,000
3,500 2,500 1,100 25,000 20,000 9,000
1,500 1,200 540 10,000 9,000 4,500

800 600 260 5,000 4,500 2,000

0 1000 2000 3000 4000 5000 6000 7000 8000

bitrate (kb/s)

32

34

36

38

40

42

44

46

P
S

N
R
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dB

)

HM 16.5 original
proposed multi-rate

Figure 5.18: RD curves for the ParkScene sequence at 1080p, 720p, and 360p.

5.5.3 Rate-control-based encoding

In practical deployments, rate control is generally used instead of fixed QP encoding. To
show the effect of the proposed methods for rate-control deployments, a set of 12 represen-
tations based on spatial resolution and target bitrate is now determined, instead of spatial
resolution and fixed QP. To determine the target bitrates for the 12 representations, an aver-
age of the bitrates of the videos of the main set encoded at QPs 22, 27, 32, and 37 is used. As
there are videos at 24, 25, and 50 fps, two bitrate sets are determined: one for the videos at
24 fps and 25 fps, and one for the videos at 50 fps. The target bitrates are listed in Table 5.16.

The multi-rate system with 12 representations is run where the 1080p representation at
highest bitrate is the reference encoding. The default HM rate control is used. Table 5.17
shows the encoding results compared with the original HM encoder. The results are compa-
rable with the results from the fixed QP representations set. Again, the 1080p representations
show the least RD performance loss with a BD-rate increase of 0.46%. The overall average en-
coding time reduction is 37.92%, which is slightly less as in the fixed QP case. However, the
overall RD performance is also slightly better than in the fixed QP case with an overall aver-
age BD-rate increase of 0.96%, instead of 1.11%. These results show on one side that the pro-
posed methods are not only applicable to fixed QP encoding, but also to rate-control-based
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Figure 5.19: Encoding time of the 12 representations of the ParkScene sequence.

encoding. On the other side, the results show that a practical deployment of the proposed
methods in a rate-control-based environment is beneficial in terms of complexity reduction,
with only a minor RD-performance loss.

To visualize the achieved results in the rate-control case, Figure 5.18 shows an exam-
ple of RD curves for the ParkScene sequence, both for the original HM encoder and for the
proposed multi-rate encoder. Figure 5.19 shows the corresponding encoding time with the
original encoder and the proposed multi-rate encoder.

5.5.4 Alternative spatial resolutions

In addition to the main set of 1080p videos, the impact of the proposed multi-rate system
is assessed on video sequences with different reference resolutions from the alternative set.
For larger resolutions, the sequences PeopleOnStreet and Traffic with an original resolution of
2500 × 1600 pixels are used, and two dependent resolutions of 1728 × 1080 and 1124 × 720

pixels are defined. For lower resolutions, the sequences BQMall and Partyscene with an orig-
inal resolution of 832× 480 pixels are used, and two dependent resolutions of 624× 360 and
416× 240 pixels are defined.

Table 5.18 shows the encoding results compared with the original HM encoder. The
videos are encoded with a fixed QP (22, 27, 32, and 37) at each resolution. On average,
the encoding time for 12 representations can be decreased by 30.07% while the BD-rate is
increased by 0.64%. The results are comparable to the results for the 1080p set, although the
encoding time reduction is lower, but the BD-rate increase is lower as well.
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5.5.5 Comparison with related work

De Praeter et al. [80] proposed a multi-rate encoding system for HEVC, where the CU struc-
ture of the dependent encodings is predicted with machine learning based on the CU struc-
ture of the reference encoding (see Section 2.3.3). The reference encoding does not have to be
the encoding with the highest quality. In their results, they encode five videos BasketballDrive,
BQTerrace, Cactus, Kimono, and ParkScene [83] at three different resolutions (1920 × 1080,
1280 × 720, and 960 × 536 pixels) and different fixed QPs. Results are provided in [80] for
different possible references. In order to be consistent in the comparison, their results are
shown here based on the reference encoding that leads to the lowest BD-rate increase, as this
is also the aim of the proposed methods. For the comparison, the same video sequences are
encoded at the same three resolutions using the same fixed QPs with the proposed method.

Table 5.19: Comparison with related work.

Sequence
proposed De Praeter et al. [80]

BD-rate ∆T BD-rate ∆T
BasketballDrive 0.78% −41.94% 6.4% −59.6%
BQTerrace 0.36% −31.91% 5.6% −70.7%
Cactus 0.79% −35.74% 6.5% −59.4%
Kimono 1.12% −46.02% 4.7% −57.8%
ParkScene 0.77% −36.51% 4.8% −57.4%
Average 0.76% −38.42% 5.6% −61.0%

Table 5.19 shows the average BD-rate and the overall time reduction over all representa-
tions for the method by De Praeter et al. [80] and for the proposed method. Although the
proposed method achieves a lower overall time reduction, the average BD-rate increase of
the proposed method is less than 0.8%, which is very close to the original performance of the
HM encoder. In contrast, the average BD-rate increase with the method by De Praeter et al.
is 5.6% on average, which may be prohibitive for video streaming providers, as storage and
transmission costs increase.

5.6 Summary

In this chapter, the focus was on multi-rate encoding methods where the reference and de-
pendent encodings are at different spatial resolutions. The main identified challenge is that
there is no direct correspondence between blocks at different resolutions if the downsam-
pling factor is different from a power of 2. In fact, encoding decisions in HEVC are taken at
block level, and thus, there is no direct way to map decisions from a high-resolution reference
encoding to blocks in a lower-resolution dependent encoding.

Therefore, the multi-rate methods proposed in Chapter 4 are not applicable to the case of
multiple resolutions. In this chapter, the behaviors of the CU structure, the prediction mode
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and the intra prediction mode across encodings at different resolutions have been studied.
Methods to extract information from a high-resolution to lower-resolution dependent en-
codings for any given downsampling ratio have been proposed. The extracted information
is then used to constrain the RDO of the dependent encodings and thus, reduce their com-
putational complexity.

In a final step, the different proposed methods have been combined along with the meth-
ods from Chapter 4, which leads to a multi-rate encoder capable of encoding representations
at different resolutions and different levels of signal quality. Encoding results show that, for
a specific set of 12 representations, the overall encoding time can be reduced by 38% at the
cost of less than 1% of average bitrate increase. The proposed multi-rate encoder has also
been shown not to be limited to fixed QP encoding, but is also efficient in a more practical
scenario where rate control is used.





Chapter 6

Improved rate control for HEVC
multi-rate encoding

6.1 Introduction

Previous chapters in this thesis have concentrated on reducing the encoding complexity of a
multi-rate HEVC encoder. If the literature on multi-rate encoding is analyzed, one can notice
that all proposed multi-rate methods so far have targeted complexity reduction [22], [77],
[80], [82], because using similarities in encodings at different bitrates to eliminate redundan-
cies is the first obvious benefit of a multi-rate system. However, the complexity reduction
generally comes at the price of a small decrease in RD performance. In this chapter, the
possibility of improving the overall RD performance of a multi-rate system is examined,
compared to a classical system of multiple independent encoders, by sharing information
about the video characteristics between the different representations. Specifically, the case of
rate-control-based encoding is considered.

Rate control is often used in the context of adaptive HTTP streaming. First, a video
provider who uses an adaptive HTTP system to provide video content is generally target-
ing a panel of various users. The different users can typically access the streaming service
through different channels (cellular networks, wireless or wired connections, etc.), which
can have specific constraints on the data rate. Second, adaptive HTTP streaming relies on
one hand on a set of segmented video representations, and on the other hand on a manifest
file which the users need to know the bitrates of the available representations. For that, the
segments should comply with the advertised bitrate, which can be ensured by using rate
control.

Rate control generally uses a video-content-dependent model that combines the bitrate
with an encoding parameter, so that the bitrate can be adjusted for any specific video content.
In this chapter, the content-dependent model information is passed between the reference
and dependent encodings in order to improve the quality of the model, and thus improve
the RD performance of the rate-control-based encoding. The idea can be compared to a two-
pass (or multipass) encoding (e.g., [88]), where the encoder first passes through the video to
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be encoded to learn its characteristics, before actually encoding the video in the second pass.
However, a two-pass rate control outputs one specific bitrate, and it increases the encoding
complexity due to the two passes. On the other hand, in this chapter a multi-rate scenario
with multiple output rates is targeted, and the encoding complexity should not increase.

Section 6.2 reviews the state-of-the-art HEVC rate control implemented in the reference
software HM. The performance of the rate control encoding is assessed and the limits of
the rate-control algorithm are investigated in Section 6.3. Section 6.4 presents the proposed
multi-rate method for improved rate control along with the results. In Section 6.5, the pro-
posed method is combined with a method from Chapter 4 to decrease the encoding com-
plexity. Finally, Section 6.6 summarizes the chapter.

6.2 Rate control for HEVC

Rate control for video compression can generally be divided into two steps. The first one is
bit allocation at different levels of encoding and the second step is achieving the target bits
during the encoding. To achieve the target bits during the encoding, rate control relies on
estimating the rate-distortion function of the video to be encoded. A rate control method
implemented in early versions of the HM reference software was using a rate-quantization
model, that is, the bitrate was controlled by varying the quantization (i.e., the QP) [89]. Li
et al. [31] argued that the rate-quantization model is only precise enough when all coding
decisions are fixed. Thus, this model is not well suited for HEVC which allows a large num-
ber of encoding modes. Li et al. then proposed a new rate-control method in the so-called
λ-domain, which was accepted at the 11th JCT-VC meeting [90] and implemented into the
HM reference software.

6.2.1 Bit allocation

The rate-control method by Li et al. [31] allocates the bits at three levels: group-of-pictures
(GOP) level, frame level and CTU level.

Given a target bitrate Rtarget, the average number of bits per frame should be:

btarget,frame = Rtarget/f (6.1)

where f is the frame-rate in frames/s.

• At the GOP level, the number of bits per GOP should be btarget,frame · NGOP where
NGOP is the number of frames in a GOP. However, achieving the exact number of bits
for each GOP in a single pass is difficult, and thus Li et al. propose to adapt the target
number of bits depending on the previous encoded GOPs as follows:

bGOP =
btarget,frame · (Ncoded +NSW )− bcoded

NSW
·NGOP (6.2)
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where NSW is the size of a sliding window and is set to 40, Ncoded is the number of
already encoded frames and bcoded is the total number of bits of all already encoded
frames.

• At the frame level, the target number of bits for each frame i is given by:

bframe,i =
bGOP − bGOP,coded∑

{AllNotCodedFrames} ωframe
· ωframe,i (6.3)

where bGOP,coded is the number of bits already coded in the GOP, and ωframe,i is the
weight of frame i. That is, the remaining bits in the budget of the GOP are assigned
according to the weights ω of each frame. The frame weights can be equal in certain
applications (for example for low-delay applications). The random access profile [83],
however, uses hierarchical bit allocation, where the weights are different based on the
level in the encoding hierarchy (i.e., the position of the frame in the GOP structure).

• Finally, at the CTU level, the target number of bits for each CTU j is allocated such that
the leftover bits in the frame budget are allocated based on the weight ωCTU,j of each
CTU.

bCTU,j =
bframe − bheader − bframe,coded∑
{AllNotCodedCTUs} ωCTU

· ωCTU,j (6.4)

where bheader is the number of estimated header bits, and bframe,coded is the number of
bits already coded in the frame. The weights for the CTU are calculated based on the
mean average difference (MAD) of the colocated CTU in the preceding frame at the
same hierarchical level.

6.2.2 Rate control in the λ domain

After the bit allocation, the second step of rate control is to achieve the allocated bits. As
seen in Section 2.1.2, the RDO can be expressed as an unconstrained optimization problem
as follows:

decopt = arg min
{dec}

(D + λR) (6.5)

where D is the distortion, R is the bitrate, and λ is the Lagrange multiplier. In the case of
HEVC, the set of encoding decisions {dec} contains for example the block structure, the mo-
tion vectors, the intra prediction modes, etc. The optimization problem has to be solved in
the vicinity of the target bitrateRtarget in the case of rate control. Li et al. [31] use a hyperbolic
model for the RD relationship:

D(R) = CR−K (6.6)

where D is expressed in terms of MSE of the luma component, R is expressed in terms of bit
per pixel (bpp), and C and K are two model parameters that depend on the video content.
Putting the derivative of D+ λR in (6.5) to zero to find the minimum, λ can be expressed as:

λ = −∂D
∂R

= CK ·R−K−1 ≡ αRβ (6.7)
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where α and β are two other parameters that describe the video content. Finally, (6.7) can be
rewritten to:

R =

(
λ

α

) 1
β

(6.8)

which means that on an optimal point on the RD curve, the bitrate R is a function of λ. Li et
al. thus propose to solve the rate-control problem in the λ domain: for a target bitrate Rtarget

and known model parameters α and β, the Lagrange multiplier λ for the RDO is determined
with (6.7).

Finally, the QP corresponding to the λ value is computed as follows [31]:

QP = round (4.2005 · lnλ+ 13.7122) (6.9)

The rounding operation is introduced as the QP can only be an integer.

6.2.3 Challenge

Because in general all frames are different and all CTUs are different, the content dependent
parameters α and β need to be known for each frame and for each CTU to solve the rate-
control problem. This is, however, not the case at the beginning of the encoding process,
where no information about the video sequence is available. Thus, Li et al. [31] use predeter-
mined α and β values for the first frames. For the first I-frame, α is set to 6.7542 and β is set
to 1.7860. For P and B-frames, α is set to 3.2003 and β to −1.367.

After each encoded frame, the information gathered from the encoding of the frame is
used to update the α and β values. The update process is as follows.

λmeas = αusedRmeas
βused (6.10)

αnew = αused + δα · (lnλused − lnλmeas) · αused (6.11)

βnew = βused + δβ · (lnλused − lnλmeas) · lnRmeas (6.12)

First, the λmeas value is calculated based on the measured bitrate Rmeas and the values αused

and βused that have been used. The new values αnew and βnew are calculated based on the
difference in the logarithmic domain of the measured λmeas and the λused that has been used,
with update factors δα = 0.1 and δβ = 0.05, respectively [31]. The new values are used for
the next frame at the same hierarchical level.

The determination of the “true" α and β values for each hierarchical frame level can thus
be seen as an iterative process throughout the encoding. The underlying assumption is that a
frame is very similar to its preceding frame at the same hierarchical level. Both this assump-
tion and the simple update method lead to suboptimal determination of the model param-
eters α and β, and thus lead to suboptimal determination of λ for the rate control and the
RDO. This is especially true for a scene change, where the model parameters substantially
change.
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Table 6.1: Target bitrates (kb/s) for the main set.

Sequence QP 22 QP 27 QP 32 QP 37
BlueSky 4625 2254 1223 707
CrowdRun 53797 24336 11656 5786
DucksTakeOff 68417 21275 8669 4090
Kimono 5690 2711 1338 687
ParkJoy 68089 30581 13642 6037
ParkScene 8342 3614 1654 767
PedestrianArea 4303 1952 1004 558
Riverbed 21278 10433 4970 2451
RushHour 3830 1652 782 404
Sunflower 2365 1140 601 348

6.2.4 Model mismatch

The difference in the logarithmic domain of λused and λmeas can be interpreted as the mis-
match of the used model. In fact, if this difference is 0, then the values of α and β are not
updated in Equations (6.11) and (6.12), as the model by Li et al. is considered to be matching.
On the other hand, the larger the difference, the larger is the update of the parameter values,
as the model is considered to poorly match the current frames. In this thesis, the model error
ε is defined as the absolute value of this difference:

ε = |lnλused − lnλmeas| (6.13)

The model error is used to determine how far the current values are from the “true” values.

6.2.5 Data set

In this chapter, the HEVC encoding is based on rate control instead of using a fixed QP. To
determine target bitrates that are comparable to previous results in this thesis, 100 frames
of each video are encoded at four QPs (22, 27, 32, and 37) [83] and the achieved bitrate is
used as target for rate-control-based encoding, as listed in Table 6.1. The representation at
highest quality (largest bitrate) is called representation 1. Lower quality representations are
numbered representations 2, 3, and 4, with representation 4 being the representation at the
lowest quality (lowest bitrate).

6.3 Performance of the original rate control

6.3.1 Frame-level rate control

The performance of the rate control is first evaluated at the frame level. That is, the model
parameters α and β are only used at the frame level and not at the CTU level. Similarly,
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Table 6.2: Comparison of encoding results between the fixed QP encoding and the encoding based
on rate control at the frame level for the main set, and accuracy of the rate control.

Sequence BD-rate BD-PSNR Mean deviation
BlueSky 4.43% −0.17 dB 5.12%
CrowdRun 7.57% −0.30 dB 1.35%
DucksTakeOff 16.25% −0.36 dB 0.92%
Kimono 6.24% −0.19 dB 0.70%
ParkJoy 3.66% −0.15 dB 1.97%
ParkScene 2.80% −0.09 dB 2.40%
PedestrianArea 12.71% −0.37 dB 2.14%
Riverbed 3.18% −0.14 dB 0.05%
RushHour 11.19% −0.25 dB 1.48%
Sunflower 15.02% −0.45 dB 7.05%
Average 8.31% −0.25 dB 2.32%

the bit allocation is determined at the GOP level and at the frame level. On the contrary, no
target bits are determined for the different CTUs within a frame. The frame-level rate control
is activated in HM by putting the configuration parameter LCULevelRateControl to 0.

The rate control at frame level is compared to the encoding with fixed QP in terms of RD
performance by using the target bitrates in Table 6.1. Table 6.2 shows the RD performance of
the encoding with rate control at frame level compared to the encoding at fixed QP. With an
average BD-rate increase of 8.31%, the rate-control-based encoding achieves a much lower
RD performance than the fixed QP encoding. This RD performance loss is due to suboptimal
decisions during the RDO. Based on the equation for the RDO (6.5), a suboptimal decision
can be taken if the choice of λ is not optimal. The choice of λ is suboptimal if λ does not
correspond to the slope of the tangent to the RD curve at the working point (cf. Figure 2.3).
This can be the case during rate control if the RD model does not fit the actual video content.

Additionally, the bitrate accuracy of the rate control is examined by defining the bitrate
deviation η as follows:

η =
|Rtarget −Rachieved|

Rtarget
(6.14)

Table 6.2 presents the mean bitrate deviation over the four representations 1 to 4, calculated
as:

η̄ =
1

4

4∑
i=1

ηi (6.15)

The mean bitrate deviation of the rate control averaged over the 10 videos of the main set is
2.32%.
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Table 6.3: Comparison of encoding results between the fixed QP encoding and the encoding based
on rate control at the CTU level for the main set, and accuracy of the rate control.

Sequence BD-rate BD-PSNR Mean deviation
BlueSky 4.77% −0.20 dB 6.16%
CrowdRun 4.75% −0.19 dB 0.40%
DucksTakeOff 8.43% −0.20 dB 0.25%
Kimono 12.19% −0.37 dB 0.46%
ParkJoy 3.13% −0.13 dB 1.37%
ParkScene 2.26% −0.07 dB 2.97%
PedestrianArea 11.27% −0.33 dB 2.54%
Riverbed 6.21% −0.26 dB 0.04%
RushHour 16.35% −0.37 dB 0.50%
Sunflower 11.74% −0.36 dB 6.08%
Average 8.11% −0.25 dB 2.08%

6.3.2 CTU-level rate control

The rate control is now performed at the CTU level. That is, the bit allocation is performed
at the GOP level, frame level, and CTU level. Additionally to the frame model parameters α
and β, each CTU now also has an own parameter pair.

The RD performance of the rate control at CTU level is compared to the RD performance
of the encoding with fixed QP. Table 6.3 shows the compared RD performance. With a
BD-rate increase of 8.11%, the RD performance of the rate control at CTU level is severely
degraded compared to the fixed QP encoding case. However, the RD performance loss is
slightly less than in the case of rate control at frame level (8.31%, cf. Table 6.2).

The bitrate accuracy of the rate control at CTU level is also examined and the mean de-
viation is presented in Table 6.3 as well. With an average of 2.08%, the deviation is slightly
smaller than the deviation in the case of rate control at frame level (2.32%, cf. Table 6.2),
which means that the bitrate accuracy is slightly improved.

As the CTU-level rate control performs slightly better than the frame-level rate control
both in terms of RD performance and bitrate accuracy, the encoding results from the CTU-
level rate control are used as baseline in the rest of the chapter to compare the proposed
methods.

6.3.3 Limitations of the model

The preceding RD performance results of the rate control implemented in HM compared to
the fixed QP encoding show that the model proposed by Li et al. [31] is performing subopti-
mally. A few limitations can be listed:

• The model is based on an assumption of a hyperbolic RD relationship (cf. Eq. (6.6))
which is supposed to hold for the entire RD curve. However, as can be seen from the
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Figure 6.1: Model parameters for the Kimono sequence over 96 frames at four different representa-
tions.

fact that each hierarchical level has its own model parameters (cf. Section 6.2.3), in
practice the model is only an approximation for a specific bitrate range.

• The I-frames are treated separately from the P and B-frames. For example, the initial
model parameter values for I-frames are α = 6.7542 and β = 1.7860 whereas the initial
values for the other frames are α = 3.2003 and β = −1.367 (cf. Section 6.2.3).

• The model is based on the assumption that frames at the same hierarchical level are
very similar, and should thus have approximately the same model parameters. This is
not the case when a scene change occurs in the video to be encoded.

• The use of CTU-level model parameters influences the number of bits achieved at
frame level. This in turn influences the calculation of the frame-level parameters (Equa-
tions (6.10) to (6.12)). This means that the frame-level parameters α and β for the same
video at the same target bitrate will differ depending on whether frame-level or CTU-
level rate control is applied. This contradicts the assumption that the model parameters
are only content-dependent.

6.4 Proposed multi-rate method

Due to the fact that CTU-level and frame-level model parameters are interacting, for simplic-
ity reasons, the focus is on frame-level model parameters only in the following.

6.4.1 Model parameters

The behavior of the model parameters α and β is examined over 100 frames when rate con-
trol is applied. The I-frames are left out, as they undergo a different treatment to the P and
B-frames. The random access, main profile defines 4 hierarchical levels for the frames. The
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Figure 6.2: Model error at frame level for the Kimono sequence at different representations.

model parameters for the first frame at each level are initialized with the values α = 3.2003

and β = −1.367. That is, the first four encoded frames have the same model parameters.
As an example, Figure 6.1 shows the values of α and β for the Kimono sequence. From

the 100 encoded frames, 4 are I-frames, and thus, 96 frames are represented in encoding or-
der. The first four encoded frames have the same model parameter values, as expected. The
pseudo-periodicity of the parameter values is due to the different hierarchical levels, as the
parameters are updated using the values of the parameters at the same hierarchical level (cf.
Section 6.2.3).

For the different representations, the parameters converge to different values. This con-
firms that the model by Li et al. [31] is sensitive to the bitrate, and is thus not valid for the
whole range of bitrates of a video.

Figure 6.2 shows the model error η at frame level as defined in Eq. (6.13) over the 96 B-
frames in encoding order of the Kimono sequence at four representations. At the beginning
of the encoding, the parameters α and β have not been fitted to the actual video content yet,
and thus, the model error is large. With the update process of the model parameters, the
model error gradually decreases as more and more frames are encoded.

For the last frames, a slight increase in the model error can be observed. This is due to
the encoder noticing that the sequence is reaching its end. The remaining bits in the budget
are spent on the last frames, and thus the target bits per pixel for the last frames strongly
vary from the previous frames. While the model parameters for the last frames only slowly
change (cf. Figure 6.1), the Lagrange multiplier λ in Eq. (6.7) is not fitting the video content
well anymore due to the bitrate dependency of the model. This leads to an increased model
error.
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Figure 6.3: Schema of the proposed multi-rate encoder for improved rate control. The model param-
eters α and β are passed step-by-step from the reference encoding to the next dependent encoding,
and then from the dependent encoding to the next dependent encoding.

6.4.2 Proposed parameters reuse method

As the model parameters α and β use predefined values for the first frames of a video se-
quence, the model error at frame level is large for the first encoded frames. This large model
error leads to a suboptimal calculation of the Lagrange multiplier λ in Eq. (6.7). This incor-
rect λ leads to a suboptimal RD-performance, as λ might not correspond to the slope of the
tangent to the RD-curve at the targeted bitrate point.

To alleviate the RD-performance loss, in this thesis the model parameter information
from a reference encoding is reused to initialize the model parameter values in lower-quality
dependent encodings. Specifically, the α and β parameters for the first four non-I-frames
are reused after they have been updated, that is, after the specific frame has been encoded
in the reference encoding. Even if the model parameters converge to different values for
different representations (cf. Figure 6.1), the parameters from the reference encoding are a
better initialization than the predetermined values for the first four frames, because they
have undergone an update step which adapts the values to the video content characteristics.

Figure 6.3 schematically represents the proposed multi-rate encoder for improved rate
control. Unlike the methods proposed in Chapters 4 and 5, the information is now passed
step-by-step from the reference encoding to the next dependent encoding, and then from
the dependent encoding to the next dependent encoding, and so on. The reason is that the
model by Li et al. [31] is sensitive to the bitrate. Thus, the updated model parameters α and
β from the next closest representation will be a better initialization than always using the
model parameters from the highest-quality reference encoding (cf. Figure 6.1).

6.4.3 Results

The proposed multi-rate method for rate control is applied on the main set of video se-
quences. As an example, Figure 6.4 shows the model parameters α and β over 96 B-frames
for the four representations of the Kimono sequence. For the reference representation (repre-
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Figure 6.4: Model parameters for the Kimono sequence over 96 frames at four different representations
when the proposed multi-rate method is used.
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Figure 6.5: Model error at frame level for the Kimono sequence at different representations when the
proposed multi-rate method is used.

sentation 1), the initial values are the predetermined values from the method by Li et al., and
thus, the parameters take the same values as in the original rate control shown in Figure 6.1.
On the other hand, the parameter values for the dependent representations (rep. 2 to 4) are
initialized with the parameter values from the next higher-quality representation. Compared
to Figure 6.1, the parameter values converge more rapidly.

Figure 6.5 shows the model error at frame level over all encoded frames of the Kimono se-
quence when the proposed multi-rate method is applied. Compared to Figure 6.2, the model
error for the three dependent representations is lower for the first frames.

Table 6.4 presents the mean model error at frame level over 96 frames for all four repre-
sentations of the 10 videos of the main set for both the original rate control and the proposed
multi-rate method. On average, the mean model error is decreased for the three dependent
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Table 6.4: Mean model error at frame level over 96 frames

original rate control proposed multi-rate
Sequence rep. 1 rep. 2 rep. 3 rep. 4 rep. 1 rep. 2 rep. 3 rep. 4
BlueSky 0.263 0.336 0.667 0.575 0.263 0.249 0.313 0.425
CrowdRun 0.128 0.210 0.250 0.309 0.128 0.148 0.173 0.181
DucksTakeOff 0.334 0.701 0.473 0.374 0.334 0.975 0.472 0.302
Kimono 0.208 0.173 0.301 0.284 0.208 0.114 0.106 0.164
ParkJoy 0.240 0.472 0.368 0.365 0.240 0.434 0.340 0.307
ParkScene 0.156 0.200 0.218 0.488 0.156 0.113 0.136 0.222
PedestrianArea 0.258 0.319 0.499 0.366 0.258 0.235 0.319 0.323
Riverbed 0.090 0.106 0.164 0.228 0.090 0.090 0.122 0.162
RushHour 0.374 0.248 0.496 0.421 0.374 0.188 0.186 0.167
Sunflower 0.453 0.969 0.827 0.735 0.453 0.631 0.490 0.409
Average 0.250 0.373 0.426 0.415 0.250 0.318 0.266 0.266

Table 6.5: Comparison of encoding results between the original encoding based on CTU-level rate
control and the proposed model parameters reuse method, and mean bitrate deviation of the pro-
posed method.

Sequence BD-rate BD-PSNR Mean deviation
BlueSky −0.51% 0.02 dB 6.32%
CrowdRun −0.29% 0.01 dB 0.64%
DucksTakeOff 0.41% −0.01 dB 1.71%
Kimono −6.89% 0.24 dB 0.70%
ParkJoy 0.18% −0.01 dB 1.88%
ParkScene −0.65% 0.02 dB 3.42%
PedestrianArea −2.41% 0.08 dB 2.08%
Riverbed −2.52% 0.11 dB 0.06%
RushHour −8.78% 0.23 dB 1.48%
Sunflower −1.09% 0.03 dB 8.98%
Average −2.25% 0.07 dB 2.73%

encodings for the multi-rate method compared to the original rate control.
Finally, Table 6.5 shows the encoding results of the proposed multi-rate encoding method,

compared to the original rate control at CTU level, which was chosen as baseline for com-
parison due to its better RD performance. On average, the BD-rate is decreased by 2.25%.
This shows that the proposed method is able, on average, to improve the RD performance
of the rate control in a multi-rate scenario. The average deviation of the rate control when
using the proposed method is 2.73%. This is slightly worse than the average deviation of
the original rate control (2.32%, cf. Table 6.2). This result is somehow unexpected, because
the mean model error at frame level is reduced on average for the dependent encodings (cf.
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Figure 6.6: Model error at frame level for the entire Kimono sequence at different representations with
the original rate control.

Table 6.4), and thus, similar to the improved RD performance, an improved bitrate accuracy
is expected (smaller deviation).

The encoding time for four representations is also measured and the encoding time dif-
ference between the original encodings and the multi-rate encodings using the proposed
method is calculated. The average encoding time difference is 0.12%. A t-test [91] on the
encoding time differences (0.11%, 0.30%, −1.20%, 0.71%, 0.39%, −0.14%, 1.68%, −0.47%,
−0.72%, 0.62% in alphabetical order) does not reject the hypothesis that the time difference
comes from a normal distribution with mean equal to zero. Thus, there is statistically no no-
ticeable complexity difference due to the proposed method. The small encoding time differ-
ences are thus just common small variations of the execution time on a multi-task operating
system such as Ubuntu server.

6.4.4 Scene change

In the case of a scene change during a video, the “true” model parameters α and β change,
because the content characteristics of the video change as well. However, in the method
proposed by Li et al. [31], the parameters keep using the same update process described in
Section 6.2.3. As a result, the update of the model parameters is too slow to react to the scene
change.

As an example, the original HM encoder is used to encode the entire Kimono sequence
(240 frames), which contains a scene change at frame number 140. With the random access,
main profile, the encoded video contains 8 I-frames that are left out of this analysis. Figure 6.6
shows the model error ε at frame level for four representations of the Kimono sequence. The
model error is large after the scene change, because the parameter update process is slow to
converge to the new “true” parameters.

The multi-rate reuse method is now applied to scene changes as well: the updated model
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Figure 6.7: Model error at frame level for the entire Kimono sequence at different representations with
the proposed multi-rate method, also applied at the scene change.

Table 6.6: Mean model error at frame level for the entire Kimono sequence.

original rate control proposed multi-rate
rep. 1 rep. 2 rep. 3 rep. 4 rep. 1 rep. 2 rep. 3 rep. 4
0.147 0.210 0.409 0.387 0.147 0.136 0.159 0.197

parameters of the reference encoding are passed step-by-step to the dependent encodings for
the first four frames at each hierarchical level after the scene change.

Figure 6.7 shows the model error at frame level for the entire Kimono sequence, when
the proposed multi-rate method is applied. Specifically, the parameters of the first four non-
I-frames are passed step-by-step from the reference encoding to the dependent encodings.
Additionally, the parameters of the frames number 144 (hierarchical level 1), 140 (level 2),
142 (level 3), and 141 (level 4) are passed as part of the multi-rate method. Compared to
Figure 6.6, the model error for the dependent encodings is reduced, especially after the scene
change.

Table 6.6 presents the mean model error at frame level over all non-I-frames of the Kimono
sequence. The numbers confirm that the model error is smaller on average for the proposed
multi-rate method compared to the original rate control. From an RD perspective, the BD-
rate is decreased by 2.05% with the proposed multi-rate method. The mean bitrate deviation
for the original rate control is 0.31%, and the bitrate accuracy is improved in this case with
the multi-rate method to a mean deviation of 0.14%.
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Figure 6.8: Schema of the proposed combined multi-rate encoder. The model parameters α and β are
passed step-by-step from the reference encoding to the dependent encodings, while the CU structure
information is passed directly from the reference encoding to all dependent encodings.

6.5 Combination of the proposed method with the CU structure
reuse method

So far, in this chapter it has been shown that the RD performance of HEVC encoding can
be improved in a multi-rate scenario where rate control is used. This improved RD perfor-
mance does not come with an increased complexity. On the other hand, in Chapters 4 and
5, the proposed methods were targeted at reducing the overall encoding complexity. In this
section, the combination of the proposed method to improve the RD performance with a
method to reduce the encoding complexity is examined. Therefore, the CU structure reuse
method from Chapter 4 is selected, as it is the method which brings the largest encoding time
reduction.

The schema of the combined multi-rate encoder is shown in Figure 6.8. The reference
encoding is the encoding for the representation at highest quality. The model parameters α
and β are passed step-by-step from the reference encoding through the dependent encod-
ings. On the other hand, the CU structure information from the reference is directly passed
to all dependent encodings.

The combined multi-rate encoder is applied to the main set using rate control and the
target bitrates from Table 6.1. The encoding results compared with the unmodified HM en-
coder and original rate control at CU level are presented in Table 6.7. Due to the CU structure
reuse, the average encoding time is reduced by 35.05%. Furthermore, the multi-rate method
to improve the rate control leads to an average BD-rate decrease of 1.84%. The RD perfor-
mance improvement is slightly less than for the case where the CU structure reuse method is
not used (2.25%, cf. Table 6.5). This is due to the CU structure reuse method, which slightly
degrades the RD performance (cf. Section 4.3.3). In general, the results show that the com-
bination of the proposed methods leads to both an encoding complexity reduction and an
RD performance improvement, in the case where rate control is used. The combination of
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Table 6.7: Comparison of encoding results between the original rate control and the combination of
CU structure reuse method and rate control model parameters reuse method, and accuracy of the
proposed method.

Sequence BD-rate BD-PSNR ∆T Mean deviation
BlueSky −0.74% 0.02 dB −43.90% 9.06%
CrowdRun 0.10% −0.01 dB −19.06% 0.61%
DucksTakeOff 0.42% −0.01 dB −21.95% 1.68%
Kimono −6.25% 0.22 dB −39.40% 0.71%
ParkJoy 0.50% −0.02 dB −21.71% 1.65%
ParkScene −0.44% 0.01 dB −32.92% 2.99%
PedestrianArea −1.66% 0.05 dB −40.43% 1.89%
Riverbed −2.09% 0.09 dB −40.18% 0.06%
RushHour −7.92% 0.21 dB −39.20% 1.49%
Sunflower −0.29% 0.02 dB −51.73% 8.83%
Average −1.84% 0.06 dB −35.05% 2.90%

the two methods also leads to a very small increase of the mean bitrate deviation with an
average of 2.90% instead of 2.73%.

6.6 Summary

In this chapter, the scenario where rate control is applied on the different adaptive HTTP
streaming representations has been considered. For HEVC, the current rate control algo-
rithm in the reference encoder HM performs suboptimally, as the RD performance compared
to encodings with QP is degraded. After a summary of the rate control algorithm by Li et al.,
the practical limitations of the underlying model have been identified. The behavior of the
internal model parameters has been analyzed, and a metric for the model error, which char-
acterizes the mismatch of the current model parameters compared with the optimal model
parameters has been proposed.

To alleviate the RD performance loss when using rate control, a multi-rate method which
passes the encoder internal model parameters from a video sequence step-by-step from a
high-quality reference encoding to the dependent encodings has been proposed. The pro-
posed method is shown to reduce the average model error. Encoding results compared to
the original rate control show that the RD performance can be improved, at the price of a mi-
nor decrease in bitrate accuracy of the rate control. The encoding complexity is not increased
by the proposed method. Although the proposed method is specific to the rate control im-
plemented in HM, the results show that reusing information that characterizes the video
content can be beneficial in terms of RD performance in the case of rate control, which in
general relies on modeling the RD characteristics of the video sequence.

In a final step, the proposed multi-rate method has been combined with a multi-rate
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method from Chapter 2.3 which reduces the encoding complexity. Results show that, in the
case of rate control, a multi-rate encoder can achieve a better RD performance at a lower en-
coding complexity than an encoder which treats the different representations independently.





Chapter 7

Conclusion and future work

7.1 Conclusion

The continuous rise in video streaming over the internet has driven the demand for efficient
video compression. Currently, HEVC offers the best RD performance among available video
codecs. However, its increased encoding complexity as well as the need to encode at sev-
eral representations for adaptive HTTP streaming are challenging the video providers as the
encoding costs are rising. This thesis focuses on multi-rate HEVC encoding and proposes
solutions to decrease the video encoding complexity for adaptive HTTP streaming as well as
improve the RD performance of the encoding under certain conditions. The contributions of
the thesis are summarized in the following.

First, the case of an adaptive HTTP streaming scenario with representations at a single
spatial resolution and different SNR qualities has been considered. Observations of the en-
coding decisions similarities have shown that the encoding decisions from a high-quality
reference cannot be directly reused as encoding decisions in the lower-quality dependent en-
codings, as this would notably harm the RD performance of the encodings. On the contrary,
it has been shown that the encoding information from the high-quality reference can be used
to constrain the RDO of the dependent encodings. This leads to an encoding complexity re-
duction without significantly decreasing the RD performance. Specifically, methods to reuse
the CU structure, the prediction mode, the intra mode, and the motion vectors have been
proposed. Finally, these methods have been combined to form a multi-rate encoder capable
of reducing the overall encoding complexity by 37% on average at the cost of a 0.46% BD-rate
increase.

Second, the case of representations at different spatial resolutions has been studied. The
main challenge to share information between encodings of different representations is that
the HEVC encoding decisions are taken at different block levels, but these blocks may not be
corresponding depending on the downsampling ratio between the different representations.
Still, methods to extract the relevant information from a high-resolution reference encoding
have been proposed and the information is used to constrain the RDO of lower-resolution
dependent encodings. The methods reusing the CU structure, the prediction mode, and the
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intra mode have shown to decrease the encoding complexity at the price of a slightly higher
BD-rate. Finally, a multi-rate encoder spanning representations at different resolutions and
different signal qualities has been presented. Combining the various proposed methods, the
multi-rate encoder can reduce the overall encoding time by 42% while the BD-rate increase is
approximately 1%, which outperforms a state-of-the-art method in terms of RD performance.

Finally, a practical scenario where the representations are encoded using rate control has
been considered. It has been shown that the RD performance of the rate control algorithm in
the HEVC reference software is suboptimal due to approximations in the underlying model
and a metric to measure the model error has been proposed. A multi-rate method where
the model information is shared among representations at different SNR qualities has been
presented. The RD performance of the multi-rate system has been improved with the pro-
posed method without increasing the encoding complexity. At last, the proposed method
has been combined with a previously presented method constraining the RDO, leading to a
multi-rate encoder capable of both reducing the encoding complexity and increasing the RD
performance.

7.2 Future work

The research work presented in this thesis can be extended in various directions.

1. HEVC is currently the video compression standard achieving the best RD perfor-
mance [92]. However, the field of video coding is moving forward and new compres-
sion techniques as well as new codecs arise. For example, the Alliance for Open Media
is planning to release its first codec AV1 by the end of 2016 or beginning of 2017 [93].
AV1 is aiming to attain a better RD performance than HEVC, with the significant ad-
vantage of being royalty-free. A new codec means that new multi-rate methods need
to be developed, based on the observed similarities between different representations
and based on the specific encoding decisions that can be shared within the multi-rate
system.

2. The HM software is the reference HEVC encoder, but is not optimized for encoding
time/complexity. On the other hand, there are many other HEVC encoders (e.g., the
open-source x265 encoder) that use different techniques such as the ones presented
in the state-of-the-art description of HEVC (cf. Section 2.1.5) to reduce the encoding
complexity. Depending on the implemented techniques, the effect of the proposed
multi-rate methods should be studied. In particular, as the implemented techniques
can already constrain the RDO, the complexity reduction achieved with the multi-rate
methods could be lower.

3. The proposed methods are based on one reference encoding, which is the encoding at
the best SNR quality and the highest spatial resolution. While this choice makes sense
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if the goal is to provide an RD performance close to the original single-layer encoder
(cf. Section 4.3.2), targeting the highest encoding complexity reduction could benefit
from using a different reference. The effect on both the RD performance and the en-
coding complexity reduction of choosing different references for the proposed methods
should be evaluated. In multi-rate systems with a large number of representations, one
could also think of having more than one reference encoding.

4. The current algorithm for rate control in HM has been shown to perform suboptimally
in terms of RD performance and in terms of bitrate accuracy and could be potentially
replaced in HEVC encoders. Based on different rate control models, the possibilities of
improving both the RD performance and the bitrate accuracy with multi-rate methods
should be further examined. Besides the model parameters, additional information
gained from encoding the reference encoding could be shared with the dependent en-
codings, similar to the case of two-pass rate control.

5. This thesis is based on classical distortion measures (MSE and PSNR) for comparing the
RD performance of two encoders. However, these metrics have been shown to poorly
represent the human perceptual quality in certain scenarios [51]. As the target of adap-
tive HTTP streaming are generally human viewers, the perceptual quality should be
part of the evaluation process of a multi-rate encoder. For example, the goal could be
to decrease the overall encoding complexity while keeping a given perceptual quality
constant. Similarly, the perceptual quality could be improved without increasing the
encoding complexity.
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