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The words ‘true model’ represent an oxymoron

(Burnham and Anderson, 2002)
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1 INTRODUCTION

1 Introduction

1.1 Background

More than a decade ago, Meuwissen et al. (2001) coined the term “genomic selection”

for the prediction of breeding values in livestock and crops using DNA markers cov-

ering the whole genome. The idea of genomic selection can be summarized briefly:

using a phenotyped and genotyped training population of individuals, the effects of all

available markers are estimated simultaneously in a statistical model. Following this,

the estimated marker effects are used to predict the phenotypic performance, or rather

genotypic/breeding values, of a not yet phenotyped set of selection candidates. Based

on these predicted breeding values, promising individuals are selected. The part of pre-

dicting breeding values based on DNA information in this thesis is called “genome-based

prediction,” whereas a number of terms are used analogously in the literature, e.g. “ge-

nomic prediction” or “whole-genome prediction”. Especially when the trait of interest

is quantitatively inherited, meaning several regions on the genome (quantitative trait

loci, QTL) are influencing the trait, genomic selection is assumed to be superior to es-

tablished marker-assisted selection (MAS) approaches (Jannink et al. 2010). Whereas

in MAS significant marker-trait associations, or potential QTL, are identified by genome-

wide association studies (GWAS) or QTL mapping approaches, and then used for selec-

tion, typically no pre-selection of significant markers is conducted in genomic selection.

The potential advantage of the genomic selection approach is that by using all avail-

able markers in the model, preferably all QTL should be captured due to their linkage

disequilibrium (LD) with markers, also those with small effects on the trait (Goddard

and Hayes 2007). However, this approach also means that, usually, more marker effects

need to be estimated than there are available phenotypic observations in the model,

which requires the use of regularization methods, because ordinary least squares esti-

mations of marker effects cannot be applied. Thus, Meuwissen et al. (2001) suggested

Ridge regression best linear unbiased prediction (RR-BLUP) and two Bayesian methods

(BayesA and BayesB) for estimating marker effects.

A few years before Meuwissen et al. (2001), Nejati-Javaremi et al. (1997) had already

proposed the idea of estimating breeding values through molecular marker information.

The suggested approach adapts the best linear unbiased prediction (BLUP) of breeding
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1 INTRODUCTION

values from Henderson (1975), using a relationship matrix constructed by marker data

instead of pedigree information. Later, several authors showed the analog interpretation

of BLUP by using a genome-based relationship matrix (GBLUP) or a pedigree-based re-

lationship matrix (PBLUP) (VanRaden 2008; Habier et al. 2007) and also demonstrated

that the GBLUP approach can be conveyed to the RR-BLUP approach from Meuwissen

et al. (2001).

Figure 1: Average number of markers and lines used in published genome-based prediction
studies in maize according to year of publication (graphic adapted from Gonzalez-Recio et al.
(2014)).

The genomic selection approach quickly found its way into the animal breeding com-

munity, as here the traditional BLUP procedure using pedigree information was already

well-established (Nakaya and Isobe 2012). In the meantime, technical advances on

marker array developments in previous years made low-cost genotyping with several

tens of thousands of single nucleotide polymorphism (SNP) markers possible for many

species. Thus, genomic selection exhibited its practical impact, as genotyping costs de-
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1 INTRODUCTION

creased much more than phenotyping costs. Genomic selection was first applied in dairy

cattle, where in 2008 a 50k SNP chip was released (Matukumalli et al. 2009) and the first

experiments showed promising results (VanRaden et al. 2009). In the context of plant

breeding, the first simulation studies were conducted by Bernardo and Yu (2007) to

investigate the selection responses of genomic selection. The first empirical studies test-

ing the efficiency of genomic selection compared to MAS were conducted in bi-parental

families of maize, barley, and Arabidopsis using a few hundred polymorphic markers

(Lorenzana and Bernardo 2009). Studies on breeding populations in wheat and maize

followed (Crossa et al. 2010; Albrecht et al. 2011; Heffner et al. 2011a). Today, maize

has been the most extensively studied crop in the context of genomic selection, where in

2011 a 50k SNP chip (Ganal et al. 2011) and just recently also a 600k SNP chip became

available (Unterseer et al. 2014). Thus, similar to in livestock species (Gonzalez-Recio

et al. 2014), in maize the number of markers has increased heavily during the last few

years, while the number of available phenotypes has stayed relatively constant (see Fig-

ure 1).

Figure 2: Investigated plant species in publica-
tions on genomic selection according to Table
A1. Absolute number of studies are given in
brackets.

In the last few years, genome-based pre-

diction analyses have been conducted on

a large variety of plant species, such as

rice (Wimmer et al. 2013; Guo et al. 2014;

Xu et al. 2014), sugar beet (Hofheinz

et al. 2012; Würschum et al. 2013; Bis-

carini et al. 2014), cassava (de Oliveira

et al. 2012; Ly et al. 2013), rye (Bernal-

Vasquez et al. 2014; Wang et al. 2014),

rapeseed (Würschum et al. 2014), sun-

flower (Reif et al. 2013), sugarcane (Gouy

et al. 2013), soybean (Bao et al. 2014),

oats (Asoro et al. 2011), and different

trees (Kumar et al. 2012; Resende et al.

2012a,b,c; Munoz et al. 2014). Figure 2

presents an overview on absolute frequencies of the different species analyzed in ge-

nomic selection studies in experimental plant data.
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1 INTRODUCTION

1.2 Outline

A crucial step for genome-based prediction is finding a statistical method which can han-

dle the huge amount of marker as input variables in conjunction with a limited number

of phenotypic records (see also Figure 1). Many methods have been proposed and tested

which induce different kinds of regularization and shrinkage on marker effects. In the

context of Bayesian statistics, the amount of shrinkage on marker effects is specified

by prior distributions. In the most frequently used method RR-BLUP (together with

the analogous GBLUP) or its fully Bayesian version (Bayesian Ridge), the amount of

shrinkage is marker-homogeneous. The underlying assumption here is that all mark-

ers explain the same amount of genotypic variation, which is quite stringent, as some

markers might be in LD with QTL, while others are not. Thus, Meuwissen et al. (2001)

proposed the BayesA and BayesB methods, which induce marker-heterogeneous shrink-

age, albeit BayesB is the more general method which sets a priori a fraction π of marker

effects to zero. Another broadly used method which induces heterogeneous shrinkage

on marker effects is the Bayesian Lasso (Park and Casella 2008). This thesis investi-

gates the performance of these four Bayesian methods (Bayesian Ridge, Bayesian Lasso,

BayesA, and BayesB) for genome-based prediction, using two simulated and one exper-

imental maize breeding datasets within the publication Lehermeier et al. (2013). In all

Bayesian methods, hyperparameters need to be specified which adjust the strength of

effect regularization. The sensitivity of the methods with respect to these hyperparam-

eters is analyzed in Lehermeier et al. (2013). The goal of this study was not only to

investigate the prediction performance of the methods, but also to assess their Bayesian

learning ability, which is the ability of a method to learn from the data and to move

away from the assigned prior distribution (Sorensen and Gianola 2002). The Bayesian

learning ability of the methods was quantified by the Hellinger distance (Le Cam 1986)

between marginal prior and posterior densities of the marker effects.

In addition to the application of the appropriate method, the composition of the training

population is particularly important for good prediction performance in genome-based

prediction. Using a multi-parental population of maize, consisting of two large half-sib

panels representing two main heterotic germplasm pools for hybrid breeding (dent and

flint), the optimum design of the training population was investigated in Lehermeier

et al. (2014). In particular, the prediction power of a training population consisting of
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progenies of crosses sharing both parents was compared to one consisting of progenies

from crosses sharing one parent, also taking sample size into account. Furthermore,

different complex traits were assessed, if prediction across heterotic maize pools was

possible. While early studies on genome-based prediction assumed that performance

was driven mainly by LD between markers and QTL, Habier et al. (2007) showed that

prediction accuracy derives, to a large extent, from relatedness between the training

population and selection candidates. However, LD patterns and relatedness between

lines go hand in hand (Wientjes et al. 2012), and several studies have observed that

linkage phases between markers differ more strongly for less related populations (An-

dreescu et al. 2007; de Roos et al. 2008; Toosi et al. 2009). Differences in linkage phases

between the training population and selection candidates are problematic, as the con-

sistency of the marker-QTL linkage phase is a crucial assumption for genome-based pre-

diction as well as for MAS (Goddard and Hayes 2007; de Roos et al. 2009; Hayes et al.

2009). Thus, in Lehermeier et al. (2014), the influence of relatedness and linkage phase

differences has been investigated and discussed within the specific situation present in

large half-sib panels of maize. Additionally, it has been investigated how differences in

trait heritability affect prediction performance.

Experimental plant data often exhibit strong population structures, due to geographic

adaptations and natural and artificial selection. It was observed that if population struc-

ture is ignored, this can lead to false positive marker-trait associations in GWAS and to

an over-optimistic assessment of accuracy in genome-based prediction, if mean differ-

ences in the different sub-populations are not accounted for (Windhausen et al. 2012;

Albrecht et al. 2014; Guo et al. 2014). However, accounting for mean differences does

not allow for marker effects that differ in different sub-populations. This is supposed to

be problematic if the genetic model deviates from an additive model, as, for example,

when epistatic or dominance effects exist. In such a case, marker effects may differ be-

tween populations, as the allele substitution effect is influenced by the allele frequency

in the population (Falconer and Mackay 1996). Additionally, marker effects might be

different due to differences in the LD patterns between markers and QTL in different

populations. Marker effect differences in different sub-populations have so far been ig-

nored in most genome-based prediction studies, for instance in Lehermeier et al. (2013,

2014), where the focus was on comparing different Bayesian methods and the applica-

ble construction of the training population, respectively. Thus, Lehermeier et al. (2015)
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investigate this issue using three differently structured experimental plant populations.

A multivariate model is proposed to estimate population-specific marker effects, without

losing information on the other sub-populations.
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2 MATERIAL AND METHODS

2 Material and Methods

2.1 Datasets

Different simulated and experimental plant datasets were analyzed in this study. An

overview can be found in Table 2. In the following, a brief description of the datasets is

given, and details can be found in the respective publications.

2.1.1 Simulated datasets

In Lehermeier et al. (2013) two simulated maize datasets, maizeA and maizeB, were

used to assess the ability of different Bayesian methods to accurately predict true geno-

typic values (true breeding values, TBV). The simulation procedure mimics a typical

maize breeding program with small effective population size and large LD as observed

in experimental maize breeding populations. For both datasets 1250 fully homozygous

recombinant inbred lines were simulated. QTL with equal additive effects on the pheno-

type were simulated and environmental errors were sampled from a normal distribution.

Different marker densities and number of QTL were simulated for maizeA and maizeB.

After the simulation of six breeding cycles, the maizeA dataset contained 1,117 poly-

morphic biallelic markers and 500 polymorphic QTL. With 7425 polymorphic markers

and 369 polymorphic QTL maizeB contained more markers than phenotypes. Trait her-

itabilities, as correlation between phenotypic values and TBV, were 0.46 for maizeA and

0.64 for maizeB. The dataset maizeA has been made available within the synbreedData

R package (Wimmer et al. 2012).

2.1.2 Experimental datasets

Synbreed CS1 maize dataset In addition to the two simulated maize datasets, an

experimental maize dataset was used in Lehermeier et al. (2013), to investigate further

the behavior of Bayesian methods on experimental data. The dataset was generated

within the Synbreed project by KWS SAAT AG and represents a subset of calibration

set 1 from Albrecht et al. (2014) comprising only the DH lines crossed to tester T1.

In the following, the dataset is denoted as Synbreed CS1 maize dataset. It contains

698 genotyped and phenotyped doubled haploid (DH) maize (Zea mays L.) lines, which

7



2 MATERIAL AND METHODS

Table 2: Overview of datasets analyzed in this thesis and corresponding publications

n 1 p 2 Traits Used in publication

Simulated datasets

maizeA 1,250 1,117 simulated Gaussian Lehermeier et al. (2013)

maizeB 1,250 7,425 simulated Gaussian Lehermeier et al. (2013)

Experimental datasets

Synbreed
CS1 maize

698 11,646 GDY (dt/ha)3, GDC
(%)4

Lehermeier et al. (2013)

Synbreed
CS2 maize

842 16,847 GDY (dt/ha), GDC
(%)

–

Cornfed
maize

1652 34,116 DMY (dt/ha)5, DMC
(%)6, PH (cm)7, Dt-
TAS (d)8, DtSILK (d)9

Lehermeier et al. (2014,
2015)

rice 337 36,861 FT (d)10, PH (cm), PL
(cm) 11

Lehermeier et al. (2015)

wheat 599 1,279 grain yield (four envi-
ronments)

Lehermeier et al. (2015)

1: number of lines; 2: number of markers; 3:grain dry matter yield; 4: grain dry matter content; 5: dry
matter yield; 6: dry matter content; 7: plant height; 8: days to tasseling; 9: days to silking; 10: flowering
time; 11: panicle length

8



2 MATERIAL AND METHODS

belong to the maize dent heterotic pool and were derived from 122 different crosses

with, on average, six DH lines per cross.

DH lines were phenotyped as testcrosses in four German locations in the year 2010

for the traits grain dry matter yield (GDY; dt/ha) and grain dry matter content (GDC;

%). Each location comprised eight trials with two replications, respectively. Trials were

laid out in a 10× 10 lattice design. Outlying observations were consecutively detected

and removed based on maximum deviate residuals according to Grubbs (1950), with a

significance value of 5%. In each location, phenotypic plot observations were adjusted

in the first step for trial, replication, and block effects. In the second step, adjusted

means over locations were calculated for each genotype and used for further analyses.

Generalized heritabilities on an entry mean basis, estimated according to Cullis et al.

(2006), were 0.74 for GDY and 0.94 for GDC.

Lines were genotyped with the Illumina MaizeSNP50 BeadChip R© (Ganal et al. 2011)

containing 56,110 single nucleotide polymorphism markers (SNPs). SNPs with a call

frequency < 0.9, a GenTrainScore < 0.7, a minor allele frequency (MAF) < 0.01 as

well as redundant SNPs were discarded. Missing values were imputed based on family

information and on flanking markers using the software BEAGLE (Browning and Brown-

ing 2009) and R package synbreed (Wimmer et al. 2012). Finally, 11,646 high-quality

polymorphic SNPs were used for further analyses.

Synbreed CS2 maize dataset In addition to the Synbreed CS1 dataset, this thesis

includes analyses using calibration set 2 from Albrecht et al. (2014), which represents

the selection cycle subsequent to calibration set 1 (Synbreed CS1), further denoted as

the Synbreed CS2 dataset. According to pedigree information, the lines of the Synbreed

CS2 dataset were separated into three genetic groups (G1, G2, and G3), including 582,

15, and 260 lines, respectively. For the analyses in this thesis, lines belonging to the

smallest group G2 were excluded. Thus, 842 phenotyped and genotyped DH lines were

used for analysis.

In 2011, the DH lines were phenotyped as testcrosses for GDY and GDC. Two different

testers were used (T1 and T3). From group G1, 189 lines were crossed with tester T1

(G1_T1) and 393 with tester T3 (G1_T3). From group G3, 138 lines were crossed with

tester T1 (G1_T1) and 122 lines with tester T3 (G1_T3). Field trials and phenotypic

analyses were conducted as described for the year 2010, with details given by Albrecht
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et al. (2014). Estimated heritabilities on a progeny mean basis were 0.71 and 0.95

for GDY and GDC, respectively. Lines were genotyped with the Illumina MaizeSNP50

BeadChip R©. After conducting the same quality control steps as described above, 16,847

polymorphic high-quality SNPs were available for further analysis.

Cornfed maize dataset Two large maize panels were generated within the European

PLANT-KBBE CornFed project and analyzed in Lehermeier et al. (2014). The generation

and genetic structure of the panels were described in Bauer et al. (2013). The two panels

represent two major European heterotic germplasm pools, namely dent and flint. In the

dent panel, ten diverse dent founder lines were crossed to one common central dent

line, F353. Similarly, in the flint panel, eleven diverse flint founder lines were crossed

to one common central flint line, UH007. From each cross, fully homozygous DH lines

were generated, resulting in 21 bi-parental families with an average of 79 DH lines per

family. The design of each panel is similar to the US nested association mapping (NAM)

panel (McMullen et al. 2009).

In 2011, the DH lines were phenotyped as testcrosses, whereby the common parent of

the opposite pool was used as a tester. Field trials were conducted in four European

locations for the dent panel and in six European locations for the flint panel. An aug-

mented p-rep design, according to Williams et al. (2011), was used for the dent as well

as the flint trials. For the dent panel, one-quarter of the entries were replicated at each

location, and the trials were laid out in 120 incomplete blocks consisting of ten plots

each. For the flint panel, one-third of the entries were replicated at each location, and

the trials were laid out in 160 incomplete blocks consisting of eight plots each. The phe-

notypic traits dry matter yield (DMY, dt/ha), dry matter content (DMC, %), plant height

(PH, cm), days to tasseling (DtTAS, d), and days to silking (DtSILK, d) were recorded.

Phenotypic data analyses were conducted separately for the dent and flint panels. Out-

lying observations were detected and removed according to Grubbs (1950). For each

trait and genotype, adjusted means were calculated over locations using a mixed model,

fitted with the ASReml-R package (Butler et al. 2009), adjusting for replication, block,

and location effects. Family-specific genotypic, genotype-by-environment, and residual

variance components, as well as their standard errors, were estimated by restricted max-

imum likelihood estimation (REML) using the ASReml-R package. Using the resulting

variance components, family-specific trait heritabilities on an entry mean basis were es-
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timated according to Hung et al. (2012). Standard errors of heritability estimates were

derived using the delta method (Holland et al. 2003).

The DH lines and the parents of each cross were genotyped with the Illumina MaizeSNP50

BeadChip R©. Markers with a call frequency < 0.9, a GenTrainScore < 0.7, or a MAF

< 0.01 were discarded. Missing values were imputed based on family information

and on flanking markers—as in the Synbreed maize datasets. After quality control,

34,116 high-quality polymorphic markers were available for the combined dent and

flint datasets, 32,801 polymorphic markers for the dent panel, and 30,122 polymorphic

markers for the flint panel. Overall, for the dent panel 841 and for the flint panel 811

phenotyped and genotyped lines were used for further analysis.

Rice dataset A publicly available rice dataset (http://www.ricediversity.org/data/)

was used to investigate the performance of a multivariate genome-based prediction

model for structured data (Lehermeier et al. 2015). The data represented a worldwide

collected diversity panel of 413 inbred accessions of Oryza sativa (Zhao et al. 2011).

The rice lines were classified into five sub-populations (indica, aus, temperate japonica,

tropical japonica, and aromatic) by Zhao et al. (2011). A remaining admixed group

of 62 lines could not be assigned to a specific group, and so these and the 14 lines of

the smallest group “aromatic” were excluded from the original dataset in the study of

Lehermeier et al. (2015), in order to obtain clear sub-populations with reasonable size.

Three traits were chosen (flowering time at Aberdeen (FT, d), plant height (PH, cm),

and panicle length (PL, cm)) for further analysis. These traits were also analyzed in

Wimmer et al. (2013). FT was measured as days to heading in a greenhouse in Aberdeen

(Scotland) across a nine-month period. Field trials for the other traits were conducted

in Stuttgart (Arkansas) in the years 2006 and 2007, with two replications per year.

Phenotypic means across replicates and years were calculated for each inbred line and

used for further analysis.

Rice lines were genotyped with an Affymetrix 44K SNP array. Quality control and im-

putation of missing values were conducted by Zhao et al. (2011) and Wimmer et al.

(2013). For the 312 lines used in the study of Lehermeier et al. (2015), 36,858 high-

quality polymorphic markers were available.
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Wheat dataset The wheat dataset originated from the CIMMYT Global Wheat Breed-

ing program (Crossa et al. 2010) and is publicly available within the BGLR R package

(Pérez and de los Campos 2014). Analyses using this dataset are included in Lehermeier

et al. (2015). The wheat lines were phenotyped for grain yield in four environments,

and they were genotyped with 1,447 binary Diversity Array Technology (DArT) markers

(Wenzl et al. 2004). In the publicly available dataset, markers with a MAF < 0.05 had

already been removed and missing genotypes imputed using Bernoulli samples (Crossa

et al. 2010). In total, 1,279 markers were available. In the wheat data, two sub-

populations were identified by the PSMix software (Wu et al. 2006) using genotypic

data.

2.2 Genome-based prediction methods

Following classical quantitative genetic theory, phenotypic values yi [(i = 1, ..., n) for n

lines] are composed of the genotypic values gi (i = 1, ..., n) plus a number of environ-

mental factors ei (i = 1, ..., n). Genome-based prediction aims at estimating unknown

genotypic values gi using genomic marker information. In the context of genome-based

prediction, a variety of parametric and non-parametric methods have been proposed and

investigated. This thesis concentrates on additive linear models. The adjusted means of

the phenotypic traits described in section 2.1 enter the model as phenotypic response

variable yi and gi is modeled by the sum of p marker effects:
∑p

j=1 wi jβ j, with wi j be-

ing the genotype of line i at marker locus j and β j being the effect of the jth marker.

Phenotypic values yi (i = 1, ..., n) were assumed to be normally distributed for all traits

considered. The linear genome-based prediction model for n lines and p markers can

be written in matrix notation as:

y= Xµ+Wβ + ε, (1)

where y is the n-dimensional vector of phenotypes. Depending on the data, µ is one-

dimensional and models an overall mean (Lehermeier et al. 2013) or it is K-dimensional

(K as the number of populations) and models population effects (Lehermeier et al. 2014;

2015). In the latter cases X is an n× K-dimensional matrix which assigns phenotypes

to µ. In Lehermeier et al. (2013) X is an n-dimensional vector of ones. The n × p-
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dimensional matrix W includes the marker genotypes for the n lines, coded according

to the number of a reference allele, and β is the p-dimensional vector of marker ef-

fects. The n-dimensional vector of residuals is assumed to be normally distributed with

N(0, In×nσ
2
ε
), where In×n is the n× n-dimensional identity matrix and σ2

ε
the residual

variance.

With more marker covariates p than phenotypic observations n, which is typically the

case in genome-based prediction, model (1) cannot be solved with ordinary least-squares

estimation. Instead, marker effects β need to be penalized or shrunken towards zero.

No penalization is employed on the effects µ; they are considered as so called fixed

effects. In Ridge regression best linear unbiased prediction (RR-BLUP), suggested by

Meuwissen et al. (2001) for genome-based prediction, the marker effects β j ( j = 1, ..., p)

are considered to be normally distributed with a common marker variance σ2
β
:

β j | σ2
β
∼ N

�

0,σ2
β

�

. (2)

The RR-BLUP method estimates marker effects β by minimizing the residual sum of

squares plus a penalty term for the marker effects, which is given by σ2
ε
/σ2

β

∑p
j=1β

2
j .

Here, λ= σ2
ε
/σ2

β
, also known as penalty or shrinkage parameter, controls the amount of

shrinkage of marker effects β j towards zero. The unknown variance componentsσ2
β

and

σ2
ε

can be estimated with REML, or in a Bayesian setting prior distributions are assigned

to the variance components. The latter approach has been used in Lehermeier et al.

(2013) and Lehermeier et al. (2015). In Lehermeier et al. (2013) the Bayesian setting

of the Ridge regression method, denoted as Bayesian Ridge, was applied. Here, inverse-

χ2 prior distributions are used as prior distributions for the variance components:

σ2
β
| d fβ , Sβ ∼ χ−2

�

d fβ , Sβ
�

(3)

σ2
ε
| d fε, Sε ∼ χ−2

�

d fε, Sε
�

, (4)

where d fβ and d fε are the degrees of freedom and Sβ and Sε are the scale parameters

of the inverse-χ2 distributions. Lehermeier et al. (2013) investigated the influence of

the parameterization of these hyperparameters by varying Sβ and keeping the other
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parameters fixed. The scale parameter Sβ influences the amount of shrinkage on marker

effects, as it adjusts the expected value and mode of the inverse-χ2 distribution, being:

E
�

σ2
β

�

=
d fβ

d fβ − 2
Sβ (5)

mode
�

σ2
β

�

=
d fβ

d fβ + 2
Sβ . (6)

Thus, a larger scale Sβ allows a priori greater variance for the marker effects σ2
β

and

yields less shrinkage.

Meuwissen et al. (2001) suggested the methods BayesA and BayesB for genome-based

prediction, which were also investigated in Lehermeier et al. (2013). BayesA assumes a

priori a heterogeneous variance of the marker effects. Thus, the prior setting of BayesA

is:

β j | σ2
β j
∼ N

�

0,σ2
β j

�

(7)

σ2
β j
| d fβ , Sβ ∼ χ−2

�

d fβ , Sβ
�

. (8)

BayesB is an extension of BayesA in as much that an additional parameter π is intro-

duced, and the prior of the variance of the marker effects σ2
β j

is following mixture dis-

tribution:

σ2
β j
| π, d fβ , Sβ ∼ πδ0(·) + (1−π)χ−2

�

d fβ , Sβ
�

, (9)

where δ0(·) denotes a point mass at zero. Thus, a priori, a portion π of marker effects

is set to zero. With π = 0, BayesB reduces to BayesA. In Lehermeier et al. (2013), π

of BayesB was set to 0.8 and the influence on model performance of Sβ in BayesA and

BayesB was investigated.

Additionally to the Bayesian Ridge, BayesA, and BayesB, the Bayesian Lasso (Park and

Casella 2008) was explored for genome-based prediction. In the Bayesian Lasso, condi-

tional Gaussian priors with mean zero are assigned to marker effects and, as in BayesA
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and BayesB, the variance of a marker effect is specific to a marker locus. But instead of

inverse-χ2 prior distributions, exponential prior distributions are assigned to the vari-

ance parameters. The prior setting is as follows:

β j | τ j,σ
2
ε
∼ N

�

0,σ2
ε
τ2

j

�

(10)

τ2
j | λ∼ Exp

�

λ2
�

. (11)

Parameter λ, which adjusts the amount of shrinkage on marker effects, can either be set

to a fixed value or a prior distribution can be assigned to λ as well. Park and Casella

(2008) suggested using a Gamma prior distribution for λ2: λ2 ∼ Gamma(r,δ), with

rate parameter r and shape parameter δ. In Lehermeier et al. (2013), the influence

of assigning different fixed λ values was investigated, as well as of assigning a Gamma

prior distribution with varying values of rate parameter r. With Gamma(λ2 | r,δ) as

prior distribution of λ2, the prior distribution of λ is, according to the density transfor-

mation theorem, 2λGamma(λ | r,δ). Thus, the prior mode of λ is
p

(2δ− 1)/(2r), and

a smaller rate parameter r yields more shrinkage for the marker effects.

In all of the Bayesian methods presented so far, conditional Gaussian priors have been

assigned to the marker effects. However, the marginal prior distributions for the marker

effects differ according to each method. When a fixed value for σ2
β

is set, as in RR-

BLUP, the prior distribution for the marker effects is Gaussian with mean zero. When

inverse-χ2 prior distributions are used for the variances of the marker effects, as in the

Bayesian Ridge and BayesA, the marginal distribution of the marker effects is a scaled

Student-t distribution t(0, d fβ , Sβ). For BayesB, the marginal prior distribution of the

marker effects is a mixture distribution: β j | d fβ , Sβ ∼ πδ0(·) + (1 − π)t(0, d fβ , Sβ).

The Bayesian Lasso, given a fixed λ, has a Laplace, also called a double-exponential,

distribution as a marginal prior: β j | λ∼ Lap(λ). Figure 3 illustrates the densities of the

different marginal prior distributions.

It is evident that the mass around zero increases when moving from the Gaussian distri-

bution (RR-BLUP) to the t-distribution (Bayesian Ridge, BayesA), the Laplace distribu-

tion (Bayesian Lasso), and to the mixture distribution of BayesB, given π = 0.8 (de los

Campos et al. 2013a). The higher the probability mass around zero, the stronger the

small marker effects are shrunken towards zero.

15



2 MATERIAL AND METHODS

Figure 3: Marginal prior densities of the marker effects in RR-BLUP, Bayesian Ridge, BayesA,
Bayesian Lasso, and BayesB. All prior densities are illustrated with zero mean and unit variance,
and for the scaled-t density (BayesA, Bayesian Ridge) four degrees of freedom were chosen.
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The most commonly used method in genome-based prediction is the RR-BLUP method.

When there are more markers to estimate than there are phenotypes in the model (p >

n), it is computationally more efficient to convey the RR-BLUP method to the so called

genome-based best linear unbiased prediction (GBLUP) method:

y= Xµ+ Zg+ ε, (12)

where g is the n-dimensional vector of genotypic effects, or, when testcrosses are con-

sidered, as in the analyzed maize data, the vector of testcross effects and Z is an n× n-

dimensional matrix assigning phenotypes to genotypic effects. All other variables are

defined as in model (1). The vector of genotypic effects g is assumed to follow: g | σ2
g ∼

N
�

0,Gσ2
g

�

, where G is a genomic relationship matrix andσ2
g is the genotypic variance or

the testcross variance when testcrosses are considered. The genomic relationship matrix

G is calculated using marker data W by: 1/V (W−P)(W−P)′, where V is a scaling factor

and the n×p-dimensional matrix P centers marker genotypes to zero mean (Habier et al.

2007). Habier et al. (2007) and VanRaden (2008) suggested to use V =
∑p

j=1 2p j(1−p j)

as a scaling factor, where p j is the frequency of the reference allele of marker j. Using

scaled marker genotypes with unit variance, the scaling factor V reduces to the number

of markers p (Astle and Balding 2009). Further, V is modified depending on the specific

data situation.

When sub-populations are present in the dataset, it is questionable whether one should

assume that marker effects are equal across sub-populations. Following classical quan-

titative genetics theory, the additive effect (also called allele substitution effect) at a

marker locus depends on the allele frequencies in a population, if dominance and/or

epistasis are present (Falconer and Mackay 1996). In addition, it is a rather strict as-

sumption that the genotypic variance σ2
g and the residual variance σ2

ε
are constant over

all sub-populations. Thus, when sub-populations are present in the data, a multivariate

model for genome-based prediction might be more suitable (Lehermeier et al. 2015).

The model estimates population-specific marker effects using:
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, (13)

where yk (k = 1, ..., K) is the nk-dimensional vector of phenotypic values of sub-population

k, µk is an intercept specific for sub-population k with 1nk
as nk-dimensional vector of

ones, Wk (k = 1, ..., K) is the (nk × p)-dimensional marker matrix of sub-population

k and β k (k = 1, ..., K) is the p-dimensional vector of marker effects specific for sub-

population k. The complete vector of marker effects β =
�

β
′

1,β
′

2, ...,β
′

K

�′

is assumed to

follow a multivariate normal distribution with mean 0 and a covariance matrix B⊗ Ip×p:

β ∼MVNK ·p×K ·p

�

0,B⊗ Ip×p

�

. Here, ⊗ denotes the Kronecker product, Ip×p is the p× p-

dimensional identity matrix, and B is the variance-covariance matrix of the marker ef-

fects among sub-populations:

B=













σ2
β1

σβ12
· · · σβ1K

σβ21
σ2
β2
· · · σβ2K

...
... . . . ...

σβK1
σβK2

· · · σ2
βK













. (14)

As for model (1), model (13) can also be reformed to an analogous GBLUP model

similar to model (12). Hence, an augmented vector of genotypic values needs to be

formed which contains the genotypic value of each line in each sub-population: g∗ =
�

g∗
′

1 ,g∗
′

2 , ...,g∗
′

K

�′

, with g∗k =Wβ k, where W =
�

W
′

1,W
′

2, ...,W
′

K

�′

is the full marker matrix

of all n =
∑K

k=1 nk lines in the sample. Thus, the full augmented vector g∗ can be ex-

pressed as g∗ =
�

IK×K ⊗W
�

β . As the vector of marker effects β follows a multivariate

normal distribution, g∗, as linear combination of β , is multivariate normal as well. The

mean and covariance of g∗ can be derived as:
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E
�

g∗
�

=
�

IK×K ⊗W
�

E
�

β
�

= 0 (15)

Cov
�

g∗
�

=
�

IK×K ⊗W
� �

B⊗ Ip×p

� �

IK×K ⊗W
′�

(16)

= (B⊗W)
�

IK×K ⊗W
′�

(17)

=
�

Σg ⊗G
�

. (18)

Thus, g∗ | Σg ∼MVN(n·k)×(n·k)
�

0,Σg ⊗G
�

, where G= 1/V (W−P)(W−P)
′
is the genomic

relationship matrix and Σg = V · B is the genomic variance-covariance matrix among

sub-populations:

Σg =













σ2
g1

σg12
· · · σg1K

σg21
σ2

g2
· · · σg2K

...
... . . . ...

σgK1
σgK2

· · · σ2
gK













(19)

Only some of the entries of g∗ are really linked to phenotypes, and so the multivariate

GBLUP model is:
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y2
...

yK













=













1n1
µ1

1n2
µ2
...

1nK
µK













+













Z1g∗1
Z2g∗2

...

ZKg∗K













+













ε1

ε2
...

εK













, (20)

where Zk is an nk × n-dimensional matrix linking phenotypes with the entries of g∗k. In

a Bayesian setting, the genotypic variance-covariance matrix Σg is assigned an inverse-

Wishart prior distribution: Σg ∼ W−1 (Ψ,ν). The inverse-Wishart distribution is the

multivariate analogon of the inverse-χ2 distribution. Thus, the model is a multivariate

version of the Bayesian Ridge or Bayesian GBLUP method.

The population-specific residuals εk (k = 1, ..., K) are assumed to be uncorrelated and

to follow a normal distribution with population-specific residual variances:

εk ∼ N
�

0, Ink×nk
σ2
εk

�

. Identical inverse-χ2 prior distributions are assigned to the residual
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variances for all k = 1, ..., K: σ2
εk
∼ χ−2

�

d f0, S0

�

, leading to the following joint prior

distribution for the complete vector of residuals ε=
�

ε
′

1, ...,ε
′

K

�′

:

p
�

ε,σ2
ε1

, ...,σ2
εK

�

=
K
∏

k=1

nk
∏

i=1

N
�

εki
| 0,σ2

εk

�

χ−2
�

σ2
εk
| d f0, S0

�

. (21)

In Bayesian analysis, estimates for all unknown parameters Ω are obtained using the

joint posterior distribution of Ω, given the data y. Using Bayes’ theorem, the joint poste-

rior distribution is proportional to the product of the likelihood of the data and the prior

distribution:

p
�

Ω | y
�

∝
n
∏

i=1

N

 

yi |
K
∑

k=1

x ikµk +
p
∑

j=1

wi jβ j,σ
2
ε

!

× p (Ω) (22)

With unknown variance components, this posterior distribution does not have a closed

form; however, samples can be obtained using Markov chain Monte Carlo (MCMC) al-

gorithms (Gelman et al. 2004). When the full conditional posterior distributions of each

unknown parameter are known, a Gibbs sampler can be used to obtain samples from

the posterior distribution. Here, it is in turn sampled from the full conditional pos-

terior distribution of each unknown parameter. After a convergence phase (burn in),

these samples can be seen as samples from the joint posterior distribution. To make

sure that the algorithm converged in this study, sample paths were checked visually and

the Geweke diagnostic (Bernardo and Smith 2009) was used. Point estimates of the

unknown parameters were obtained by forming the mean of the post burn in samples.

In the RR-BLUP or GBLUP method with fixed variance components, the solution of the

covariate effects has a closed form and can be derived analytically.
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2.3 Evaluation of genome-based prediction methods

2.3.1 Bayesian learning ability

To evaluate the Bayesian learning ability (Sorensen and Gianola 2002) of different

genome-based prediction methods, the Hellinger distance (Le Cam 1986) can be used,

as it measures the distance between two densities f and l by:

H( f , l) =

√

√

√
1

2

∫ ∞

−∞

�
Æ

f (u)−
Æ

l(u)
�2

du. (23)

Marginal posterior densities of the marker effects were estimated using the post burn in

MCMC samples via kernel density estimation. The Hellinger distances between marginal

prior ( f ) and posterior (l) densities of the marker effects—estimated by Bayesian Ridge,

Bayesian Lasso, BayesA, and BayesB—were calculated numerically. The integral in H

was approximated by the trapezoidal rule. The values of H( f , l) can take values from

0 to 1, where a value of 0 is taken when f = l, indicating that no Bayesian learning

took place as the posterior density did not move away from the prior. Alternatively, this

would also be the case when the prior density already perfectly explained the data.

2.3.2 Prediction performance

To evaluate the prediction performance of the different methods, cross-validation was

used. In cross-validation, the dataset is split into different subsets, using one subset as

a test set and the other subsets as an estimation set. The data in the estimation set are

used to estimate all unknown parameters, and the estimated values are then used to

predict the genotypic values of the test set. Different validation schemes were used for

addressing the questions in this thesis. To compare the prediction performance of differ-

ent methods, five-fold cross-validation (5-fold CV) was conducted within the complete

Synbreed CS1 dataset (Lehermeier et al. 2013) and within every Cornfed family sepa-

rately (Lehermeier et al. 2014). Here, the dataset was split randomly into five subsets,

where one subset formed the test set and the other subsets the estimation set. Every

subset formed the test set once, so that model estimation was conducted five times. To

compare the prediction performance of the different Cornfed families, when the estima-
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tion set size is constant, 50 lines of one family were used randomly as an estimation set,

and the rest of the lines from the same family were then deployed as a test set (R-CV).

For every family, this procedure was randomly repeated 50 times, and estimated predic-

tion performance was averaged over the 50 replications. In this prediction setting within

families, highly related full-sib lines are always used in the estimation and test sets. To

assess if lines of one bi-parental family can be predicted by using the progeny from the

other crosses as an estimation set, leave-one-cross-out cross-validation (LOCO-CV) was

used (Lehermeier et al. 2014). Here, one family formed the test set and all other fami-

lies from the same half-sib panel (dent or flint) formed the estimation set. The influence

of estimation set size was investigated by randomly sampling 25 to 675 half-sib lines in

increments of 25 in the estimation set. For every estimation set size, sampling was ran-

domly repeated 100 times and prediction performance was averaged over replications.

To evaluate if adding half-sib lines to an estimation set of full-sib lines could further

increase prediction performance by increasing estimation set size, all available half-sib

lines were additionally included in the estimation sets of R-CV. The prediction perfor-

mances of these estimation sets were compared to the prediction performances of R-CV,

where only full-sib lines were used in the estimation set. For investigating prediction

performance across heterotic pools, all Cornfed dent lines were used as an estimation

set and all flint lines as a test set, and vice versa. Additionally, cross-with-cross (CwC)

prediction was performed (Lehermeier et al. 2014). Here, every Cornfed family was

once used as an estimation set and once as a test set. In order to attain comparable

estimation and test set sizes, 50 lines from each family were randomly sampled, to form

the estimation and test sets. Sampling was randomly repeated 100 times.

To investigate the prediction performance of a multivariate model for genome-based

prediction in data with a sub-population structure, half of the lines from every sub-

population were randomly sampled in the estimation set, and the rest of the lines formed

the test set (Lehermeier et al. 2015). Prediction performance was evaluated within each

sub-population separately. Sampling was randomly repeated 100 times, and estimated

prediction performance was averaged over the 100 replications.

In all datasets and validation settings, prediction performance was estimated as Pearson

correlation between observed phenotypic values (yTS) and predicted genotypic values of

the test set (ĝTS): cor(yTS, ĝTS). In the context of genome-based prediction, this estimate

is frequently denoted as predictive ability. Generally, one is interested in how close the
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predicted genotypic value is to the true genotypic value (gTS), thus, on cor(gTS, ĝTS).

This estimate is frequently denoted as prediction accuracy. Only in simulated datasets,

where the true genotypic values are known, as in the simulated datasets in Lehermeier

et al. (2013), can this correlation be calculated directly. In experimental data, true

genotypic values are unknown and the prediction accuracy needs to be approximated,

according to Dekkers (2007), by:

cor
�

gTS, ĝTS

�

=
cor

�

yTS, ĝTS

�

Æ

h2
TS

, (24)

where h2
TS is the heritability in the test set.
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3 Discussion

This chapter combines a discussion of the results from the three publications underlying

this thesis (Lehermeier et al. 2013, 2014, and 2015) and includes further explanations

and results.

3.1 Proposed methods for genome-based prediction

The statistical method used for genome-based prediction has to cope with a large num-

ber of parameters which need to be estimated and generally by far exceed the number

of observations. Many methods have been proposed for this purpose. One large group

of methods, employed in this thesis, is formed by parametric models which assume a

priori a linear and additive effect of the markers on the phenotype (reviewed in de los

Campos et al. (2013a)). This group of parametric models can be further separated into

penalized frequentist regression models, as Ridge regression (RR-BLUP), GBLUP, LASSO

(Tibshirani 1996), and elastic net (Zou and Hastie 2005); and Bayesian shrinkage mod-

els, discussed in Gianola (2013) as the Bayesian alphabet. Another group of methods

is represented by machine learning methods which do not assume a priori a linear and

additive effect of the markers on the phenotypes. Reproducing kernel Hilbert space re-

gression (RKHS), support vector machines (SVM), boosting, random forest (RF), and

artificial neural networks (ANN) belong to these machine learning methods which have

been applied in genome-based prediction (Gonzalez-Recio et al. 2014).

Figure 4 shows the frequency of the different methods used for genome-based prediction

in plant breeding, according to their application to experimental data in peer-reviewed

publications. Here, the most frequently used method is GBLUP, or the equivalent Ridge

regression BLUP (RR-BLUP).

3.1.1 Comparison of method performance

In Lehermeier et al. (2013) the prediction performance of four Bayesian shrinkage me-

thods—Bayesian Ridge, Bayesian Lasso, BayesA, and BayesB—has been compared. The

Bayesian Ridge method, which assigns a priori equal shrinkage to all markers (i.e. marker-

homogeneous shrinkage), yielded in all datasets equal or higher predictive abilities

than the other three methods. Irrespective of the number of markers and observations,
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Figure 4: Investigated genome-based prediction methods as used in published studies on differ-
ent experimental plant datasets according to Table A1. RKHS: reproducing kernel Hilbert space
regression; BRR: Bayesian Ridge; RF: random forest; SVM: support vector machines; ANN: arti-
ficial neural networks.

marker-specific shrinkage did not outperform marker-homogeneous shrinkage in this

study. Performance in the experimental dataset was similar to the simulated datasets

for both traits. One reason for the good performance of the Bayesian Ridge might be

the large number of QTL affecting the target traits. The two quantitative traits in the

experimental data are assumed to be affected by many QTL (Schön et al. 2004). Both

simulated datasets comprised more than 300 segregating QTL, leading to a ratio relating

to the number of QTL per number of lines in the estimation set (nQT L/nES) larger than

0.3. Wimmer et al. (2013) showed, based on published simulation experiments (Zhong

et al. 2009; Meuwissen and Goddard 2010; Daetwyler et al. 2010; Zhang et al. 2010), the

clear influence of nQT L/nES on the relative performance of BayesB (performing marker-

heterogeneous shrinkage) compared to RR-BLUP (performing marker-homogeneous),

with a BayesB superiority only for nQT L/nES ratios < 0.5.

Furthermore, long range LD among markers is pervasive in maize breeding populations.

This was also observed in the experimental maize data investigated in Lehermeier et al.

(2013). If there is strong LD, many SNPs are expected to be in LD with at least one QTL.

It is conjectured that not only the large number of QTL, but also the strong correlation

between markers arising from LD are reasons for the superiority of the Bayesian Ridge

method over marker-specific shrinkage methods in terms of predictive abilities. Results
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from Wimmer et al. (2013) also suggest that large LD does not permit marker-specific

shrinkage methods like BayesB to perform efficient variable selection. If interest lies

mainly in the prediction of phenotypic traits, there may be little difference if a small

effect is assigned to a group of highly correlated markers, as happens in the Bayesian

Ridge, or a larger effect is assigned to only one of them, as in BayesB.

However, it was suggested in the literature that parametric variable selection methods,

for example BayesB, BayesCπ, or LASSO, can be used in a broader sense and are supe-

rior to the marker-homogeneous shrinkage methods GBLUP or RR-BLUP for predictions

across families, populations, and/or generations (Meuwissen 2009; Daetwyler et al.

2013). The assumption here is that variable selection methods rely more on informa-

tion from LD whereas GBLUP mainly uses information from relatedness (Habier et al.

2007, 2010). Thus, two variable selection methods have been tested and compared with

GBLUP for prediction across families and pools with the Cornfed data (Lehermeier et al.

2014). As a frequentist approach, LASSO was used, which shrinks effects directly to

zero (Tibshirani 1996); and as a Bayesian approach, BayesCπ was used, which is a gen-

eralization of the Bayesian Ridge and includes a random prior probability π of setting

a marker effect to zero (Habier et al. 2011). The prediction performance of BayesCπ

was highly similar to GBLUP for all cases. LASSO showed more differences compared to

GBLUP and BayesCπ, but in general no superiority compared to GBLUP was observed.

The reason why no superiority of variable selection methods was observed for prediction

across populations might be that variable selection methods are successful if the trait is

only affected by a small number of QTL, and if LD among markers is low (Wimmer et al.

2013), which was not given for the Cornfed data. Furthermore, the advantage of GBLUP

compared to variable selection methods for predictions across populations may be that

it does not loose variables that could be useful for a distantly related test set. Also, other

studies showed an inferior BayesCπ performance compared to GBLUP for genome-based

prediction (Heslot et al. 2012), especially for predictions across families, as in a study

with oats by Asoro et al. (2011).

It has also been conjectured that the performance of Ridge regression-type methods may

change compared to that of marker-heterogeneous shrinkage methods when marker

coverage is more dense (de los Campos et al. 2009). However, with denser marker

coverage, the ratio p/n will increase further. This exemplifies the importance of choosing

appropriate model parameters and good Bayesian learning ability of the methods, which
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will be discussed in the next two chapters.

3.1.2 Choice of model parameters

In Lehermeier et al. (2013), the influence of the choice of hyperparameters of Bayesian

Ridge, Bayesian Lasso, BayesA, and BayesB on prediction performance was investigated.

Hyperparameters which are chosen for the prior densities control the amount of shrink-

age on the marker effects. The parameter choice showed a high impact on prediction

performance for some methods. If the prior parameter setting was appropriate, the pre-

dictive abilities and accuracies of BayesA and BayesB were high and equal to those of the

Bayesian Ridge and Bayesian Lasso with random λ. However, finding “optimal” para-

meters is not straightforward. The proposed guidelines for finding an “optimal” scale Sβ
and λ, according to Pérez et al. (2010), did not always yield the best parameter setting

in terms of predictive ability. Alternative formulas have been proposed for finding an

“optimal” scale parameter Sβ , e.g. in Habier et al. (2010, 2011), but both approaches

are based on strong assumptions, e.g. the independence of marker effects, which may

be inadequate if strong LD among markers translates into a joint dependence of their

effects.

In experimental data, there is additional uncertainty in finding “optimal” parameters,

because the genotypic and residual variance components are unknown. In practical

applications of genome-based prediction, variance components can only be estimated

based on the training dataset, and not on phenotypic values of the test dataset. Thus,

there may be additional uncertainty, as the data distribution may change from the train-

ing to the test set, especially when training and test data come from different popula-

tions or generations. In Lehermeier et al. (2013), hyperparameters were chosen based

on the mode of the prior distributions. An option would be to choose hyperparameters

based on the mean of the prior densities, which would change the formulas for finding

hyperparameters and gives additional uncertainty for the hyperparameter choice. An

alternative to using an ad hoc formula would be to find hyperparameters iteratively via

cross-validation within the estimation set, but this would mean much higher computa-

tional demands (de los Campos et al. 2013a). Hence, Bayesian methods that are robust

with respect to the choice of hyperparameters are highly desirable. For practical applica-

tions it is recommended to choose a less informative parameter setting and rather weak

prior distributions, and to investigate the influence of the prior choice. Therefore, it is
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especially important to conduct some kind of prior robustness diagnostic (Roos et al.

2015).

3.1.3 Bayesian learning ability

In Lehermeier et al. (2013), the strong influence of the choice of hyperparameters was

observed. These findings indicate a lack of Bayesian learning ability, which was also

discussed by Gianola et al. (2009). To quantify the ability of Bayesian learning for the

respective methods, the Hellinger distance between the marginal prior and the pos-

terior densities of marker effects for the simulated dataset maizeA was calculated in

Lehermeier et al. (2013). The Hellinger distance is related to the Kullback Leibler dis-

tance, although opposed to the Kullback Leibler distance it is a symmetric measure and

is defined for the whole range of the two densities which are compared (Shemyakin

2014). A greater distance indicates that the posterior density has moved away from the

prior density, and that Bayesian learning has taken place. For the BayesA and BayesB

methods, quite small distances were observed, whereas in the Bayesian Ridge and the

Bayesian Lasso the distance between prior and posterior density was much larger. A

small distance between prior and posterior density can of course also be the result of a

perfect prior density which was assigned. However, this happens with probability close

to zero, if prior knowledge is limited. In combination with partly reduced predictive

ability, and the fact that all BayesA and BayesB scenarios yielded a small Hellinger dis-

tance between prior and posterior density, irrespective of the hyperparameter setting,

this is very unlikely to be the reason for the small distances found in Lehermeier et al.

(2013). From the Hellinger distances it can be seen that BayesA and BayesB have less

Bayesian learning ability than the Bayesian Ridge and the Bayesian Lasso, and so the

influence of the choice of hyperparameters on prediction is significant. In BayesA and

BayesB, the degrees of freedom of the fully conditional posterior distribution of σ2
β j

are

d fβ +1, and thus only one degree of freedom higher than the degrees of freedom of the

prior distribution of σ2
β j

, independently of the number of observations (n) or markers

(p) in the model (Gianola et al. 2009). In contrast, in the Bayesian Ridge, the degrees

of freedom of σ2
β

increases with the number of markers in the model.

In genomic datasets, Bayesian learning is limited due to the p > n situation. In real life,

as with next generation sequencing data, p will get even larger than in the simulated

and experimental data investigated here, and it is expected to increase much more than
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n, which is also seen in Figure 1. Thus, methods with a strong Bayesian learning ability,

such as the Bayesian Ridge and Bayesian Lasso, are required for genome-based predic-

tion. Only a few studies have investigated the sensitivity of Bayesian methods regarding

prior specification in the context of genome-based prediction (e.g. Knürr et al. (2013),

Lehermeier et al. (2013), Yang et al. (2015)), and more emphasis should be placed on

sensitivity analyses, especially if the Bayesian alphabet (Gianola 2013) is extended.

3.2 Population-specific factors affecting prediction performance

For the allocation of resources available in a breeding program, it would be highly desir-

able if one could predict the accuracy of a genome-based prediction experiment in ad-

vance, based on known factors. Different deterministic formulas and variations thereof

have been proposed for this purpose which take into account the number of individu-

als in the estimation set, the trait heritability, the number of independently segregating

chromosome segments Me (depending on effective sample size), and partly also the

number of markers (Daetwyler et al. 2008; Goddard 2009; Daetwyler et al. 2010; God-

dard et al. 2011; Erbe et al. 2013). Using these deterministic formulas and selection

theory, Riedelsheimer and Melchinger (2013) derived how to optimize analytically ge-

nomic selection strategies within one breeding cycle and bi-parental family. However,

uncertainty about the correct choice of Me exists in these deterministic formulas. Addi-

tionally, they assume that the estimation and test set are composed of individuals from

the same population without structure, as would be the case, for example, for predic-

tions within full-sib families. Following Henderson (1963), VanRaden (2008) proposed

a formula based on the genomic relationship matrix, in order to assess how reliably the

genomic values for each individual in the test set will be predicted. De los Campos et al.

(2013b) adopt this formula to derive upper bounds of prediction accuracy, under perfect

and imperfect LD between markers and QTL. Wientjes et al. (2012) investigate how the

deterministic formulas of Daetwyler et al. (2008) and VanRaden (2008) are affected by

LD differences and complex family structure. Recently, Wientjes et al. (2015) extended

the formula of VanRaden (2008) for prediction across populations.

Although various formulas have been proposed, assessing the accuracy of prediction still

remains difficult, and it is not yet fully understood in what manner prediction accuracy is

affected by population-specific parameters. In the following, population-specific factors
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that are supposed to affect genome-based prediction accuracy are examined further.

3.2.1 Linkage disequilibrium and linkage phases

Unless high-quality whole-genome sequencing data are used for genome-based predic-

tion, functional polymorphisms might not be directly included as predictors in the model.

However, markers are included which are assumed to be in linkage disequilibrium (LD)

with the QTL affecting the trait. LD is defined as non-random association of alleles at

two loci on the same gamete, while common measures of LD are based on the difference

of the frequency of the haplotype AB (pAB) and the frequency which would be expected

under linkage equilibrium: DAB = pAB− pApB, where pA is the allele frequency of allele A

at the first locus, and pB is the allele frequency of allele B at the second locus. A crucial

assumption for efficient genome-based prediction is that the LD between the marker

and QTL given in the estimation set is also given in the test set. And even more im-

portantly, linkage phases need to be consistent between the estimation set and selection

candidates, meaning the sign of DAB between marker and QTL need to be equal for both

populations (Goddard and Hayes 2007; de Roos et al. 2009; Hayes et al. 2009).

In the Cornfed data, which comprises bi-parental and multi-parental populations, dif-

ferent factors contribute to the creation of LD. Within a single bi-parental DH family,

population structure is absent and LD is generated purely by linkage. For DH lines de-

rived from the same cross of two homozygous parents, the LD between two polymorphic

loci can be calculated based on the recombination frequency r as ±0.25 (1− 2r), with

the sign depending on the linkage phase of the parents (same linkage phase of both

parental gametes returns a positive value). Thus, DAB can take values 0.25 or -0.25, if

no recombination takes place (r = 0). If at least one locus is monomorphic, or if recom-

bination frequency is at its maximum value of 0.5, DAB = 0. Two bi-parental families

with one common parent are expected to have equal linkage phases, because only ga-

metes with the same linkage phase will show polymorphism with the common parent

at both loci. In Lehermeier et al. (2014), this was shown in the pairwise comparison of

linkage phases between families from the same heterotic pool, where, as expected, all

SNP pairs had equal linkage phases. If two bi-parental families are combined, the aris-

ing LD is calculated as the weighted mean of the LD within each family plus the LD that

arises due to admixture because of differences in allele frequencies (Nei and Li 1973):
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DAB = π1DAB1
+π2DAB2

+π1π2

�

pA1
− pA2

� �

pB1
− pB2

�

, (25)

where π1 (π2) is the frequency of family 1 (2) in the admixed population, DAB1
(DAB2

) is

the value of LD in family 1 (2), pA1
(pA2

) and pB1
(pB2

) are the frequencies of alleles A and

B in family 1 (2), respectively. Accordingly, if two half-sib families are combined, the sign

of DAB can only change compared to a third family if allele frequencies differ between

the two families, because DAB1
and DAB2

have equal signs. Allele frequencies within bi-

parental families are expected to be 0.5 for segregating loci, but differences emerge if

one family segregates whereas the other family does not segregate for specific loci. If

multiple families (say K families) are combined, as in the estimation set of LOCO-CV in

Lehermeier et al. (2014), with frequencies πk (k = 1, . . . , K;
∑K

k=1πk = 1), the above

formula for the LD in the combined population can be extended according to Charcosset

and Essioux (1994) to:

DAB =
K
∑

k=1

πkDABk
+

K
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k=1

πk

�

pAk
−

K
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k=1

πkpAk

��

pBk
−

K
∑

k=1

πkpBk

�

. (26)

Here,
∑K

k=1πkpAk
and

∑K
k=1πkpBk

are the allele frequencies pA and pB in the combined

population. If A and B denote the alleles at locus 1 and locus 2 of the common parent of

K half-sib families, all families have LD values of DABk
≥ 0 (k = 1, . . . , K), and the allele

frequencies pA and pB are expected to be equal to or larger than 0.5. Thus, for loci in

linkage equilibrium within each family (DABk
= 0, for all k = 1, . . . , K) or with low LD,

DAB can become negative if at least one family does not segregate for one locus (pAk
= 1

and pBk
= 0.5 or vice versa). This leads to differences in allele frequencies for the differ-

ent families and consequently to the creation of negative LD in a combination of multiple

half-sib families, due to admixture. However, if there is strong LD within families, the

probability that linkage phases change from one full-sib family compared to a combina-

tion of families connected through a common parent is low. By investigating the linkage

phases of each Cornfed dent (flint) family, compared to the combination of all other

Cornfed dent (flint) families, it was observed that the concordance of linkage phases

was, in general, very high for SNP pairs less than five mega base pairs apart. However,
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variations were observed for different families. This variation of linkage phases was re-

lated to the genetic similarity of a founder line (the parental line which is specific for a

family) with all other founder lines. The average simple matching coefficient (Sneath

and Sokal 1973) of one dent (flint) founder line with the other dent (flint) founder

lines was highly correlated with the concordance of linkage phases, thereby reflecting

the relationship between the variation in linkage phases and SNP allele frequencies in

the admixed estimation sets of LOCO-CV. As expected from the high correlation of the

calculated mean simple matching coefficients between one founder line and the other

founder lines and the fraction of equal linkage phases, both factors were similarly asso-

ciated with predictive abilities from LOCO-CV.

3.2.2 Relatedness

The impact of the relatedness of the founder lines contributing to the estimation and test

set was investigated further using results from CwC prediction within both half-sib pan-

els. Here, linkage phases are identical between estimation and test set, and differences

in predictive abilities are expected to emerge only due to differences in relatedness. As

a general trend, it was observed that high relatedness between founder lines tended to

result in high prediction performance and low relatedness to yielding low prediction

performance. However, the association between relatedness and predictive ability was

generally quite weak. This confirms results from Daetwyler et al. (2013), who found as-

sociations between relatedness and accuracy at the “macro level” but not at the “micro

level”. Previous results from animal breeding showed high correlations between relat-

edness and accuracy (Clark et al. 2012; Pszczola et al. 2012). However, in these studies

accuracy was derived from prediction error variance (PEV) and not from cross-validated

correlations. Several studies have shown the equality between PEV and accuracy (e.g.

Clark et al. (2012); Pszczola et al. (2012)). However, this equality just holds if data

distribution does not change from the estimation set to the test set with equal genotypic

and residual variance components of the GBLUP method for both populations. This

is quite unlikely if the test set and the estimation set are formed by distantly related

populations. In the Cornfed data, large differences in genotypic and residual variance

components were observed for different bi-parental families, even if they were half-sibs

and belonged to the same heterotic pool. Consequently, the results derived from PEV

are restricted to special cases, as PEV does not take into account the future prediction
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errors of independent lines that were not included in the estimation model. Thus, cross-

validated results provide more realistic findings for prediction scenarios compared to

investigations of PEV. For this purpose, Gianola et al. (2014) suggested using bagging to

derive cross-validated prediction errors for each individual in the test set, and observed

little concordance between the theoretical model-based PEV and the empirically derived

PEV.

In Lehermeier et al. (2014), it was also investigated how predictive ability is affected

when additional unrelated lines are included in the estimation set consisting of related

half-sib lines. Here including additional lines from the opposite pool (i.e., unrelated

crosses with potentially different linkage phases) to the estimation set of LOCO-CV had

no impact on predictive abilities. Thus, including completely unrelated crosses in the

estimation set was neither a benefit nor a drawback for prediction performance. This is

relatively surprising, as one might expect that including unrelated crosses in the estima-

tion set would lead to a decrease in prediction performance, as different linkage phases

between markers and QTL might exist which lead to incorrectly estimated marker ef-

fects. Different linkage phases between markers and QTL across the dent and flint pool

in the Cornfed data are most likely considering the observed opposite linkage phases

between markers. However, as the relationship between dent and flint lines observed

by markers was very small, the GBLUP method does not borrow a lot of information

from the other pool when predicting lines from the same pool. Accordingly, it was also

stated by de los Campos et al. (2013b) that data from unrelated individuals contribute

little to prediction performance. In contrast, including additional half-sib families in the

estimation set for prediction within bi-parental families, which show relatedness with

the estimation and test set, considerably increased predictive abilities.

Interestingly, in the CwC procedure, conducted in Lehermeier et al. (2014), it was ob-

served that prediction performance was relatively high across families derived from lines

originating from the same breeding program, although the lines belonged to different

heterotic pools, and only small values of relatedness could be observed in the marker

data. This could be due to similar selection strategies and adaptation to similar envi-

ronmental conditions within one breeding program. Here, relatedness might be higher

at causal loci than observed at marker data.
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3.2.3 Allele frequencies and the allele substitution effect

Considering a biallelic context, in a random mating population the allele substitution

effect of a QTL for a given trait corresponds to the least squares estimate of the QTL effect

on the phenotype and depends on half the difference between the genotypic values of

both homozygotes at the QTL a, the dominance deviation d, and the allele frequency at

the QTL pA in the population (Falconer and Mackay 1996): α = a + d(1− 2pA), under

the assumption that epistatic interactions are absent. Thus, if dominance is present,

the allele substitution effect α depends on the allele frequency in the population. If no

dominance exists, but interaction of the QTL with another locus (say locus 2 with alleles

BB/bb), the allele substitution effect becomes: α = a + 2pB i, where pB is the allele

frequency at locus 2 in the population, and i is the interaction deviation between both

loci. Therefore, also without dominance, the allele substitution effect is allele frequency-

dependent if epistatic interactions exist with other loci.

These considerations hold for random mating populations, but they need to be modified

for a set of inbred lines which are generally considered in hybrid plant breeding. If a

population of DH lines is considered, no dominance deviation is observed, as the het-

erozygotes are missing and the allele substitution effect α reduces to a, as long as no

epistasis is present. The maize populations considered in this thesis were phenotyped

as testcrosses with a tester line, in which case the allele substitution effect depends also

on the genotype of the tester (Melchinger et al. 1998b).

Thus, the allele substitution effect of a QTL measured on testcrosses, and thus of markers

that are in LD with the QTL, depends on the tester genotype if dominance is present and

also on the allele frequencies of the DH population when epistatic interactions exist.

Due to these considerations, QTL, and therefore marker effects, are likely to differ in dis-

tinct populations when they vary in their allele frequencies and/or when testcrosses are

produced with different tester lines. This hampers prediction across populations and the

accurate estimation of QTL and marker effects in datasets with a population structure.

Studies in animal, plant, and human genetics report that the genotypic variance of quan-

titative traits mainly consists of additive genetic variance and only little of dominance

variation and variance due to epistatic interaction. However, one cannot infer from such

observations that non-additive effects are absent, because dominance and epistasis also

contribute to additive genetic variance (Hill et al. 2008; Maki-Tanila and Hill 2014).
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3.2.4 Heritability

In quantitative genetics, heritability in the broad sense is defined as the fraction of phe-

notypic variance which can be explained by all genetic factors (Falconer and Mackay

1996). While in animal breeding and human genetics, heritability is commonly esti-

mated by using data from related individuals, in plant breeding heritability can be es-

timated using replicated samples. Typically in plant breeding single phenotypic values

of lines are not considered but (adjusted) means of phenotypic observations from sev-

eral replications are, partly also from different locations and years. Thus, the so-called

operative heritability of the recorded phenotypic value of a line can be increased by

increasing the number of replications.

In Lehermeier et al. (2014), the heritability on a line mean basis was estimated for each

family separately. While within the flint pool heritability was higher than in the dent

pool, due to more locations, differences in heritability within each heterotic pool of the

Cornfed data mainly originated from differences in genotypic variance and genotype

by environment interactions for the different crosses, as all crosses were tested in the

same locations and with identical number of replications. Thus, adjusted means are

expected to have equal precision for different crosses. These differences in heritability

were mainly driven by differences in genotypic variances, which was also suggested by a

high correlation between heritability and the genotypic variance within families within

each Cornfed pool.

In Lehermeier et al. (2014), a strong association between family-specific heritability and

predictive abilities obtained through prediction within families was observed. Here, her-

itability is equal for the estimation and the test sets, and higher prediction performance

comes from a higher signal-to-noise ratio within both of these sets. Guo et al. (2014)

also showed that prediction performance is affected by genomic heritability in the esti-

mation set, as well as by heritability within the test set. To account for the signal-to-noise

ratio within the test set, a commonly used approach is to correct predictive ability by di-

viding it by the square root of the heritability within the test set (Dekkers 2007; Legarra

et al. 2008; Daetwyler et al. 2013). This procedure should approximate the correlation

of the estimated with the true genetic values of the test set, often also called predic-

tion accuracy. As heritability might not be estimated with the highest precision within

(small) families, this approach was not followed in Lehermeier et al. (2014), in order to
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avoid introducing additional bias into estimating prediction performance, and further,

to avoid introducing autocorrelation in the comparison between heritability and accu-

racy. Greater heritability in the estimation set yields more accurately estimated effects.

A higher heritability goes along with a higher Mendelian sampling term within families,

which is the main source of genomic prediction capacity within bi-parental families. In

Lehermeier et al. (2014), a positive correlation of predictive ability and heritability in the

estimation set was also observed for prediction across families, which suggests the desir-

ability of using estimation sets with high heritability and genotypic variation. Recently,

this was also claimed by Guo et al. (2014); however, it was observed in Lehermeier et al.

(2014) that genotypic variances in the progenies could not be predicted by marker-based

similarities of the parental lines. This is in accordance with observations made by Hung

et al. (2012), based on the US NAM population and numerous other studies investi-

gating the relationship between genetic similarity and variance in various crops (Helms

et al. 1997; Burkhamer et al. 1998; Melchinger et al. 1998a; Gumber et al. 1999). Thus,

it is a difficult task to select appropriate parental lines for new crosses which would lead

to a large genotypic variance within progeny for building a reliable estimation set for

prediction.

3.3 Construction of the estimation set

A crucial question in genome-based prediction is how to construct an estimation set

appropriately. Two different situations can be considered here. The first option has a set

of genotyped selection candidates, but only limited resources to phenotype them. Here,

the question is which lines should be phenotyped so that a best possible estimation

set can be constructed to predict all lines accurately. This question is considered in

Rincent et al. (2012) by using optimization algorithms based on the prediction error

variance from the GBLUP method. Alternatively, the other situation is that one has a set

of genotyped selection candidates and a (potentially large) population of lines that are

phenotyped and genotyped. Here, the question is which lines should be chosen to build

the estimation set for those specific selection candidates? The main difference in the

two situations is that in the latter case the set of selection candidates is fixed, while it is

dependent on the construction of the estimation set in the first case. The latter situation

is considered and investigated in Riedelsheimer et al. (2013), Jacobson et al. (2014),
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and Lehermeier et al. (2014) using multi-parental populations of maize.

3.3.1 Potential of multi-parental populations for genome-based prediction

Several studies have investigated the accuracy of genome-based prediction within bi-

parental families of maize (Lorenzana and Bernardo 2009; Albrecht et al. 2011; Guo

et al. 2012; Zhao et al. 2012a; Massman et al. 2013). Here, the estimation set for

genome-based prediction is composed of lines from the same bi-parental family as the

lines in the test set. Thus, the estimation and test sets have the same genetic background

and are highly related, LD within bi-parental families is high and based purely on link-

age, and population structure is absent. These are all factors which are advantageous

for genome-based prediction, and so prediction accuracy within bi-parental families is

supposed to be the maximum that can be achieved with a given sample size (Crossa

et al. 2014). However, this approach does not allow for predicting newly generated

crosses; instead, a part of the newly generated cross needs to be phenotyped first. Di-

versity panels have also been considered for genome-based prediction, because they

sample maximum allelic diversity, e.g. in maize described by Rincent et al. (2012) and

Riedelsheimer et al. (2012a). The advantages of both approaches for genome-based

prediction are assumed to be combined when multi-parental populations are consid-

ered for forming estimation sets. First, the genome-based prediction approach mainly

excels within families, as it can capture the Mendelian sampling term and is thus far

better than pedigree-based prediction. Second, when several bi-parental families are

combined to form the estimation set, the probability of QTL segregating that are rele-

vant to the family in the test set is higher.

In Lehermeier et al. (2014) the prediction performance of multi-parental populations,

compared to predictions within bi-parental populations, was investigated. The results

showed that, for a given family, similar predictive abilities could be obtained by combin-

ing several half-sib families in the estimation set as compared to predicting within the

bi-parental family, albeit only with an increase in the estimation set size. Predictive abili-

ties over all traits and families were, on average, 0.50 when the testcross performance of

progeny from a given family was predicted using all available half-sib lines in the estima-

tion set (LOCO-CV). In contrast, within bi-parental families (R-CV), predictive abilities

were, on average, 0.54. Prediction performance, with 50 full-sib lines forming the es-

timation set, could be increased to an average value of 0.63 by adding all additional
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available half-sib families to the estimation set. This was also observed in Lehermeier et

al. (2015) for the Cornfed dent data, where for all families except progeny derived from

crosses with UH304 prediction performance was higher when all remaining lines from

the same heterotic pool were used as the estimation set to predict the testcross values

of half of the lines from one family compared to when only the remaining 50% full-sib

lines were used as an estimation set.

One possible reason why prediction with multiple half-sib families worked well given a

sufficient estimation set size is that the probability of changing linkage phases between

the estimation and test sets is low, if families connected by a common parent are com-

bined into one estimation set. Additionally, allele frequencies are expected to be 0.5

within families for loci where both parental lines have different alleles. Thus, allele

substitution effects are expected to be similar for the different families. For practical

applications it is appealing that those results show that new crosses can be predicted

with high accuracy, if multiple half-sib families are used in the estimation set as long as

they share one common parent and thus linkage phases between markers and QTL are

largely consistent. For the Cornfed data, predictive abilities did not significantly change

if four, six, or nine half-sib families constituted the estimation set of size n= 200.

Within a given heterotic pool, all lines from the Cornfed data share one common parent.

Thus, no unrelated or unconnected families that come from the same heterotic pool are

available, and we cannot investigate how accurate the prediction is when unconnected

families from the same pool form the estimation set. Furthermore, no progeny from

crosses sharing one of the founder lines was available. These situations were consid-

ered in Riedelsheimer et al. (2013) and Jacobson et al. (2014). Riedelsheimer et al.

(2013) investigated prediction performance with five interconnected bi-parental maize

families generated from crosses with four parental lines from the flint heterotic pool. As

expected, they observed the highest prediction performance with full-sib lines and low

prediction performance with unrelated lines. When half-sib lines were used as the esti-

mation set, it was better when they were derived from crosses where both parental lines

of the full-sib lines in the test set were represented, compared to the situation where they

only shared one parent. Jacobson et al. (2014) compared the prediction performance

of differently constructed estimation sets, using 970 bi-parental families of maize. Sim-

ilarly, as observed in Riedelsheimer et al. (2013), genome-based prediction was most

efficient when full-sib lines were used as the estimation set, and half-sib families yielded
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better prediction performance compared to progeny from unrelated parents.

In Lehermeier et al. (2014) it was observed for the Cornfed dent panel that the predic-

tion performance of LOCO-CV relative to R-CV differed for the investigated traits. For

DMY, predictive abilities obtained with R-CV were around 0.4, and the same prediction

performance could be reached with half-sib lines in LOCO-CV. For DMC, however, pre-

dictive abilities within families were much higher (0.48-0.77) and could generally not

be reached with the full set of half-sib lines in LOCO-CV. The substantially decreased

prediction performance of LOCO-CV, compared to predictions within families for DMC,

might indicate that the importance of genetic factors contributing to variations in DMC

within each bi-parental family is increased compared to DMY.

In Lehermeier et al. (2014, 2015), an outlier family within the Cornfed dent data was

found with the one derived from UH304 for the trait DMY, but not for the other traits.

This family’s lines could not be predicted based on other dent families for DMY in the

LOCO-CV scenario. As all dent families are equally connected through one common

parent, no relevant differences in linkage phases were observed between the UH304

derived family and the other dent families. Thus, differences in linkage phases, as sug-

gested in other outlying cases of low prediction performance (Riedelsheimer et al. 2013;

Würschum et al. 2013), cannot be a reason for the poor prediction performance seen

here. UH304 was the only Iodent founder line within the dent pool, and it is a more

recently developed line compared to the other founder lines and may have experienced

different selection pressure, especially for DMY. DH lines of this family had higher ge-

netic similarities amongst each other compared to the other dent families, as the two

parental lines UH304 and the central line F353 have both an Iodent background and

showed high relatedness. However, despite the low genotypic variation observed from

marker data, family UH304 showed an intermediate genotypic variance for all traits.

3.3.2 Prediction across populations

In animal breeding, prediction across populations was investigated using Holstein and

Jersey breeds of dairy cattle, where prediction performance was close to zero when

a Holstein estimation set was used to predict a Jersey test set, and vice versa (Hayes

et al. 2009; Erbe et al. 2012). In maize, one of the most extreme settings is prediction

across heterotic pools established in hybrid breeding. In Central Europe, an important

heterotic pattern is dent and flint crosses. Generally, predictions across the two maize
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pools of the Cornfed data failed, with predictive abilities close to zero when dent lines

were predicted based on information from flint lines, and vice versa. This can be readily

explained by the missing relatedness and inconsistent linkage phases between the pools.

Technow et al. (2013) investigated predictive abilities across dent and flint lines for

the line per se performance of the trait for Northern corn leaf blight resistance. They

obtained slightly higher predictive abilities than were observed for DMY and DMC in

the Cornfed data, with a predictive ability up to 0.25 for the prediction of line per se

performance across flint and dent heterotic pools. Their findings are in line with the

observation of slightly increased prediction performance across pools for flowering traits,

compared to DMY and DMC in the Cornfed data. In breeding, line selection is mainly

based on their testcross performance in relation to yield, and heterosis is maximized

if opposite alleles are fixed in each pool. Thus, dent and flint lines are assumed to

differ mainly at QTL affecting yield related traits. A companion study, performing QTL

mapping with the same data (Giraud et al. 2014), detected less than 15% common

QTL for the two pools across the five investigated traits and no overlapping QTL in

dent and flint for DMY, which, according to Giraud et al. (2014), might indicate that

complementary alleles have been fixed in both groups, due to selection. An additional

obstacle is that not line per se but testcross performance was predicted. Although the

amount of specific combining ability compared to general combining ability is relatively

small (Bernardo 2010), especially when heterotic groups are distinct such as in maize

(Reif et al. 2007; Albrecht et al. 2014), the allele substitution effect might differ when

tester alleles are different and dominance is present (see chapter 3.2.3).

To date, predicting completely distinct genetic material has not been successful. Further

research is therefore necessary to develop new methods adapted to such prediction sce-

narios. It has been assumed that Bayesian and other methods applying variable selection

rely more on information from LD, whereas GBLUP mainly uses information from relat-

edness (Habier et al. 2007). Thus, it was assumed in the literature that sparse models

can be used in a broader context and are superior to GBLUP for across-family prediction

or prediction across generations (Meuwissen et al. 2009; Daetwyler et al. 2013). Here,

variable selection methods did not improve prediction performance across pools in the

Cornfed data, and results from BayesCπ were similar compared to results from GBLUP.
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3.4 Multivariate models for structured data

As indicated in the previous section and section 3.1.1 for prediction across breeds or

populations, it was suggested in the literature that variable selection methods might

be advantageous. However, these methods assume that marker effects are identical

in different populations. This is a strict assumption, as the allele substitution effect

can be allele frequency-dependent if dominance and/or epistasis exist, and addition-

ally the marker-QTL LD might differ between populations (see section 3.2.1 and 3.2.3).

For genome-based prediction in multi-parental maize populations, Schulz-Streeck et al.

(2012a) addressed this issue by including interaction effects between markers and fami-

lies into the RR-BLUP method. In doing so they observed very similar predictive abilities

for the classical RR-BLUP method and the model including interaction effects. Although

this approach yields family-specific marker effects, the covariance structure between

sub-populations (or families) is restricted to being constant when more than two sub-

populations are considered. Thus, Lehermeier et al. (2015) investigated a multivariate

GBLUP method (MG-GBLUP) which estimates population-specific marker effects but at

the same time uses all available data information for the estimation.

3.4.1 Prediction performance of the multivariate model

In Lehermeier et al. (2015), a multivariate genome-based prediction method (MG-

GBLUP) for analyzing structured plant populations was introduced. This method was

compared with a GBLUP method, ignoring sub-structure in the data and estimating com-

mon marker effects across all sub-populations (A-GBLUP) and analyses within each sub-

population separately (W-GBLUP), therefore allowing for marker effects to differ across

sub-populations but not to borrow information between sub-populations. Methods A-

GBLUP and W-GBLUP can be considered as special cases pertinent to the multivariate

method. With perfect genomic correlations between sub-populations, the MG-GBLUP

method arrives at A-GBLUP, and with genomic correlations at zero MG-GBLUP arrives at

W-GBLUP. Lehermeier et al. (2015) analyzed three differently structured plant datasets:

a rice diversity panel with four sub-populations, the Cornfed dent data representing a

large half-sib maize panel comprising ten bi-parental families, and wheat data from a

breeding program which could be clustered into two sub-populations.

The rice data represent the most heterogeneous material analyzed in this study, with
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very clear and distant sub-populations. This was also indicated by a high amount of

variance explained by the first two eigenvalues of the marker-derived relationship ma-

trix. Thus, estimated genomic correlations between sub-populations from method MG-

GBLUP were close to zero. Consequently, the MG-GBLUP method approached the W-

GBLUP method, and predicted genomic values from both methods were highly corre-

lated. As expected, both methods also yielded very similar predictive abilities. With

different allele frequencies, and thus different allele substitution effects, in the four dif-

ferent rice sub-populations, one would expect A-GBLUP to perform worse than the other

two methods. Estimated sub-population-specific marker effects differed highly for the

four sub-populations. Nevertheless, A-GBLUP, which forces marker effects to be identical

over sub-populations, yielded prediction performance quite similar to MG-GBLUP and

W-GBLUP with sub-population-specific marker effects. An explanation for the relatively

good prediction performance of A-GBLUP might be that different alleles segregate in

different rice sub-populations. Thus, a lot of SNPs are only polymorphic within a sin-

gle sub-population, and SNP effect estimation is only marginally affected by the other

sub-populations.

In contrast to the situation in the rice data, MG-GBLUP performed more akin to A-

GBLUP than to W-GBLUP in the Cornfed dent data. Predicted genomic values from the

multivariate model were highly correlated with the A-GBLUP method when ignoring

sub-population structure. Estimated genomic correlations among maize families were

rather weak but substantially higher than among the rice sub-populations, as all Corn-

fed dent lines share one common parent. With respect to predictive ability, on average

the A-GBLUP method performed best and the multivariate method yielded similar, al-

beit slightly decreased, predictive abilities, while W-GBLUP yielded the lowest predictive

abilities.

In the wheat data, predicted genomic values from the multivariate method (MG-GBLUP)

were highly similar to the predicted genomic values from the within cluster GBLUP

method (W-GBLUP), as observed in the rice data. Comparing the results obtained from

the different environments, it was evident that, as expected, the lower the genomic cor-

relation among clusters, the higher the correlation among predicted genomic values ob-

tained with W-GBLUP and MG-GBLUP. Thus, the lower the genomic correlation between

sub-populations, the less information is borrowed from the other sub-population within

the multivariate method. Considering predictive abilities, the ranking of the methods
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varied over the different environments. Averaging the results over all environments, the

multivariate method outperformed the other two methods.

The scheme in Figure 5 visualizes the similarities between the A-GBLUP, MG-GBLUP, and

W-GBLUP analyses in the rice, the Cornfed dent, and wheat datasets. Here, the edges of

the triangles represent the Euclidean distance of the predicted genomic values from the

different methods averaged over multiple traits or environments. In rice and wheat, the

MG-GBLUP method approaches the W-GBLUP method. Furthermore, it is clearly evident

that the difference between the three methods is relatively small in rice and wheat, which

is due to less of a relationship across sub-populations in these datasets. Thus, A-GBLUP

and MG-GBLUP borrow little information across sub-populations and are closer to the

W-GBLUP analysis. In contrast, in the Corned dent data, the distance between A-GBLUP

and W-GBLUP is much larger, as here more relatedness across sub-populations exists.

Furthermore, the MG-GBLUP method converges to the A-GBLUP method in this case.

Figure 5: Visualization of the distance between the A-GBLUP, MG-GBLUP, and W-GBLUP analyses
in the rice, the Cornfed dent, and the wheat data. The lengths of the triangle edges correspond
to the Euclidean distances of the predicted genomic values taken from the different methods,
averaged over different traits/environments.

Higher estimated genomic heritabilities were observed for MG-GBLUP compared to W-

GBLUP for all three datasets. In addition, correlations of observed and predicted ge-

nomic values within the estimation set were higher for MG-GBLUP than for W-GBLUP

43



3 DISCUSSION

and A-GBLUP. This, together with partly reduced predictive abilities of MG-GBLUP com-

pared to A-GBLUP or W-GBLUP, indicates some kind of overfitting behavior in relation to

MG-GBLUP. Although MG-GBLUP seems to better fit the data than the other two meth-

ods, it partly showed reduced prediction performance compared to A-GBLUP and W-

GBLUP. MG-GBLUP is more complex and has more parameters to estimate than the other

two methods. Typically, in line with increasing model complexity, the estimation error

in the training data decreases, but it might adapt too strongly to the training data and

lead to poor predictions for independent test data (Hastie et al. 2009). It seems that al-

though MG-GBLUP is the better fitting model and leads to less biased estimates, it does

in some cases result in reduced prediction performance compared to the less complex

models, due to greater prediction variance (bias-variance trade-off).

Both special cases of MG-GBLUP, namely the A-GBLUP and W-GBLUP, have advantages

and disadvantages. A-GBLUP makes use of all available data to estimate marker effects;

however, it imposes the homogeneity of marker effects and variance components on

sub-populations. Conversely, W-GBLUP analyses allow for the heterogeneity of marker

effects and variance components but do not allow for borrowing information between

sub-populations. The MG-GBLUP method lies in between A-GBLUP and W-GBLUP. Bor-

rowing information between sub-populations is most important when the within sub-

population sample size is small. If that is the case, W-GBLUP analyses are inferior to

A-GBLUP and MG-GBLUP, as especially seen in the Cornfed data. When sample size is

small, it might also occur that a more sparse model with less parameters to estimate is

advantageous. This might explain the good prediction performance of A-GBLUP, even

when large differences between sub-populations are observed.

3.4.2 Multivariate models in animal breeding

Multivariate models have also been suggested for genome-based predictions combining

different breeds in animal breeding. Olson et al. (2012) used a multivariate GBLUP

method for the joint analysis of Holstein, Jersey, and Brown Swiss cattle, where they

assigned different fixed values of genomic correlations between breeds. They found a

slight increase in prediction performance when using the multivariate method with an

assumed correlation of 0.3 between breeds, compared to a within-breed or an across-

breed analysis. Makgahlela et al. (2013) investigated different Nordic Red breeds by ap-

plying a multivariate approach, but they could not estimate covariance between breeds
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with REML estimation, due to convergence problems, and so they assigned a covariance

of 0, which reduced the model to an analysis within breeds comparable to W-GBLUP in

Lehermeier et al. (2015). Karoui et al. (2012) used a multivariate model for genome-

based prediction in a combined dataset of three major French dairy cattle breeds, where

the variance-covariance structure between breeds was estimated via a Gibbs sampler

similar to that employed in this thesis. They observed mostly a slight increase in pre-

diction performance using the multivariate model compared to analysis within breeds

(corresponding to W-GBLUP in the study of Lehermeier et al. (2015)). Nonetheless,

the results were very similar to assuming a very high correlation of 0.95 among breeds,

which nearly corresponds to an overall GBLUP method similar to A-GBLUP. Recently,

Zhou et al. (2014) investigated for Nordic Holstein and Nordic Red a multivariate GBLUP

method using differently constructed realized relationship matrices. They observed only

a small increase in prediction performance using the multivariate method over within-

breed GBLUP, and they did not compare results to an overall GBLUP approach ignoring

sub-population structure.

3.4.3 Genomic correlations between sub-populations

The multivariate method provides useful estimates of the genomic correlations between

sub-populations. Estimated genomic correlations based on the variance-covariance ma-

trix Σg from the multivariate GBLUP model (20) are equivalent to the marker correla-

tions based on the variance-covariance matrix of the marker effects B from model (13).

Those correlations between sub-populations are trait-specific, as traits are assumed to

be affected by different QTL in line with different contributions of epistasis and dom-

inance. Thus, genomic correlations provide a measure of the similarity in relation to

QTL effects for a specific trait between sub-populations and marker-QTL LD consistency

within sub-populations (Karoui et al. 2012). For the Cornfed dent data, genomic corre-

lations were higher between families derived from D06, D09, and UH250 than between

the other families. The founder lines of these families originated from the breeding pro-

gram initiated by the University of Hohenheim and were more related than the other

founder lines. As those founder lines are related, their progenies show more likely seg-

regation at identical loci and QTL. Thus, markers are assumed to have similar effects on

a specific trait. For DMY, the family derived from UH304 showed a correlation close to

zero with the other maize families. In Lehermeier et al. (2014), it was shown that the
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yield records from the lines of this family could not be predicted based on lines from

other families. The founder line UH304 is related to the common parent of all maize

lines, namely F353. Thus, many QTL which explain genotypic variations for DMY within

the other maize families might be monomorphic within family derived from UH304 (Gi-

raud et al. 2014). In contrast, higher genomic correlations between this family and the

other families were estimated for DMC, while higher prediction performance was also

observed for this trait in Lehermeier et al. (2014). Generally, genomic correlations were

lower for DMC than for DMY, indicating that functional polymorphisms affecting DMC

are more family-specific than those affecting yield.

3.4.4 Extending the multivariate model

It is conceivable that the MG-GBLUP method might be useful for the analysis of testcross

performance when different testers are used. This situation is present in the Synbreed

CS2 data analyzed in Albrecht et al. (2014). This dataset contains two large genetic

groups containing 582 (G1) and 260 (G3) lines, respectively. About one-third of the lines

in group G1 and one half of G3 were crossed to tester T1 and to tester T3, respectively.

Thus, in the data, four sub-populations can be considered: (i) G1_T1 with lines of group

G1 crossed to tester T1, (ii) G1_T3 with lines of group G1 crossed to tester T3, (iii) G3_T1

with lines from group G3 crossed to tester T1, and (iv) G3_T3 with lines from group G3

crossed to tester T3.

Figure 6: Estimated genomic correlations (± posterior standard deviations) of traits GDY (upper
diagonal) and GDC (lower diagonal) between the sub-populations from the Synbreed CS2 data.
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Figure 6 shows genomic correlations between these four sub-populations for the traits

GDY and GDC estimated by the MG-GBLUP method. Genomic correlations for lines be-

longing to the same genetic group, albeit crossed to different tester lines, were 0.30 and

0.26 for grain yield and 0.67 and 0.49 for grain dry matter content. Under the assump-

tion that the lines tested with different testers represent a random sample from the same

population, one would expect a correlation of one, if both testers had identical alleles at

all QTL or if no dominance and epistasis existed (Melchinger et al. 1998b). Generally,

genomic correlations were lower for GDY than for GDC. This is in line with the study of

Melchinger et al. (1998b), where the QTL mapping results were more consistent across

testers for grain moisture than for grain yield, which can be explained by significant

contributions of dominance affecting grain yield.

Figure 7: Mean predictive abilities for traits GDY and GDC of A-GBLUP, MG-GBLUP, and W-GBLUP
evaluated within sub-populations from the Synbreed CS2 data.

Figure 7 shows the prediction performance of the MG-GBLUP method in comparison

to the special cases A-GBLUP and W-GBLUP. For most sub-populations, the A-GBLUP

method yielded the highest predictive abilities, as was also observed for the Cornfed

dent data. Due to a smaller sample size of G3 compared to G1, predictive abilities in G3

were lower than in G1, while W-GBLUP, without borrowing information across groups,

performed poorly in G3, especially for GDY. Exceptions were observed for G1 (G1_T1

and G1_T3) for the trait GDY, where the MG-GBLUP method performed best. For ge-
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netic group G1 and trait GDY, it was already observed by Albrecht (2015) that predictive

ability decreased when additional lines from the other groups constituted the estima-

tion set, which corresponds to the comparison of the A-GBLUP and W-GBLUP analyses

herein. Here, the MG-GBLUP was superior, as it accounted for differences between ge-

netic groups and applied testers but at the same time did not ignore valuable information

from the other groups.

A rather strict assumption in MG-GBLUP is that marker effects among sub-populations

are homogeneously correlated along the genome. One option would be to extend MG-

GBLUP to a marker-heterogeneous shrinkage method such as BayesA or BayesB (Meuwis-

sen et al. 2001), where the correlation structure is specific to each marker. However, this

substantially increases the number of parameters which need to be estimated, possibly

leading to a highly under-determined model. Another option which would be more

restrictive, but where less parameters would need to be estimated, would be to build

clusters of markers and to assume different correlation structures for each one. This

approach would be similar in principle to the one suggested by Akdemir and Jannink

(2015), and it would allow for the notion that some markers are highly correlated among

sub-populations, for example in regions where the marker-QTL LD is constant across sub-

populations. Another group of markers might be very specific for each sub-population,

for example due to LD with different QTL. However, as MG-GBLUP already seemed to

suffer from overfitting, it is likely that extending the model to marker-heterogeneous

correlation structures would not increase prediction performance, as long as sample

size was not increased in parallel.

The methods discussed in Lehermeier et al. (2015) assume that individuals cluster in

homogeneous, clearly separable groups; however, genetic variations are sometimes bet-

ter described by a continuum in which some individuals belong to homogeneous sub-

populations and others are admixed. Clearly, the methods discussed in Lehermeier et

al. (2015) do not accommodate admixed groups adequately, and so further research is

needed to develop methods that can deal simultaneously with admixed lines and distinct

structures.
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3.5 Conclusions

This thesis investigated different plant populations for genome-based prediction. The

main conclusions from this work are:

• Marker-heterogeneous shrinkage methods were not superior to marker-homoge-

neous shrinkage methods such as Bayesian Ridge and GBLUP in experimental data

with high LD and a presumably large number of small effect QTL.

• Bayesian Ridge and Bayesian Lasso showed a higher Bayesian learning ability and

less sensitivity regarding hyperparameter specification than BayesA and BayesB.

• Through a number of theoretical considerations, it was shown that linkage phases

between markers and QTL can change only slightly if families genetically con-

nected by a common parent are combined. Thus, besides full-sib lines, half-sib

lines represent an appropriate basis on which to construct an estimation set. This

has the advantage that larger estimation sets can be constructed and newly gen-

erated crosses can also be predicted.

• Prediction across heterotic pools was not possible, due to a lack of relatedness.

However, the results indicated that prediction performance is higher among lines

originating from the same breeding program, even if no relatedness can be ob-

served with marker data.

• It was shown that multivariate models can be used to infer the similarity of marker

effects among sub-populations in a heterogeneous population. Thus, genetic het-

erogeneity between sub-populations can be characterized. Not only were genomic

correlations between sub-populations dependent on the genetic distance of the

sub-populations, but they also showed large differences among traits.

• Substructure in the data complicates genome-based prediction tasks. The choice

of the best analysis method depends on the genetic heterogeneity in the data and

on the sample size. While in highly heterogeneous populations the W-GBLUP and

MG-GBLUP methods tend to perform better, A-GBLUP is superior in populations

with more closely related sub-populations and with small sample sizes per sub-

population.
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4 Summary

Technical advances in the last few years have led to reduced costs in terms of time and

money for genotyping in comparison to phenotyping plants. This has led to the rise and

steady development of genomic selection in several species. The idea of genomic selec-

tion is to select lines based on their genome-based predicted breeding values instead of

on their phenotypes. For this purpose, the effects of genetic markers need to be estimated

in a first step based on a genotyped and phenotyped dataset (training population). A

number of frequentist and Bayesian methods was suggested in the literature for genomic

selection, which can cope with the much higher number of markers in comparison to

the number of phenotypes. This thesis investigated, with simulated and empirical maize

breeding data, different Bayesian methods (Bayesian Ridge, Bayesian Lasso, BayesA, and

BayesB) with respect to their prediction performance as well as their sensitivity to prior

parameter settings. Using the Hellinger distance between marginal prior and posterior

density, a reduced Bayesian learning ability was quantified for BayesA and BayesB in

comparison to Bayesian Ridge and Bayesian Lasso.

Besides the choice of an appropriate method for genome-based prediction, the construc-

tion of a suitable estimation set for a specific population of selection candidates is crucial.

The optimum design of an estimation set was investigated using a multi-parental pop-

ulation of maize lines. This population comprised 1,652 genotyped and phenotyped

double haploid (DH) maize lines arranged in two large half-sib families. These two half-

sib families represent two main heterotic germplasm pools in Europe: dent and flint.

Ten bi-parental dent families were generated from crosses of ten diverse dent maize

lines with one common dent parental line (F353), and eleven bi-parental flint families

were generated from crosses of eleven diverse flint maize lines with one common flint

parental line (UH007). Using different estimation and test set compositions, the effi-

ciency of genome-based prediction was investigated. It was observed that an estimation

set consisting of several half-sib families yielded similar or even higher predictive abili-

ties than an estimation set of 50 full-sib lines. Largely consistent marker linkage phases

in half-sib families, which were investigated theoretically and empirically, are one rea-

son why half-sib families are a good basis for the construction of an estimation set.

Prediction across heterotic pools was not possible in most cases, and it was shown that

including additional unrelated lines in the estimation set had no impact on prediction
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performance.

Plant breeding populations often exhibit enormous substructures. Generally, these are

corrected for mean differences in different sub-populations when structured data are

analyzed for genome-based prediction. Very rarely differences in marker effects which

likely occur due to, for example, differences in allele frequencies and linkage phases

are accounted for. Three options to analyze structured data in the context of genome-

based prediction were investigated. The first method ignored the population structure

in the data and estimated common marker effects for all sub-populations (A-GBLUP).

The second method estimated marker effects within each sub-population separately (W-

GBLUP). Whereas W-GBLUP accounts fully for heterogeneity in the data in contrast to

A-GBLUP, it has the disadvantage that sample size is reduced enormously, which in

turn hampers the precise estimation of marker effects. Thus, a multivariate method

(MG-GBLUP) was proposed which estimates population-specific marker effects, though

marker effects are allowed to be correlated among sub-populations. Differently struc-

tured datasets were used to investigate the three methods. Depending on the diversity

of the data, A-GBLUP or W-GBLUP yielded better prediction performance. In most cases,

the multivariate method, which is a generalization of A-GBLUP and W-GBLUP, converged

towards the better performing method and showed similar or better prediction perfor-

mance. The genomic correlations which were estimated using the multivariate method

provided information about trait-specific heterogeneity between sub-populations.
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5 Zusammenfassung

Biotechnologische Fortschritte der letzten Jahre führten dazu, dass in der Pflanzenzüch-

tung die Genotypisierung von Linien deutlich günstiger und schneller durchzuführen ist

als die Phänotypisierung. Dies führte zu einem Aufschwung und zu einer stetigen Wei-

terentwicklung der genomischen Selektion in verschiedenen Spezies. Die Idee bei der

genomischen Selektion ist Linien nicht anhand ihrer Phänotypen sondern basierend auf

ihren vorhergesagten genomischen Zuchtwerten zu selektieren. Dazu werden die Ef-

fekte der genetischen Marker mittels eines genotypisierten und phänotypisierten Daten-

satzes (Referenzpopulation) geschätzt. Eine Vielzahl frequentistischer und Bayesian-

ischer Methoden wurde in der Literatur für die genomische Selektion vorgeschlagen,

welche in der Lage sind die in der Regel deutlich höhere Anzahl an Markern im Ver-

gleich zu den beobachteten Phänotypen zu bewältigen. In dieser Arbeit wurden mit-

tels simulierter Daten und einer Mais Züchtungspopulation verschiedene Bayesianische

Methoden (Bayesian Ridge, Bayesian Lasso, BayesA und BayesB) bezüglich ihrer Vorher-

sagegenauigkeit und Sensitivität gegenüber der Priori Parameterwahl untersucht. Durch

die Berechnung der Hellinger Distanz zwischen marginaler Priori- und Posteriori-Dichte

wurde eine reduzierte Fähigkeit zu Bayesianischem Lernen bei den Methoden BayesA

und BayesB im Vergleich zu dem Bayesianischen Ridge und Bayesianischen Lasso quan-

tifiziert.

Neben der Wahl einer geeigneten statistischen Methode für die genomische Vorher-

sage ist vor allem auch entscheidend, wie eine geeignete Referenzpopulation für be-

stimmte Populationen an Selektionskandidaten zusammengestellt werden soll. Diese

Frage wurde mittels einer multiparentalen Maispopulation untersucht. Diese Population

setzt sich zusammen aus 1652 genotypisierten und phänotypisierten Doppelhaploiden

(DH) Maislinien welche in zwei großen Halbgeschwisterfamilien angeordnet sind. Diese

beiden Halbgeschwisterfamilien repräsentieren dabei zwei wichtige heterotische Grup-

pen in Europa: Dent und Flint. Aus Kreuzungen von zehn diversen Dent-Maislinien

mit einer gemeinsamen Dent-Elternlinie (F353) wurden zehn biparentale Dent-Familien

generiert und aus Kreuzungen von elf diversen Flint-Maislinien mit einer gemeinsamen

Flint-Elternlinie (UH007) wurden elf biparentale Flint-Familien generiert. Die Effizienz

der genomischen Vorhersage mit verschiedenen Zusammensetzungen von Schätz- und

Testsets wurde anhand dieses Datensatzes untersucht. Hierbei wurde beobachtet, dass

52



5 ZUSAMMENFASSUNG

durch die Kombination mehrerer Halbgeschwisterfamilien im Schätzset eine ähnliche

oder sogar höhere Vorhersagegenauigkeit erreicht werden kann als wenn 50 Vollge-

schwisterlinien verwendet werden. Konsistente Marker Kopplungsphasen bei Halbge-

schwisterfamilien, welche theoretisch und empirisch untersucht wurden, sind hierbei

ein Aspekt weshalb mehrere Halbgeschwisterfamilien eine geeignete Referenzpopula-

tion bilden. Die Vorhersage über heterotische Gruppen hinweg war in den meisten Fällen

nicht möglich und es wurde gezeigt, dass das Hinzufügen unverwandter Linien zu dem

Schätzset keinen Einfluss auf die Vorhersagegenauigkeit hat.

Pflanzenzüchtungspopulationen weisen häufig eine starke genetische Struktur auf. Bei

der Analyse von Daten mit Substrukturen wurde bisher häufig nur für Mittelwertsunter-

schiede in den verschiedenen Subpopulationen korrigiert. Selten wurde dabei berück-

sichtigt, dass sich auch die Markereffekte in den verschiedenen Subpopulationen mit

hoher Wahrscheinlichkeit unterscheiden, etwa aufgrund unterschiedlicher Allelfrequen-

zen oder Kopplungsphasen. Drei verschiedene Optionen wurden für die genomische

Vorhersage strukturierter Daten untersucht. Einmal wurde die Populationsstruktur ver-

nachlässigt und es wurden für alle Subpopulationen gleiche Markereffekte geschätzt

(A-GBLUP). Desweiteren wurde eine stratifizierte Analyse durchgeführt in der Marker-

effekte innerhalb jeder Subpopulation einzeln geschätzt wurden (W-GBLUP). Während

W-GBLUP anders als A-GBLUP die Heterogenität in den Daten berücksichtigt, hat W-

GBLUP den Nachteil, dass die Stichprobengröße zur präzisen Schätzung der Markeref-

fekte stark reduziert wird. Aus diesem Grund wurde eine multivariate Analyse (MG-

GBLUP) vorgeschlagen, mit der populationsspezifische Markereffekte geschätzt wer-

den können und Korrelationsstruktur zwischen den Markereffekten der Subpopulatio-

nen zugelassen wird. Datensätze mit sehr unterschiedlicher Populationsstruktur wur-

den verwendet, um die drei Analysemethoden zu vergleichen. Es zeigte sich, dass ab-

hängig von der Diversität der Datensätze A-GBLUP oder W-GBLUP die bessere Vorher-

sagegenauigkeit lieferte. Das multivariate Modell, welches eine Verallgemeinerung von

A-GBLUP und W-GBLUP darstellt, näherte sich in den meisten Fällen der besser abschnei-

denden Methode an und zeigte eine ähnliche oder höhere Vorhersagegenauigkeit. Die

mit der multivariaten Analyse geschätzten genomischen Korrelationen zwischen den

Subpopulationen gaben Aufschluss über die merkmals-spezifische Heterogenität zwi-

schen den Subpopulationen.
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7 APPENDIX

7 Appendix

7.1 Supporting Table

Table A1: Overview of used genome-based prediction methods and analyzed species in published
genomic selection studies, using different experimental plant datasets (up to the end of 2014).

Publication Methods Species

Albrecht et al. (2011) GBLUP maize

Albrecht et al. (2014) GBLUP maize

Asoro et al. (2011) RR-BLUP, BayesCπ oats

Bao et al. (2014) RR-BLUP, BayesL, BayesCπ, SVM, RF soybean

Bentley et al. (2014) RR-BLUP, LASSO, Elastic Net wheat

Bernal-Vasquez et al. (2014) RR-BLUP rye

Biscarini et al. (2014) GBLUP sugar beet

Burgueño et al. (2012) GBLUP wheat

Charmet et al. (2014) GBLUP, BRR, BayesL, RKHS, RF wheat

Combs and Bernardo (2013) RR-BLUP maize

Cros et al. (2015) GBLUP, BayesL, BRR, BayesCπ, BayesDπ oil palm

Crossa et al. (2010) BayesL, RR-BLUP, RKHS wheat, maize

Crossa et al. (2013) RKHS, Bayesian GBLUP maize

Cuevas et al. (2014) BRR, BayesA (variations) wheat, maize

Daetwyler et al. (2014) GBLUP, BayesR wheat

Dawson et al. (2013) GBLUP wheat

de los Campos et al. (2009) BayesL wheat

de Oliveira et al. (2012) RR-BLUP cassava

El-Kassaby et al. (2012) GBLUP cotton tree

e Silva et al. (2013) Bayesian GBLUP maize

Fodor et al. (2014) RR-BLUP, BayesL loblolly pine

Fritsche-Neto et al. (2012) GBLUP maize

Gianola et al. (2014) GBLUP, Bagging GBLUP wheat

González-Camacho et al. (2012) ANN, RKHS, BayesL maize

Gouy et al. (2013) RR-BLUP, BayesL, RKHS, PLSR sugar cane

Gowda et al. (2013) RR-BLUP wheat

Guo et al. (2012) RR-BLUP, BayesA, BayesB maize

Guo et al. (2013a) GBLUP maize

Guo et al. (2013b) RR-BLUP maize

Guo et al. (2014) GBLUP rice, maize

Heffner et al. (2011a) RR-BLUP, BayesA, BayesB, BayesCπ wheat

Heffner et al. (2011b) RR-BLUP, BayesCπ wheat

Heslot et al. (2012) RR-BLUP, BayesL, Elastic Net, wBSR,

BayesCπ, E-Bayes, RKHS, SVM, RF, ANN

arabidopsis, wheat, barley, maize

Heslot et al. (2013) BayesL barley

Heslot et al. (2014) GBLUP, sparse group LASSO wheat

Hofheinz et al. (2012) RR-BLUP sugar beet

Hofheinz and Frisch (2014) RR-BLUP, BayesL maize, wheat, sugar beet

Isidro et al. (2014) RR-BLUP wheat, rice

Continued on next page

74



7 APPENDIX
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Publication Methods Species

Jacobson et al. (2014) GBLUP maize

Jarquín et al. (2014a) Bayesian GBLUP wheat

Jarquín et al. (2014b) GBLUP wheat

Jiang et al. (2014) RR-BLUP, RKHS, BayesCπ wheat

Kumar et al. (2012) RR-BLUP, BayesL apple

Lado et al. (2013) GBLUP wheat

Lehermeier et al. (2013) BRR, BayesL, BayesA, BayesB maize

Lehermeier et al. (2014) GBLUP, BayesCπ maize

Li and Sillanpää (2012) LASSO, Elastic Net, BayesL, adapt. Lasso barley

Lipka et al. (2014) RR-BLUP, LASSO, Elastic Net switchgrass

Lorenz et al. (2012) RR-BLUP, BayesL, BayesCπ barley

Lorenzana and Bernardo (2009) RR-BLUP, E-Bayes maize, arabidopsis, barley

Ly et al. (2013) GBLUP cassava

Massman et al. (2012) GBLUP maize

Massman et al. (2013) GBLUP, RR-BLUP maize

Morota et al. (2013) RKHS wheat

Munoz et al. (2014) GBLUP loblolly pine

Onogi et al. (2015) GBLUP, RKHS, LASSO, Elastic Net, RF,

BayesL, extended BayesL, WBSR

rice

Ornella et al. (2012) GBLUP, BayesL, SVM wheat

Ornella et al. (2014) RR-BLUP, BayesL, RKHS, RF, SVM maize, wheat

Ould Estaghvirou et al. (2013) GBLUP maize

Ould Estaghvirou et al. (2014) GBLUP maize

Owens et al. (2014) RR-BLUP, LASSO, Elastic Net maize

Peiffer et al. (2013) GBLUP maize

Peiffer et al. (2014) GBLUP maize

Pérez-Rodríguez et al. (2013) BRR, BayesA, BayesB, BayesL, ANN,

RKHS

wheat

Piepho (2009) RR-BLUP maize

Poland et al. (2012) GBLUP wheat

Reif et al. (2013) GBLUP sunflower

Resende et al. (2012a) GBLUP eucalyptus

Resende et al. (2012b) RR-BLUP, BayseA, BayesL, BayesCπ loblolly pine

Resende et al. (2012c) RR-BLUP loblolly pine

Riedelsheimer et al. (2012a) GBLUP maize

Riedelsheimer et al. (2012b) RR-BLUP, LASSO, Elastic Net, RKHS,

BayesB

maize

Riedelsheimer et al. (2013) GBLUP maize

Rincent et al. (2012) GBLUP maize

Rutkoski et al. (2012) RR-BLUP, BayesL, RKHS, RF wheat

Schulz-Streeck et al. (2012a) RR-BLUP, Elastic Net, LASSO maize

Schulz-Streeck et al. (2012b) GBLUP maize

Schulz-Streeck et al. (2013) RR-BLUP maize

Sun et al. (2012) RR-BLUP, BayesA, BayesB, RKHS maize

Technow and Melchinger (2013) Bayesian GBLUP, BayesB wheat, maize

Technow et al. (2013) Bayesian GBLUP maize

Continued on next page
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Technow et al. (2014) GBLUP, BayesB maize

Wang et al. (2012) adaptive LASSO wheat

Wang et al. (2014) RR-BLUP rye

Wen et al. (2012) GBLUP maize

Wimmer et al. (2013) GBLUP, BayesB, Elastic Net, LASSO arabidopsis, wheat, rice

Windhausen et al. (2012) GBLUP maize

Würschum et al. (2013) RR-BLUP sugar beet

Würschum et al. (2014) RR-BLUP, BayesB rapeseed

Xu (2013) LASSO rice

Xu et al. (2014) GBLUP rice

Zhang et al. (2015) GBLUP maize

Zapata-Valenzuela et al. (2013) GBLUP loblolly pine

Zhao et al. (2012a) RR-BLUP maize

Zhao et al. (2012b) RR-BLUP maize

Zhao et al. (2013a) RR-BLUP maize

Zhao et al. (2013b) RR-BLUP, BayesA, BayesB, BayesC,

BayesCπ

wheat

Zhao et al. (2014) RR-BLUP, BayesCπ, W-BLUP (weighted

BLUP)

wheat
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7.2 Publications

The publications underlying this thesis, including supporting material, can be accessed

via following links:

Lehermeier et al. 2013 http://www.degruyter.com/view/j/sagmb.2013.12.issue-3/

sagmb-2012-0042/sagmb-2012-0042.xml

Lehermeier et al. 2014 http://www.genetics.org/content/198/1/3

Lehermeier et al. 2015 http://www.genetics.org/content/early/2015/06/29/

genetics.115.177394
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