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Summary

Modern gas turbines are required to follow increasingly stringent emission regulations. Since lean-premixed combustion causes lower NO\textsubscript{x} emissions than traditional combustion (rich diffusion flames), it has become prevalent in modern combustion systems. Unfortunately, lean-premixed flames are also susceptible to combustion instabilities. These emerge when for a certain operating point there is a positive feedback loop between the acoustics of the system and fluctuations of the heat release. Unstable combustion can lead to an increase of pollutants or even structural damage. Avoiding unstable operating points restricts the operational envelope of a gas turbine.

The work described in this thesis is conducted at Ingenieurbüro für Thermoaustistik GmbH – ‘IfTA’ for short – in Gröbenzell near München, Germany. 

Active instability control (AIC) is a promising and flexible solution for undesired combustion oscillations. IfTA offers AIC as a commercial product. Widespread application is impeded by the unpredictability of control authority, and the lack of a framework for its assessment in practical situations. This thesis investigates control authority for active damping of combustion instabilities in experiment and simulation.

For the experimental part, two combustors are constructed and operated as thermoacoustic quarter-wave oscillators. Both combustors are run with thermal power $P_{th}$ up to 50 kW and equivalence ratio $\Phi$ between a half and unity. The stability behaviour of the combustors is similar for these operating conditions, where greatest instability is found near stoichiometric operation. An AIC system developed at IfTA is applied to both combustors, by modulation of the fuel flow rate, while a pressure sensor is used for input.

This approach is effective on one combustor, dubbed the ‘Hummer’ test rig. In best cases, the amplitude of the oscillation is reduced by a factor 20. The same approach is tried, but shows ineffective on the other combustor, dubbed the ‘Limousine’ rig. The cause of this difference in control authority was not obvious from the constructional differences between the two combustors.
Summary

The one-dimensional acoustic network model ‘taX’, developed at the Technische Universität München (TUM), is extended to assess active control in a quantitative manner, focusing on the hardware implementation. In commercial AIC systems, actuation is commonly realised using direct dive valves (DDVs). Since the loudspeaker was the only actuator available in the original network model, a DDV is modelled to be used as an alternative active acoustic element.

The DDV element for taX is based on mass conservation and a time-varying hydraulic resistance. The resistance depends on the fluctuating valve opening. The results of the model, in terms of acoustic wave transfer functions, are compared to experimental data.

The influence of mixing and convection of the fuel between injector and flame is investigated in CFD (ANSYS CFX). AIC is implemented in simulation analogous to experiment. The distribution of the convective time between fuel injector and flame is evaluated and used to estimate the response of the heat release to modulation of the fuel mass flow. Based on these data, the damping effect of AIC on the Hummer test rig can be reproduced in simulation. As in experiment, AIC on the Limousine test rig has insufficient control authority. Comparison of the convective time distributions between fuel injector and flame suggests that the fuel–air mixing before the flame is the critical difference between the combustors, leading to the discrepancy in control authority.
Zusammenfassung


Zusammenfassung


Das eindimensionale, akustische Netzwerk-Modell „taX“, entwickelt an der Technische Universität München (TUM), ist erweitert um sowohl eine aktive Kontrolle, als auch besonders den Einfluss der Hardware-Implementierung quantitativ bewerten zu können. In kommerziellen AIC-Systemen wird die Betätigung häufig mit Servoventilen (Direct Drive Valves – DDVs) realisiert. Da der Lautsprecher das einzige aktive Stellglied in dem ursprünglichen Netzwerkmodell war, ist ein DDV als alternatives aktives Element modelliert.


Samenvatting

Moderne gasturbines moeten aan steeds strenger wordende emissie-eisen voldoen. Arm voorgemengde verbranding (lean-premixed combustion) is een techniek die de NO\textsubscript{x}-uitstoot verminderd in vergelijking met traditionele verbranding (met rijke diffusievlammen) en wordt daarom tegenwoordig algemeen toegepast. Helaas zijn arm voorgemengde vlammen ook vatbaarder voor verbrandingsinstabiliteiten, die ontstaan wanneer er voor een bepaald bedrijfspunt een positieve terugkoppeling ontstaat tussen de akoestiek van het systeem en fluctuaties in de warmteafgifte. Onstabiele verbranding kan leiden tot een verhoogde uitstoot van schadelijke stoffen of zelfs materiële schade aan de installatie. Aangezien bedrijfspunten waarbij instabiliteit optreedt vermeden moeten worden, beperkt dit de flexibiliteit waarmee de turbine bedreven kan worden.

Het onderzoek beschreven in dit proefschrift is uitgevoerd bij Ingenieurbüro für Thermoakustik GmbH – afgekort als „IfTA” – in Gröbenzell bij München in Duitsland.

Actieve onderdrukking (active instability control – AIC) is een veelbelovende en flexibele maatregel tegen ongewenste verbrandingsinstabiliteiten, die door IfTA commercieel wordt aangeboden. Wijdverbreide toepassing wordt echter gehinderd door de onvoorspelbaarheid van de effectiviteit van de controle (controle-autoriteit), en het ontbreken van een systematisch methode waar mee deze controle-autoriteit voor praktische situaties voorspeld kan worden. Dit proefschrift onderzoekt de controle-autoriteit bij de actieve demping van instabiele verbranding in experiment en simulatie.

Voor het experimentele gedeelte zijn twee branders gebouwd die zich als thermoakoestische kwart-golf-resonatoren gedragen. Beide branders worden gevoed met een thermisch vermogen $P_{th}$ tot 50 kW en een lambdawaarde tussen één en twee ($1 < \Lambda < 2$). Voor deze bedrijfparameters hebben de beide branders vergelijkbare trends in stabiliteit, waarbij de sterkste instabiliteit wordt gevonden rond stoïchiometrische condities. IfTA’s AIC-systeem is geïnstalleerd op beide branders, waarbij de brandstoftoevoer gemoduleerd word door een regelaar met een drucksensor als input.
Deze aanpak is effectief op één van beide branders (de „Hummer”), waarbij de amplitude van de instabiliteit in de succesvolste experimenten met een factor 20 verminderd wordt. Dezelfde aanpak is geprobeerd op de andere brander (de „Limousine”), maar bleek daar niet effectief. Dit verschil in controle-autoriteit liet zich niet verklaren uit de verschillen in ontwerp tussen beide branders.

Het één-dimensionale akoestische netwerkmodel „taX“, is ontwikkeld aan de Technische Universität München (TUM). Dit model is uitgebreid om het effect van actieve controle kwantitatief te kunnen beoordelen, met het zwaartepunt op de uitvoering van de hardware. In commerciële AIC systemen worden servoventielen (direct dive valves – DDVs) vaak als actuator ingezet. Aangezien luidsprekers de enige beschikbare actuatoren waren in het oorspronkelijke netwerkmodel, is een model van een DDV ontwikkeld, dat als actief akoestisch element in taX gebruikt kan worden.

Het DDV-element is geformuleerd op basis van massabehoud en een tijdsafhankelijke hydraulische weerstand, waarbij de weerstand afhankelijk is van de variabele ventielopening. De resultaten van het model, in de vorm van akoestische golfoverdrachtsfuncties, worden vergeleken met experimentele data.

De invloed van het mengproces en de convectie van de brandstof tussen injector en vlam is nader onderzocht met CFD (ANSYS CFX). AIC is, analoog aan de experimentele aanpak, in de simulatie geïmplementeerd. De verdeling van de convectieve tijd tussen injector en vlam is geëvalueerd en gebruikt om de respons van de warmteafgifte op modulatie van de brandstof-massastroom te schatten. Met behulp van deze gegevens kon de succesvolle toepassing van AIC op de Hummer worden gereproduceerd in de simulatie. Net als in het experiment heeft AIC onvoldoende autoriteit bij de brander Limousine. Een vergelijking van de verdelingen van de convectieve tijd tussen brandstofinjector en de vlam suggereert dat het mengproces van brandstof en lucht voor de vlam het kritieke verschil is tussen beide branders, waardoor het verschil in controle-autoriteit te verklaren is.
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Nomenclature

Upright X and Y are placeholders for context-dependent units.

Latin

**Italics, upper case**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$m^2$</td>
<td>Area</td>
</tr>
<tr>
<td>$ASD_X$</td>
<td>$X^2$</td>
<td>Auto-spectral density</td>
</tr>
<tr>
<td>$B$</td>
<td></td>
<td>Magnetic flux density</td>
</tr>
<tr>
<td>$C_p$</td>
<td>$J/K$</td>
<td>Heat capacity at constant (static) pressure</td>
</tr>
<tr>
<td>$C_V$</td>
<td>$J/K$</td>
<td>Heat capacity at constant volume</td>
</tr>
<tr>
<td>$Coh_{X,Y}$</td>
<td></td>
<td>Coherence</td>
</tr>
<tr>
<td>$CSD_{X,Y}$</td>
<td>$XY$</td>
<td>Cross-spectral density</td>
</tr>
<tr>
<td>$D$</td>
<td>$m$</td>
<td>Diameter</td>
</tr>
<tr>
<td>$E$</td>
<td>$J$</td>
<td>Energy</td>
</tr>
<tr>
<td>$F$</td>
<td></td>
<td>Form factor</td>
</tr>
<tr>
<td>$F_N$</td>
<td></td>
<td>Force</td>
</tr>
<tr>
<td>$H$</td>
<td>$J$</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>$H^*$</td>
<td>$J$</td>
<td>Formation enthalpy</td>
</tr>
<tr>
<td>$He$</td>
<td></td>
<td>Helmholtz number: $He \equiv \frac{\omega L_{max}}{c}$</td>
</tr>
<tr>
<td>$I$</td>
<td>$A$</td>
<td>Electric current</td>
</tr>
<tr>
<td>$I$</td>
<td></td>
<td>Identity matrix: $I_{i,j} = \begin{cases} 1 &amp; \text{if } i = j \ 0 &amp; \text{else} \end{cases}$</td>
</tr>
<tr>
<td>$\mathbf{J}_X$</td>
<td>$X/(m^2s)$</td>
<td>Flux of quantity $X$</td>
</tr>
<tr>
<td>$LHV$</td>
<td>$J$</td>
<td>Lower heating value</td>
</tr>
<tr>
<td>$K$</td>
<td>$N/m$</td>
<td>Stiffness</td>
</tr>
<tr>
<td>$L$</td>
<td>$m$</td>
<td>Length</td>
</tr>
</tbody>
</table>
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>–</td>
<td>Mach number: $M \equiv u/c$</td>
</tr>
<tr>
<td>$N$</td>
<td>–</td>
<td>Number</td>
</tr>
<tr>
<td>$Nu$</td>
<td>–</td>
<td>Nusselt number: $Nu = h_{cv} L / k_{cd}$</td>
</tr>
<tr>
<td>$P$</td>
<td>W</td>
<td>Power</td>
</tr>
<tr>
<td>$Pr$</td>
<td>–</td>
<td>Prandtl number: $Pr = C_p \mu / k_{cd}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>J</td>
<td>Heat</td>
</tr>
<tr>
<td>$R$</td>
<td>$\Omega$</td>
<td>Electric resistance</td>
</tr>
<tr>
<td>$\tilde{R}$</td>
<td>J/(kgK)</td>
<td>Specific gas constant: $\tilde{R}_X = R / m_X$</td>
</tr>
<tr>
<td>$R$</td>
<td>J/(kmolK)</td>
<td>Universal gas constant</td>
</tr>
<tr>
<td>$Re$</td>
<td>–</td>
<td>Reynolds number: $Re \equiv \rho u L / \mu$</td>
</tr>
<tr>
<td>$RI$</td>
<td>–</td>
<td>Rayleigh index</td>
</tr>
<tr>
<td>$S$</td>
<td>m/s</td>
<td>Speed</td>
</tr>
<tr>
<td>$T$</td>
<td>K</td>
<td>Temperature</td>
</tr>
<tr>
<td>$U$</td>
<td>V</td>
<td>Voltage</td>
</tr>
<tr>
<td>$V$</td>
<td>m$^3$</td>
<td>Volume</td>
</tr>
<tr>
<td>$W$</td>
<td>J</td>
<td>Work</td>
</tr>
<tr>
<td>$X$</td>
<td>X</td>
<td>Various temporarily used quantities</td>
</tr>
<tr>
<td>$Y$</td>
<td>Y</td>
<td>Various temporarily used quantities</td>
</tr>
<tr>
<td>$Z$</td>
<td>Pa/(m/s)</td>
<td>Acoustic impedance</td>
</tr>
</tbody>
</table>

### Italics, lower case

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>m/s</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>$f$</td>
<td>Hz</td>
<td>Ordinary frequency: $f \equiv \omega / (2 \pi)$</td>
</tr>
<tr>
<td>$h$</td>
<td>W/(m$^2$K)</td>
<td>Heat transfer coefficient</td>
</tr>
<tr>
<td>$i$</td>
<td>–</td>
<td>(Row) index</td>
</tr>
<tr>
<td>$j$</td>
<td>–</td>
<td>(Column) index</td>
</tr>
<tr>
<td>$k$</td>
<td>–</td>
<td>Index</td>
</tr>
<tr>
<td>$k$</td>
<td>m$^{-1}$</td>
<td>Wave number</td>
</tr>
<tr>
<td>$k_{cd}$</td>
<td>W/(mK)</td>
<td>Heat conductivity</td>
</tr>
<tr>
<td>$m$</td>
<td>kg</td>
<td>Mass</td>
</tr>
<tr>
<td>$n$</td>
<td>kmol</td>
<td>Amount of substance</td>
</tr>
<tr>
<td>$n$</td>
<td>–</td>
<td>Amplification factor</td>
</tr>
</tbody>
</table>
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{n}$</td>
<td>–</td>
<td>Unit normal vector</td>
</tr>
<tr>
<td>$p$</td>
<td>Pa</td>
<td>(Static) pressure</td>
</tr>
<tr>
<td>$\dot{q}$</td>
<td>W/m$^3$</td>
<td>Heat release rate per volume</td>
</tr>
<tr>
<td>$s$</td>
<td>rad/s</td>
<td>Laplace-domain coordinate: $s \equiv i\omega$</td>
</tr>
<tr>
<td>$s$</td>
<td>J/K</td>
<td>Entropy</td>
</tr>
<tr>
<td>$t$</td>
<td>s</td>
<td>Time</td>
</tr>
<tr>
<td>$u$</td>
<td>m/s</td>
<td>Velocity</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>m</td>
<td>Position vector: $\bar{x} = (x, y, z)^T$</td>
</tr>
<tr>
<td>$x$</td>
<td>m</td>
<td>Coordinate, usually streamwise</td>
</tr>
<tr>
<td>$y$</td>
<td>m</td>
<td>Coordinate</td>
</tr>
<tr>
<td>$z$</td>
<td>m</td>
<td>Coordinate, usually spanwise, right handed</td>
</tr>
</tbody>
</table>

### Calligraphic

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>–</td>
<td>Absorption coefficient</td>
</tr>
<tr>
<td>$C$</td>
<td>–</td>
<td>Coefficient</td>
</tr>
<tr>
<td>$D$</td>
<td>–</td>
<td>Transfer function of a pure delay</td>
</tr>
<tr>
<td>$G$</td>
<td>X/Y</td>
<td>Transfer function</td>
</tr>
<tr>
<td>$H$</td>
<td>X/Y</td>
<td>Impulse response</td>
</tr>
<tr>
<td>$L$</td>
<td>$\Omega_s$</td>
<td>Self-inductance</td>
</tr>
<tr>
<td>$O$</td>
<td>X</td>
<td>Order of magnitude</td>
</tr>
<tr>
<td>$Q$</td>
<td>–</td>
<td>Quality factor</td>
</tr>
<tr>
<td>$R$</td>
<td>–</td>
<td>Reflection coefficient</td>
</tr>
<tr>
<td>$S$</td>
<td>(m/s)/Y</td>
<td>Source coefficient</td>
</tr>
<tr>
<td>$T$</td>
<td>–</td>
<td>Transmission coefficient</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>kmol/kmol$_{\text{tot}}$</td>
<td>Mole fraction</td>
</tr>
<tr>
<td>$\mathcal{Y}$</td>
<td>kg/kg$_{\text{tot}}$</td>
<td>Mass fraction</td>
</tr>
</tbody>
</table>
Nomenclature

Sans-serif

A System matrix
B Input matrix
C Output matrix
D Feedthrough matrix
S Scattering matrix
T Transfer matrix

Fraktur

\( \mathcal{F} \) Fourier transform
\( \mathcal{H} \) Hilbert transform
I Imaginary part
L Laplace transform
R Real part

Double struck

\( \mathbb{C} \) Complex plane
\( \mathbb{N} \) Natural numbers: \( \mathbb{N}_0 = 0, 1, 2, \ldots \); \( \mathbb{N}_1 = 1, 2, 3, \ldots \)
\( \mathbb{R} \) Real numbers
\( f \) m/s Downstream travelling characteristic wave
amplitude: \( f = \frac{1}{2} \left( \frac{p'}{\rho c} + u' \right) \)
\( g \) m/s Upstream travelling characteristic wave amplitude:
\( g = \frac{1}{2} \left( \frac{p'}{\rho c} - u' \right) \)

Greek

Upper case

\( \Lambda \) – Air excess ratio: \( \Lambda = 1/\Phi \)
\( \Phi \) – Equivalence ratio
Nomenclature

Lower case

\( \gamma \) – Heat capacity ratio: \( \gamma \equiv \tilde{C}_p / \tilde{C}_V \)

\( \epsilon \) – Emissivity

\( \zeta \) – Hydraulic loss coefficient: \( \zeta \equiv \Delta p_{st} / \left( \frac{1}{2} \rho u^2 \right)_{\text{ref}} \)

\( \eta \) X/Y Damping, units depend on definition

\( \lambda \) m Wave length: \( \lambda \equiv c / f \)

\( \mu \) Pas Dynamic viscosity

\( \rho \) kg/m\(^3\) Density

\( \sigma \) s Temporal dispersion / standard deviation

\( \sigma_{SB} \) W/(m\(^2\)K\(^4\)) Stefan–Boltzmann constant:

\[
\sigma_{SB} \approx 5.67 \cdot 10^{-8} \text{W/(m}^2\text{K}^4) 
\]

\( \varphi \) rad Phase

\( \tau \) s Delay

\( \tilde{\tau} \) Pa Viscous stress tensor

\( \omega \) rad/s Angular frequency

Subscripts

abs Absolute d Discharge
ac Acoustic dn Downstream
act Actuator dom Dominant
air Air ec End correction
amp Amplifier env Environment
an Analytical eq Equivalent
C Cycle or contour fl Flame
ca Cavity ft Filter
cld Cold flow F Fuel
cv Convection G Gauge
cc Combustion chamber H Hydraulic
cd Conduction hot Hot flow
CL Closed loop in Inlet
cn Cone kin Kinetic
### Nomenclature

| L  | Laminar         | rw | Raw          |
| ls | Loudspeaker     | S  | Sensor       |
| M  | Motor           | sm | Sample       |
| max | Maximum        | st | Stagnation   |
| min | Minimum        | sp | Spool        |
| nk | Neck            | sys | Systemscr  |
| nom | Nominal        | T  | Turbulent    |
| OL | Open loop      | tot | Total       |
| out | Outlet         | th | Thermal      |
| pl | Plenum          | up | Upstream     |
| rd | Radiation      | vl | Valve        |
| R  | Resonance      | vcl | Voice coil |
| ref | Reference      | wl | Wall         |

### Mathematical notation

#### Mathematical constants

| e  | Euler's number: \( e \approx 2.7183 \) |
| i  | Imaginary unit: \( i^2 = -1 \) |
| π  | Archimedes' constant: \( \pi \approx 3.1416 \) |

#### Modifiers

| ⃗ | Vector        |
| ˙ | Quantity per time |
| ˜ | Quantity per mass |
| ˜ | Quantity per mole |
| ˆ | Phasor        |
| ¯ | Time-average  |
| ′ | Harmonic / small deviation from time-average |
| ″ | Unstructured deviation from time-average (noise) |
Nomenclature

\(\hat{n}_{3}\) (For example) 3rd harmonic of mode ‘\(n\)’

\(\hat{\cdot}^*\) Complex conjugate

\(\hat{\cdot}^T\) Matrix transpose

Derivatives

Derivatives are written using Euler notation and the nabla symbol (\(\nabla\)).

\(d_{X}\) Derivative (with respect to \(X\))

\(\partial_{X}\) Partial derivative (with respect to \(X\))

\([\partial_{X}]_{Y}\) Partial derivative (with respect to \(X\), at constant \(Y\))

\(\vec{\nabla}\) Gradient: \(\vec{\nabla} \equiv (\partial_x, \partial_y, \partial_z)^T\)

\(\vec{\nabla} \cdot \) Divergence

\(\vec{\nabla} \times \) Rotation

\(D_{t}\) Material derivative: \(D_{t} \equiv \partial_t + \vec{u} \cdot \vec{\nabla}\)

Other acronyms

AD Digital–analogue

AIC Active instability control

ANSYS Analysis System, a developer of engineering simulation software

BVM Burning velocity model

CFD Computational fluid dynamics

CFX CFD software, developed by ANSYS

CLTF Closed-loop transfer function

CTA Constant temperature anemometry

DA Digital–analogue

DDV Direct dive valve

DFT Discrete Fourier transform

DSP Digital signal processor
<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECFM</td>
<td>Extended coherent flame model</td>
</tr>
<tr>
<td>EMA</td>
<td>Exponential moving average</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier transform</td>
</tr>
<tr>
<td>ICP</td>
<td>Integrated-circuit piezoelectric</td>
</tr>
<tr>
<td>IEPE</td>
<td>Integrated electronics piezoelectric</td>
</tr>
<tr>
<td>IfTA</td>
<td>Ingenieurbüro für Thermoakustik GmbH</td>
</tr>
<tr>
<td>ITN</td>
<td>Initial training network</td>
</tr>
<tr>
<td>LC</td>
<td>Limit cycle</td>
</tr>
<tr>
<td>LES</td>
<td>Large eddy simulation</td>
</tr>
<tr>
<td>LIMOUSINE</td>
<td>Limit cycles of thermoacoustic oscillations in gas turbine combustors</td>
</tr>
<tr>
<td>LMS</td>
<td>Least mean squares</td>
</tr>
<tr>
<td>LVDT</td>
<td>Linear variable differential transformer</td>
</tr>
<tr>
<td>MEMS</td>
<td>Micro electro-mechanical system</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple inputs, multiple outputs</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>OLTIF</td>
<td>Open-loop transfer function</td>
</tr>
<tr>
<td>OMDS</td>
<td>Oscillation Monitoring and Diagnostic System</td>
</tr>
<tr>
<td>PC</td>
<td>Personal computer</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial differential equation</td>
</tr>
<tr>
<td>PMT</td>
<td>Photo multiplier tube</td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-averaged Navier–Stokes</td>
</tr>
<tr>
<td>RMS</td>
<td>Root mean square, also known as quadratic mean</td>
</tr>
<tr>
<td>SAS</td>
<td>Scale-adaptive simulation</td>
</tr>
<tr>
<td>SISO</td>
<td>Single input, single output</td>
</tr>
<tr>
<td>SLPM</td>
<td>Standard litre per minute</td>
</tr>
<tr>
<td>SST</td>
<td>Shear stress transport</td>
</tr>
<tr>
<td>taX</td>
<td>1-D thermoacoustic network model, developed at the TUM</td>
</tr>
<tr>
<td>TUM</td>
<td>Technische Universität München</td>
</tr>
</tbody>
</table>
1 Introduction

The research described in this thesis investigates the question of control authority for active damping of combustion instabilities. The research was conducted at IfTA Ingenieurbüro für Thermoakustik GmbH – ‘IfTA’ for short – in Gröbenzell near München. IfTA offers active instability control (AIC) as a commercial solution to combustion instabilities. The scope and context of this thesis will be elaborated in this introduction.

Thermoacoustics – from Greek θερμός (hot) and ακοουστικός, which is the adjective form of the verb ακούω (to hear) – is the science describing the interaction between heat transfer and sound. In the case of a mutual amplification of an acoustical field and fluctuation of the heat release by a flame, this phenomenon can lead to great amplitudes of pressure oscillation. The interest for this field of research was kindled by several observations in the late 18th century, as reviewed in sec. 1.1. In those days thermoacoustic phenomena were considered to be a fascinating, even delightful curiosity.

This attitude changed during the middle of the 20th century, when thermoacoustic oscillations started appearing in industrial installations. At higher amplitudes, combustion oscillations can cause severe material damage, for instance as shown in fig. 1.1.

These problems were first found in rockets and jet engine afterburners, described in sec. 1.2. Later combustion instabilities appeared in turbines engines. Power generating gas turbines are introduced in sec. 1.3. Unstable combustion in power generating gas turbines, as well as airborne turbines, is often associated with lean-premixed combustion, discussed in sec. 1.4.

Even at a lower level – when there is no direct mechanical threat to the combustion system itself – the vibrations can disturb sensitive equipment or people in the vicinity. Additionally they can lead to an increase in pollutants. Currently the main concern is the restrictions that possible instabilities impose on the flexibility of operation for power producing gas turbines.
1 Introduction

Figure 1.1: Gas turbine parts – a connecting piece (left) and a burner assembly (right) – damaged by combustion induced oscillations; courtesy of Laborelec/GDF–Suez.

This research is part of the Marie Curie initial training network (ITN) ‘LIMOUSINE’, which is introduced in sec. 1.5. Active control of combustion instabilities will be introduced in sec. 1.6. The introduction will be concluded by an outline of this thesis in sec. 1.7.
1.1 Discovery of the ‘chemical harmonica’

Ueda\textsuperscript{279} is probably the first to document an example of thermoacoustics. In a ghost story, he mentions a divinatory cauldron. Its roar was considered an omen for good fortune:

「巫子祝詞をはり。湯の沸上るにおよびて。吉祥には釜の鳴音牛の吼るが如し。凶きは釜に音なし。」

This roughly translates to:

‘The temple maiden recites a prayer and instigates the water to boil. For good fortune, the howl of the cauldron would resemble that of cattle. To misfortune, the cauldron would remain silent.’

Although ghosts can safely be assumed fictional, the described ritual is real, and is still performed at the Kibitsu Shrine in Okayama.\textsuperscript{132} The phenomenon is used in Japan to introduce children to thermoacoustics.\textsuperscript{133} Figure 1.2 shows the cauldron in cross section.

![Figure 1.2: Schematic, cross-sectional view of the cauldron of Kibitsu, with lid removed.\textsuperscript{132, 133} Paper streamers are connected to the top for spiritual purposes.](image)

Higgins\textsuperscript{113} might be the first to investigate this phenomenon scientifically. Clearly pleased by this curious source of sound, he writes (in 1802, when the long s was still used in mainstream typesetting):

‘It was in the year 1777, that I fir&t exhibited the experiment you mention, and produced several fine tones, […]’
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As soon as 1795 (before Higgins published his article), Chladni mentions various pioneers working in the field of thermoacoustics, and proposes that this new phenomenon could be used to construct a ‘chemical organ’. As with a normal organ, the pitch of the tone can be controlled by the length of the pipes. Many publications follow, discussing the conditions under which flames may produce sound. Wheatstone used flames and a rotating mirror to visualise sound. This showed that flames do not only produce sound, amplified by a surrounding pipe, but flames respond to sound as well.

Non-linear effects were found as well. Tyndall noted that the oscillation state of flames can show hysteresis. That is, stable flames can be triggered to sing if they are ‘close’ to instability. After damping the sound, by blocking the airflow with a finger, the flame is silent again. A strong instability can even extinguish the flame. LeConte noted flames can pulse to the beat (amplitude fluctuation) of music, i.e. the average shape of an unstable flame is not the same as its stable shape.

Rijke devised a set-up which allowed him to investigate thermoacoustics without the presence of a flame. This was an important step forward, since it was a clear demonstration that movement of the flame or chemistry for instance are no necessity for thermoacoustic phenomena. This device, nowadays known as the 'Rijke tube' consists of a straight tube with a heated metal gauze situated in the upstream half, as in fig. 1.3. The mean flow is caused by natural convection when the tube is held vertically. The gauze can be heated by a gas flame or electricity, although gathering enough electrical power posed a considerable challenge in 1859.

Rijke found that the temperature difference between the gauze and the surroundings were driving the oscillation and that the experiment works best with a cold tube. Upon this, Riess showed that a cold gauze in a tube with hot flow flowing through can radiate sound as well. Best results were obtained with a water-cooled tube. The Rijke tube has been a very popular set-up to investigate thermoacoustics ever since.

By 1878, Rayleigh formulated his famous criterion:

‘[…] If heat be given to the air at the moment of greatest condensation, or taken from it at the moment of greatest rarefaction, the vibration is encouraged. On the other hand, if heat be given at the moment of greatest rarefaction, or abstracted at the moment of greatest condensation, the vibration is discouraged. […]’
The working of the Rijke tube can now be analysed as follows: the pressure at the gauze is highest after the fluctuating flow was directed into the tube at both sides. During inflow, the fluctuating flow at the gauze is in the same direction as the mean flow due to free convection. The fluctuating heat release by convection comes slightly later, due to dynamic boundary layer development, as argued by Lighthill. Since the pressure is slightly higher when the heat release is greatest, a thermoacoustic oscillation develops.

1.2 Thermoacoustics in rockets and ramjets

During the Second World War, or maybe even earlier, combustion instabilities appeared in the newly developed solid and liquid-fuelled rockets. Culick, Harrje and Reardon, and Wimpress give a very decent overview of the subject. During the 1960s, the liquid-fuelled F-1 rockets, used on the prestigious Apollo missions, suffered from thermoacoustic instabilities which led to great...
research interest. With around 10 GW of power* concentrated in less than a cubic meter, even relatively small fluctuation can have disastrous results. And since especially solid-fuelled rockets can be fired only once, a good theoretical understanding of the matter was crucial. Nowadays, the trend towards larger payloads requires larger engines which in turn allow for more modes of oscillation for a given frequency range. The use of new, cleaner fuels also requires new models to predict their stability.²³⁶, ²⁵⁰, ²⁸³

Starting at a similar time (WW II and after), jet powered aircraft were developed. Like rocket engines, their combustion chambers were susceptible to thermo-acoustic oscillations. Most notably the problem emerged on ramjets³², ¹⁵⁹ and afterburners.²³, ¹⁵¹, ¹⁸⁰ Since these combustion systems had much larger resonant volumes – while their construction was much lighter – in comparison to piston engines, combustion instabilities became more likely to cause structural damage. In the case of ramjets, there is the added risk that longitudinal oscillations can disturb the inlet shock system, leading to engine stall in the worst case.

1.3 Power generating gas turbines

Undesired instabilities arise in a wide range of combustion systems. IfTA has traditionally concentrated on active control solutions for land based, electric power generating gas turbines. The possible applications of the research discussed here are, however, by no means restricted to these systems. Nonetheless, explicitly or implicitly, application on power generating gas turbines may be assumed.

Turbine is the ablative case of turbo, the Latin word for whirlwind. Contrary to an Otto engine, which uses a piston in a cylinder to compress and expand air, a gas turbine uses rotating (whirling) aerofoils for the same purpose. Figure 1.4 gives a simple overview of a gas turbine. The main parts are the compressor, shown on the left, where the incoming air is compressed. Fuel is added to the compressed air and combusted in the combustion chamber. At a constant pressure, the temperature increase leads to an increase in volume. After leaving the combustion chamber, the gas mixture comes in the actual turbine, the

* The world's largest nuclear power plant had an output capacity of 8.2 GW,²⁶⁹ while currently the world's largest gas turbine (9HA.02 by General Electric) currently has a thermal power of 0.77 GW and a maximum output of 0.47 GW.²⁹
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namesake of the complete device. In the turbine, now more volume of air is expanded than was compressed in the compressor. This delivers more power than was needed to drive the compressor and the surplus energy can be used to generate electricity.

![Diagram of a single-cycle, single-shaft gas turbine for power generation.]

**Figure 1.4:** Overview of a single-cycle, single-shaft gas turbine for power generation.

A gas turbine is a system where – contrary to a steam turbine or water turbine – mechanical labour is extracted from a throughflow of gas, mostly air. This does not imply the fuel has to be gaseous.

Power generating gas turbines are typically much larger in size – compared to aero-engines for instance – while production series are small. Figure 1.5 gives an impression of typical dimensions. The large dimensions and smaller series make it hard to use prototypes to thoroughly check power generating gas turbines for thermoacoustical issues. As a result, the demand is high for predictive tools, and postfix solutions in case the predictions fail.

Power generating gas turbines are operated for many thousands of hours without maintenance or overhaul. Due to these long running times, acceptable amplitudes of pressure oscillations are much lower than for other combustion systems.\(^{155}\)
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Figure 1.5: Left: An opened gas turbine shows its inner parts: the compressor in the background, the combustion chamber in the middle and the turbine expander in the foreground. Right: An engineer installs ceramic heat shields on the outer combustion chamber wall. The approximate location in the total assembly is indicated by the white quadrangle in the left figure; Courtesy of Siemens AG.

1.4 Lean-premixed combustion

Thermoacoustics in airborne and stationary gas turbines became a concern more recently, when restrictions on emissions increased. In the European Union for instance, these regulations can be found in the Large Combustion Plants (LCP) Directive by the European Comission. The restrictions on emission of NO$_x$ have had the greatest impact on gas turbine engineering.

According to the Zel'dovich mechanism, NO$_x$ production increases rapidly with temperature. A too cold flame on the other hand produces CO. To keep both emissions low and keep the flame temperature within the required window, lean-premixed combustion is required, which unfortunately leads to an increased risk of instability as well.

Traditionally, the firing temperature of gas turbines has been as high as possible without causing thermal damage to the turbine blades, to increase efficiency. Film cooling of turbine blades and combustor liners allowed for a high firing temperature, whilst keeping the temperature of the mechanical parts of the gas turbine relatively low. A pleasant side-effect of these cooling systems was the damping effect they had on acoustics.

The formation of NO$_x$ increases exponentially with the local flame temperature, so the emissions depend disproportionally on hot spots in the combustion process. Cold spots on the other hand promote the formation of CO,
another unwanted combustion product. To reduce these emissions, whilst keeping the efficiency high, it is important to have a firing temperature which does not vary too much in space and time. To achieve this goal, modern gas turbines guide as much as possible of the available air through the primary flame region, giving rise to the term ‘lean-premixed combustion’.

Unfortunately, for lean flames, the combustion characteristics depend especially strongly on fluctuations of the local equivalence ratio. Due to the premixing, there is less geometrical definition in the gradients of the equivalence ratio. Therefore flammability becomes more sensible to acoustic fluctuations, and more susceptible to instability. The reduction of cooling air aggravates this tendency, which has made modern gas turbines more susceptible to instabilities.

For proprietary reasons, little information has been published about combustion instabilities in commercial gas turbines of either kind. In some cases this information would be published only much later, such as for instance in the case of the research by Dowling.

Renewable sources of energy, such as solar and wind power, are on the rise, but can not guarantee a delivered output. Traditional sources of energy, such as gas turbines, are required to flexibly compensate for shortfalls in renewable output. Gas turbines are increasingly operated at partial load and as a result, stable operation is required for an increased range of operating points, while conforming to ever stricter emission guidelines. This is expected to increase thermoacoustic problems in both stationary and airborne gas turbines.

Varying (bio) fuel composition influences the combustion behaviour as well and can lead to additional, unexpected instability issues.

1.5 Project ‘LIMOUSINE’

The EU-funded Marie Curie ITN ‘LIMOUSINE’ (Limit cycles of thermoacoustic oscillations in gas turbine combustors) aims to strengthen the fundamental scientific work in the field of thermoacoustic instabilities in combustion systems. The project partners, situated in various European countries, as shown in fig. 1.6, have done analytical, numerical and experimental research to reach this goal.

For comparability of results between project partners, especially validation of analytical work, a model combustor was devised. This combustor, which
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**Figure 1.6:** Partners of the project ‘LIMOUSINE’, and their location within the European Union.
will be analysed in detail in chapter 4, comprises of a rectangular resonator tube with a bluff-body stabilised, partially premixed flame. A great deal of the development of this combustor, including the production of prototypes, was done at the University of Twente. Besides, early in the project another prototype combustor was developed at IfTA, which was used for this research as well.

Both combustors exhibit a loud low-frequency thermoacoustic oscillation, often referred to as humming. For brevity, the model combustor used throughout the LIMOUSINE project will be called the ‘Limousine’ test rig. The prototype constructed at IfTA is longer and has a lower resonant frequency as a result. It will therefore appropriately be named the ‘Hummer’. Figure 1.7 gives a first impression of the combustors. Both will be discussed in more detail in chapter 4.

Roughly half the numerical work done in the scope of the project ‘LIMOUSINE’ and all analytical and experimental work concerned the Limousine combustor or one of its variants, while the other half of the numerical research was dedicated to industrial gas turbine combustors.

This thesis describes the work done in sub-project ‘4.1: Active control of model combustor’. AIC was successfully applied to the Hummer test rig. AIC was attempted on the Limousine rig as well, but was not effective at damping the instability. Both burners are simulated in ANSYS CFX, leading to an explanation for this difference in effectiveness of AIC between both burners, discussed in sec. 6.2.
**Figure 1.7:** Comparison of the Hummer and Limousine test rigs, with inner dimensions in mm. The plenum (‘pl’) is 25 mm wide (in y-direction) for both burners, while the combustion chamber (‘cc’) is 50 mm wide. The flame region is indicated as ‘fl’.
1.6 Passive and active damping, and control authority

Combustion instabilities can be solved by passive or active measures, which will be discussed in greater detail in sec. 3.1 and sec. 3.2 respectively. In the case of **passive damping**, the amplitude of the instability is reduced without the use of electronics. The combustion system is changed so that the source of the instability is reduced, fluid-dynamic damping is increased, or the feedback mechanism is disrupted. **Active damping** on the other hand involves an electronic control loop with fast moving actuation and one or more sensors to continuously measure the instability.

Formally, the term **active control** is broader than **active damping**, since the goal of control is not necessarily damping. However, in thermoacoustic literature the terms are generally used interchangeably. In this thesis as well, unless explicitly stated otherwise, active control refers to active damping.

From a gas turbine developer's the point of view, it is usually cheaper, and considered more elegant, to solve instability issues by passive means. If, after development, a combustion system shows unexpected instabilities in operation, it can however be simpler or more effective to apply an active damping system to solve problems on a running system.

Besides, due to the size of typical power generating gas turbines, instabilities can occur at frequencies which are impractical to damp by passive resonators, since their size increases with decreasing frequency as well. In this case as well, active control can be a more practical solution. Last, but not least, active control can damp instabilities at varying frequencies, or multiple frequencies at once, while passive solutions are often tailored to address a specific, immutable frequency range. This added flexibility can be an argument to install active control on a combustion system, even if no concrete instability issues are predicted.

There are numerous examples of successful active suppression of combustion instabilities in literature. Section 3.2 will give a more thorough introduction. There is however little material in literature documenting unsuccessful control, or material predicting the effectiveness of active control on a given combustion system a priori. This thesis investigates the effectiveness of active control in terms of the **control authority**, i.e. the extent to which the control actuation is able to influence the dynamical state of the system.
The current research investigates control authority for active damping of combustion instabilities. The effectivity of AIC will be investigated for both combustors introduced in sec. 1.5, using either a direct dive valve (DDV) or a loudspeaker as actuator. The experimental results are compared to, and explained with the help of analytical models and numerical simulations.

1.7 Outline of this thesis

Chapter 2 will introduce and explain some concepts required as a theoretical background to the rest of this thesis. The chapter will cover analytical and numerical methods used in fluid dynamics and thermodynamics, as well as the mathematical background of spectral analysis and low-order modelling.

Chapter 3 gives an overview of possible solutions to unstable combustion, separated into passive and active measures. The possibilities to use low-order modelling in the context of thermoacoustics will be discussed in sec. 3.3. The Limousine combustor is modelled in the acoustic network modelling package taX, developed at the Fachgebiet Thermodynamik of the Technische Universität München (TUM).\(^\text{147}\) The main challenges in modelling the current combustor are the description of the valve used as an actuator, and the prediction of the response of the flame to fluctuation of the equivalence ratio through active control. These issues are addressed in chapter 5 and sec. 6.2 respectively.

The results of measurements on both combustors without control are given in Chapter 4.

The valve used for this research has been used for the active damping of combustion instabilities in the past,\(^\text{112, 238}\) but also for the active suppression of dynamic compressor stall.\(^\text{115, 149}\) In chapter 5, an acoustic model will be formulated and compared to experimental results.

Chapter 6 describes the effect of AIC on both combustors. Section 6.1 describes the experimental part, while sec. 6.2 describes the corresponding numerical simulation. The results of the simulation are used to investigate the response of the flame to active control. To this end, the Limousine combustor and the prototype Hummer are modelled in the computational fluid dynamics (CFD) package CFX. The convective time delay between the fuel injection and the flame is evaluated, and identified as a decisive factor causing the difference in controllability between these combustors.
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This chapter gives an overview of the basic theoretical models used in the remainder of this thesis. Analytical fluid models, including thermodynamics and combustion will be discussed in sec. 2.1. In the set-ups investigated in this thesis, solid boundaries are generally much stiffer than the fluid flow, so that no elastic solid modelling is required.

Especially the equations for fluid dynamics are too complex to solve analytically for all but the simplest situations. Therefore practical situations are usually investigated using numerical techniques. Computational fluid dynamics (CFD) is introduced in sec. 2.2.

In vibrating systems, the quantities that vary in space and time can often be described more conveniently as the product of a mode shape, which is a function of space only, and a harmonic function of time. If a system can be described by $N$ modes of vibration, a fluctuating quantity $X(\vec{x}, t)$ can be expressed as

$$X(\vec{x}, t) = \sum_{i=0}^{N} \Re \left( \hat{X}_i(\vec{x}) e^{i\omega_i t} \right),$$

where $\omega_0 = 0$ and $\hat{X}_0(\vec{x})$ is the mean value, also written as $\bar{X}(\vec{x})$. Consecutive $\omega_i$ are the frequencies of the $i$th modes. If these are real-valued, the mode is constant in amplitude. A positive imaginary part $\Im(\omega_i)$ signifies a damped mode, decreasing in amplitude, while a negative imaginary part of the frequency indicates a mode that grows in amplitude. The complex-valued spatial field $\hat{X}_i(\vec{x})$ is known as the mode shape of $X$ at the $i$th mode. Information concerning these modes are found through frequency analysis, explained in sec. 2.3.

Although physical systems theoretically have infinite modes, an analysis of a limited number of the lower-frequency modes suffices for engineering applications. This observation is used to reduce computational complexity in low-order modelling, introduced in sec. 2.4. Low-order acoustic network modelling, and its application to thermoacoustics will be described in chapter 3.
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2.1 Analytical fluid modelling

2.1.1 Fluid dynamics: The Navier–Stokes equations

In fluid mechanics, conservation of *mass*, *momentum* and *energy* is expressed by the *Navier–Stokes equations*.\textsuperscript{193, 260, 261} The equations will be given in integral form – for a fluid moving through a control volume $V$, bounded by the surface $\partial V$ – and in *partial-differential-equation* (PDE) form.

2.1.1.1 Mass conservation

For a fluid moving through a control volume $V$, bounded by the surface $\partial V$, mass conservation (the continuity equation) can be written in integral conservation form as

$$
\frac{\partial}{\partial t} \iiint_V \rho \, dV + \iint_{\partial V} \rho \left( \vec{u} - \vec{u}_{\partial V} \right) \cdot \vec{n} \, dA = 0, \tag{2.1a}
$$

where $t$ is time, $\rho$ is density and $\vec{n}$ is the unit vector normal to $\partial V$, pointing outward. $\vec{u}_{\partial V}$ is the velocity of the bounding surface $\partial V$, so for a stationary control volume $\vec{u}_{\partial V} = \vec{0}$. The factor $\vec{u} - \vec{u}_{\partial V}$ is the difference between the velocity of the fluid and the boundary of the control volume, neither of which is required to be zero.

Mass conservation can be written in various other useful forms, derived from the integral conservation form. With help of the *divergence theorem*\textsuperscript{139: p.120} the surface integral can be rewritten as volume integral over the divergence of the *momentum* $\rho \vec{u}$. Divergence is written using the *nabla* symbol $\nabla$, which represents the vector of all spatial derivatives $(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z})^T$. The resulting equation is valid as long as this divergence is defined – that is, in the absence of discontinuities such as shock-waves for instance. Taking a fixed control vol-

* The forms given here are from Hoeijmakers.\textsuperscript{118}
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The material derivative or Lagrangian derivative $D_t^\circ \equiv \partial_t + \mathbf{u} \cdot \nabla$ expresses the rate of change of quantities as experienced by particles travelling along path lines. This is especially useful when this rate of change can be argued to be negligible. Mass conservation in PDE form, using the material derivative is given by

$$D_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0.$$  \hfill (2.1c)

This equation implies that for divergence-free flow ($\nabla \cdot \mathbf{u} = 0$), density is constant along particle path lines.

For internal flows where quantities can be assumed constant over openings (homogeneous plug flow), eq. (2.1a) reduces to a simple summation over inlets and outlets:

$$\partial_t m + \sum_i \rho_i \mathbf{u}_i \cdot \mathbf{n}_i A_i = 0.$$  \hfill (2.1d)

### 2.1.1.2 Momentum conservation

Momentum conservation (a three-dimensional vector equation) is written as

$$\partial_t \iiint_V \rho \mathbf{u} \, dV + \iiint_V \rho \mathbf{u} ((\mathbf{u} - \mathbf{u}_{\partial V}) \cdot \mathbf{n}) \, dA = \cdots$$

$$- \iiint_{\partial V} p \, \mathbf{n} \, dA + \iiint_{\partial V} \tilde{\tau} \, \mathbf{n} \, dA + \iiint_V \rho \mathbf{F} \, dV,$$  \hfill (2.2a)

where $p$ is (static) pressure, $\tilde{\tau}$ is the viscous stress tensor, and $\mathbf{F}$ represents external (i.e. not fluid-dynamical) body forces, such as gravity or magnetism, for instance. The relation between and $p$, $\rho$ and other thermodynamic quantities are given by the equations of state, introduced in sec. 2.1.2. Using the
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divergence theorem as before, momentum conservation can be stated in PDE form:
\[
\partial_t (\rho \ddot{\mathbf{u}}) + \nabla \cdot (\rho \ddot{\mathbf{u}} \otimes \ddot{\mathbf{u}}) = -\nabla p + \nabla \cdot \tilde{T} + \rho \ddot{F},
\]  
(2.2b)

or, taking advantage of the expression for mass conservation,
\[
\rho D_t \ddot{u} = -\nabla p + \nabla \cdot \tilde{T} + \rho \ddot{F}.
\]  
(2.2c)

The formulation using the material derivative can be interpreted as Newton’s second law of motion\(^{196: \text{p.12}}\), expressed for an infinitesimally small volume of fluid.

Newton’s law of viscosity\(^{196: \text{p.373}}\) states that shear stresses in a fluid are proportional to the rate of shear. This ‘law’ is not a fundamental law of nature, and as such only describes so-called Newtonian fluids. Fortunately, gases and many common liquids can be considered Newtonian under normal conditions. The three-dimensional form of Newton’s law of viscosity is known as Stokes’ hypothesis:\(^{260, 261}\) With \(\tilde{T}\) the identity tensor:
\[
\tilde{T} = \mu \left( \nabla \otimes \ddot{u} + (\nabla \otimes \ddot{u})^T - \frac{2}{3} \tilde{I} \nabla \cdot \ddot{u} \right).
\]  
(2.3)

The relative magnitude of inertia \((\rho \ddot{u})\) in comparison to \(\tilde{T}\) is of great importance to fluid dynamics. It is quantified by the non-dimensional Reynolds number\(^{225}\) \(Re \equiv \rho u L_{\text{ref}} / \mu\), evaluated at some predefined reference point in the flow field under consideration. Since \(\rho = 1.3 \text{ kg/m}^3\) and \(\mu = 17 \cdot 10^{-6} \text{ kg/(ms)}\) for air at 101.3 \cdot 10^3 \text{ Pa} and 0 °C, the Reynolds number can easily become very large. In such situations, neglecting viscosity is a common simplification.

The Navier–Stokes equations without viscosity are known as the Euler equations\(^{73}\) of fluid dynamics. In the case of steady flow \((\partial_t \otimes = 0)\), the momentum equation (eq. 2.2b) without viscosity becomes
\[
D_t \ddot{u} = \frac{-\nabla p}{\rho} + \ddot{F}.
\]

If furthermore \(\ddot{F}\) represents a potential force – for instance gravity – the equation can be integrated along a streamline, yielding
\[
\frac{|\ddot{u}|^2}{2} + \int_{\rho}^{p_{\text{st}}} \frac{1}{\rho(\dot{p})} \, d\dot{p} - \int \ddot{F} \, d\ddot{x} = p_{\text{st}}.
\]
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When the flow is brought to rest ($\vec{u} = \vec{0}$), the pressure will be $p_{st}$, the total or stagnation pressure. In the case of incompressible flow, this can be written as

$$\frac{\rho}{2} |\vec{u}|^2 + p - \int \vec{F} \cdot d\vec{x} = p_{st},$$  \hspace{1cm} (2.4)

which is known as Bernoulli’s principle.\(^{18}\)

2.1.1.3 Energy

The first law of thermodynamics states that the increase of energy in a system is equal to the sum of work and heat added to the system.\(^{51,129,169}\) With $\tilde{E}_{st} = \tilde{E} + \frac{1}{2} \vec{u}^2$ as specific stagnation energy (in J/kg), energy conservation (in watt) for a fluid in a moving control volume can be written in integral form as

$$\partial_t \int_V \rho \tilde{E}_{st}\,dV + \int_{\partial V} \rho \tilde{E}_{st} (\vec{u} - \vec{u}_{\partial V}) \cdot \vec{n}\,dA = \ldots$$

$$\int_V \rho \vec{F} \cdot \vec{u}\,dV - \int_{\partial V} p (\vec{u} - \vec{u}_{\partial V}) \cdot \vec{n}\,dA + \int_{\partial V} (\vec{T} \cdot (\vec{u} - \vec{u}_{\partial V})) \cdot \vec{n}\,dA\ldots$$

$$+ \int_V \rho \dot{\dot{Q}}\,dV - \int_{\partial V} \vec{J}_Q \cdot \vec{n}\,dA. \hspace{1cm} (2.5a)$$

The terms in the second line – containing inner products with $\vec{u}$ – represent mechanical work added to the system, while those on the last line represent heat. In PDE form, energy conservation is expressed as

$$\partial_t (\rho \tilde{E}_{st}) + \vec{\nabla} \cdot (\rho \vec{u} \tilde{E}_{st}) = \rho \vec{F} \cdot \vec{u} - \vec{\nabla} \cdot p \vec{u} + \vec{\nabla} \cdot (\vec{T} \cdot \vec{u}) + \rho \dot{\dot{Q}} - \vec{\nabla} \cdot \vec{J}_Q \hspace{1cm} (2.5b)$$

or

$$\rho D_t \tilde{E}_{st} = \rho \vec{F} \cdot \vec{u} - \vec{\nabla} \cdot p \vec{u} + \vec{\nabla} \cdot (\vec{T} \cdot \vec{u}) + \rho \dot{\dot{Q}} - \vec{\nabla} \cdot \vec{J}_Q, \hspace{1cm} (2.5c)$$
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2.1.1.4 Enthalpy

For practical considerations of open systems, the pressure term on the right-hand side of the energy equations can be inconvenient. Instead it is often more helpful to consider enthalpy $H$ instead of energy, where $\tilde{H}_{st} = \tilde{E} + \frac{1}{2} \tilde{u}^2 + p/\rho$.

\[
\partial_t \iiint_V \rho \tilde{H}_{st} \, dV + \iiint_{\partial V} \rho \tilde{H}_{st} (\tilde{u} - \tilde{\bar{u}}_{AV}) \cdot \tilde{n} \, dA = \iiint_V \partial_t p \, dV + \iiint_{\partial V} \rho \tilde{F} \cdot \tilde{u} \, dV \ldots + \iiint_{\partial V} (\tilde{\tau} \cdot (\tilde{u} - \tilde{\bar{u}}_{AV})) \cdot \tilde{n} \, dA + \iiint_V \rho \dot{Q} \, dV - \iiint_{\partial V} \tilde{J}_Q \cdot \tilde{n} \, dA \quad (2.6a)
\]

The PDE form becomes:

\[
\partial_t (\rho \tilde{H}_{st}) + \tilde{V} \cdot (\rho \tilde{u} \tilde{H}_{st}) = \partial_t p + \rho \tilde{F} \cdot \tilde{u} + \tilde{V} \cdot (\tilde{\tau} \cdot \tilde{u}) + \rho \dot{Q} - \tilde{V} \cdot \tilde{J}_Q , \quad (2.6b)
\]

or

\[
\rho D_t \tilde{H}_{st} = \partial_t p + \rho \tilde{F} \cdot \tilde{u} + \tilde{V} \cdot (\tilde{\tau} \cdot \tilde{u}) + \rho \dot{Q} - \tilde{V} \cdot \tilde{J}_Q . \quad (2.6c)
\]

For steady ($\partial_t = 0$), adiabatic ($\tilde{J}_Q = 0, \dot{Q} = 0$) processes with negligible viscous losses ($\tilde{\tau} = 0$) and external forces ($\tilde{F} = 0$), eq. (2.6c) states that enthalpy is constant along particle tracks, which makes enthalpy a very useful quantity to consider. For internal flows where quantities can be assumed constant over openings (homogeneous plug flow), eq. (2.6a) reduces to a simple summation over inlets and outlets:

\[
\sum_i \rho_i \tilde{H}_{st,i} \tilde{u}_i \cdot \tilde{n}_i A_i = 0 . \quad (2.6d)
\]

2.1.2 Thermodynamics

Leaving out kinetic energy and viscous dissipation, conservation of (specific) energy can be written in a much simpler form:

\[
d\tilde{E} = -p \, d\tilde{V} + T \, d\tilde{s} . \quad (2.7)
\]

$\tilde{E}$ is the specific internal energy of the fluid. $-p \, d\tilde{V} \equiv d\tilde{W}$ is work added to the fluid, where the specific volume $\tilde{V} \equiv 1/\rho$. The heat added to the fluid is $Td\tilde{s} \equiv d\tilde{Q}$, with $\tilde{s}$ the specific Entropy.
In terms of enthalpy, this equation is
\[ d\hat{H} = \hat{V} \, dp + T \, d\hat{s}. \] (2.8)

The heat capacity of a material determines how much the temperature will rise on an addition of heat. For a material kept at a constant volume
\[ \hat{C}_V \equiv [\partial Q / T]_V. \] (2.9)

If the material is kept under a constant pressure instead,
\[ \hat{C}_p \equiv [\partial Q / T]_p. \] (2.10)

Gases expand when heated under constant pressure \( (d\hat{V} > 0) \). This means some energy is lost to the environment in the form of work \( (d\hat{W} < 0) \), which will have to be compensated for by the addition of some more heat, so that \( \hat{C}_p > \hat{C}_V \). For ideal gases, a simple proportionality exists between pressure, density and temperature: \(^{33, 50, 87, 88}\)
\[ p = \rho \, \tilde{R} \, T. \] (2.11)

The constant \( \tilde{R} \) depends on the gas (mixture) and is related to its molar weight \( m \) as \( \tilde{R} = R / m \), where \( R \) is the universal gas constant.\(^{13}\) Combining this gives the ideal gas law
\[ p \, m = \rho \, R \, T. \] (2.12)

According to Mayer,\(^{170, 153}\) for ideal gases, the difference between the heat capacities is \( \tilde{R} \):
\[ \hat{C}_p = \hat{C}_V + \tilde{R}. \] (2.13)

In the case of acoustics, air is compressed adiabatically, i.e. without the addition of heat. Biot and Laplace argued that this implies that the temperature is increased, instead of remaining constant.\(^{79}\) In the case of adiabatic compression, density is found by Poisson’s relation\(^{212}\) for calorically perfect gases
\[ p \propto \rho^\gamma, \] (2.14)

where \( \gamma = \hat{C}_p / \hat{C}_V \) is the ratio of the heat capacities.

In a gas turbine the compression stage is in first approximation adiabatic, for example as shown in fig. 1.4. Density increases according to eq. (2.14), and
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temperature can be found by the perfect gas law. In the combustion chamber pressure remains approximately constant while the temperature rises. The expansion in the turbine is again approximately adiabatic. This cycle is known as the Brayton cycle.\(^{37}\)

The amount of work \(\tilde{W} = \int p \, d\tilde{V}\) delivered per unit of mass, can be found in the \(p, \tilde{V}\)-diagram by integration of the area underneath the curve, as in fig. 2.1. The heat still available in the exhaust gases can be converted into additional mechanical work, for example in a steam turbine.

\[\gamma - 1 \bar{\rho} c^2 \int_C \int_V p' \dot{Q}' \, dV \, dt > \int_C \int_A p' u' \, dA \, dt.\]

**Figure 2.1:** Example of an ideal Brayton cycle,\(^{37}\) showing adiabatic compression (1 \(\rightarrow\) 2), isobaric heat addition (2 \(\rightarrow\) 3), and adiabatic expansion (3 \(\rightarrow\) 4). The hatched area represents the work delivered.

It should be noted that Rayleigh published his criterion only six years after the Brayton cycle was patented, which is very similar in concept.

Chu\(^{46, 47}\) reformulated the Rayleigh criterion in a more quantitative manner; integrating \(p' \dot{Q}'\) over a cycle to quantify their correlation\(^{46}\) and comparing this source term to a loss term,\(^{47}\) to conclude whether or not a thermoacoustic mode will be unstable. Dowling\(^{69}\) rewrote this inequality in the dimension of energy:
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2.1.3 Combustion modelling

The combustors discussed in this thesis are fuelled with methane (CH$_4$). Oxygen (O$_2$) is supplied in the form of air, which is assumed to be a mixture of 21% oxygen and 79% nitrogen (N$_2$). This reaction forms water (H$_2$O) and carbon dioxide (CO$_2$). The required amount of oxygen per mole of methane is expressed by the stoichiometric equation

\[
\text{CH}_4 + 2\text{O}_2 \rightarrow 2\text{H}_2\text{O} + \text{CO}_2 .
\]  

(2.15)

For technical and environmental reasons, generally more air is led through the combustion chamber than would be necessary according to the stoichiometry of eq. (2.15). This is expressed by the equivalence ratio $\Phi$, which is the stoichiometrically required mole inflow of oxygen $\dot{n}_{O_2,\text{in}}$ divided by the actual amount. Alternatively, the air excess ratio $\Lambda$, is frequently used, which is $1/\Phi$. In the case of methane combustion (using the stoichiometric coefficients from eq. (2.15)):

\[
\Phi = \frac{2\dot{n}_{\text{CH}_4,\text{in}}}{\dot{n}_{O_2,\text{in}}} \quad \Lambda = \frac{\dot{n}_{O_2,\text{in}}}{2\dot{n}_{\text{CH}_4,\text{in}}} .
\]  

(2.16)

If $\Phi < 1 < \Lambda$, the combustion is limited by the amount of fuel available. This situation is referred to as lean combustion. In the case of rich combustion, where the amount of oxidiser is limiting, $\Phi > 1 > \Lambda$.

The heat generated by this process is expressed by the lower heating value of methane $\text{LHV}_{\text{CH}_4}$. ‘Lower’ refers to the assumption that the water produced by the combustion leaves the combustor in gaseous form, so its condensation heat is lost. The lower heating value can be determined by comparing the formation enthalpies $\dot{H}$ of the reactants on the left hand side of eq. (2.15), and the products on the right (see tbl. A.2). By definition, the formation enthalpy is zero for elements in their most stable mono-atomic form, such as oxygen in O$_2$.

\[
\text{LHV}_{\text{CH}_4} = \dot{H}_{\text{CH}_4} + 2\dot{H}_{\text{O}_2} - 2\dot{H}_{\text{H}_2\text{O}} - \dot{H}_{\text{CO}_2} \\
= -74.87 \cdot 10^6 + 0 - (-241.83 \cdot 10^6) - (-393.52 \cdot 10^6) \\
= 802.31 \cdot 10^6 \text{ J/kmol} .
\]  

(2.17)
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The mass-based value is found as
\[
\overline{LHV}_{\text{CH}_4} = \frac{LHV_{\text{CH}_4}}{m_{\text{CH}_4}} = \frac{802.31 \cdot 10^6}{16.03} = 50.05 \text{J/kg}.
\] (2.18)

The speed of combustion can be limited, amongst others, by mixing of fuel and oxidiser, chemistry, or the speed of flame propagation. Here, the chemical time scales are assumed to be much shorter than those associated with flame propagation and turbulent mixing. This leads to a very thin flame or flamelet, which can be modelled as one or more surfaces \(A_{\text{fl}}\) travelling through the flow at a relative speed \(S_{\text{fl}}\). The heat released by the flame, in the lean case, can be expressed as
\[
\dot{Q} = \int_{A_{\text{fl}}} \rho \overline{LHV}_{F} \gamma_{F} S_{\text{fl}} \, dA.
\]

2.2 Computational fluid dynamics (CFD)

CFD is a flexible way to find approximate solutions to the equations introduced so far in this chapter for engineering situations. To this end, the geometry for which the equations need to be solved is split into small elements, for which the solution of the equation is assumed to be sufficiently close to a known analytical solution, expressed as shape function, with limited degrees of freedom. The error introduced by this discretisation is estimated, and minimised via an iterative approach.\(^{231, 232}\)

Since this approach gets more costly (from a computational point of view) as the number of elements increases, it is important to increase the element size in less complex regions of the flow and decrease the size of elements in the directions where greatest gradients in the solution are expected.

2.2.1 Turbulence

Reynolds\(^{226}\) noted that flow at higher Reynolds numbers flows more chaotically than at lower Reynolds numbers, while frictional losses get higher than would
be expected from Newton’s law of viscosity or Stokes’ hypothesis (eq. 2.3). This phenomenon is known as turbulence. The statistical properties of turbulent flow can be analysed by decomposing the variables in the Navier–Stokes equations (e.g. \( \vec{u} \)) into an ensemble-averaged value (\( \bar{u} \)) plus a deviation (\( u'' \)) as in

\[
\vec{u} = \bar{u} + u''.
\]

(2.19)

The resulting system of equations is known as the Reynolds-averaged Navier–Stokes (RANS) equations. In the case of compressible flow, the averaging is weighted by density (Favre averaging). The equations for the averaged quantities look very similar to the original system. However, products of components of the fluctuating velocity appear, which do not vanish in the averaging process. Statistically, these products can be treated as an addition to the stress tensor in eq. (2.3):

\[
\bar{\tau}_T = \rho \bar{u}'' \otimes \bar{u}''.
\]

(2.20)

The components of the tensor \( \bar{\tau}_T \) are collectively known as Reynolds stresses and have to be estimated by semi-empirical means. The CFD simulations discussed in this thesis uses the shear stress transport (SST) model by Menter.\(^{173}\)

This approach can only be justified if the features which need to be resolved in the simulation (e.g. the relevant acoustic modes of the system) can be represented meaningfully by the ensemble-averaged quantities. This is the case when the resolved features have significantly lower frequencies than the frequency of turbulent fluctuations modelled by the Reynolds stresses.\(^{69: p.4}\)

For situations where these frequency ranges are too close to each other to use RANS, another approach, known as large eddy simulation (LES), was developed by Smagorinsky,\(^{251}\) Deardorf,\(^{63}\) and Schumann,\(^{244}\) amongst others. In this approach, the decomposition of eq. (2.19) is replaced by a filtering of the flow field by length scale. The larger length scales are resolved, while the smaller ones are modelled.

LES performs best in free flow, away from boundaries. Near solid boundaries it becomes computationally expensive to resolve the flow by LES, while RANS gives sufficiently accurate results with much less effort. To combine the benefits of both, the scale-adaptive simulation (SAS) model was introduced by Menter and Egorov.\(^{174}\) The SAS model can transition between LES behaviour in regions where the turbulence structure is well resolved, and the SST model (RANS) where the unsteady flow is modelled instead of resolved.
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2.2.2 Combustion

Combustion is simulated by the burning velocity model (BVM), a flamelet model developed by Müller et al., Polifke et al., and Zimont et al. A new, and currently not well-documented refinement on this model option is used in ANSYS CFX, for improving accuracy for non-premixed flames. BVM performs well on predicting the flame position for partially premixed flames, as present in the combustors investigated in this research. This property will be of great importance in sec. 6.2 (‘Analysis in CFD’), since the exact flame position has great influence on the feedback loop leading to thermoacoustic (in)stability.

A practical advantage of BVM in CFX is that the volumetric heat release is readily available for post-processing. In sec. 6.2, this information will be used in an investigation of the performance of active control.

2.3 Frequency (spectral) analysis

As mentioned in the introduction of this chapter, field quantities in dynamic systems are often described as a summation over \( N \) mode shapes \( \hat{X}_i(\hat{x}) \), oscillating at frequencies \( \omega_i \), so that an arbitrary variable \( X(\hat{x}, t) \) can be expressed as

\[
X(\hat{x}, t) = \sum_{i=0}^{N-1} \Re \left( \hat{X}_i(\hat{x}) e^{i \omega_i t} \right).
\]

These mode shapes and their corresponding frequencies are found by frequency analysis. For simplicity, this discussion will start from a simple, steadily oscillating signal:

\[
X(t) = |\hat{X}| \cos (\varphi + \omega t),
\]

where \( |\hat{X}| \) is the amplitude of the fluctuation, \( \varphi \) defines the phase offset, and the angular frequency is \( \omega \) (expressed in rad/s for clarity). The angular frequency is related to the ordinary frequency \( f \) (expressed in Hz) as \( \omega = 2 \pi f \).

The previous equation is equivalent to

\[
X(t) = |\hat{X}| \Re \left( e^{i (\omega t + \varphi)} \right),
\]
which can be written more compactly, introducing the *phasor* $\hat{X}$ as a generalisation of the amplitude into the complex plane, where the complex argument represents the phase offset:

$$\hat{X} = |\hat{X}| e^{i\varphi},$$  
$$X(t) = \Re\left(\hat{X}e^{i\omega t}\right). \quad (2.21)$$

### 2.3.1 The continuous Fourier transform

Laplace\textsuperscript{142,143} and Fourier\textsuperscript{81} realised some differential equations are easier solved when the variables involved are rewritten as sums of harmonic functions, or integrals over distributions of harmonic functions, referred to as *frequency domain representations* or *spectra*. Depending on the situation, different formulations are used to transform signals into or back from the frequency domain. Although the original formulation by Fourier was written in terms of sines and cosines, under Laplace’s influence, the following definition will be used for the *Fourier transform* in this dissertation:

$$\tilde{\mathcal{F}}(X, f) = \int_{t_1}^{t_2} X(t) e^{-2\pi if t} \, dt, \quad (2.22a)$$

where the frequency $f = N / (t_2 - t_1)$ for $N \in \mathbb{N}_0$. When $t_1 = -\infty$ or $t_2 = \infty$ or both, the result of the Fourier transform, provided it converges, becomes a function of continuous frequency. The *inverse* Fourier transform is then given by

$$X(t) = \int_{-\infty}^{\infty} \tilde{\mathcal{F}}(X, f) \, e^{2\pi if t} \, df. \quad (2.22b)$$

The closely related *Laplace transform* is defined as

$$\mathcal{L}(X, s) = \int_{0}^{\infty} X(t) e^{-st} \, dt,$$

where $s$ is the angular frequency, generalised into the complex plane $\mathbb{C}$ as $s = i\omega = 2\pi i f$. 
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Some advantages of handling quantities in the Laplace or frequency domain, are that differentiation simplifies to multiplication by $s$ in the frequency domain, and integration becomes division by $s$. Convolution of two functions in the time domain becomes a simple multiplication in the frequency domain.

### 2.3.2 Analytical signals

Since $\cos(\phi + \omega t) = \left( e^{i(\phi + \omega t)} + e^{-i(\phi + \omega t)} \right) / 2$, the Fourier and Laplace transforms will split real-valued harmonic signals into two peaks in the frequency domain: one with a positive frequency, and one with a negative frequency, opposite phase, and both with half the original amplitude. In such situations, it is common practice to introduce *analytical signals*. Analytical signals are defined complex-valued, such they have no negative frequency components, and the real part is equal to the original signal.

In the case of a signal with only one frequency, such as $X(t) = \Re\left( \hat{X} e^{i\omega t} \right)$ in eq. (2.21), the analytical version is simply $X_{\text{an}}(t) = \hat{X} e^{i\omega t}$. In the frequency domain this can easily be extended to the general case:

$$
\hat{X}_{\text{an}}(f) = \begin{cases} 
\hat{X}(f) + \hat{X}(-f) & \text{if } f > 0 \\
\hat{X}(f) & \text{if } f = 0 \\
0 & \text{if } f < 0.
\end{cases}
$$

In the time domain, for general signals, the *Hilbert transform*\(^{114}\) ($\mathcal{H}$) gives the imaginary part which has to be added to real-valued signals to get the analytical equivalent:\(^{96}\)

$$
X_{\text{an}}(t) = X(t) + i\mathcal{H}X(t).
$$

The Hilbert transform is given by

$$
\mathcal{H}X(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{X(\tilde{t})}{t - \tilde{t}} d\tilde{t}.
$$

In the remainder of this thesis, spectra of real-valued signals will be presented in their analytical form, to get the amplitudes in their more intuitive form. The subscript ‘an’ will be dropped from here on.
2.3.3 The discrete Fourier transform (DFT)

In reality, measurement data are sampled (discrete in time), and have finite length. If the amplitudes or frequencies present in the signal change over time, it can be more interesting to analyse short sections of the signal, and see how these spectra evolve over time. The results are often presented as a false colour plot, displaying amplitude as a function of time and frequency, called a spectrogram. Since this technique was developed by Gabor, the short-time Fourier transform is sometimes known as the Gabor transform.

Since the Fourier transform cannot be used in the continuous form introduced in eq. (2.22), the discrete Fourier transform (DFT) is used instead:

\[
\tilde{\mathcal{F}}(X)_k = N \hat{X}_k = \sum_{j=0}^{N-1} X_j e^{-2\pi i \frac{k}{N} j}. \tag{2.26a}
\]

Note that in this equation, \( i = \sqrt{-1} \) is the imaginary unit while \( j \) and \( k \) are indices. \( f_{\text{sm}} \) is the sampling frequency of the signal \( X \). The frequency corresponding to the index \( k \) is \( \omega_k = 2\pi \left( \frac{k}{N} \right) f_{\text{sm}} \) or equivalently \( f_k = \left( \frac{k}{N} \right) f_{\text{sm}} \). The physical time of sample \( j \) is \( t_j = j / f_{\text{sm}} \). The signal \( X \) consists of \( N \) samples. The inverse transform is given by

\[
\tilde{\mathcal{F}}^{-1}(N \hat{X})_j = X_j = \frac{1}{N} \sum_{k=0}^{N-1} N \hat{X}_k e^{2\pi i \frac{k}{N} j}. \tag{2.26b}
\]

The DFT represents the signal \( X \) as a sum of harmonic base functions of the form \( e^{2\pi i (k/N) j} \). Using Lagrange’s trigonometric identities, it can be shown that

\[
\sum_{j=0}^{N-1} e^{2\pi i \frac{k_1}{N} j} e^{-2\pi i \frac{k_2}{N} j} = \sum_{j=0}^{N-1} e^{2\pi i \frac{k_1}{N} (k_1 - k_2)} = \begin{cases} N & \text{if } (k_1 - k_2) \text{ mod } N = 0 \\ \frac{1 - e^{2\pi i (k_1 - k_2)}}{1 - e^{2\pi i k_1 / N}} & \text{else} \end{cases}
\]

This illustrates some important characteristics of the DFT:
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1. The projection of a base function onto itself (i.e. \( k_1 = k_2 \in \mathbb{N}_1 \)) is \( N \).
   a) The base functions are not normalised (in which case the projection of a base function onto itself would be unity).
   b) The inverse DFT has to contain a factor \( 1/N \).

2. The projection of one base function onto another one (i.e. \( k_1 - k_2 \in \mathbb{N}_1 \)) is zero, i.e. the base functions form an orthogonal basis.

3. The results for \( k \) are the same as for \( k + N \), a phenomenon known as aliasing.

4. When \( k_1 \not\in \mathbb{N}_0 \), the signal does not have an integer number of cycles within the signal \( X \). In this case the energy of the original signal is distributed over all frequencies. This phenomenon is known as spectral leakage. For a large \( N \), this distribution tends to
   \[
   \frac{1 - e^{2\pi i (k_1 \mod 1)}}{2\pi i \frac{k_1 - k_2}{N}},
   \]
   which has its peak where abs \( (k_1 - k_2) \) has its minimum, so the distribution is still centred around the original signal frequency. Figure 2.2 shows a spectrum with spectral leakage.

Spectral leakage is related to the weighting or windowing function used to extract the section of data used for the DFT. In fig. 2.2 all data points have a weighting of unity, while those outside of the section had weight zero. This corresponds to a boxcar function, which is unity in a certain interval, and zero outside. The shape of the spectral leakage, known as the instrument function, is the Fourier transform of the windowing function.

Identifying the flanks of the boxcar function as the main culprit, Bartlett multiplies the sampled data by a triangular window. After that, various other windowing functions were introduced, optimised for different criteria. This research uses the Blackman window, which was ‘not very seriously’ [sic] proposed by Blackman and Tukey.

For the special case where \( \log_2 N \in \mathbb{N} \), Cooley and Tukey developed an efficient computational algorithm, known as fast Fourier transform (FFT). Due to the efficiency of this algorithm and its successors, this DFT with signal length equal to an integer power of two has become a very popular tool in research and engineering.
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Figure 2.2: A short signal (above) and its DFT (below), demonstrating spectral leakage. The boxcar function is shown dashed behind the original signal. The rings on the spectrum indicate the results from the (orthogonal) DFT. The line connecting them indicated the components of intermediate frequencies, as would be found by the continuous Fourier transform.
Figure 2.3: A short, Blackman-windowed signal (above) and its DFT (below), demonstrating much less spectral leakage. The Blackman window is shown dashed behind the original signal. Note the difference in scaling of the absolute axis on the right, compared to fig. 2.2.
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Real-valued signals are split into positive and negative frequencies, as is the case with the continuous Fourier transform. These negative frequency components are found in the second half of the transformed array:

\[ \hat{f}(X)_k = -\hat{f}(X)_{N-k}. \]

As a result, only \( N/2 \) distinct frequencies can be represented by the spectrum, the highest being half the sampling frequency. This observation is known as the Nyquist–Shannon sampling theorem\textsuperscript{248}.

The frequency resolution of the DFT, \( f_k - f_{k-1} = f_{\text{sm}} / N \), is inversely proportional to the length of the signal. When a signal is divided into short sections to generate a spectrogram, a trade-off has to be made between spectral resolution, requiring long sections of signal, and temporal resolution, requiring short sections.

Fourier spectra of real measurement signals often have a very noisy appearance, which needs to be smoothed to generate readable plots. Bartlett\textsuperscript{16} proposed an averaging of the squared magnitude of the subsequent spectra of a spectrogram. This saves considerable computational cost compared to Fourier-transforming the signal in full length, but implicitly reduces the spectral resolution, which might be problematic if disturbing narrow peaks (e.g. mains hum) need to be filtered out from the spectrum.\textsuperscript{35} The result of Bartlett’s method is the auto-spectral density (ASD) of the measured signal:

\[ \text{ASD}_{X,j} = \frac{1}{N} \sum_{k=0}^{N-1} \hat{X}_{j,k}^* \hat{X}_{j,k} \in \mathbb{R}. \]

The value of \( k \) refers to one windowed block, \( j \) distinguishes the samples within the block. The square root of \( \text{ASD}_{X,j} \) is the \( k \)-wise root mean square (RMS) of \( \hat{X}_{j,k} \). Welch\textsuperscript{286} improved upon this method, by applying windowing functions to the individual blocks of data, and using overlapping blocks, to make better use of the samples at the ends of the blocks.

It is assumed that measured signals are the sum of a ‘well behaved’ part \( \hat{X}' \) due to dynamic behaviour of the system under investigation, and some additive, uncorrelated noise \( \hat{X}'' \):

\[ \hat{X} = \hat{X}' + \hat{X}'' . \]
The auto-spectral density can now be worked out as

\[ ASD_{X,j} = \frac{1}{N} \sum_{k=0}^{N-1} (\hat{X}' + \hat{X}'')_{j,k}^* (\hat{X}' + \hat{X}'')_{j,k} \]

\[ = \frac{1}{N} \sum_{k=0}^{N-1} \left| \hat{X}'_{j,k} \right|^2 + 2 \Re \left( \hat{X}'_{j,k}^* \hat{X}''_{j,k} \right) + \left| \hat{X}''_{j,k} \right|^2. \]

Averaging over consecutive windows \( k \) will converge to a consistent over-prediction of \( \left| \hat{X}' \right|^2 \).

### 2.3.4 Cross-spectral (correlation) analysis

A usual idealisation in system identification or low-order modelling (discussed in sec. 2.4), is to assume the system under consideration to be linear and time-invariant. This means that if an output \( \hat{Y} \) depends on inputs \( \hat{X}_i \), the total output can be written as a sum of linear responses:

\[ \hat{Y}(\omega) = \sum_i G_i(\omega) \hat{X}_i(\omega), \]

where the transfer function \( G \) is a function of frequency \( \omega \) only. It does not change in time (\( \partial_t G = 0 \)) and is independent of the amplitude of the oscillation (\( \partial |\hat{X}| G(\omega) = 0 \)). Non-linear systems can be linearised for small fluctuations around an mean state. Assuming \( Y(t) \) can be written as a non-linear function of \( X(t) \), first both are split into a mean value, indicated by an over-bar (\( \bar{\cdot} \)) plus a perturbation, indicated by a prime (\( \prime \)):

\[ X(t) = \bar{X} + X'(t) \]
\[ Y(t) = \bar{Y} + Y'(t) \]

The linearised relation between both variables is given by the first two terms of the Taylor series expansion:

\[ Y(t) \approx \bar{Y} + [\partial_X Y]_{\bar{X}} X'(t) \]

In this simple example (without frequency dependence)

\[ \hat{Y}(\omega) \approx G \hat{X}(\omega), \]
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with

\[ G = [\partial_X Y]_\hat{X}. \]

Frequency dependence is introduced when \( Y(t) \) depends on timewise derivatives and integrals of \( X(t) \), which are written in the frequency domain as \((i\omega)^N \hat{X}(\omega)\). In the case of weak linearity, or slow variation in time, this approach can be used as an approximation, writing \( G(t, |\hat{X}|, \omega) \) for instance.

Transfer functions can be found from measurement data by cross-spectral analysis. This analysis makes use of the ASD defined in the end of sec. 2.3.3, and the cross-spectral density (CSD), which defined in a similar manner, but uses two simultaneously measured signals:

\[
CSD_{X,Y,j} = \frac{1}{N} \sum_{k=0}^{N-1} \hat{X}_{j,k}^* \hat{Y}_{j,k} \in \mathbb{C}.
\]

Working this out like the auto-spectral density before shows that the cross-spectral density (CSD) converges to the noise-free product \( \hat{X}^* \hat{Y}' \):

\[
CSD_{X,Y,j} = \frac{1}{N} \sum_{k=0}^{N-1} (\hat{X}' + \hat{X}''_{j,k})^* (\hat{Y}' + \hat{Y}''_{j,k})_{j,k}
= \frac{1}{N} \sum_{k=0}^{N-1} \hat{X}_{j,k}' \hat{Y}_{j,k}' + \hat{X}_{j,k}'' \hat{Y}_{j,k}'' + \hat{X}_{j,k}'' \hat{Y}_{j,k}' + \hat{X}_{j,k}' \hat{Y}_{j,k}'' \rightarrow 0.
\]

The auto-spectral density and the cross-spectral density (CSD) together can be used to investigate linear correlation between the signals \( X \) and \( Y \). Two estimates of the transfer function \( G_{X,Y} = \hat{Y}' / \hat{X}' \) relating both signals can be formulated:

\[
G_{X,Y,j}^- = \frac{CSD_{X,Y,j}}{ASD_{X,j}} \in \mathbb{C}
\]

\[
G_{X,Y,j}^+ = \frac{ASD_{Y,j}}{CSD_{X,Y,j}^*} > G_{X,Y,j}^- \in \mathbb{C}.
\]

The (real-valued) ratio between the estimates is a measure for the level of correlation between \( X \) and \( Y \), known as the coherence \( \text{Coh} \). If the signals \( X \) and \( Y \) are fully correlated and there is no measurement noise, the transfer function estimates will be identical, and the coherence will be unity:

\[
\frac{G_{X,Y,j}^-}{G_{X,Y,j}^+} = \frac{|CSD_{X,Y,j}|^2}{ASD_{X,j} ASD_{Y,j}} = \text{Coh}_{X,Y,j} \in [0, 1] \subset \mathbb{R}.
\]
If there is noise on one of the signals, say $X$, this will only influence $\mathcal{G}_{X,Y}^+$. As a result, only $\mathcal{G}_{X,Y}^-\mathcal{G}_{X,Y}^+$ will converge to the true transfer function, while $\mathcal{G}_{X,Y}^-$ will be less. If on the other hand only $Y$ is noisy, $\mathcal{G}_{X,Y}^-\mathcal{G}_{X,Y}^+$ will not be influenced, while $\mathcal{G}_{X,Y}^-$ gives an overestimation.$^{107}$

The inverse Fourier transform of $\mathcal{G}_{X,Y}(f)$ is known as the impulse response $\mathcal{H}_{X,Y}(t)$. Since multiplication in the frequency domain corresponds to convolution in the time domain, $Y(t) = \int_{-\infty}^{\infty} X(t-\tau) \mathcal{H}_{X,Y}(\tau) \, d\tau$. If there is a causal relation between the signals, such that $X$ causes $Y$, then $\mathcal{H}_{X,Y}(\tau) = 0$ for all $\tau < 0$.

### 2.3.5 Other transforms

The Fourier transform does not remove any information from the original signal. The temporal variation of the analysed signal is however severely obfuscated. Short-time Fourier transforms (Gabor$^{86}$ transform) can show spectral information combined with evolution over time.

There is a trade-off between the spectral and temporal resolution of the short-time Fourier transform. This trade-off is not optimal for all applications, which gave rise to the development of other time-frequency representations.

**Wavelet analysis** uses longer signal sections to investigate lower frequencies and shorter signal sections to investigate higher frequencies. As a result, spectral resolution is greater for lower frequencies, while higher frequencies have better temporal resolution. This approach was first proposed by Haar$^{96}$: Ch.3 in 1910. The method became popular only during the latter half of the last century, with major contributions by Morlet et al.$^{182}$ and Daubechies.$^{62}$

The Hilbert transform$^{98,114}$ can be used to form an analytical signal $X_{an}$. If the signal is assumed to contain only one frequency, varying in time, the momentary amplitude of the oscillation is found as the absolute value $|X_{an}|(t) = \sqrt{X_{an}^* X_{an}}$. The momentary frequency can be found as the time-derivative of the momentary phase or argument $\omega(t) = \partial_t \arg X_{an}(t)$. Figure 2.4 compares this approach to the Fourier transform.

The **Wigner quasi-probability distribution** is also known as the **Wigner–Ville distribution**.$^{284,289}$ This time–frequency representation is given by

$$\mathcal{W} X_{an}(t, \omega) = \int_{\mathbb{R}} X_{an} \left( t + \frac{\tau}{2} \right) X_{an}^* \left( t - \frac{\tau}{2} \right) e^{-2i\pi \omega \tau} \, d\tau.$$
Figure 2.4: A pulsating signal (top) and its Fourier spectrum (middle). The pulsations are more intuitively represented by the amplitude and momentary frequency of the corresponding analytical signal (bottom). The maximum amplitude \( \max(\hat{X}(t)) = \sum \hat{X}(f) \), appears where both frequency components are in phase.
The Wigner–Ville distribution, seemingly violating the uncertainty principle, gives sharper images than the short-time DFT, but this comes at the cost of interferences. Chiollaz and Favre\textsuperscript{43} introduced a smoothing procedure, which is being successfully applied to the analysis of rapidly changing spectra.\textsuperscript{258, 221: p.130–139}

In this research, the systems under consideration are assumed to be in a quasi-constant state, and no variations over excessively short times are considered. In this situation, the DFT is a very adequate tool to investigate the spectral information.

### 2.4 Low-order modelling

In feedback systems, the dynamic modes of greatest interest are usually found at relatively low frequencies, at least compared to the highest frequencies that could theoretically be modelled. Low-order modelling is the practice of concentrating the analysis of a system on a relatively low number of relevant modes.

The Helmholtz resonator in fig. 2.5 will be discussed as an example. A Helmholtz resonator consists of a cavity (subscript ‘ca’), connected to the environment by a neck (subscript ‘nk’). Since the cross-sectional area of the neck is much smaller than that of the cavity, the flow velocity is much higher in the neck than in the rest of the system. As a result, the effect of inertance is most significant inside the neck, while it can be neglected elsewhere. The volume of the neck is in turn much smaller than that of the cavity, so that the compliance of the fluid in the neck can be neglected, compared to that of the fluid in the cavity.\textsuperscript{106:§10}

For illustrative purposes, the cavity has been equipped with a microphone, whose output signal is compared to a reference, amplified, delayed and fed to a loudspeaker (subscript ‘ls’).
2.4 Low-order modelling

The governing equations are:

**Mass conservation** (eq. 2.1) for a fixed volume (the cavity), with flow entering at the loudspeaker and through the neck only:

\[
\partial_t \iiint_V \rho \, dV + \iint_{A_{nk}} \rho \bar{u} \cdot \bar{n} \, dA + \iint_{A_{ls}} \rho \bar{u} \cdot \bar{n} \, dA = 0.
\]

The *lumped form* is found by assuming plug flow through the neck, and homogeneous density in the cavity, since internal pressure differences are negligible compared to the pressure drop over the neck:

\[
V_{ca} \partial_t \rho = -A_{nk} \left( \rho \bar{u} \right)_{nk} + \rho_{ca} \dot{V}_{ls}.
\]

In linearised form, leaving out terms of the order of fluctuations squared, this becomes

\[
V_{ca} \partial_t \rho'_{ca} = -A_{nk} \bar{\rho} \dot{u}_{nk}' - A_{nk} \rho' \bar{u}_{nk} + \bar{\rho} \dot{V}'_{ls}, \tag{2.27a}
\]

where the second term on the right hand side disappears since \( \bar{u}_{nk} = 0 \).

**One-dimensional momentum conservation** (eq. 2.2), for a fixed volume without viscous dissipation or external forces:

\[
\partial_t \iiint_V \rho \bar{u} \, dV + \iint_{\partial V} \rho \bar{u} \bar{u} \cdot \bar{n} \, dA = -\iint_{\partial V} p \bar{n} \, dA.
\]
2 Theoretical background

The one-dimension, lumped formulation describing the fluid in the neck is:

\[ A_{nk} L_{nk} \partial_t (\rho \bar{u})_{nk} + A_{nk} \left( \rho_{env} u_{env}^2 - \rho_{ca} u_{ca}^2 \right) = -A_{nk} \left( p_{env} - p_{ca} \right), \]
\[ \partial_t (\rho u)_{nk} + \frac{\rho_{env} u_{env}^2 - \rho_{ca} u_{ca}^2}{L_{nk}} = -\frac{\left( p_{env} - p_{ca} \right)}{L_{nk}}, \]

after linearisation, this becomes:

\[ \bar{\rho} \partial_t u'_{nk} = \frac{p'_{ca} - \bar{p}}{L_{nk}}. \]  

(2.27b)

**Poisson's adiabatic relation** (eqs. 2.14)

\[ p_{ca} \propto \rho_{ca}^\gamma, \]

linearised as:

\[ \frac{dp'_{ca}}{\bar{p}} = \gamma \frac{d\rho'_{ca}}{\bar{\rho}}. \]  

(2.27c)

The controller action is given by

\[ \dot{V}_{ls} = (p_{ref} - p_{ca}) X_{amp} e^{-i\omega \tau}, \]  

(2.27d)

where \( X_{amp} \) is the amplification factor and \( \tau \) is a delay.

2.4.1 Matrix representation

The system can be expressed in the form of matrix equations:

\[
\begin{bmatrix}
\frac{dp'_{ca}}{dt} \\
\frac{du'_{nk}}{dt}
\end{bmatrix} = \begin{bmatrix}
A & B \\
B & C
\end{bmatrix} \begin{bmatrix}
p'_{ca} \\
u'_{nk}
\end{bmatrix} + \begin{bmatrix}
\dot{p} \\
\dot{u}_{nk}
\end{bmatrix}
\]

\( A \) is the **system matrix**, describing the temporal evolution of the state variables \( p'_{ca} \) and \( u'_{nk} \). \( B \) is the **input matrix**, describing the influence of the input \( p'_{ref} \) on the system.
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The output $p'_{ca}$ is related to the state variables and input by the output matrix $C$ and feedthrough matrix $D$. In this case the expression is rather trivial:

$$p'_{ca} = \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} p'_{ca} \\ u'_{nk} \end{bmatrix} + \begin{bmatrix} D \end{bmatrix} p'_{ref}.$$

Without controller action or external excitation ($X_{amp} = 0$, and $B = \vec{0}$), the system simplifies to

$$\frac{d}{dt} \begin{bmatrix} p'_{ca} \\ u'_{nk} \end{bmatrix} = \begin{bmatrix} 0 & -A_{nk} \frac{\rho e^2}{V_{ca}} \\ \frac{1}{L_{nk} \rho} & 0 \end{bmatrix} \begin{bmatrix} p'_{ca} \\ u'_{nk} \end{bmatrix}.$$

In the frequency domain, the differential operator is replaced by a factor $(i \omega)$, so that the eigenvalues of the matrix can be interpreted as frequencies for which the system can oscillate without excitation, multiplied by $i$. The current matrix has an eigenvalue $i \omega_R = i c \sqrt{A_{nk} / (L_{nk} V_{ca})}$ for the (right) eigenvector $[i \omega_R L_{nk} \bar{\rho}, 1]^T$:

$$i c \sqrt{\frac{A_{nk}}{L_{nk} V_{ca}}} \begin{bmatrix} i \omega_R L_{nk} \bar{\rho} \\ 1 \end{bmatrix} = \begin{bmatrix} 0 & -A_{nk} \frac{\rho e^2}{V_{ca}} \\ \frac{1}{L_{nk} \rho} & 0 \end{bmatrix} \begin{bmatrix} i \omega_R L_{nk} \bar{\rho} \\ 1 \end{bmatrix}.$$

Where the eigenvalue of the matrix corresponds to the eigenfrequency of the system, the eigenvector corresponds to the eigenmode. Currently the eigenmode involves only the discrete state variables $p'_{ca}$ and $u'_{nk}$, oscillating at a constant amplitude and a frequency of $\omega = \omega_R$. Modes with increasing or decreasing amplitude will be discussed in the remainder of this section. In sec. 3.3, the spatial mode shapes of the Hummer combustor are modelled in taX.

Having a system response in the absence of input means that the absolute value of the transfer function is infinity at that (complex) frequency. These points in the complex plane are referred to as poles. Frequencies for which there is no response to a certain complex frequency, are known as zeros.

The eigenfrequency of the Helmholtz resonator derived above is purely real, which means that the resonator would keep humming endlessly. This is not physical, and in reality the oscillation will decay due to various effects:
• Viscous dissipation in the neck could be added to the left-hand side of eq. (2.27b) as a term depending on $u'_{nk}$ instead of $\partial_t u'_{nk}$.

• Radiation of sound could be modelled by replacing $\bar{p}$ on the right-hand side of eq. (2.27b) by a more appropriate expression including $u'_{nk}$.

• Pressure loss by flow separation, in case of higher amplitudes, which is a non-linear effect which could be modelled similar to sound radiation, with some amplitude dependence, for instance as a term including $u'^2_{nk}$.

For simplicity’s sake, these terms are left out of the analysis in this section.

König\textsuperscript{135} used the frequency response of Helmholtz resonators to visualise sound, split up in different frequency ranges. His spectral analyser, shown in fig. 2.6, consists of an array of Wheatstone’s apparatuses, mentioned in sec. 1.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{KonigSpectralAnalyser.png}
\caption{This acoustic spectral analyser by König\textsuperscript{135} uses flames (i) and a rotating mirror (ii) to visualise resonance in a series of Helmholtz resonators (iii). The resulting projections are traced, as shown on the left (iv).\textsuperscript{235}}
\end{figure}

\subsection*{2.4.2 Block diagram}

When the system gets more elaborate, it is hard to keep an overview of the system matrix. To get a grasp on more complicated systems, feedback systems
are often displayed in *block diagrams*, such as fig. 2.7. The diagram includes the resonator and the controller with feedback loop. The influence of an external disturbance ($p'_{\text{env}}$) and measurement errors are indicated for completeness of the graph.

**Figure 2.7:** Block diagram, describing the Helmholtz resonator with controller as shown in fig. 2.5.

Multiplications by real numbers are indicated by triangles, additions are round nodes, and all other operations are drawn as rectangles. Feedback systems with loops can be simplified. Taking $p'_{\text{ca}}$ as output and $\dot{V}_{ls}$ as input, the forward path is a multiplication by $(\bar{\rho}/V_{ca}) c^2/(i\omega)$, and the return path is a multiplication by $-1/(L_{nk} \bar{\rho} i\omega) A_{nk}$, so that

$$\text{output} = \text{forward path (input + return path \cdot output)}$$

$$= \frac{\text{forward path}}{1 - \text{forward path \cdot return path}} \cdot \text{input},$$

and in this specific case

$$p'_{\text{ca}} = \frac{\bar{\rho}/V_{ca} \ c^2 \ 1/i\omega}{1 + \bar{\rho}/V_{ca} \ c^2 \ 1/(i\omega) \ 1/(L_{nk} \bar{\rho}) \ 1/(i\omega) \ A_{nk}} \ \dot{V}_{ls}$$

$$= \frac{\bar{\rho}/V_{ca} \ c^2}{i\omega + c^2 \ A_{nk} / (L_{nk} V_{ca}) \ 1/(i\omega)} \ \dot{V}_{ls}$$

$$= \frac{\bar{\rho} c^2/V_{ca}}{i\omega + \omega_R^2 / (i\omega)} \ \dot{V}_{ls}.$$
2 Theoretical background

This expression has a pole \((p'_{\text{ca}}/\dot{V}_{\text{ls}})\) becomes infinite) for \(\omega = \omega_R\), so even if this frequency is not present in the input signal, it can exist in the output. If on the other hand this frequency is constantly present in the input signal, the amplitude will grow indefinitely. Poles with a negative imaginary part of \(\omega\) (in the left-hand half of the \(s\)-plane) represent damped eigenmodes of the system. In the absence of excitation their amplitude goes down. Poles with a positive imaginary part of \(\omega\) (in the right half of the \(s\)-plane) represent unstable modes, which start growing in amplitude at the slightest disturbance, even there is no further excitation at the corresponding frequency.

Very little controller action is needed to move the poles of the Helmholtz resonator to the left-hand side of the \(s\)-plane. With

\[
X_{\text{amp}} = \frac{V_{\text{ca}}}{\dot{\rho} c^2 n}
\]

and

\[
t = 0,
\]

the transfer function can be worked out as

\[
p'_{\text{ca}} = \left(\frac{n}{i \omega + \omega_R^2 / (i \omega) + 1 \cdot 10^{-6}}\right) p'_{\text{ref}}.
\]

This transfer function has a pole when the denominator becomes zero at

\[
i \omega = \frac{-1 \cdot 10^{-6} \pm \sqrt{n^2 - 4 \omega_R^2}}{2}
\]

\(\Re (i \omega) < 0\),

so the system is stable for any (arbitrarily small) positive \(n\).

2.4.3 The Nyquist criterion

As systems become more complicated, it becomes impractical to find all poles of the transfer function individually, and determine where they are situated in the \(s\)-plane. Nyquist\textsuperscript{200} realised that the question of stability for a system could be answered by investigation of the open-loop transfer function (OLTF or \(G_{\text{OL}}\)).
In fig. 2.7, the OLTF relates the output $p'_{ca}$ to the input $p'_{ref}$, after removal of the arrow labelled ‘Feedback loop’, i.e.

$$G_{OL} = X_{amp} e^{-i\omega \tau} \frac{\rho c^2 / V_{ca}}{i \omega + \omega R^2 / (i \omega)}.$$

The Nyquist criterion states:

Plot plus and minus the imaginary part of $A J(i\omega)$ against the real part for all frequencies from 0 to $\infty$. If the point $1 + 0i$ lies completely outside this curve the system is stable; if not it is unstable.

The quantity $A J(i\omega)$ as used by Nyquist is in fact $-G_{OL}$, so that in a ‘modern’ analysis $G_{OL} = -1$ implies a pole in the closed-loop transfer function (CLTF or $G_{CL}$):

$$p'_{ca} = G_{CL} p'_{ref} = \frac{G_{OL}}{1 + G_{OL}} p'_{ref},$$

and the number of encirclements of $(-1 + 0i)$ determine whether the system is stable.

The Nyquist criterion only guarantees stability for a controller applied to an otherwise stable system. An unstable system can appear to be stabilised when an unstable pole coincides with a zero in the controller transfer function. In this case the mode has only become uncontrollable instead of being stabilised. Furthermore the Nyquist criterion assumes that unstable modes are manifested in the output. If the sensor position is chosen unfortunately, the system may seem stable, although there are unobservable modes.

This criterion can now be used to evaluate the stability of the actively controlled Helmholtz resonator. Three cases are tested, with controller settings listed in tbl. 2.1. Compared to case A, case B has an increased gain, while the delay was increased for case C.

Figure 2.8 shows the corresponding Nyquist plots on top. For case A, the point $(-1 + 0i)$ lies outside the contour, so this case is stable. The other contours lie around $(-1 + 0i)$, so the corresponding cases are unstable. This representation does however have a few drawbacks:

- Due to the pole in the OLTF (at $\omega_R$), the contours do not fit in the plot area. It is however important to know how the different curves in the plot are connected to determine whether $(-1 + 0i)$ lies inside the contour.
### 2 Theoretical background

<table>
<thead>
<tr>
<th>Case</th>
<th>$X_{\text{amp}}$</th>
<th>$\tau$</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$2 V_{ca} / (\bar{\rho} \ c^2)$</td>
<td>$\pi / (6 \omega_R)$</td>
<td>Yes</td>
</tr>
<tr>
<td>B</td>
<td>$5 V_{ca} / (\bar{\rho} \ c^2)$</td>
<td>$\pi / (6 \omega_R)$</td>
<td>No</td>
</tr>
<tr>
<td>C</td>
<td>$2 V_{ca} / (\bar{\rho} \ c^2)$</td>
<td>$\pi / (4 \omega_R)$</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.1: Three sets of controller settings and their resulting stability according to the Nyquist criterion.

- It can not be seen what point on a curve corresponds to a certain frequency. Labels could be added along the curve, but this would further clutter the plot.
- It is unclear how the controller action has influenced the transfer function, and as a consequence, it is hard to design a controller in a structured way.

Bode\textsuperscript{25,26} found a solution to these shortcomings, by plotting the absolute value and the argument of the OLTF in two separate plots as a function of frequency. The plot at the bottom of fig. 2.8 shows an example. In this plot, the point $(-1 + 0i)$ corresponds to the values 1 on the absolute-value axis, and $-\pi$ on the argument axis. The system is stable if the absolute value of the OLTF drops below 1 before the argument drops below $-\pi$.

The plot shows clearly that changing $X_{\text{amp}}$ (between case A and B) only changes the absolute value of the transfer function, while changing the delay $\tau$ (between case A and C) influences the (derivative of the) argument only. The instability of case C lies just over $2 \omega_R$, which is shown much more clearly in the Bode plot.

The Bode plot can, however, be harder to read in some cases, for instance when the OLTF approaches $(-1 + 0i)$, but does not cross the real axis,\textsuperscript{213:§4.3.1} or when the absolute value of the OLTF stays below unity for all frequencies. In those situations, the Nyquist plot can be more conclusive.

For systems with real-valued inputs and outputs, the transfer function for negative frequencies is the conjugate of that for positive frequencies:

$$\mathcal{G}(-\omega) = \mathcal{G}(\omega)^*.$$
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Figure 2.8: Nyquist plot (above) describing the system with control. The arrowheads in the Nyquist plot indicate the direction of increasing frequency. Empty arrowheads correspond to negative frequencies, solid arrowheads correspond to positive frequencies. The Bode plot (below) corresponds to the same system. Note the absolute value for case A is identical to the absolute value of case C. The argument of case A is identical to that of case B.
Therefore, Nyquist plots including the curve for negative frequencies (such as fig. 2.8) are symmetric around the real axis. To reduce clutter, without loss of information, the curve for negative frequencies will be left out of the Nyquist plots from here on.

### 2.4.4 Non-linearities and limit cycles

Of course, unstable modes mentioned before would not lead to truly infinite-amplitude oscillations in physical situations. In reality, the assumptions on which the linearised formulation was founded will lose their validity, and non-linear effects will emerge. In the current Helmholtz resonator example, some fluid-dynamical non-linear effects might be:

- At higher velocity fluctuations, shape drag proportional to the square of the velocity will become significant.
- At larger pressure fluctuation, the linearisation of Poisson's (eq. 2.27c) will lose its validity.

Neither of these have a damping effect on the pressure fluctuation inside the cavity, so the amplitude will probably only stop increasing due to clipping in the feedback loop. This could occur when the pressure rises outside of the measurement range of the microphone, or when the amplifier or the suspension of the loudspeaker becomes a limiting factor.

As the signal rises above the clipping level, the first harmonic (i.e. the component at the original signal frequency) saturates, with a limit of $4/\pi$, while odd higher harmonics are introduced, as shown in fig. 2.9.
Figure 2.9: Introduction of higher harmonics by clipping of a harmonic signal. The limit of 100% clipping corresponds to a square wave, which can be expanded as $\text{sgn} \sin (\omega t) = \frac{4}{\pi} \sum_{k=1}^{\infty} \frac{\sin ((2k-1)\omega t)}{(2k-1)}$. 
3 Mitigation of combustion instabilities

This chapter will discuss the possible solutions to combustion instabilities. *Passive* and *active* control will be discussed in sec. 3.1 and sec. 3.2 respectively. Section 3.3 introduces the low-order network modelling tool ‘taX’, and demonstrates the network modelling of *active instability control* (AIC) on the unstable Hummer combustor.

Combustion instabilities can be damped in various ways. In this section, a division will be made between two mayor groups:

**Passive control,** where damping is achieved by fluid-dynamical means, without the use of electronics or actuators, and

**Active control,** where a sensor and an actuator are used in a closed control loop to counter-act the oscillation at the same frequency.

Most damping strategies fit well in either of these groups. A few intermediate cases exist though. In the case of *operating point control* for example, a sensor warns when an instability develops, or ideally shortly before. Consequently, the operating point is changed away from the instability. This form of control prevents damage to the turbine, but hardly improves operational flexibility.

In the case of *semi-active control*, a sensor is used in a control loop to tune passive measures according to the vibration at hand. The actuator moves with the operating point changes, and is not required to move at the frequency of the instability. In this section semi-active control will be discussed as a special case of passive control.

For uncorrelated actuation, also known as *open loop control*, the actuator is actuated at another frequency than the oscillation to be damped. This form of control does not fit the definition of active control stated above very well, especially since the control loop does not necessarily need to be closed. From an actuation point of view though, this strategy is more similar to active than passive control, and as a consequence, it will be regarded here as a case of active control.
3 Mitigation of combustion instabilities

3.1 Passive control

Figure 3.1 gives a simple overview of the feedback loop leading to unstable combustion. Passive control can disturb this feedback loop in various ways. According to Culick,\(^{56}\) passive control of combustion instabilities can be divided into three operating principles:

- decrease of the source term,
- increase in damping, and
- change of the combustion chamber response.

![Figure 3.1: A very simple overview of the relevant phenomena in combustion instabilities.](image)

3.1.1 Reduction of the source term

Wimpress\(^ {290}\) wrote one of the earliest discussions on the reduction of unstable combustion in rocket engines. Chapter 9 of his book describes the influence of the fuel grain shape of solid fuel rockets on combustion stability.

Other means are needed for stabilising gas flames. Brande\(^ {34}\) found that steady flames react to an electric field. Abrukov et al\(^ {2}\) used both steady and alternating electric fields to damp an oscillation in a simple laboratory combustor. Hammer et al\(^ {97}\) investigated the feasibility of this concept under pressure, with the possible aims of application in gas turbine combustors. The electric field not only influenced the stability of the flame, but the emission of CO and NO\(_x\) as well.

The shape of the burner or the flame holder has influence on the stability of the combustor as well. Blackman\(^ {20}\) showed on small-scale combustors that...
screech can be eliminated by properly spacing the flame holders relative to the combustor walls. Polifke et al. describe how a burner can be made more stable, by either changing the vortical structure after the fuel nozzle, or by lengthening the flame in streamwise direction. Bazarov gives an overview of similar considerations, leading to more stable operation of rocket fuel injection systems.

Thiruchengode et al. describe a semi-active approach where the ratio of fuel delivered to the pilot flame is increased when instability is imminent. The pilot flame is usually more stable than the lean-premixed mean flame. Increasing the pilot fuel flow has a detrimental effect on emissions and efficiency, but can be justified to stabilise the flame in transient operation.

### 3.1.2 Change in combustor response

A resonance can be attenuated effectively, without explicit addition of damping or removal of excitation, if some form of coupling in the feedback loop can be disrupted. In the case of the combustion systems, where the feedback loop usually depends on a combination of acoustic and convective delays, this can most often be achieved by the variation of some characteristic length.

Since the earliest demonstrations of thermoacoustics, it has been known that the variation of a length of the combustor, or the position of the flame could make an oscillation disappear. Putnam and Dennis give a structured overview of a simple burner, where variation of various lengths leads to alternating stability and instability. Zinn et al. describe a semi-active control system, where the time delay between fuel injection and combustion can be dynamically tuned to avoid instability. Noiray et al. describes a combustor in which several modes can become unstable, depending on the length of the chamber upstream of the flame, as well as the oscillation amplitude. Noiray et al. do not refer to their investigation as being a form passive control, since their objective is to accurately describe the stability in the system, instead of damping the instabilities that arise. Goldmeer et al. describe the tuning of fuel gas supply system as a solution to combustion instabilities.

Schadow discusses the same mismatching procedure, but concentrates on altering the vortex shedding frequency, instead of the length of the combustion chamber.
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3.1.3 Resonators and liners

Resonators were amongst the earliest examples of passive damping for combustion instabilities. Fox\textsuperscript{82} and Sterbentz and Evvard\textsuperscript{259} for instance damped instabilities in ramjets by adding Helmholtz and quarter wave resonators respectively, tuned to the dominant frequency.

A perforated liner with a resonating cavity behind it, can be regarded as a collection of Helmholtz resonators, with their cavities connected. The combustion chamber walls of gas turbines traditionally had perforated lines to allow cooling air through. These liners worked as effective acoustic dampers. In rocket engines they were added specifically for this purpose.\textsuperscript{21, 281}

Liners with throughflow do not only damp acoustics, but also cause pressure losses in the mean flow. Leaving out these liners, efficiency could be increased, and a higher turbine inlet temperature could be realised with lean combustion. A trade-off has to be made between acoustic damping and stability on one hand, and efficiency on the other. As a result the benefit of damping liners had to motivated and estimated more quantitatively.\textsuperscript{70}

Neise and Koopmann\textsuperscript{194} developed dynamically tuned Helmholtz resonators to damp the dominant frequency of centrifugal fan noise. This development was taken up by the combustion community and a variety of dampers was developed that could be used for semi-active control. To name a few, Zhao and Morgans\textsuperscript{294} used adaptive Helmholtz resonators to damp an experimental combustor, Park and Sohn\textsuperscript{207} investigated half wave resonators to damp instabilities on rocket engines, and Sun\textsuperscript{263} described a liner where cavity depth and cross flow can be adapted to need, for application on an airborne gas turbine.

3.1.4 Baffles

Oscillation in rocket engines are often solved by mounting baffles at velocity anti-nodes, perpendicular to the mode velocity. Harrje and Reardon\textsuperscript{99; 82} give an overview of longitudinal baffles, which are effective against transverse modes. In the same year, Cherry and Haymes\textsuperscript{42} filed a patent for transverse baffles, damping longitudinal modes. In gas turbines, the choice for a cannular layout instead of an annular combustion chamber, can be seen as a variation on this theme.
3.1.5 Addition of particulate material

It has long been suspected that particulate material (e.g. rain, fog or snow) should have some influence on sound propagation, although its influence was hard to separate from other atmospheric circumstances.\(^{66, 278}\) Theory describing the damping potential of suspended particles developed during the early\(^{36, 246}\) and middle\(^{45, 72}\) 19th century.

In solid rocket engines, the addition of aluminium particles became a popular means of damping oscillations.\(^{119, 183, 201}\) Aluminium is not consumed or evaporated in the flame, and is much lighter than many other materials with this property.

Aluminium particles can not be used in gas turbines however, as they would lead to unacceptable erosion of the turbine blades downstream of the combustion chamber.

3.2 Active instability control (AIC)

Unfortunately, passive control solutions usually need to be tailor-made per combustor, and tend to work only satisfactorily over a limited operating range.\(^{298}\) **Active instability control** (AIC) of combustion instabilities hopes to overcome these limitations. Besides, active control allows optimisation for other objectives, such as increased thermal output\(^{203}\) or reduction of pollutants\(^{257}\).

In 1936, Lueg\(^{162}\) was granted a patent on *anti-sound*, where a sound field measured by a microphone is reproduced in opposite phase by a loudspeaker, leading to cancellation of the sound field. Keeping the phase of the anti-sound opposite to the original sound field is usually only possible within a certain region (see fig. 3.2). For acoustic systems with one-dimensional wave propagation however, it is conceptually relatively easy to damp sound by these means.

After a proposal by Bollay,\(^{29}\) Tsien\(^{274}\) analysed active control as a remedy to low-frequent oscillations in a liquid-fuelled rocket. The first laboratory-scale demonstration followed a lot later by Dines,\(^{67}\) under the supervision of Ffowcs Williams.\(^{77}\)

This example, where a Rijke tube was damped by a loudspeaker mounted near an open end, was investigated further by Heck\(^{103, 104}\) and patented for the
application on industrial combustion systems. The patent states that the actuator can be either a diaphragm or a loudspeaker, mounted either in the fuel supply system or near to the combustion region. The figures hint that the intended application was instability of an afterburner.

Around the same time, the Technische Universität München, as well as the École Centrale Paris started applying active control on combustion instabilities. Lang et al. for instance, in a collaboration between both institutes, used a loudspeaker in the plenum between fuel injection and flame, to apply active damping to a premixed propane combustor.

Langhorne et al. were the first to publish on experimental control of a combustion instability by modulation of the fuel supply. Since this form of actuation requires much less energy than modulation of the air flow – or anti-sound in the conventional sense – this method of actuation is now used in virtually all applications and research.

Most examples of AIC are found on a laboratory scale, with very few exceptions. Rolls-Royce demonstrated active control of afterburner rumble during the early 1990s, but published these results only much later. DeLaat and Chang, working at NASA in cooperation with Pratt & Whitney and United Technologies Research Center (UTRS) demonstrated active control of unstable combustion at high frequencies (up to 1 kHz), intended for application on aero-engines. Whether these developments were commercialised is however not known.

Hermann and Orthmann did have commercial success, using a **direct dive valve** (DDV) by Moog Inc. in the fuel supply line to apply AIC on a heavy duty industrial gas turbine.

**Figure 3.2:** The principle of anti-sound. Note the absence of a feedback loop.
3.2 Active instability control (AIC)

3.2.1 Actuation position

As mentioned before, the mounting position of the actuator is an important choice in the application of AIC, with great influence on the controllability. While the greatest part of recent research is dedicated to actuation of the fuel flow, a notable exception remains the ‘impedance tuning’ by Bothien et al., using loudspeakers\textsuperscript{30} or valves\textsuperscript{31} to prescribe a variable artificial boundary condition on a laboratory combustor. It must be noted that that research is not meant to be applied to commercial gas turbines, but to test how prototypes of burners behave under varying boundary conditions before they are mounted in commercial systems.

It is not always practical to modulate the complete fuel flow. Hermann and Orthmann\textsuperscript{112} for instance only modulated the pilot fuel flow, which accounts for 10\% of the total. The main premix flame did however follow the actuated pilot flame very well.

3.2.2 Actuators

Actuators for AIC should ideally be mechanically robust, work reliably in hot environments and have a great actuating action. Smaller actuators are easier to mount and require less structural modification of the combustion system.

Till now, the most popular actuators for AIC are by far loudspeakers and valves. Schuermans\textsuperscript{242}: §6.1.2 lists their relative (dis)advantages as follows:

\textbf{Valves} are mechanically more robust than loudspeakers. At low frequencies they are more effective than loudspeakers. Their behaviour is more complex, and not always linear. Opening or closing a valve while keeping the throughflow constant changes the acoustic behaviour.

\textbf{Loudspeakers} are usually a lot cheaper than valves, and perform better at higher frequencies. They are however mechanically not as robust as valves. For Hermann and Orthmann\textsuperscript{112} this was an important reason to choose valves over loudspeakers.

Neither of these actuators works satisfactory in all applications, and selection of an actuator that delivers the desired control authority remains a challenge in the application of AIC systems.\textsuperscript{238} As a result, many other actuators have been described in the literature.
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Bloxsidge et al.\textsuperscript{23} for instance used a mechanical shaker to open and close the inlet nozzle of the combustor, effectively this can be regarded as a custom spindle-type valve, regulating the inlet air flow.

Hermann et al.\textsuperscript{110} used a piezo actuator to modulate the liquid fuel flow in their combustor. Although this actuator was much stronger than a loudspeaker, and much quicker than a valve, due to the small volume of fuel flow that can be modulated, this actuator is unsuitable for actuation of gaseous fuel.

Neumeier et al.\textsuperscript{195} developed a ‘liquid injector actuator’ where a magneto-restrictive actuator is used to rapidly (range of kHz) actuate a spindle-type valve in liquid fuel flow. The atomisation process is emphasised. The actuator is controlled in three frequency ranges: the lower range controls the mean fuel flow, the middle range damps instabilities and at the highest frequency range the atomisation process is enhanced.

Abrukov et al.\textsuperscript{2} and Afanas’ev\textsuperscript{4} used uncorrelated and correlated control respectively, to damp an unstable flame using an electric field over the combustion zone.

Padmanabhan et al.\textsuperscript{203} used pulsating jets, transversal to the mean flow, to control vortex shedding at the flame holder, and thereby the combustion dynamics. Gutmark et al.\textsuperscript{92} describe a similar actuator, combining the generation of vortices with the injection of fuel.

Gutmark et al.\textsuperscript{94} used a spark plug, or ‘flame kernel pulse actuator’ to stimulate the ignition of the flame in a controlled manner.

3.2.3 Sensors

Like the actuators, sensors should ideally be small, robust and reliable, and easy to mount. Various sensors can be used to monitor the different fluctuating quantities to gain information about the oscillating state of a combustor.

Dines\textsuperscript{67} used CH$^\ast$ chemiluminescence as controller input. CH$^\ast$, and later OH$^\ast$ and C$_2^\ast$ chemiluminescence have remained popular sensor types for laboratory combustors.\textsuperscript{56:p.9-31, 128, 93} Chemiluminescence has the obvious disadvantage that the sensor needs optical access to the combustion region. Especially in industrial systems it is hard to get a wide enough field of view to monitor the complete combustion region. A smaller view angle often leads to a noisy signal dominated by small-scale effects.\textsuperscript{58} When good optical access can not
be realised, because there is no flame (as for example in an electrically heated Rijke tube), or because optical access is not economically feasible, pressure sensors are a popular choice.

The Rijke tube by Heckl\textsuperscript{103} used a microphone to feed the controller. Microphones are however relatively sensitive to heat and water condensation, which is problematic in the vicinity of a flame.\textsuperscript{109} Piezo transducers are much more robust from this point of view, and have been proven reliable enough for industrial application.\textsuperscript{112}

Paduano et al.\textsuperscript{204} used hot wire anemometers for a laboratory demonstration of active control of a compressor. Although no examples are found in literature, this could be done for unstable combustion just as well. This type of sensor is however much too sensitive for industrial applications. Dowling\textsuperscript{68} hopes for \textit{micro electro-mechanical system} (MEMS) solution to measure velocity fluctuations by a robust device.

The position of the sensors has to be chosen so that all modes that can occur in the system are observable. The application of control introduces new degrees of freedom to the system, and as such introduces new – and possibly unstable – modes to the system. The observability of these new modes has to be considered as well.\textsuperscript{242:p.136} Padula and Kincaid\textsuperscript{205} give an overview of optimisation methods for sensor placement.

If modes are close in the frequency spectrum, enough sensors should be present to differentiate between them. Hermann and Orthmann\textsuperscript{112} used for instance 12 sensors to control a combustion chamber with 24 burners. This remains the only example of multi-channel (MIMO) AIC found in the literature.\textsuperscript{58:p.449}

In practice, especially when control is applied as a postfix solution to an existing combustor, every new sensor access point has to be justified. From an engineering point of view it is often more feasible to add a sensor at a low-pressure position than at a position with high mean pressure. Due to the range in allowable operating temperature of sensors, these are usually placed at relatively cool positions.

\section*{3.2.4 Controllers}

From a controller engineering point of view, combustion instabilities pose several special challenges. First of all combustion instabilities are non-linear, due
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...to the influence of quantities which cannot be negative, such as pressure and heat release, or the influence of vorticity. Combustion systems often include time delays – convection times of e.g. entropy, vorticity and mixture fluctuations – which are long compared to the dominant period of the acoustics. There is usually a high level of noise in the system and the action of control might change properties of the system, such as the time lags mentioned before:58:p.2

The system changes with the operating point, temperature (run time), fuel composition and other factors. There is a lot of noise due to turbulence for instance and there are many degrees of freedom and corresponding modes of oscillation, which cannot practically be measured independently.

The current research uses the controller by Hermann and Orthmann,112 which works in the frequency domain. In simple terms, it behaves like an amplification with phase shift, which can be set according to preferences. The details of the algorithm are not disclosed.

The earliest attempts at AIC used very simple controllers. Heckl104 for instance used only a phase shifter and amplifier to control the loudspeaker on her electric Rijke tube. Moran et al.180 (around the same time, but published later) used a simple comparator with time lag to damp an unstable aero-engine afterburner. Poinsot et al.210 added a filter to improve the result on a turbulent laboratory combustor.

These simple controllers worked well as a proof-of-concept for a fixed operating point, but lacked the flexibility to cope with varying operating conditions in industrial applications. In the worst case, this could lead to destabilisation of the combustor with controller. To solve this shortcoming, Billoud et al.19 used an least mean squares (LMS) adaptive controller after Widrow;288 to stabilise the controller used by Poinsot et al.210 for varying operating conditions.

Fung et al.85 (in a theoretical analysis) introduced a Luenberger estimator,163 to estimate the state of a combustion system where the heat release depended on a distributed time delay. This approach was later extended for non-linear applications.84

Gutmark et al.93 pioneered the use of a neural network to optimise the controller coefficients on their test rig. In a following publication,95 the neural network optimisation was done off-line for varying operating equivalence ratio. Consequently, the optimised controller settings were used depending on the equivalence ratio – an approach known as gain scheduling.
Early adaptive controllers often caused secondary peaks\textsuperscript{102} and could still destabilise. These issues were addressed by Hathout et al.,\textsuperscript{100} who proposed a model-based controller using the \textit{linear-quadratic Gaussian optimal control / loop transfer recover} (LQG/LTR) approaches. Later Annaswamy et al.\textsuperscript{8} applied this controller to a bench-top burner, and showed that the model-based controller damped the instability quicker than the LMS-algorithm used for comparison. Chu et al.\textsuperscript{49} used $H_\infty$-loop shaping\textsuperscript{171} in an effort to develop a more robust adaptive controller.

To explicitly address the time delays present in combustion systems due to convection, Hathout et al.\textsuperscript{101} started investigating the application of Smith controllers\textsuperscript{254} for the suppression of combustion instabilities. These controllers, called posi-cast (‘positive forecasting’) controllers by Hathout et al., were developed to deal with systems with a known time delay, for instance due to convection. The original formulation by Smith dealt with stable systems. The generalisation to the control of unstable systems, still formulated in the time domain, was developed by Manitius and Olbrot.\textsuperscript{166} Ichikawa\textsuperscript{123} extended this method to a frequency-domain pole placement approach, which was taken as a starting point by Hathout et al.\textsuperscript{101} The implementation in experiment followed by Park et al.\textsuperscript{208}

Le et al.\textsuperscript{146} investigated the merits of the \textit{multiscale extended Kalman} (MSEK) approach, which combines a multi-scale wavelet-like analysis with an extended Kalman observer.

Schuermans\textsuperscript{242} gives a comparison between $H_\infty$-loop shaping controllers and a controller acquired by an evolutionary algorithm. The latter performed better in terms of suppression of the instability, while the $H_\infty$-loop shaping controller sometimes got unstable.

For instabilities at higher frequencies, it can become challenging to find an actuator which has a cut-off frequency high enough to follow the combustion instability. Yu et al.\textsuperscript{291} found that in such situations, the instability can be damped by actuating at a sub-harmonic of the dominant oscillation.

Perhaps even more surprising, combustion instabilities can be damped by actuation at a frequency unrelated to the dominant instability, using open loop control. Lubarsky et al.\textsuperscript{161} damped a gas turbine combustor by fluctuating

\textsuperscript{*} $H_\infty$ refers to the objective of this loop-shaping strategy, which is to reduce the $\infty$-norm (the peak) of the signal in Hilbert space, i.e. its frequency spectrum. The LQG/LTR approach by Hathout et al.\textsuperscript{100} on the other hand minimises the 2-norm of the spectrum, i.e. the total energy present over the full spectrum of the oscillation.
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the fuel mass flow by an open loop controller. While a conventional controller realised a reduction of only 50% of the pressure fluctuation, the instability was damped almost completely using uncorrelated control. Uhm and Acharya used an open-loop controller to modulate a high momentum air jet.

3.2.5 Outlook on the state of the art

Altogether, a lot of research effort has been invested to investigate the possibilities of AIC. The first successful lab scale demonstrations were realised more than 30 years ago, and many more have followed since. In this light, the publications on industrial applications are disappointingly scarce.

The implementation of AIC on a given gas turbine remains far from trivial, and no example is known where the effect of a certain actuator mounted on a certain position was predicted successfully. Combustion instabilities are costly matter which could embarrass gas turbine manufacturer, so unsuccessful attempts to solve instability issues are hardly ever published.

Publications concentrate on successful, but often ad hoc solutions. When these are effective enough to solve the problems at hand, research interest fades quickly. Nonetheless, it has been shown that AIC can improve the reliability and flexibility of combustion systems, and the commercialisation would benefit from the availability of more predictive models and tools. The current thesis will investigate and extend the possibilities of low-order acoustic network tools and CFD for this purpose.

3.3 Thermoacoustic network modelling in taX

In an acoustic network model, an acoustic system is represented by a collection of interconnected discrete elements. Network models are a very quick method to analyse a complex acoustic system, as long as the parts of the system can be described by the elements available in the network model. This modelling approach has proven useful in many fields, such as exhaust mufflers, loudspeaker systems and combustion systems.

This research uses the network modelling tool ‘taX’, based on the work of Polifke, Leandro et al., and Huber amongst others. An overview of the
newest developments during the writing of this thesis is given by Emmert et al.\textsuperscript{71}

Figure 3.3 gives an impression what an acoustic network in taX could look like. The model consists of one-dimensional elements – in this case only the straight ducts labelled ‘Plenum’, ‘CombChamberCold’ and ‘CombChamberHot’ – and zero-dimensional (acoustically compact) elements. taX can, amongst others, be used to calculate the most unstable frequencies, resonance spectra, profiles of acoustic variables, and a transfer matrix over several elements. The formulation of the acoustical behaviour of the elements will be discussed in the following.

### 3.3.1 One-dimensional acoustic wave propagation

Acoustic wave propagation is governed by the mass conservation, momentum conservation (without body forces and viscous stress tensor), and Poisson’s relation (eqs. 2.1b, 2.2b and 2.14):

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \vec{u}) &= 0 , \\
\partial_t (\rho \vec{u}) + \nabla \cdot (\rho \vec{u} \otimes \vec{u}) &= -\nabla p + \nabla \cdot \vec{t} + \rho \vec{F} , \\
p &\propto \rho^\gamma .
\end{align*}
\]

For simplicity, a quiescent steady solution will be assumed\textsuperscript{†}. Linearisation and subtraction of the steady solution yields

\[
\begin{align*}
\partial_t \rho' + \bar{\rho} \nabla \cdot \vec{u}' &= \mathcal{O} \left( \text{fluctuations}^2 \right) , \\
\bar{\rho} \partial_t \vec{u}' + \gamma \frac{\bar{\rho}}{\bar{\rho}} \nabla \rho' &= \mathcal{O} \left( \text{fluctuations}^2 \right) .
\end{align*}
\]

Subtracting $\tilde{u}$ times the divergence of the second equation from the time derivative of the first equation, and introducing $c^2 = \gamma \bar{\rho} / \bar{\rho}$ gives

\[
\partial_t^2 \rho' - c^2 \nabla \cdot \nabla \rho' = 0 , \quad (3.1a)
\]

\textsuperscript{†} A more general approach makes the identification of sources and wave propagation much more elaborate. For a more thorough introduction, the reader is referred to Lighthill,\textsuperscript{157, 158} Culick,\textsuperscript{57} or Candel et al.\textsuperscript{38-32}
Figure 3.3: An acoustic network, as used by taX. The network on the left gives an abstract and simplified representation of the combustor on the right.
which is the acoustic wave equation for density in a quiescent medium. The
wave equation for pressure eq. (3.1b) can be found with Poisson's relation
(eqs. 2.14). The equation for velocity is found when switching the time deriva-
tive and spatial derivative in the second last step:
\[
\partial_t^2 \vec{p}' = c^2 \vec{\nabla} \cdot \vec{\nabla} \vec{p}', \quad (3.1b)
\]
\[
\partial_t^2 \vec{u}' = c^2 \vec{\nabla} \vec{\nabla} \cdot \vec{\nabla} \vec{u}', \quad (3.1c)
\]
where the newly introduced variable \(c\) is the speed of sound:
\[
c^2 = \gamma \frac{\bar{\rho}}{\rho} = \gamma \bar{R} \bar{T}. \quad (3.1d)
\]
For the one-dimensional case, solutions to the acoustical wave equation can
be written as the sum of a wave travelling in positive \(x\)-direction (\(f\)) and one
travelling the other way (\(g\)).\(^{212}\)
\[
\frac{p'(x, t)}{\bar{\rho} c} = f(x - c t) + g(x + c t), \quad (3.2a)
\]
\[
u'(x, t) = f(x - c t) - g(x + c t). \quad (3.2b)
\]
This solution is named after d'Alembert who found that the shapes of vibrating
strings could be expressed in this way.\(^{59-61}\)
The amplitude ratio between travelling pressure and velocity waves is known
as the characteristic impedance \(Z = \bar{\rho} c\).
Re-introducing a steady, homogeneous background velocity \(\bar{u}\) (i.e. ‘plug flow’),
the characteristic wave amplitudes \(f\) and \(g\) are defined as follows:
\[
f(x - c t - \bar{u} t) = \frac{1}{2} \left( \frac{p'}{\bar{\rho} c} + u' \right), \quad (3.2c)
\]
\[
g(x + c t - \bar{u} t) = \frac{1}{2} \left( \frac{p'}{\bar{\rho} c} - u' \right). \quad (3.2d)
\]
These equations show that when \(\bar{u} > c\), both waves travel in downstream direc-
tion. This changes the wave equation from elliptic to hyperbolic, and brings
about a fundamental change in the flow dynamics. To stress the importance
of the ratio between flow velocity and the speed of wave propagation, the
background velocity is often non-dimensionalised as the Mach number\(^3,164\)
\[
M \equiv \frac{\bar{u}}{c}. \quad (3.3)
\]
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The straight duct — In a straight (i.e. prismatic) duct, cross sectional area, density, speed of sound and Mach number are constant. In taX, these quantities are taken from the element upstream of the duct, while the length is to be defined. Neglecting damping, wave propagation in a straight duct can be modelled as a pure time delay:

\[ f_{\text{out}} = f_{\text{in}} \exp \left( -i \frac{\omega}{c} \frac{L}{M + 1} \right) , \]
\[ g_{\text{out}} = g_{\text{in}} \exp \left( -i \frac{\omega}{c} \frac{L}{M - 1} \right) . \]

For brevity, one-dimensional wave propagation is often expressed in terms of the wave numbers:

\[ k_f = \frac{\omega/c}{M + 1} \quad \text{and} \quad k_g = \frac{\omega/c}{M - 1} , \]

so that

\[ f_{\text{out}} = f_{\text{in}} \exp (-i k_f L) \quad \text{and} \quad g_{\text{out}} = g_{\text{in}} \exp (-i k_g L) . \]

Most notably, the straight duct can not be used to model the combustion chamber. Although its geometry is one-dimensional, the temperature increase at the flame causes an increase in flow velocity and speed of sound, as well as a decrease in density. This leads to a change in characteristic impedance and scattering of acoustic waves. The hot and cold sections can be modelled as separate ducts though.

3.3.2 Conventions on notation

3.3.2.1 Steady background flow

In taX, the steady background flow is defined in terms of

- the speed of sound \( c \),
- the Mach number \( M \),
- the (mean) density \( \bar{\rho} \),
- the diameter \( D \), which is used to describe skew (mixed longitudinal / transversal) modes in annular geometries,
3.3 Thermoacoustic network modelling in taX

- the cross-sectional area $A$.

These quantities are defined at the boundaries, and handed over to the following elements in downstream direction. At discontinuities, for example at an area change, the new values of the quantities are set at the outlet of the element, as shown in fig. 3.4.

![Diagram of flow variables](image.png)

**Figure 3.4:** Propagation of the steady flow variables through a network in taX.

Other variables can be computed from these, although they are hardly used in the source code. The most relevant are:

- The steady pressure $\bar{p}$ is found by Poisson's adiabatic relation (eq. 2.14), and the definition of $c$ (eq. 3.1d):

$$\bar{p} = \bar{\rho} \bar{\bar{R}} T$$

$$= \frac{c^2}{\gamma} \bar{\rho} . \quad (3.4a)$$

- The steady flow velocity, and other measures for throughflow are derived from the Mach number:

$$\bar{u} = M c$$

$$\bar{V} = AM c$$

$$\bar{m} = AM \bar{\rho} c . \quad (3.4b)$$
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- The temperature $T$ cannot be determined from the information given before. Either the temperature itself or the specific gas constant $\tilde{R}$ should be given additionally:

$$T \tilde{R} = \frac{c^2}{\gamma} = \frac{\tilde{\rho}}{\hat{\rho}}. \quad (3.4c)$$

3.3.2.2 Fluctuating quantities

Fluctuations on the steady solution are expressed in terms of the characteristic wave amplitudes $\tilde{f}$ and $\tilde{g}$. The definition in eq. (3.2) can be used to find $p'$ and $u'$. Poisson’s adiabatic relation (eq. 2.14), and definition of $c$ (eq. 3.1d) are used to express fluctuations in the density $\rho'$.

$$\rho' = \frac{\tilde{\rho}}{\hat{\rho}} \frac{p'}{\gamma} = \frac{p'}{c^2} = \frac{\tilde{\rho}}{c} (\tilde{f} + \tilde{g}). \quad (3.5a)$$

The total pressure (eq. 2.4) is expressed as

$$\left( p + \frac{1}{2} \rho u^2 \right)' = p' + \frac{1}{2} \tilde{u}^2 \rho' + \tilde{\rho} \tilde{u} u' + \mathcal{O}\left( \text{fluctuations}^2 \right)$$

$$= p' + \tilde{\rho} \tilde{u} u' + \mathcal{O}\left( M^2 \right)$$

$$= p' + \tilde{\rho} M c u'$$

$$= \tilde{\rho} c \left[ \begin{array}{c} 1 + M \\ 1 - M \end{array} \right] \cdot \left[ \begin{array}{c} \tilde{f} \\ \tilde{g} \end{array} \right]. \quad (3.5c)$$
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Fluctuations in the mass flow are written as

\[ \dot{m}' = A \left( \rho u \right)' \]
\[ = A \left( \rho' \bar{u} + \bar{\rho} u' + \mathcal{O}(\rho' u') \right) \]
\[ = A \left( \frac{M}{c} p' + \bar{\rho} u' \right) \]
\[ = A \bar{\rho} \begin{bmatrix} M + 1 \\ M - 1 \end{bmatrix} \cdot \begin{bmatrix} f \\ g \end{bmatrix}. \quad \text{(3.5d)} \]

3.3.2.3 Nomenclature of matrices

For every element, the model has a description relating the acoustic state at either side. Several formulations exist. Some of the most common are:

The **transfer matrix** relates the pressure and velocity fluctuation on the downstream side of a block to those on the upstream side, with optional source/sink terms \( S \) modelling an actuator (‘act’):

\[
\begin{pmatrix}
\frac{p'}{\bar{\rho}c} \\
u'
\end{pmatrix}_{dn} =
\begin{bmatrix}
T_{1,1} & T_{1,2} \\
T_{2,1} & T_{2,2}
\end{bmatrix}
\begin{pmatrix}
\frac{p'}{\bar{\rho}c} \\
u'
\end{pmatrix}_{up} +
\begin{pmatrix}
S_p \\
S_u
\end{pmatrix} X'_\text{act}.
\]

This formulation was used by Fukuda\(^{83}\) in 1963 to model exhaust mufflers. Elements based on mass and momentum conservation are often formulated in terms of \( p' \) and \( u' \), giving succinct expressions for the matrix coefficients.

The **scattering matrix** expresses leaving characteristic wave amplitudes \( f_{dn} \) and \( g_{up} \) as a linear combination of the incoming waves. This formulation is currently used in taX. The elements of the scattering matrix represent the reflection (\( R \)) and transmission (\( T \)) coefficients of the acoustic element:

\[
\begin{pmatrix}
\mathcal{G}_{up} \\
f_{dn}
\end{pmatrix} =
\begin{bmatrix}
R_{up} & T_{g} \\
T_{f} & R_{dn}
\end{bmatrix}
\begin{pmatrix}
f_{up} \\
\mathcal{G}_{dn}
\end{pmatrix} +
\begin{pmatrix}
S_{up} \\
S_{dn}
\end{pmatrix} X'_\text{act}.
\]
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The scattering transfer matrix combines properties of the transfer matrix and the scattering matrix. Downstream characteristic wave amplitudes are expressed in terms of those on the upstream side.

\[
\begin{pmatrix}
  f \\ g
\end{pmatrix}_{dn} =
\begin{bmatrix}
  S_{1,1} & S_{1,2} \\
  S_{2,1} & S_{2,2}
\end{bmatrix}
\begin{pmatrix}
  f \\ g
\end{pmatrix}_{up} +
\begin{bmatrix}
  1 & 0 \\
  -S_{2,1} & -S_{2,2}
\end{bmatrix}
\begin{pmatrix}
  S_{up} \\
  S_{dn}
\end{pmatrix} X'_{act} .
\]

This formulation allows sequential elements to be combined by simply multiplying their matrices, but including source terms is less elegant. Other formulations are possible as well. A previous version of taX for instance used a formulation expressing the sources as a function of the system state.

\[
\begin{pmatrix}
  X_{1,1} & X_{1,2} & X_{1,3} & X_{1,4} \\
  X_{2,1} & X_{2,2} & X_{2,3} & X_{2,4}
\end{pmatrix}
\begin{pmatrix}
  f_{up} \\
  g_{up} \\
  f_{dn} \\
  g_{dn}
\end{pmatrix} =
\begin{pmatrix}
  S_{\text{Impulse}} \\
  S_{\text{Volume}}
\end{pmatrix} X'_{act} .
\]

3.3.3 Compact (zero-dimensional) elements

In regions which are small compared to the wavelength, the phase of the acoustic waves can be considered constant. This property – acoustic compactness – is quantified by the Helmholtz number \( He \), which is required to be small:

\[
He = \frac{\omega L_{\text{max}}}{c} \ll 1 .
\]

Panton and Miller \(^{206}\) for instance mention that the resonant frequency of a Helmholtz resonator is independent of the shape of the cavity, as long as \( L < \lambda/16 \) in all directions, which corresponds to \( He \lesssim 0.4 \).

Formulations for simple discontinuities in the background flow (e.g. area or temperature discontinuities) are found directly by applying mass conservation, and equating pressure before and after the discontinuity according to eq. (3.5). A smooth jump in cross sectional area – without loss in total pressure – is for instance given by mass conservation:

\[
\begin{pmatrix}
  p' \\ \frac{c^2}{M} \rho c + \bar{\rho} u'
\end{pmatrix}_{\text{out}} = 0 ,
\]

\[
\begin{pmatrix}
  p' \\ \frac{c^2}{M} \rho c + \bar{\rho} u'
\end{pmatrix}_{\text{in}} = 0 ,
\]
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and equal stagnation pressure before and after the discontinuity:

\[
\left[ \frac{p' + M u'}{\bar{\rho} c} \right]_{\text{in}}^{\text{out}} = 0.
\]

**Lumped mass** — The lumped mass represents an acoustical inductance. In equivalent electrical circuits, it would be a self-inductance. It can be used to describe sections of the domain where compressibility can be neglected, but inertia can not. A typical example would be the neck of a Helmholtz resonator. No mass is stored or generated, so mass inflow and outflow are identical. In the style of eq. (3.5d):

\[
\left[ \frac{p'}{c^2 M c + \bar{\rho} u'} \right]_{\text{in}}^{\text{out}} = 0.
\]

There is a jump in the dynamic pressure, due to acceleration of the mass. The element makes no changes in the background flow. Using eq. (3.5c):

\[
A \left[ p' + \bar{\rho} M c u' \right]_{\text{in}}^{\text{out}} = -m \partial_t u'
\]

\[
A \left[ p' + \bar{\rho} M c u' \right]_{\text{in}}^{\text{out}} = -A L_{\text{eq}} \bar{\rho} i \omega u'
\]

\[
\left[ \frac{p'}{\bar{\rho} c + M u'} \right]_{\text{in}}^{\text{out}} = -\frac{i \omega L_{\text{eq}}}{c} u' .
\]

The mass can be given directly, in the form of an (equivalent) volume or the equivalent length \( L_{\text{eq}} \).

The element can be set as well to represent the end correction at a pipe exit; 0.6133 times the radius for an flangeless end according to Levine and Schwinger\( ^{150} \) or 0.82159 time the radius for a flanged end, according to Norris and Sheng\( ^{199} \).

The end correction as computed by the element is based on the radius for a round cross section, i.e. \( \sqrt{A/\pi} \). For an rectangular duct with a high aspect ratio (or an annular geometry) this would give unrealistic results. For example, a very long slit, of small width, would give \( L_{\text{ec}} \rightarrow \infty \) as \( A \rightarrow \infty \). The hydraulic radius \( D_H \) will be used instead to solve this issue. This is the radius of a circle with the same ratio between area and perimeter: \( D_H = L_y L_z / (L_y + L_z) \).
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**Lumped volume** — The lumped volume is an acoustic compliance, equivalent to an electric capacitor or a spring in the mechanical domain. The mass equation is given by the relation between pressure fluctuation and mass accumulation as expressed by eq. (2.27c). Rewritten in the style of eq. (3.5d), this becomes

\[
\begin{align*}
\dot{m}'_{\text{out}} & = -i \omega L c \bar{\rho} c \\
A \left( \frac{M}{c} p' + \bar{\rho} u' \right)_{\text{out}} & = -i \omega A L \frac{p'}{c^2} \\
& \left( \frac{M}{\bar{\rho} c} p' + u' \right)_{\text{in}} = -i \omega L \frac{p'}{c} \bar{\rho} c .
\end{align*}
\]

Since there is no loss in total pressure,

\[
\left[ \frac{p'}{\bar{\rho} c} + M u' \right]_{\text{in}} = 0 .
\]

Either the volume or the equivalent length can be set.

**Closed end / loudspeaker** — Boundary conditions are mostly – but must necessarily – formulated as compact elements. The closed end, as well as the loudspeaker as currently implemented in taX, are compact boundary elements, representing an acoustically stiff boundary. The only difference is the absence of the source term \( u'_{\text{ls}} \) at the closed end. A non-zero Mach number can be set, to use the element to represent a choked inlet. Acoustical stiffness implies that mass flow fluctuations are independent of pressure fluctuation:

\[
\frac{M}{\bar{\rho} c} p' + u' = u'_{\text{ls}}.
\]

**Open end / far field excitation** — At an open inlet, the flow field is irrotational, so that according to Bernoulli’s principle\(^{18}\) (eq. 2.4) the total pressure is constant along streamlines. Therefore, the total pressure inside the duct is equal to the ambient pressure. For a simple open outlet the ambient pressure is constant, while it fluctuates for the element ‘far field excitation’:

\[
\frac{p'_{\text{in}}}{c \bar{\rho}} + M u'_{\text{in}} = \frac{p'_{\infty}}{c \bar{\rho}} .
\]
The reflection coefficient at the inlet is
\[ R_{\text{in}} = \frac{f}{g} = \frac{M - 1}{M + 1}. \]

At an outlet, there is flow separation along the perimeter of the duct. The dynamic pressure in the resulting jet is not recovered. Instead the static pressure is constant over the shear layer around the jet, so that the pressure inside the duct is equal to the ambient static pressure:
\[ \frac{p'_{\text{out}}}{c \bar{\rho}} = \frac{p'_{\infty}}{c \bar{\rho}}. \]

The reflection coefficient at the outlet is simply minus unity:
\[ R_{\text{out}} = \frac{g}{f} = -1. \]

Heckl\textsuperscript{105} proposed a formulation which takes the frequency-dependence of radiation into account, where higher frequencies are radiated more efficiently (i.e. reflected less efficiently). Leaving out the non-linear effects, for consistency with the other elements, her expression becomes:
\[ R = -\frac{1 - A/(4 \pi) (\omega/c)^2}{1 + A/(4 \pi) (\omega/c)^2}, \tag{3.7} \]

Except for the following example of an Helmholtz resonator, this expression will be used throughout this research.

It has been shown by Rayleigh\textsuperscript{266‡} that applying this boundary condition directly at the end of the pipe does not give a realistic result. Continuity dictates that the oscillation continues into the air outside of, but in the close vicinity of the pipe exit. This effect can be modelled well, by adding an ‘end correction’ to the length of the pipe. Rayleigh gave values for this end correction, which were very close to values found later by more refined models.

For an flangeless, round exit, Levine and Schwinger\textsuperscript{150} found \( \Delta L_{\text{ec}} = 0.6133 \sqrt{A/\pi} \). The case of a round, flanged exit was elaborated much later by Norris and Sheng\textsuperscript{199} who found \( \Delta L_{\text{ec}} = 0.82159 \sqrt{A/\pi} \).

‡ Chapter 16 and appendix A
3 Mitigation of combustion instabilities

3.3.4 The Helmholtz resonator as simple example

The elements can be combined to form systems of arbitrary topology. Figure 3.5 shows a Helmholtz resonator, as it could be modelled in taX. The resonator is excited by an external pressure field labelled ‘FarField’.

![Diagram of a Helmholtz resonator](image)

**Figure 3.5:** A Helmholtz resonator, exited by a varying external pressure field.

The following settings are set at the inlet ‘ClosedEnd’:

- Forcing amplitude $p_\infty' = 100\, \text{Pa}$
- Speed of sound $c = 340\, \text{m/s}$
- Mach number $M = 0$
- Density $\rho = 1.2\, \text{kg/m}^3$
- Diameter $D = 0\, \text{m}$
- Area $A = 0.1^2 \, \text{m}^2 = 1\, \text{dm}^2$

The lumped volume is $V_{ca} = 0.1^2 \cdot 0.1\, \text{m}^3 = 1\, \text{dm}^3$. The exit of the area change is $A_{nk} = 0.01^2 \, \text{m}^2 = 1\, \text{cm}^2$ and the lumped mass is set by the equivalent length $L_{nk} = 1 \cdot 10^{-1}\, \text{m}$. The resonant frequency of a Helmholtz resonator is given by

$$f_i = \frac{c}{2\pi} \sqrt{\frac{A_{nk}}{V_{ca} L_{nk}}},$$

which is currently

$$\frac{340}{2\pi} \sqrt{\frac{0.01^2}{0.1^3 \cdot 0.1}} = 340\, \text{rad/s} \approx 54.11\, \text{Hz}.$$

taX can determine the eigenfrequencies of the system directly. The output is as expected:

---

§ The ‘diameter’ parameter in taX is intended to describe annular geometries.
Approximate Solution found with $\text{Det}(S) = 2.6e-16$.

Eigenvalues:
- Angular frequency: $340 - i 8.783e-13$ [rad/s]
- Frequency: 54.11 [Hz]
- Growth rate: 0.000

Alternatively, taX can give the frequency response of the system for a certain excitation, evaluated at observer blocks. Either $p'$, $u'$, $f$ or $g$ can be chosen as output. Applying a forcing amplitude of $p'_\infty = 100\, \text{Pa}$ at ‘FarField’, the response of the Helmholtz resonator is as plotted in fig. 3.6.

![Graph](image)

**Figure 3.6**: Acoustic pressure $p'$ (above) and velocity $u'$ (below) at the observer indicated in fig. 3.5, for an external pressure fluctuation of 100 Pa.
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The decision how a system should be divided into elements is somewhat arbitrary, and depends amongst other factors on what elements could be useful in the future. If one for instance expects to use Helmholtz resonators often, a new element can be formulated that models the impedance of a Helmholtz resonator in between two other elements. Figure 3.7 shows a system based on such an element, leading to the same results as found before.

Figure 3.7: A Helmholtz resonator, implemented as a single element.

Alternatively, the Helmholtz resonator can be modelled by two short ducts, separated by an area change, as shown in fig. 3.8. For small values of $L$ and at low frequencies, the system behaves like the lumped Helmholtz resonator. The cross sectional areas are defined in terms of $L$, so that the properties are the same as for the resonator discussed before. As $L$ increases, the first resonant frequency decreases, and higher harmonics appear. For $L = 2\text{ m}$, the area change disappears, and the system becomes a quarter-lambda resonator, with a first resonant frequency at $c/L/4 = 42.5\text{ Hz}$.

3.3.5 Modelling active control in taX

Figure 3.9 shows a thermoacoustic resonator with a loudspeaker for active control. The network represents a tube, 1 m long, with an acoustically closed inlet and an open outlet.

The fluid enters the domain at the loudspeaker. The settings at this element are:

- $c_{cld} = 340\text{ m/s}$
- $M_{cld} = 0.02$
- $\rho_{cld} = 1.2\text{ kg/m}^3$
- $A = 0.01\text{ m}^2$
- Active control and/or excitation depend on situation

The reference and observer are set to monitor pressure $p$. The ducts are both 0.5 m long. The block labelled ‘NyqDummy’ is a dummy element to investigate
Figure 3.8: A resonator formed by two ducts (above) with pressure responses for various values of length $L$ (below). For small values of $L$ and at low frequencies, the system behaves like a Helmholtz resonator. For $L = 2\,\text{m}$, the area change disappears, and the system becomes a quarter-lambda resonator, with a first resonant frequency at $c/(4\,L) = 42.5\,\text{Hz}$.

Figure 3.9: A thermoacoustic resonator with active control represented in taX.
the Nyquist criterion. It emits a unit wave in downstream direction and monitors the incoming wave on the upstream side, representing the open loop transfer function of the system.

The block labelled ‘\( n, \tau, \sigma \)’ models the heat release and its acoustic effect according to the \( n, \tau \)-model developed in the 1950s and described for instance by Crocco and Cheng.\(^{55}\) The heat release influences the acoustics as a fluctuating volume source, described quantitatively by Chu.\(^{48}\) The nominal interaction index \( n_{\text{nom}} = T_{\text{out}} / T_{\text{in}} - 1 \). The additional variable \( \sigma \) is a measure for the temporal dispersion of the response of the heat release to velocity perturbations.\(^{145,243}\) The implementation in taX is by Temmler.\(^{268}\) The flame increases the temperature by 60%, so that

\[
\begin{align*}
  n &= n_{\text{nom}} \\
  \tau &= 0.7 \cdot 10^{-3} \text{s} \\
  \sigma &= 0.4 \cdot 10^{-3} \text{s} \\
  c_{\text{hot}} &= \sqrt{1.6} c_{\text{cld}} \\
  M_{\text{hot}} &= 1.6 M_{\text{cld}} \\
  \rho_{\text{hot}} &= 1.6 \rho_{\text{cld}}
\end{align*}
\]

The end ‘OpenEnd’ uses Heckl’s\(^{105}\) boundary condition, given in eq. (3.7). For increasing frequency, the reflection losses increase due to sound radiation. Together with the parameter \( \sigma \) in the flame element, these losses prevent the appearance of infinitely many unstable modes.

The Open-loop transfer function (OLTF), without actuation, as found by the Nyquist dummy is shown in fig. 3.10. There is one unstable mode, corresponding to the 3/4 wave form. The crossings of \( \pi \) by the phase in the Bode plot correspond to \( (1 + 2N) / 4 \) wave forms for \( N \in \mathbb{N}_1 \). These higher modes are stable in the uncontrolled case.

Although the OLTF given by the Nyquist dummy provides information on the stability of the system, it is not obvious how a certain controller action would influence the stability of the system. For the sake of controller engineering, it gives more insight to open the control loop between sensor and controller, as was done in secs. 2.4.2 and 2.4.3. In the latter case, the controller action acts multiplicatively on the OLTF.

Figure 3.12 shows the open-loop transfer function found by opening the system between sensor and controller, when applying proportional control of \( 1 \cdot 10^{-4} \text{m/s/Pa} \).

The unstable mode shows itself in this new Nyquist plot as a counter-clockwise loop, not containing the critical point \((-1 + 0i)\). This mode becomes stable
Figure 3.10: Open-loop transfer function (OLTF) of the system in fig. 3.9, as seen by the ‘NyqDummy’. The Nyquist plot, (above, negative frequencies dashed) shows that the system is unstable. The Bode plot (below) indicates this unstable mode exists near 280 Hz.
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When the controller action is increased so far that it encircles the critical point. With a proportional action of $3.3 \cdot 10^{-4}$ m/s/Pa this criterion is realised, as shown in fig. 3.13.

It can be validated that the acoustical system becomes stable as well, by analysing the open loop transfer function as seen by the Nyquist dummy block. If this step were skipped, it might be the case that the controller merely made a mode uncontrollable or unobservable instead of making it stable. Figure 3.14 however shows the system is stable as intended.

The current controller reduces the inflow of volume when pressure is highest. This behaviour can be seen as a virtual boundary condition with reduced reflection compared to a simple closed end. When the amplification factor is raised further, the damping will first increase further, after which the end will behave acoustically open. Figure 3.15 shows the OLT for $3.3 \cdot 10^{-2}$ m/s/Pa, where the active control mimics an open end and the system is just still stable. Increasing the amplification further would cause an unstable mode, corresponding to one complete wave over the length of the resonator.

**Figure 3.11:** Two OLTs are discussed in this section. They are found either by opening the acoustic system at the Nyquist dummy (i) or by opening the control loop between sensor and controller (ii).
3.3 Thermoacoustic network modelling in taX

Figure 3.12: Unstable OLTF between 'Observer' and controller corresponding to $1 \cdot 10^{-4}$ m/s/Pa amplification, represented as Nyquist plot (above) and Bode plot (below).
Figure 3.13: Stable OLTF between sensor and controller, corresponding to $3.3 \cdot 10^{-4}$ m/s/Pa amplification, represented as Nyquist plot (above) and Bode plot (below).
**Figure 3.14:** Stable OLTFT seen by the Nyquist dummy corresponding to $3.3 \cdot 10^{-4} \text{ m/s/Pa}$ amplification, represented as Nyquist plot (above) and Bode plot (below).
Figure 3.15: Stable OLTF between sensor and controller for $3.3 \cdot 10^{-2}$ m/s/Pa amplification, represented as Nyquist plot (above) and Bode plot (below).
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In this thesis, the word ‘combustor’ will refer to the complete test rig. ‘Burner’ will only refer to the flame holder and its direct vicinity. The ‘plenum’ is the duct between air inlet and the fuel injector, and the duct leading downstream from the burner will be called ‘combustion chamber’, as shown in fig. 4.1. For the combustors discussed in this thesis, the fuel injector is inside the flame holder.

![Figure 4.1: Nomenclature of combustor sections.](image)

The measurements discussed in sec. 4.4.2 were presented as ‘Stability limits and non-linear characteristics of a self-excited combustion instability’ at the 19th International Congress on Sound and Vibration (ICSV19) in Vilnius, Lithuania.

4.1 Description of the burners

Two combustors were used for this research. Figure 4.2 shows a photo of each test rig, as installed in the thermoacoustic laboratory at IfTA. In both combustors, the burner is situated in a duct of rectangular cross-section with closed / open acoustic boundary conditions, approximating a quarter-wave acoustic resonator. The rectangular cross section with relatively large aspect ratio leads to an approximately 2-D flow field in the \( x, y \)-plane.
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**Figure 4.2:** The combustors as installed in the laboratory at IfTA; the Hummer rig on the left and the Limousine rig on the right.

### 4.1.1 The Hummer test rig

Figure 4.3 gives the inner dimensions of the Hummer test rig. Air enters the bottom of the combustor through 66 holes in a perforated plate, forming a hard acoustical boundary condition. The flame holder rests at about a quarter of the height of the combustor. The flame holder is prismatic and triangular in cross section. A through-hole through the flame holder distributes the fuel (methane; CH$_4$) over the span ($z$-direction) of the burner. The fuel is injected into the airflow through 66 holes. A partially premixed flame forms, anchored on the top of the flame holder.

The combustion chamber is almost twice as wide ($y$-direction) as the plenum, so that the flow velocity is approximately the same in the plenum and the combustion chamber. (The burned gas is about half as dense as the unburned gas.) There are holes on both sides ($\pm z$-direction) of the liner for sensor access. When not in use, these are closed by brass screws. The holes are placed at 50mm intervals or less, with the exception of the direct vicinity of the flame holder, where they could not be realised for constructional reasons.
Figure 4.3: (Inner) dimensions of the Hummer test rig (in mm), with details showing fuel and air inlets.
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The liner walls are all 4 mm thick. Originally, the Hummer rig had 1.5 mm liners, but after these thin liners cracked repeatedly at the welds under thermal and vibration load, they were replaced with thicker ones. Since cracks introduce significant acoustic damping, crack formation compromises the reproducibility of the experiments. This problem remains in a lesser extent due to slow thermal decay of the sealings.

4.1.2 The Limousine test rig

The dimensions and cross sections of the Limousine combustor are shown in fig. 4.4. Air enters the bottom of the combustor at the front and at the back through choked orifices, which guarantees an acoustically hard boundary condition, after which perforated tubes distribute the air along the span (z-direction) of the combustor, unlike the Hummer, where the perforated plate served this purpose. The flame holder is situated at about one quarter of the height of the combustor again. Compared to the Hummer rig, the number of injection holes is reduced to 62. The holes are drilled a little bit further upstream, in an effort to increase the mixing time before the fuel is convected into the flame.

In contrast to the flame holder section in the Hummer combustor, the flow cross section contracts toward the top of the flame holder. The air enters the combustion chamber through two narrow slits. The partially premixed flame stabilises at the top of the flame holder, and on the two downstream facing steps on the outer side of the combustor. Quartz glass windows provide optical access to the flame. There are holes along the length of the front combustor wall for sensor access, which are closed by brass screws when no sensor is mounted. The holes are placed at 50 mm intervals where space allows. In the vicinity of the flame holder the holes deviate from this pattern for constructional reasons. The window in the front wall can be replaced by a steel plate to allow mounting of acoustic sensors here as well. A photo multiplier tube (PMT) views the flame along z-direction from the back, as in fig. 4.2. The liner thickness is 4 mm.
Figure 4.4: (Inner) dimensions of the Limousine test rig (in mm), with details showing fuel and air inlets.
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4.2 Equipment

Experiments were done at the acoustics and combustion laboratory of IfTA GmbH in Gröbenzell near München. The laboratory and equipment used for this research will be introduced in this section.

4.2.1 Fuel and air supply system

Figure 4.5 gives an overview of the fuel and air supply system at the thermo-acoustic laboratory, as far as used in this research. The signals from the individual sensors to the measurement computer are left out for clarity.

4.2.1.1 Lay-out

The methane cylinder(s), shown on the far left, are stored outside the laboratory. There are two methane supply lines entering the laboratory; a low pressure supply line, labelled (1) in the figure, and a high pressure supply line, labelled (2). The high pressure supply line was installed to facilitate this research.

The gauge pressure of the gas entering the low pressure supply line is reduced below 100 mbar before it enters the laboratory. The (volume) flow rate is measured by a positive displacement gas meter. The pulse signal delivered by the meter is converted to an analogue voltage signal, which is registered by the measurement computer. The fuel flow is set by a manually operated valve.

The high pressure gas supply line enters the laboratory at a pressure of 10 bar. The throughput flow is set and monitored by a Mass-Stream D-6300 by Bronkhorst High-Tech B.V. This automatic valve measures the throughput with a constant temperature anemometry (CTA) sensor. The desired flow rate can be set (amongst others) by the measurement computer over an RS-232 interface.

Compressors outside of the laboratory compress ambient air to around 10 bar gauge pressure. This air is dried and stored, until it enters the laboratory at a gauge pressure of 2 bar. The temperature and absolute pressure are measured, and registered by the computer. The flow rate, which is set by a manual valve, is determined from the pressure drop over one of the available measurement orifices.
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Figure 4.5: Overview of relevant air and fuel supply systems of the thermoacoustic laboratory at IfTA.
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4.2.1.2 Gas flow analysis

The air flow rate is measured using an orifice meter. The air volume flow depends on the pressure drop as:

\[ \dot{V}_{\text{ref}} = C_d A_{\text{ref}} \sqrt{\frac{2}{\rho_{\text{ref}}} (p_{\text{st,in}} - p_{\text{st,out}})}, \]

where the equation for the discharge coefficient \(C_d\) is given by Reader-Harris et al.\(^{224}\) This (lengthy) equation is solved by an iterative approach.

Since the velocity of the air before and after the orifice is relatively low, the drop in stagnation pressure is taken to be equal to the pressure drop \(\Delta p\) measured by the differential pressure meter. The mass flow is computed by the ideal gas law, using the measured values of inlet pressure and temperature.

The signal measured and computed in this way is rather noisy, especially at lower flow rates. A non-linear filter is implemented to improve the usability. The filtered mass flow, \(\dot{m}_{\text{ft},i}\), depends on the newly measured ‘raw’ value \(\dot{m}_{\text{rw},i}\), the filtered value for the last time step \(\dot{m}_{\text{ft},i-1}\) and a filtering coefficient \(X_{\text{ft},i}\) as

\[ \dot{m}_{\text{ft},i} = (1 - X_{\text{ft},i}) \dot{m}_{\text{ft},i-1} + X_{\text{ft},i} \dot{m}_{\text{rw},i}. \]

The general form is similar to a conventional exponential moving average (EMA) filter. The coefficient \(X_{\text{ft},i}\) is however not constant, but depends on the difference between the measured and filtered mass flow as

\[ X_{\text{ft},i} = \min \left( \frac{\abs{\ln \left( \frac{\dot{m}_{\text{ft},i}}{\dot{m}_{\text{rw},i}} \right)}}{1}, 1 \right). \]

This way, the filtered signal quickly follows the real signal when the discrepancy is large, i.e. when the operating point is changed on purpose, but it realises better noise suppression at a constant operating point. To tune the filter, the quotient could be raised to an arbitrary power, but the presented form performed very satisfactory for the current application.

The fuel gas, the gas supply line and the flow meter currently in use have to be set manually in the measurement programme. The automatic fuel valve is operated using the software provided by Bronkhorst High-Tech B.V.

With this information provided, the programme determines the operating conditions such as thermal power \((P_{\text{th}})\) and equivalence ratio \((\Phi)\). Together with the raw data, and some unit conversions for convenience, these are shared over ethernet with the Argus system.
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4.2.2 The Argus system

The experiments described in this thesis were conducted with the help of various products from the Argus product family developed at IfT A.124

The signal processing rack: The hardware for signal processing is gathered in a 19” rack. Various cards can be added to suit the needs of the user. The following cards were used for this research:

Argus DSP: The digital signal processor (DSP) is the core of the Argus platform. It organises measurement data per 19” rack and, depending on the loaded programme, applies various kinds of hardware accelerated analyses. The rack can hold various input and/or output cards. The following DSP programmes were used for this research:

Argus OMDS: The Oscillation Monitoring and Diagnostic System (OMDS) performs, amongst others, spectral analysis with up to 12 800 spectral lines. Windowing functions and their overlapping can be selected to reduce the effect of spectral leakage. Multi-channel spectral and correlation analysis can be performed.

Argus AIC runs the controller for AIC. The programme supports multiple input and output signals (MIMO), but this research only used one sensor and one actuator at a time (SISO).

Argus AD-4 is a four-channel digital–analogue (AD) converter card with a maximum sampling frequency of 51.2 kHz. This input card is predominately used for this research. It can deal with voltage or current signals and integrated electronics piezoelectric (IEPE) or integrated-circuit piezoelectric (ICP) sensors. The analogue input signal is low-pass filtered to avoid aliasing effects in the digital spectral analysis.

Argus DA-8 is an eight-channel digital–analogue (DA) converter card. This output card is used to control the actuator in the case of active control.

Argus Host collects data from the various measurement systems. For systems with long running times, such as in industry, Argus Host can flexibly aggregate and store data. It is also used to communicate with the DSP to configure sensors and to set analysis preferences per channel.
Argus Trend is used to visualise, import and export real-time (on-line) as well as saved data. It has highly dynamic plotting capabilities, and offers a possibility to implement additional computations in the Java-extendible calculator module. Several such calculations were written in the context of this research.

Figure 4.6 gives an overview of the set-up as used for this research. Two Argus systems are used: one running OMDS and one running the AIC programme. The system running OMDS was used in all experiments to acquire measurement data from the sensors. The data were analysed on-line on a PC running Argus Host and Argus Trend. On this PC, Argus Host also collected the data generated by the system running AIC, and the data generated by the gas flow analysis PC. A dedicated micro PC was used to communicate with the system running AIC. The PC running Argus Trend was used to control the micro PC by a remote desktop connection.

Figure 4.6: Overview of the flow of experimental data.

(i) The actuator, 19” AIC rack and the micro PC are only used for experiments with active control.
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4.2.3 Sensors

The sensors in this research can be divided in two groups. Dynamic sensors are those which can measure fluctuating quantities with frequencies into the kilohertz range. These signals can be used for spectral analysis. Other sensors measure only slowly varying signals. The sensors used for the monitoring of the gas flows (see sec. 4.2.1) fall in the latter category, but will not be repeated here.

4.2.3.1 Dynamic sensors

Voltage (within ±20 V) and current (within ±20 mA) can be measured directly by the Argus AD-4s. Higher values have to be reduced, for instance by a voltage divider. This was for instance used to quantify the actuation by loudspeaker.

The valves used as actuator for active control have build-in linear variable differential transformers (LVDTs) to monitor the spool position.

During some experiments, a photo multiplier tube (PMT) was used to measure OH* chemiluminescence. With some reservations, this signal can be assumed to be proportional to the heat release at the flame. The phase relationship between the OH* chemiluminescence signal and the pressure fluctuation measured at the flame, can thus be interpreted as a qualitative measure for the Rayleigh index.

Where possible, dynamic pressure signals were measured using 1/4" condenser microphones, type MK301 by Microtech Gefell GmbH. These sensors have a high sensitivity, but are not mechanically robust enough for measurements on a combustor. High temperatures, or condensed water from exhaust gases, could damage these microphones.

Piezo transducers were used for thermally or mechanically more demanding pressure measurements. For application on the hot liner wall downstream of the flame, these sensors were placed in water-cooled adapters, as used by Hermann.
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4.2.3.2 Static sensors

Neither microphones nor piezo transducers can be used to measure a constant pressure or pressure differences. For this purpose anemometers GDH-07-AN, GDH-13-AN and GDH-14-AN by GHM Messtechnik GmbH were used.

Temperatures were measured with NiCr–Ni (type K) thermocouples. Unlike other sensors, these were not connected to an Argus AD-4 measurement card. Instead, the digital thermometer HH506RA by OMEGA Engineering Inc. was used. The log file created by the complementary software can be imported by Argus Trend.

Direct voltage and current measurements by the Argus AD-4, as well as the valve spool position measured by the LVDTs can be used for static measurements as well.

4.3 Two-microphone wave decomposition

The pressure measured by a microphone is composed of sound waves travelling in different directions, and other sources of pressure fluctuations, such as vorticity and turbulence.

In the case of one-dimensional sound propagation in a straight duct with uniform throughflow, the two characteristic wave amplitudes \( f \) and \( g \) can be determined by a two-microphone measurement. Figure 4.7 gives an overview of the set-up.

Two microphones measure pressure oscillations, which, in the noiseless case are composed of the contributions by the upstream and downstream travelling waves as

\[
p'(x, t) = \rho c \left( f(x - (c + \bar{u})t) + g(x + (c - \bar{u})t) \right).
\]

Taking into account the travelling time of the waves, the pressure at the microphones can be related to the wave amplitudes at a reference position \( x_{\text{ref}} \). This reference position is often, but not necessarily, the position of a physical feature under investigation. For compactness of the formulation, the wave numbers are defined as

\[
k_f = \frac{\omega/c}{M + 1} \quad \text{and} \quad k_g = \frac{\omega/c}{M - 1} = \frac{M + 1}{M - 1} k_f.
\]
4.3 Two-microphone wave decomposition

\[ f(x - (c + \bar{u}) t) = \frac{1}{2} \left( \frac{p'}{\rho c} + u' \right) \]
\[ = f_0 \exp \left( -i \frac{\omega/c}{M+1} x \right) \exp(i \omega t) \]
\[ = \begin{vmatrix} f_0 \end{vmatrix} \exp(-i k_f x) \exp(i \omega t) \]

and

\[ g(x + (c - \bar{u}) t) = \frac{1}{2} \left( \frac{p'}{\rho c} - u' \right) \]
\[ = g_0 \exp \left( -i \frac{\omega/c}{M-1} x \right) \exp(i \omega t) \]
\[ = \begin{vmatrix} g_0 \end{vmatrix} \exp(-i k_g x) \exp(i \omega t) \]

The pressures at the microphones, expressed in matrix form, are

\[
\begin{bmatrix} p'_1 \\ p'_2 \end{bmatrix} = \rho c \begin{bmatrix} \exp(-i k_f x_1) & \exp(-i k_g x_1) \\ \exp(-i k_f x_2) & \exp(-i k_g x_2) \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix} \big|_{x=0}.
\]

**Figure 4.7:** Measurement set-up for two-microphone wave decomposition.
The ratio between the two wave amplitudes is found by taking the inverse of the $2 \times 2$ matrix. When the reference plane is a boundary, this ratio would be its reflection coefficient.

\[
X^{-1} = \frac{1}{\det X} \begin{bmatrix} X_{2,2} & -X_{1,2} \\ -X_{2,1} & X_{1,1} \end{bmatrix}
\]

\[
\rho c \begin{bmatrix} f \\ g \end{bmatrix}_{x=0} = \frac{1}{\det \ldots} \begin{bmatrix} \exp(-i k_g x_2) - \exp(-i k_g x_1) \\ -\exp(-i k_f x_2) \exp(-i k_f x_1) \end{bmatrix} \begin{bmatrix} p'_1 \\ p'_2 \end{bmatrix}
\]

Expressions for the individual wave amplitudes are found after working out the determinant of the matrix:

\[
\det X = \begin{vmatrix} X_{1,1} & X_{2,2} - X_{1,2} X_{2,1} \\ X_{2,2} & X_{2,1} \end{vmatrix}
\]

\[
\det \ldots = \exp(-i k_f x_1) \exp(-i k_g x_2) - \exp(-i k_g x_1) \exp(-i k_f x_2),
\]

so that

\[
\rho c f = p'_1 \frac{\exp(-i k_g x_2) - (p'_2 / p'_1) \exp(-i k_g x_1)}{\exp(-i k_f x_1) \exp(-i k_g x_2) - \exp(-i k_g x_1) \exp(-i k_f x_2)}
\]

\[
= p'_1 \frac{\exp(-i k_g (x_2 - x_1)) - (p'_2 / p'_1)}{\exp(-i (k_f - k_g) (x_1 - x_2)) - 1} \exp(i k_f x_2),
\]

and

\[
\rho c g = p'_1 \frac{-\exp(-i k_f x_2) + (p'_2 / p'_1) \exp(-i k_f x_1)}{\exp(-i k_f x_1) \exp(-i k_g x_2) - \exp(-i k_g x_1) \exp(-i k_f x_2)}
\]

\[
= p'_1 \frac{-1 + (p'_2 / p'_1) \exp(-i k_f (x_1 - x_2))}{\exp(-i (k_f - k_g) (x_1 - x_2)) - 1} \exp(i k_g x_1).
\]

Seybert and Ross\textsuperscript{247} described this technique, and used random excitation to generate the required pressure fluctuations. In the case of a calibration, or
two-microphone measurement with excitation by a loudspeaker, there is very little noise on the input signal, so that (using the definitions from sec. 2.3)

\[
G^-_{U_{in}, p'_1} = \frac{\text{CSD}_{U_{in}, p'_1}}{\text{ASD}_{U_{in}}} \Rightarrow \frac{U_{in}^* p'_1}{U_{in}^* U_{in}} = \frac{p'_1}{U_{in}}
\]

\[
G^+_{U_{in}, p'_1} = \frac{\text{ASD}_{p'_1}}{\text{CSD}^*_{U_{in}, p'_1}} \Rightarrow \frac{p'_1^* p'_1}{p'_1^* U_{in}} = \frac{p'_1 + \text{noise}}{U_{in}}
\]

\[
G^\pm_{U_{in}, p'_1} = \sqrt{G^+_{U_{in}, p'_1} G^-_{U_{in}, p'_1}}.
\]

Now the noiseless transfer function between the noisy signals \( p'_1 \) and \( p'_2 \) can be determined as

\[
G^{(U_{in})}_{p'_1, p'_2} = \frac{G^-_{U_{in}, p'_2}}{G^-_{U_{in}, p'_1}} \Rightarrow \frac{p'_2}{p'_1}
\]

\[
G^-_{p'_1, p'_2} < G^{(U_{in})}_{p'_1, p'_2} < G^+_{p'_1, p'_2}.
\]

If all is well, the argument of this new transfer function should be identical to the average phase difference measured between the two output signals.

Bodén and Åbom\(^1,27\) investigated the errors that can be made with this two-microphone measurement. Most notably, this method breaks down when:

- Assumptions for its derivation are invalid, for instance when
  - there is too much damping in the duct
  - there is a change in cross-sectional area
- There is no damping at either end of the duct, leading to standing modes
- The pressure fluctuation at one of the microphones is close to zero
- There is no mean flow, and the distance between the microphones is \( N \lambda/2 \) for \( N \in \mathbb{N}_0 \).

These shortcomings can be solved by either traversing one microphone\(^127\) or using multiple microphones,\(^126\) and fitting the wave pattern to the data measured at the most reliable positions.

Bothien et al.\(^32,3\) developed an on-line (time-domain) version of this procedure.
4.4 Combustors without AIC

Both combustors have strong thermoacoustic instabilities, where the first and dominant mode resembles a quarter wave. This section will discuss the occurring mode shapes, and variation of the amplitude depending on operating conditions.

4.4.1 The Hummer test rig

Operating points (thermal power $P_{th}$ and equivalence ratio $\Phi$) where instability occurs are identified and discussed. During limit cycle operation, the pressure amplitude of the dominant oscillation, as well as its higher harmonics, are recorded. For a reference operation point ($P_{th} = 40$ kW and $\Phi = 0.71$, i.e. air excess ratio $\Lambda = 1.4$), the pressure signal was measured along the length of the combustor. Pressure profiles were reconstructed from these measurements. The following mode shapes are identified: the first thermoacoustic mode, which is the dominant oscillation (I, 1), its second and third harmonic (I, 2 and I, 3) and the next two independent modes (II, 1 and III, 1). These mode shapes are discussed, as well as their phase shift compared to the heat release represented by the OH* chemiluminescence signal from the flame.

4.4.1.1 Pressure profiles

The mode shapes of the pressure oscillation are found by traversing one microphone along the length of the combustor, while another one is kept at a constant location, preferably a location where the relevant mode shapes have significant amplitude. In this case the stationary microphone was at the second hole from the upstream end of the combustor. The modes are expected to have an anti-node at the (acoustically closed) upstream end of the combustor. The turbulent noise caused by the air injection jets was however a lot less at the second hole. The mode shapes are first determined in the form of transfer functions relating the pressure along the burner to the reference sensor, as described in sec. 2.3.4. At the frequencies corresponding to thermoacoustic modes, these transfer functions are evaluated as a function of position, and scaled by a representative amplitude.
Figure 4.8: Spectrum at the reference sensor at the beginning and end of the measurement of the mode shapes in the Hummer combustor (above) and pressure amplitude as function of frequency and position (below).
Some mode shapes, and some higher harmonics of the dominant (first) mode can be identified in fig. 4.8. The first mode represents a quarter wave and dominates in terms of amplitude. Figure 4.9 shows the pressure profile.

Figure 4.9: First mode of oscillation of the Hummer rig ($1/4 \lambda$; above). The second harmonic (at twice the frequency of the first) is clearly found as well (below).

Higher modes of oscillation are much lower in amplitude, and consequently harder to measure and identify. The second and third mode can still be identified relatively well. The results are plotted in fig. 4.10.
Figure 4.10: Second (3/4 $\lambda$; above) and third mode (5/4 $\lambda$; below) of oscillation of the Hummer rig.
4.4.1.2 Amplitude depending on operating conditions

Figure 4.11 shows the amplitude of the dominant oscillation, as a function of the operating conditions. To produce this graph, the burner was run at consecutive levels of increasing thermal power. For each value of thermal power, a traverse was made from high to low equivalence ratio $\Phi$ and back again. At lower thermal power, the minimum value of $\Phi$ is limited by blow-off of the flame. At higher power, the limiting factor is the air supply.

The oscillation becomes stronger for increasing thermal power. Also, the amplitude measured at $P_{th} = 40\, \text{kW}$ and $\Phi = 0.71$ is a lot larger than found during the measurement of the mode shape described before. The reason for this cannot be given with certainty. It is expected that the state of the sealings between different parts of the combustor assembly plays a role, as well as long-term transient effects of liner heating.

4.4.2 The Limousine test rig

The measurements discussed in this section were presented as ‘Stability limits and non-linear characteristics of a self-excited combustion instability’ at the 19th International Congress on Sound and Vibration (ICSV19) in Vilnius, Lithuania.\textsuperscript{186}
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Operating points (thermal power $P_{th}$ and equivalence ratio $\Phi$) where instability occurs are identified and discussed. During limit cycle operation, the pressure amplitude of the dominant oscillation, as well as its higher harmonics, are recorded. For a reference operation point ($P_{th} = 40$ kW and $\Phi = 0.71$), the pressure signal was measured along the length of the combustor. Pressure profiles were reconstructed from these measurements. The following mode shapes are identified: the first thermoacoustic mode ($I_1^1$), which is the dominant oscillation, its second and third harmonic ($I_2^2$ and $I_3^3$) and the next two independent modes ($II_1^1$ and $III_1^1$). These mode shapes are discussed, as well as their phase shift compared to the heat release represented by the OH* chemiluminescence signal from the flame.

4.4.2.1 Pressure profiles

The mode shapes of the pressure oscillation are determined for the Limousine combustor in the same way as described for the Hummer rig before. The Limousine combustor does however have a PMT measuring the overall OH* chemiluminescence of the flame from the back of the combustor. The phase shift between this signal and the local pressure is used as a qualitative measure of the modal Rayleigh index $RI(f) = \Re(p'(f) \dot{Q}'(f)^*)$. If $RI(f) > 0$, the flame acts as an acoustic source for frequency $f$. The heat release rate in the frequency domain $\dot{Q}'(f)$ is represented by the PMT signal. $\dot{Q}'(f)^*$ denotes its complex conjugate.\(^{144, 245}\)

The measurements are conducted at $P_{th} = 40$ kW and $\Phi = 0.74$. Before the measurements started, the combustor had been running at constant operating conditions for 10 min to reduce the effect of transient heating. One pressure sensor was positioned at the most upstream hole ($x_{ref} = -200$ mm) while the other one traversed along the length of the combustor (going downstream along the combustion chamber first, followed by the plenum). To construct the pressure profiles in the Limousine combustor, the correlation quantities were calculated in real time by Argus OMDS.

Figure 4.12 gives an overview of the pressure fluctuation against position and frequency $p'(f, x)$. The plotted intensity shows the square root of the ASD of the pressure signal per sensor access hole, which is the $L^2$ norm (averaged over the analysis segments) of the absolute value of the Fourier transformed pressure signal. The signal is clipped between 1 and 1000 Pa to adequately show the weaker resonances.
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\[ \sqrt{\text{ASD}_p(f, x)} \] is the \( L^2 \) norm of the Fourier transformed pressure signal, per frequency bin, averaged over 200 cycles\(^{222}\). The plot gives an overview of the amplitude of the pressure fluctuation as a function of frequency and position at the operating conditions \( P_{\text{th}} = 40 \text{ kW} \) and \( \Phi = 0.74 \).

The plot shows two phenomena clearly. Firstly, vertical bright lines show the resonant frequencies. Drift in temperature during the experiments deforms these lines, especially at higher frequencies. Secondly, there is a pressure node at the outlet, and at integer half wavelengths upstream of the inlet. These are seen as darker hyperbolic bands. There should be a pressure anti-node at the inlet, although there are not enough measurement points to show this clearly. At a quarter wavelength (plus an integer of half wave lengths) downstream of the inlet there are pressure nodes as well.

Figure 4.17 shows \( \sqrt{\text{ASD}_p(f)} \) measured at the reference sensor at \( x = -200 \text{ mm} \), both at start and end of the experiment. The dominant peaks are harmonics of the first mode. Contrary to the behaviour at \( x = -100 \text{ mm} \), discussed in sec. 4.4.2.2, at the current position the amplitude of the second harmonic \( p'_{\text{i},2} \) is higher than the third, \( p'_{\text{i},3} \). The frequency of the second mode of oscillation \( \text{ii},1 \) is hard to pin-point, since it is so close to \( f_{\text{i},1} \). The third mode of oscillation \( \text{iii},1 \) is seen as a separate peak between the first and second harmonic (\( \text{i},2 \) and \( \text{i},3 \)) of the dominant mode.
4.4.2.2 Stability depending on operating conditions

For these measurements, a sensor was located at \( x = -100 \) mm. Measurement at this position does not require a cooling adapter, which makes comparative measurements on burners at other laboratories easier. For three (fixed) fuel flow rates, the equivalence ratio \( \Phi \) was varied (\( 0.5 < \Phi < 1 \)) by increasing and subsequently decreasing the air flow rate. The combustor had been running before the start of the experiment, and the operating conditions were changed slowly (around 2 min between \( \Phi = 1 \) and \( \Phi = 0.5 \)) to reduce the effects of transient cooling and heating of the structure.

Figure 4.13 gives an overview of the amplitude and frequency of the fundamental pressure oscillation in the combustor for three discrete values of the thermal power \( P_{th} \), while the equivalence ratio decreases and subsequently increases. The edge colour of the markers indicate the thermal power, the marker orientation and filling differentiate between increasing or decreasing equivalence ratio. Generally, for a given equivalence ratio \( \Phi \), higher power will lead to a higher amplitude and higher frequency. There is a difference in amplitude and frequency between the oscillation during decreasing and increasing \( \Phi \). Possible causes are path dependence (hysteresis) of the flame stability state, but also transient heating of the combustor.\(^{76,262}\) The heat capacity of the combustor causes the temperature to react slowly to the operating conditions, which sec. 4.4.2.1 will discuss as well.

The combustion is stable at lower equivalence ratios. For all but the lowest thermal powers, the transition from stable to unstable combustion, or vice versa, takes place very abruptly (\( \approx 0.1 \) s) between \( \Phi = 0.5 \) and 0.6. As a result, the left side of fig. 4.13 shows just a few points between 1000 and 2000 Pa. Between \( \Phi = 0.6 \) and 0.7 the amplitude remains approximately constant. For higher equivalence ratios there is again a trend to higher amplitudes. In the case of \( P_{th} = 40 \) kW more than 5000 Pa are reached. For \( P_{th} = 20 \) kW, the transition between stable and unstable combustion or vice versa, is much smoother. There is no trend to higher amplitudes near \( \Phi = 1 \).

The dominant frequency \( f_{I,1} \) depends on thermal power, where higher power leads to higher frequency due to a higher temperature of combustion products. The dependence on \( \Phi \) is not monotonic, with a maximum around \( \Phi = 0.8 \). For lower values of \( \Phi \), the excess air reduces the adiabatic flame temperature, leading to a lower speed of sound. For \( \Phi > 0.8 \) slow mixing could cause a lower temperature in the flame region.
Figure 4.13: Amplitude abs $p'_{i,1}$ (above) and frequency $f_{i,1}$ (below) of the dominant mode for various thermal powers, plotted against equivalence ratio. Marker edge colour indicates thermal power $P_{th}$. Filling and orientation differentiate increasing versus decreasing equivalence ratio $\Phi$. Sensor location $x_S = -100$ mm.
Increasing versus decreasing equivalence ratio $\Phi$ — Figure 4.14 shows two intensity plots, showing the influence of the equivalence ratio $\Phi$ on the spectrum of the pressure signal at $x = -100 \text{ mm}$ for $P_{th} = 40 \text{ kW}$. The transition between stable oscillation and limit cycle is seen as a sharp line near the bottom of both plots, at $\Phi \approx 0.56$ and $\Phi \approx 0.60$ respectively. Again, path dependence (hysteresis) of the flame stability state as well as transient heating of the combustor could cause this difference. Both effects were observed on the Limousine combustor.

Besides the $\Phi$-dependent curves, there are two straight vertical lines in fig. 4.14, around 570 Hz and 680 Hz respectively. Their apparent temperature-independence suggests these modes are structural, or originate in cold sections of the set-up. The third fundamental mode $(\text{III}, 1)$ in sec. 4.4.2.1 corresponds to a mode at 672 Hz whose pressure profile describes half a wave in the (cold) plenum, which likely causes this peak. Altunlu et al.$^6$ (discussing another burner by the same design) mention a structural mode at 673 Hz as well, but none near 570 Hz.

Relative amplitudes of the higher peaks — Besides the fundamental frequency, the higher harmonics of the dominant oscillation mode are clearly visible as an equidistant array of peaks. Looking at the raw time signal of the pressure fluctuation, these higher harmonics are (for most operating points) phase-locked to the fundamental oscillation, leading to a relatively constant wave form over time.

The amplitudes of the first two harmonics, relative to the fundamental amplitude, $\text{abs}\left(\frac{p'_{1,2}}{p'_{1,1}}\right)$ and $\text{abs}\left(\frac{p'_{1,3}}{p'_{1,1}}\right)$ respectively, are shown in fig. 4.15. As these plots show, the first harmonic is rather small in amplitude, while the second harmonic can reach significant amplitudes. It tends to be stronger at higher equivalence ratios, but depending on thermal power, the exact location of the peak varies without obvious trend.

Plotting the relative amplitudes of the harmonics against their respective frequencies on the other hand, does show a clear trend. Irrespective of thermal power, the higher harmonics are stronger when their frequency is either close to 570 Hz or 680 Hz. These are the same frequencies as noted in sec. 4.4.2.2 and do not depend on the operating point.
Figure 4.14: Spectral intensity for changing equivalence ratio, at $P_{th} = 40 \text{kW}$. Decreasing equivalence ratio $\Phi$ shown above, increasing $\Phi$ shown below. The onset of instability shows hysteresis, so that the combustion becomes stable at a lower value of $\Phi$, while it becomes unstable at higher $\Phi$. Sensor location $x_S = -100 \text{mm}$.
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Figure 4.15: Relative amplitude of the second ($i, 2$ above) and third ($i, 3$ below) harmonic of the first mode for various powers plotted against equivalence ratio. Marker edge colour indicates thermal power $P_{th}$. Filling and orientation differentiate increasing versus decreasing equivalence ratio $\Phi$. Sensor location $x_S = -100$ mm.
Figure 4.16: Relative amplitude of the second (\(I_{2}\) above) and third (\(I_{3}\) below) harmonic of the first mode for various powers plotted against frequency. Marker edge colour indicates thermal power \(P_{th}\). Filling and orientation differentiate increasing versus decreasing equivalence ratio \(\Phi\). Sensor location \(x_s = -100\) mm.
Since proximity to these two frequencies has such a strong influence on the amplitudes of the higher harmonics, it is hard to identify other influences, such as those of thermal power or equivalence ratio.

### 4.4.3 Pressure profiles

The pressure profiles are presented in the form of amplitude and phase plots, based on the correlation data as discussed in sec. 2.3. The amplitude at \( x_{\text{ref}} = -200 \text{ mm} \) is based on the average between the peaks of the two spectra in fig. 4.17. At the other positions the amplitude is determined via the transfer functions calculated by Argus OMDS. The rings in fig. 4.18 and onward indicate the estimated transfer function \( G^\approx = \sqrt{G^- \cdot G^+} \), while the range between \( G^- \) and \( G^+ \) is shaded. The phase plots show the pressure signal as rings as well, relative to \( \text{OH}^* \) chemiluminescence indicated by a green asterisk.

![Pressure spectrum](image)

**Figure 4.17:** Pressure spectrum \( \sqrt{\text{ASD}(f)} \) at the first and last analysis run of the experiment (around 10 respectively 30 minutes after ignition of the combustor). Peaks corresponding to the mode shapes plotted in the following figures are indicated. Sensor location \( x_S = -200 \text{ mm} \).

The 1/4 wave pressure profile of the dominant mode of oscillation is shown in fig. 4.18. The discontinuity in cross section at the flame holder and the acoustic effect of the flame cause a cusp in the profile, deeper than it was for the Hummer rig. The \( \text{OH}^* \) signal has a small phase shift compared to pressure, indicating the thermoacoustic interaction of the flame with the
dominant mode generates acoustic energy, in agreement with the Rayleigh index ($RI_{i,1} > 0$).

![Pressure profile of the dominant mode of oscillation ($i, 1$) of the Limousine combustor at $P_{th} = 40$ kW and $\Phi = 0.74$.](image)

**Figure 4.18:** Pressure profile of the dominant mode of oscillation ($i, 1$) of the Limousine combustor at $P_{th} = 40$ kW and $\Phi = 0.74$.

Figure 4.19 shows the profiles associated with the second and third harmonic of the dominant mode. Both profiles show standing waves obeying the zero pressure fluctuation boundary condition around $x = 800$ mm, i.e. near 0.3 times the hydraulic diameter behind the outlet. The profile shape in the upstream section and the behaviour at the flame holder are harder to interpret. The phase difference between OH* signal and pressure is more than $\pi/2$, which indicates that these harmonics, although forced by higher-order, harmonic components of the non-linear flame response, dissipate fluctuation energy due to their negative modal Rayleigh indices $RI_{i,2} < 0$ and $RI_{i,3} < 0$.

The geometry of the combustor suggests the existence of 3/4 wave, 5/4 wave and higher modes as well. A profile reminiscent of 3/4 wave is found around $f_{ii,1} \approx 380$ Hz. At $x = -200$ mm its peak is hidden by spectral leakage of the dominant oscillation, but at locations further downstream it is seen more clearly. This mode is shown on the left in fig. 4.20. For this mode, there is a pressure node close to the location of the flame, which might explain why this mode has such a low amplitude. Also, the pressure node at the flame holder means a velocity anti-node. The energy of this mode is likely dissipated efficiently by aerodynamic resistance of the bluff body flame holder.

The 5/4 wave mode $f_{im,1}$, discussed by Tufano et al., has its peak around 670 Hz. The profile, on the right in fig. 4.20, shows a pressure anti-node, and
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Figure 4.19: Pressure profile of the second and third harmonic of the first mode (\(i, 2\) above and \(i, 3\) below) of the Limousine combustor at \(P_{\text{th}} = 40\, \text{kW}\) and \(\phi = 0.74\).
Figure 4.20: Pressure profiles of the second and third fundamental mode. II, 1: 3/4 wave above and III, 1: 5/4 wave below. $P_{th} = 40$ kW and $\Phi = 0.74$. 
therefore a velocity node at the flame holder. Following the reasoning before, the relatively high amplitude of this mode seems reasonable. For II, 1 and especially III, 3, the phase shift between the OH* and pressure signals is small again, indicating a positive Rayleigh index for these frequencies; \( RI_{II,1} > 0 \) and \( RI_{III,1} > 0 \).

### 4.5 Modelling in taX

Figure 4.21 shows the representation of the Hummer test rig in taX. The elements making up this model have been introduced in sec. 3.3, except for the flame describing element (labelled ‘Flame’). This element and the parametrisation of the others will be discussed in the coming subsections. After that, the results from the network simulation are presented.

#### 4.5.1 \( n, \tau, \sigma, \Phi \)-flame model

This flame element is a generalisation of the model proposed by Polifke et al.\(^{216}\) The original element by Polifke et al. described fluctuation of the heat release due to an equivalence ratio fluctuation, in turn caused by a variation of the air flow velocity and pressure (subscript ‘air’) at the fuel injector:

\[
\frac{\dot{Q}_\Phi(t)}{\bar{Q}} = -\frac{1}{2} \frac{p'_\text{air}(t-\tau)}{p_F - p_\text{air}} \frac{u'_\text{air}(t-\tau)}{\bar{u}_\text{air}}.
\]

The first term describes a fluctuation of the equivalence ratio due a variation of the pressure of the air flow at the injector \( p'_\text{air} \) compared to the pressure drop over the fuel injector \( p_F - p_\text{air} \). The second term describes a fluctuation of the equivalence ratio due to variation in the air flow past the injector \( u'_\text{air} \). Pressure is constant over the flame, while the increase in volume is related to the heat release by the interaction index \( n = T_\text{out}/T_\text{in} - 1 \), where subscripts ‘in’ and ‘out’ refer to flow entering and leaving the flame:

\[
[p']^\text{out}_\text{in} = 0
\]

\[
[u']^\text{out}_\text{in} = n \exp (-i \omega \tau) u'_\text{air}.
\]
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Figure 4.21: Representation of the Hummer test rig in tax.
In the current model, the fuel inflow is computed by taX along with all other acoustic quantities, leading to (similar to Auer et al.\textsuperscript{11, eq.2})

\[
\frac{\dot{Q}_\Phi(t)}{\bar{Q}} = \frac{u'_F(t-\tau)}{\bar{u}_F} - \frac{u'_\text{air}(t-\tau)}{\bar{u}_\text{air}}.
\]

Where subscript ‘F’ refers to the fuel flow at the fuel injector. Furthermore, the time delay \(\tau\) can have a dispersion \(\sigma\), damping higher frequencies in the sense of Polifke et al.,\textsuperscript{215} so that

\[
[u']_{\text{out}}^{\text{in}} = n \exp\left(-i \omega \tau - \sigma^2 \omega^2 / 2\right) u'_F.
\]

Currently these values are based on results of the simulations presented in sec. 6.2. \(\tau = 8\) ms, which is the average time delay between fuel injector and flame. \(\sigma = 2\) ms, which is slightly less that the simulated standard deviation of the delay, so that the system is slightly less stable. For engineering purposes it would be very useful to have an estimation approach that requires less computational effort.

According to Kosztin et al.,\textsuperscript{137} the temperature downstream of the flame (discussed in sec. 4.5.4) can be taken to be a representative constant temperature along the length of the combustor, without introducing too severe errors. The interaction index \(n = T_{\text{out}} / T_{\text{in}} - 1\) is set according to the same temperature.

### 4.5.2 Geometry

Figure 4.3 gave an overview of the relevant sizes of the Hummer combustor. For reference the values used in taX are repeated in tbl. 4.1.

The flame holder section of the Limousine combustor is convergent in the flow direction. Section 5.3.2.2 will describe how such a geometry can be modelled.

### 4.5.3 Throughflow and flow composition

The temperature and velocity inside the burner are closely related and dependent on the operating conditions. The required amounts of gases to operate the burner determine the velocities upstream of the flame. At the flame the fuel and part of the oxygen (assuming lean combustion) are consumed, and
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<table>
<thead>
<tr>
<th>Section</th>
<th>Length $L_x$ mm</th>
<th>Width $L_y$ mm</th>
<th>Breadth $L_z$ mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air injection$^{(I)}$</td>
<td>3</td>
<td>$3 \cdot 33$</td>
<td>$\varnothing 2$</td>
</tr>
<tr>
<td>Plenum</td>
<td>323</td>
<td>23</td>
<td>180</td>
</tr>
<tr>
<td>Flame holder</td>
<td>19</td>
<td>2</td>
<td>142</td>
</tr>
<tr>
<td>Combustion chamber</td>
<td>779</td>
<td>50</td>
<td>150</td>
</tr>
<tr>
<td>Main fuel duct$^{(II)}$</td>
<td>75</td>
<td>2</td>
<td>$\varnothing 6$</td>
</tr>
<tr>
<td>Fuel injection$^{(III)}$</td>
<td>3</td>
<td>$2 \cdot 31$</td>
<td>$\varnothing 1$</td>
</tr>
</tbody>
</table>

(I) Modelled acoustically stiff  
(II) Modelled as pure compliance  
(III) Modelled as pure inertance

Table 4.1: Geometry of the Hummer combustor.

replaced by the combustion products; water vapour and carbon dioxide in this case. The temperature is raised by the combustion process, leading to a lower density and higher velocities as well.

The amount of methane needed to operate the burner at the reference point of $P_{th} = 40$ kW can be determined from the mole-based $LHV$ of CH$_4$ according to the National Institute of Standards and Technology (NIST)$^{197}$:

$$\dot{n}_{CH_4,\text{in}} = \frac{P_{th}}{LHV}$$

$$= \frac{40 \cdot 10^3}{802.310 \cdot 10^6}$$

$$= 49.86 \cdot 10^{-6} \text{kmol}_{CH_4}/s.$$
The required amount of oxygen follows from the stoichiometric relation and the definition of the equivalence ratio $\Phi = 0.71$ or equivalently air excess ratio $\Lambda = 1.4$:

\[
\text{CH}_4 + 2\text{O}_2 \rightarrow \text{CO}_2 + 2\text{H}_2\text{O} \tag{4.1}
\]

\[
\dot{n}_{\text{O}_2,\text{in}} = 2 \frac{\dot{n}_{\text{CH}_4,\text{in}}}{\Phi}
= 139.6 \cdot 10^{-6} \text{kmol}\text{O}_2 / \text{s}.
\]

The oxygen is supplied in the form of dried air, which can well be approximated by 21\% $\text{O}_2$ and 79\% $\text{N}_2$ by volume. Nitrogen is the third and last of the inflowing gases:

\[
\dot{n}_{\text{N}_2,\text{in}} = \frac{X_{\text{N}_2,\text{in}}}{X_{\text{O}_2,\text{in}}} \dot{n}_{\text{O}_2,\text{in}}
= \frac{0.79}{0.21} 139.6 \cdot 10^{-6}
= 525.2 \cdot 10^6 \text{kmol}\text{N}_2 / \text{s}.
\]

Assuming complete combustion, the gas flows after combustion can readily be determined from eq. (4.1) and the definition of $\Phi$:

\[
\dot{n}_{\text{N}_2,\text{out}} = \dot{n}_{\text{N}_2,\text{in}}
= 525.2 \cdot 10^6 \text{kmol}\text{N}_2 / \text{s},
\]

\[
\dot{n}_{\text{CH}_4,\text{out}} = \max\left(1 - \frac{1}{\Phi}, 0\right) \dot{n}_{\text{CH}_4,\text{in}}
= 0 \text{kmol}\text{CH}_4 / \text{s}
\]

and

\[
\dot{n}_{\text{O}_2,\text{out}} = \max(1 - \Phi, 0) \dot{n}_{\text{N}_2,\text{in}}
= 39.88 \cdot 10^{-6} \text{kmol}\text{O}_2 / \text{s}.
\]

Table 4.2 lists the resulting flow rates.
4 Combustor characterisation

<table>
<thead>
<tr>
<th>Species</th>
<th>$\dot{n}_{\text{in}}$</th>
<th>$\dot{m}_{\text{in}}$</th>
<th>$\dot{n}_{\text{out}}$</th>
<th>$\dot{m}_{\text{out}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-6}$ kmol/s</td>
<td>$10^{-3}$ kg/s</td>
<td>$10^{-6}$ kmol/s</td>
<td>$10^{-3}$ kg/s</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>49.86</td>
<td>0.799</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>O$_2$</td>
<td>139.60</td>
<td>4.467</td>
<td>39.88</td>
<td>1.276</td>
</tr>
<tr>
<td>N$_2$</td>
<td>525.12</td>
<td>14.713</td>
<td>525.12</td>
<td>14.713</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>—</td>
<td>—</td>
<td>49.86</td>
<td>2.194</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>—</td>
<td>—</td>
<td>99.71</td>
<td>1.797</td>
</tr>
<tr>
<td>Total</td>
<td>714.60</td>
<td>19.979</td>
<td>714.60</td>
<td>19.979</td>
</tr>
</tbody>
</table>

Table 4.2: Flow rates at the reference operating conditions: $P_{\text{th}} = 40\, \text{kW}$ and $\Phi = 0.71\,(\Lambda = 1.4)$.

4.5.4 Exhaust temperature

As a first estimate for the temperature downstream of the flame, the adiabatic flame temperature is computed. The adiabatic flame temperature is the temperature downstream of the flame, where the enthalpy is assumed to be identical to the enthalpy of the inflowing gases. Using the Shomate equations given by NIST$^{197}$ for the gases in tbl. 4.2, the enthalpy of these inflowing gases for ambient conditions ($T_{\text{env}} = 293.15\, \text{K}$) can be found. The temperature found at the same enthalpy for the outflowing gases, – i.e. the adiabatic flame temperature – is found to be 1868\, \text{K}, as shown in fig. 4.22.

Due to heat loss over the combustor wall, the real temperature will be lower. The temperature of the exhaust gases was measured (at $z = 600\, \text{mm}$ downstream of the flame holder) using a type K thermocouple. The thermocouple measures the temperature of the chromel–alumel junction at the end of the probe held in the hot flow. The temperature of the probe is however not equal to the temperature of the gas surrounding it.$^{40}$

Especially at higher temperatures, there is significant heat transfer by radiation from the sensor to the combustor liner, leading to a sensor temperature below that of the surrounding fluid, as depicted schematically in figs. 4.23 and 4.24.
**Figure 4.22:** The adiabatic flame temperature at reference air excess ratio $\Phi = 0.71$ and $T_{\text{in}} = 293.15 \text{ K}$ is $1868 \text{ K}$.

**Figure 4.23:** Impression of the temperature profile due to convection and radiation, inside the combustor, the sensor (drawn in cross section) and the liner wall, seen from the side.

**Figure 4.24:** Overview (not to scale) of the sensor mounting ($z = 600 \text{ mm}$), seen from the above.
In the stationary situation, the net heat flow to the sensor is zero. Neglecting conduction through the sensor, the sensor is heated and cooled by convective heat transfer as well as radiation:

\[ \sum \dot{Q}_S = \dot{Q}_{S,cv} + \dot{Q}_{S,rd} = 0. \]

The convective heat transfer is expressed in terms of the heat transfer coefficient \( h_{cv} = \dot{Q}_{cv} / (A \Delta T) \), non-dimensionalised as the Nusselt number \( Nu_S = h_{cv} D_S / k_{cd,air} \). Lienhard and Lienhard,\textsuperscript{152: eq.7.66} give an expression for the Nusselt number for a cylinder in low Reynolds number \((Re_S = \rho \bar{u} D_S / \mu < 4000)\) cross-flow*:

\[ Nu_S = 0.3 + \frac{0.62 Re_S^{1/2} Pr_{air}^{1/3}}{\left(1 + (0.4/Pr_{air})^{2/3}\right)^{1/4}}. \]

According to Lienhard and Lienhard\textsuperscript{152: p.299} \( Pr_{air} = 5/7 \), so

\[ Nu_S = 0.3 + \frac{0.62 Re}{1 + 0.4^{2/3}}. \]

The product \( \rho \bar{u} \) in the Reynolds number depends on the operating point and the burner geometry, but is independent of temperature.

\[ \rho \bar{u} = \frac{\dot{m}}{A_{cc}} = \frac{0.0200 \text{ kg/s}}{0.18 \cdot 0.05 \text{ m}^2} = 2.220 \text{ kg/(s m}^2). \]

The diameter of the sensor is \( D_S = 1 \cdot 10^{-3} \text{ m} \), so that

\[ Re_S = \frac{D_S}{\mu(T)} 2.220 \text{ kg/(s m}^2), \]

where \( \mu(T) \) is given by Sutherland\textsuperscript{264}:

\[ \mu(T) = \mu_{Suth,air} \frac{T_{Suth,air} + X_{Suth,air}}{T + X_{Suth,air}} \left( \frac{T}{T_{Suth,air}} \right), \]

* The current Reynolds number is in the order of magnitude of 100.
with \( T_{\text{Suth,air}} = 273.15 \text{K} \), \( \mu_{\text{Suth,air}} = 1.716 \times 10^{-5} \text{Ns/m}^2 \) and \( X_{\text{Suth,air}} = 110.4 \text{K} \). The temperature \( T \) is be found by iteration.

The last quantity needed for the determination of the heat transfer coefficient \( h_{cv} \) is the thermal conductivity of air, \( k_{\text{cd,air}} \). This was found by evaluating the function

\[
k_{\text{cd,air}}(T) = 1.5207 \times 10^{-11} T^3 - 4.8574 \times 10^{-8} T^2 + 1.0184 \times 10^{-4} T - 0.00039333 ,
\]

(4.2)
given by Patel\textsuperscript{209: eq.C-23} and checked against Lienhard and Lienhard.\textsuperscript{152: p.714, tbl.A.6}

Heat transfer by radiation is expressed as\textsuperscript{152: ch.10}:

\[
\dot{Q}_{\text{S,rd}} = A_S \epsilon_S \sigma_{\text{SB}} \sum_i F_{S,i} \left( T_S^4 - T_i^4 \right),
\]

where \( T_i \) refers to the temperature of surface \( i \) in line of sight from the sensor, and \( F_{S,i} \) is the form factor, declaring to what extent surface \( i \) encapsulates the sensor. Since the liner of the combustion chamber almost fully encapsulates the sensor, this simplifies to

\[
\dot{Q}_{\text{S,rd}} = A_S \epsilon_S F_{S,\text{wl}} \sigma_{\text{SB}} \left( T_S^4 - T_{\text{wl}}^4 \right),
\]

with wall emissivity \( \epsilon_{\text{wl}} = 0.6 \) for repeatedly heated steal.\textsuperscript{152: p.528} The wall temperature is measured by a second thermocouple, at the same distance \( z \) downstream of the flame holder. Although the radiation of visible light by the flame seems impressive, the flame radiates relatively little heat. Tien and Lee\textsuperscript{273: figs.3&4} give an emissivity of less than a percent for flames of the current size, temperature and pressure, which is negligible compared to the influence of the liner. The results of the above computations converge in a few iterations. The result are plotted in fig. 4.25. Based on these results, the flow downstream of the flame will be taken to be 1550 K in taX.

### 4.5.5 Flow conditions

The speed of sound is determined from eq. (3.1d): \( c = \sqrt{\gamma \bar{R} T} \). To determine this value, the heat capacity ratio \( \gamma = \bar{C}_p / \bar{C}_v \), the gas constant \( \bar{R} \) and the temperature of the gas mixture need to be found.
Figure 4.25: Measured temperature in flow and liner compared to the corrected flow temperature during the warming-up of the Hummer combustor.

With $\partial_T H = C_p$, the heat capacity ratio can be computed using the coefficients from the Shomate equations mentioned before. At the adiabatic flame temperature

\[
\tilde{C}_p = \sum_{i \in \text{species}} \frac{n_i}{\bar{n}} \tilde{C}_{p,i}
\]

\[
= \frac{28.265}{714.60 \cdot 10^{-6}}
\]

\[
= 39.553 \cdot 10^3 \text{ J/(kmolK)}.
\]

\[
\tilde{\gamma} = \frac{\tilde{C}_p}{\tilde{C}_V}
\]

\[
= \frac{\tilde{C}_p}{\tilde{C}_p - R_{\text{abs}}}
\]

Which gives

\[
\gamma_{\text{out}} = 1.417.
\]
Apparently, to good approximation $\gamma = 1.4$ can be used to compute the speed of sound for all flows throughout the combustor, except for unmixed methane, which has $\gamma_{\text{CH}_4} = 1.3$ according to Air Liquide.\footnote{5}

From tbl. 4.2 (as well as eq. 4.1) it can be seen the number of molecules, as well as the mass stays the same. This means the average molar mass, as well as the specific gas constant $\tilde{R} = \tilde{R}_{\text{abs}}/\rho$ are not altered by the combustion process. To compute the speed of sound in various parts of the burner, with the exception of the fuel supply system, the specific gas constant for air can be used: $\tilde{R}_{\text{air}} = 286.9\text{J/(kgK)}$.

As a sidestep, the bulk velocities of the gas through the burner can be computed from the mole flow, the ideal gas law and the burner cross section:

$$\dot{V} = \frac{\dot{n} \tilde{R}_{\text{abs}} T}{p}$$
$$u = \frac{\dot{n} \tilde{R}_{\text{abs}} T}{p A}.$$

From tbl. 4.2, $\dot{n} = 664.72 \cdot 10^{-6}\text{kmol/s}$ upstream to the flame holder and $714.60 \cdot 10^{-6}\text{kmol/s}$ after. The fact that the Limousine test rig is an atmospheric burner gives the last required quantity: $\bar{p} = 101325\text{Pa}$, from which the velocities throughout the burner can be determined.

### 4.5.6 Results from taX

The eigenvalues and eigenmodes found by taX correspond to the $(1 + 2 N)/4$ wave modes of the combustor. Only the first mode, corresponding to the pressure profile in fig. 4.26, is unstable, and hence the imaginary part of its eigenfrequency is negative. The pressure mode shapes of the higher modes are shown in fig. 4.27. Since a linear model is used, unlike in experiment, no higher harmonics are found.

This instability can also be investigated using the Nyquist dummy (see fig. 4.28). The unstable mode shows up as clockwise loop around the critical point $(-1 + 0i)$, or – in terms of Bode’s form of presentation – a downward crossing of $\pm \pi$ by the argument, while the absolute value of the OLTF is greater than unity.
The same instability is also seen when analysing the OLTF between loudspeaker excitation and the pressure probed at $x = 0$ (recall fig. 3.11). Using a simple proportional controller, as described by

$$\frac{u_{ls}'}{-p_{x=0}'} = 3 \times 10^{-3} \text{ (m/s)/Pa},$$

the unstable mode shows itself in the Nyquist plot (fig. 4.29) as an anticlockwise loop, not including the critical point $-1 + 0i$. In the Bode plot the instability can be recognised as a local maximum of the argument, where the absolute value decreases.\(^{213: §4.3.1}\)

The system can not be stabilised by simple proportional control. This would simply scale the Nyquist plot and would not be able to move the loop corresponding to the unstable mode over the critical point. To realise this, some phase shift is needed as well, which can for instance be realised by a second order transfer function, such as

$$\frac{u_{ls}'}{-p_{x=0}'} = \frac{-3.9 \times 10^{-3}}{1 + i \omega/825 - \omega^2/825^2} \text{ (m/s)/Pa}. \quad (4.4)$$

The amplification ($-3.9 \times 10^{-3}$) and frequency (825 rad/s) are chosen to centre the loop corresponding to the previously unstable mode around the critical point. The Nyquist plot (fig. 4.30) shows the result.
4.5 Modelling in taX

**Figure 4.27:** Higher (stable) modes of the Hummer rig as simulated in taX.
Figure 4.28: Nyquist plot (above) and Bode plot (below) of the open-loop transfer function (OLTF) of the uncontrolled system, as seen by the Nyquist dummy. The first (unstable) frequency is indicated by a vertical dashed line.
Figure 4.29: Nyquist plot (above) and Bode plot (below) of the unstable controller OLTF corresponding to eq. (4.3). The first (unstable) frequency is indicated by a vertical dashed line.
Figure 4.30: Nyquist plot (above) and Bode plot (below) of the stable controller OLTF corresponding to eq. (4.4). The first (now stabilised) frequency is indicated by a vertical dashed line.
To check that the acoustical system is stable as well, i.e. to validate that there are no uncontrollable/unobservable modes, fig. 4.31 shows the OLTF as seen by the Nyquist dummy block.

**Figure 4.31:** Nyquist plot (above) and Bode plot (below) of the OLTF of the controlled system, as seen by the Nyquist dummy, corresponding to eq. (4.4). The first (now stabilised) frequency is indicated by a vertical dashed line.


5 Valve model

This chapter describes a quasi-stationary, low-order model of a direct dive valve (DDV), used as an active element in an acoustic network model. The chapter has been accepted for publication as ‘Direct drive valve model for use as an acoustic source in a network model’ in the International Journal of Acoustics and Vibration (IJAV). A preliminary version of this publication was presented as ‘Direct drive valve model used as an acoustic source in a network model’ at the 19th International Congress on Sound and Vibration (ICSV19) in Vilnius, Lithuania.

In acoustic network modelling tools, acoustic sources are often implemented as simple velocity or mass flow boundary conditions. In practice however, DDVs are not necessarily situated at the boundary of the system, and the throughflow depends on the fluctuating pressure drop over the valve. The acoustically compact model described here is based on mass conservation and a time-varying, but quasi-stationary hydraulic resistance. The resistance depends on the fluctuating valve opening. Results, in terms of acoustic wave transfer functions, are compared to experiment.

DDVs can be used as acoustic actuators in duct systems when requirements on mechanical or thermal robustness are high, e.g. for the active control of aerodynamic or combustion instabilities.

5.1 Introduction

Direct drive valves are mostly used as hydraulic (oil flow) actuators. For this application they are required to be stiff and precise, but their range of operation is restricted to frequencies below 100 Hz. Recently, they have been used as acoustic (gas flow) actuators, for instance for the active suppression of combustion instabilities or dynamic compressor stall.

In these applications, DDVs have the advantage over loudspeakers that valves are very robust to thermal and mechanical influences. The volume flow modu-
lated by a loudspeaker is limited by its geometry, while the modulated volume for a valve is limited by the throughflow. For the applications mentioned above, this is usually to the advantage of the valve.

The implementation of control systems as described before is not trivial, and better tools are needed to predict the control authority a priori. Network models are a popular tool to analyse 1-D acoustics, and could be a valuable aid when setting up new systems. However, until now no description of a valve for use in such a model is available.

No truly acoustical description of how such a valve would need to be modelled was found in the literature. Annaswamy and Ghoniem for instance simply state that the throughflow is assumed to be proportional to valve opening, where the constant of proportionality depends, amongst others, on the (average) pressure drop over the valve. In reality, the throughflow depends on fluctuation of the pressure drop too. Wang et al. includes a description of the dynamic behaviour of the electro-mechanical subsystem of the valve, but does not discuss the resulting throughflow.

Reflection, transmission and generation of acoustic waves by a constriction at high Mach numbers has been analysed in the context of rocket exhaust nozzles. Contrary to in the current work, it is usually assumed that the geometry of the nozzle is smooth and well known, and of course constant in time. Tsien for instance discusses a nozzle where the velocity $u$ is a linear function of position $x$. Candel, Marble and Candel, and Bohn generally assume smooth, conveniently defined geometries, where the only losses are caused by shock waves. For valves on the other hand, losses are dominated by flow separation at edges. Mani amongst others discussed upstream reflection of free jets, but again assumes more knowledge of the flow field than is practically available for the flow through a commercial valve.

Here, a model of a DDV is formulated and implemented in a linear network model of acoustic wave propagation and scattering. The DDV is described in sec. 5.2, and the model will be formulated in sec. 5.3. This model is implemented as an active element in taX, which is an acoustic network model, developed at the TUM and implemented in MATLAB. The results are compared to experimental data in sec. 5.4.
5.2 Description of the physical DDV

The valve used in this research is DDV model D633E7320 by MOOG Inc. Valve models of this type are usually used in hydraulic applications. The manufacturer mentions for example metal forming and presses, automotive testing and the timber industry. The control electronics of the valve under investigation were modified for use in active instability control of combustion instabilities, increasing its frequency range up to around 500 Hz.

5.2.1 Fluid-mechanical description

Figure 5.1 gives a first impression of the outer appearance. A vessel (on top, largely outside of the picture) is connected to the inlet of the valve and functions as a decoupler, to acoustically decouple the valve from the upstream duct system. It implements, to a good approximation, an acoustically open boundary condition on the upstream side of the valve.

![Figure 5.1: Overview of MOOG valve D633E7320 on the left. The close-up on the right shows the principle gas flow and the spool in opened position inside the bushing. Moving to the left, the spool closes the valve.](image)

The valve itself, which is a cylinder type valve, is shown below the vessel. Only the bushing can be seen as a dark block on the photo, flanked by the linear motor on the left and the housing for electronics on the right. The close-up on the right shows the principle gas flow and the spool in opened position. Moving the spool to the left would close the valve. The gas leaves the valve upward and then out through the exit duct, which points away from the observer.
5 Valve model

5.2.2 Electro-mechanical description

The spool position follows the input voltage as a second order dynamic system. Figure 5.2 gives a graphical impression. Unfortunately, there are a few non-linearities involved, which make it impractical to model the electro-mechanical system of the valve – as was done by Wang et al.\textsuperscript{285} in the linear network model taX. Most notably, hysteresis due to Coulomb friction causes significant, non-linear deviation from the ideal behaviour. The movement of the spool is restricted by hard ends (see fig. 5.3). These introduce a clipping of the spool position for higher amplitudes. Since the spool position $x_{sp}$ is monitored by a \textit{linear variable differential transformer} (LVDT), a simpler model can be formulated using $x_{sp}$ as input. Therefore, without loss of usability, the model will be restricted to the part indicated in the lower part of fig. 5.2, i.e. concerning fluid mechanics only.

![Current valve model](image)

**Figure 5.2**: Dynamic system of the valve with non-linearities. Most notably friction (hysteresis) and hard ends limiting the movement of the spool.

In typical industrial usage as an actuator controlling combustion instability or dynamic compressor stall, the mean spool position is half open ($x_{sp} = 50\%$).
The spool oscillates harmonically around this position. The average flow is usually set by another valve in a slow feedback loop. This way, the DDV can remain half-open, independent of throughflow. Hermann and Orthmann\textsuperscript{112} used the valve to modulate the fuel supply of the pilot flame of 24 burners in a heavy duty gas turbine. This constitutes only a relatively small fraction of the total amount of fuel burned in the gas turbine. The amplitude of the actuation of the valve depends on the instability at hand.

5.3 Linear, quasi-steady, 1-D Model

In the duct systems where DDVs are typically applied, acoustic effects can be considered quasi 1-D. Since the cross-over frequency of the DDV lies around 500 Hz, its application and the scope of the model considered here are limited to frequencies below this value. The wave lengths associated with these frequencies are of the order of (deci)metres, while the dimensions of the valve are limited to millimetres or centimetres. Therefore the valve model will be formulated as acoustically compact and – in the absence of convected effects – quasi-steady.
5 Valve model

The network modelling package taX deals with perturbation of a flow around a mean flow state. Quantities are written as a mean value, indicated by an over-bar (\(\bar{}\)) plus a perturbation, indicated by a prime (\(\prime\)). Pressure becomes \(p = \bar{p} + p'\), velocity becomes \(u = \bar{u} + u'\) etc.

The frequency domain solver of taX uses models which are linear in perturbation. Therefore, the valve model as an element in taX, must be linearised. Using the ideal gas law and Poisson's relation for calorically perfect gases \(\rho = \bar{\rho} + \rho' = \bar{\rho} + p'/c^2\).

5.3.1 The mass equation

In the current valve, the volume of fluid inside the valve does not change under movement of the spool. Since the valve is acoustically compact as well, no mass is accumulated in the valve and the mass flow on inlet and outlet is the same (\(\dot{m}_{\text{in}} = A \rho u_{\text{in}} = 0\)). Linearising and subtracting the mean equation gives

\[
\begin{align*}
A \left( \bar{\rho} u' + \bar{u} \rho' \right)_{\text{out}} &= 0 + \mathcal{O} (\rho' u') \\
A \left( \bar{\rho} u' + \bar{u} \frac{p'}{c^2} \right)_{\text{out}} &= 0 \\
A \bar{\rho} \left( u' + M \frac{p'}{\bar{\rho} c} \right)_{\text{in}} &= 0.
\end{align*}
\]  (5.1)

5.3.2 The momentum equation

The volume flow rate \(\dot{V}\) in steady state is described by the discharge coefficient of the valve \(\tilde{C}_d\), where the outlet is taken as a reference point:

\[
\tilde{u}_{\text{out}} = \frac{\dot{V}_{\text{out}}}{A_{\text{out}}} = \tilde{C}_d \sqrt{\frac{2}{\bar{\rho}_{\text{out}}} (\bar{p}_{\text{st,in}} - \bar{p}_{\text{st,out}})}.
\]  (5.2)

5.3.2.1 Measured steady discharge coefficient

The pressure drop* was measured as a function of throughflow, for consecutive spool positions \(x_{\text{sp}} = 10, 20, \ldots, 100\%\). The results, non-dimensionalised as the

* Loss in static pressure, not total pressure was measured. The difference is insignificant for the current situation.
5.3 Linear, quasi-steady, 1-D Model

discharge coefficient $C_d$ and the Reynolds number $Re$, are plotted in the upper graph of fig. 5.4. The discharge coefficient is weakly dependent on the flow rate. Under turbulent flow conditions, it is common for valves and orifices to show a power-law relation between flow rate and pressure drop. Therefore it seems appropriate to express the variation of $C_d$ as a power function of Reynolds number $Re$.

\[ Re = 100 \cdot 10^3 C_d \]

\[ Re = 100 \cdot 10^3 C_d \]

**Figure 5.4:** Trends of the discharge coefficient $C_d$ as function of valve opening $x_{sp}$ and throughflow, based on measurement data from Kaiser et al. (above). According to the specification by the producer, $C_d$, at constant outlet pressure, should depend linearly on $x_{sp}$. The graph below show this is indeed the case, although there is an offset.
According to specification by the manufacturer,\textsuperscript{179} at a constant pressure drop, the steady state mass flow rate through the valve depends linearly on the spool position $x_{sp}$. Constant pressure drops (where Re is proportional to $C_d$) are found along lines through the origin of the axes, e.g. the diagonal dashed line in the upper graph of fig. 5.4. If the curves $C_d(Re)$ for constant $x_{sp}$ are individually curve-fitted by power-law functions, these cross the diagonal line at the points plotted in the lower graph. This plot shows indeed, that $C_d$ depends linearly on the spool position $x_{sp}$, when the pressure drop is kept constant. Combining this linearity with the power-law behaviour gives the trend lines in the upper figure.

### 5.3.2.2 Unsteady momentum equation

To use the valve model in an acoustic network model, two effects need to be considered. Firstly, the spool position is allowed to oscillate around a mean value, thus the valve acts as an acoustic source. Secondly, when the valve is nearly closed, the flow accelerates through the contraction between bushing and spool, which can be modelled as a lumped acoustical inertance, after Hirschberg and Rienstra.\textsuperscript{117} With $\Delta p_{st}$ as dependent variable and adding the inertia term, rewriting eq. (5.2) leads to a formulation for the dynamic behaviour of the valve:

$$\Delta p_{st} = p_{in} - p_{out} + \frac{1}{2} \rho_{out} \left( u_{in}^2 - u_{out}^2 \right) = C_d^{-2} \rho \frac{1}{2} u^2 + \rho L_{kin} \frac{d}{dt} u , \quad (5.3)$$

where $C_d$ is now a quasi-steady function of time. Inertia is modelled by the term on the far right. The equivalent length $L_{kin}$ represents the length of a duct with the same amount of kinetic energy (for a certain throughflow) as the true geometry, but with constant cross section. Assuming homogeneous density throughout the constriction, $u(x) = \dot{m}/(\rho_{ref} A(x))$. $L_{kin}$ can now be expressed as

$$L_{kin} = \frac{\int \frac{1}{2} \rho_{ref} u(x)^2 A(x) \, dx}{\left[ \frac{1}{2} \rho \, u^2 \, A \right]_{ref}} = \int \frac{A_{ref}}{A(x)} \, dx . \quad (5.4)$$

Though the form of this equation is relatively simple, it requires an expression for the cross-sectional area as a function of streamwise coordinate $x$. Considering the geometry of the ducts in fig. 5.1, this expression is not obvious. To
find an approximation of $L_{\text{kin}}$, a simplified geometry was defined, shown in fig. 5.5.

**Figure 5.5:** Simple geometry, used as an approximation of the fluid at the constriction of the valve. The inlet and outlet ducts (subscript ‘in’ and ‘out’) do not need to be equal in cross-sectional area.

This simplified geometry represents a ‘rolled out’ version of the annular constriction between the spool and the surrounding bushing. It models the basic characteristics of the flow through the aperture of the valve: the flow converges at a 90° angle, while the ridges are offset by a distance of $x_{\text{sp}}$. Also, opening and closing the valve does not change the volume of the fluid.

The contraction is modelled with zero volume, since the flow volume is modelled as part of the inlet and outlet ducts. The additional inertia caused by the restriction, is therefore the surplus of inertia compared to that represented by the inlet and outlet ducts. Figure 5.6 expresses this concept graphically.

Closing the physical valve does not change the fluid volume. To keep the volume inside the simplified geometry constant as well, the contraction becomes longer when the valve is closed, and shorter when the valve is opened.
5 Valve model

Figure 5.6: The volume of the fluid inside the inlet and outlet duct of the valve is modelled by the elements representing those ducts. The additional inertia (compared to the undisturbed inertia of the inlet and outlet ducts) due to the constriction is added in terms of an equivalent length $L_{\text{kin}}$. The figure on top shows how the volume of the simplified valve geometry is redistributed amongst the inlet and outlet ducts. The corresponding inertia distribution is shown below. The rectangular parts on the left and right are modelled as part of inlet and outlet ducts respectively, while the blue area in the middle has to be added to the valve model explicitly.
This is shown in fig. 5.7. The expression for the equivalent length $L_{\text{kin}}$, can be evaluated as

$$L_{\text{kin}} = L_{\text{kin,tot}} - L_{\text{kin,in}} - L_{\text{kin,out}}$$

$$= A_{\text{ref}} \int_{x_i}^{x_{IV}} \frac{1}{A(x)} \, dx - \frac{x_{III} - x_i}{2A_{in}} - \frac{x_{IV} - x_{II}}{2A_{out}}$$

$$= \frac{A_{\text{ref}}}{2\pi D_{sp}} \ln \frac{A_{in} A_{out}}{A_{\text{min}}^2}.$$

In practice the valve will not be operated when fully closed, since then the flow could not be modulated any more. For the current DDV, $L_{\text{kin}}$ is estimated in the order of millimetres for all practical applications. In reality $L_{\text{kin}}$ would be somewhat larger, due to flow separation and jet formation, but still much smaller than the other relevant lengths in the system. Therefore, $L_{\text{kin}}$ can safely be neglected. For geometries where this inertia is relevant, it can be added as a separate element in the network model.

5.3.2.3 Linearised fluctuating hydraulic resistance

TaX requires its components to be linearised and formulated in terms of the characteristic wave amplitudes $f = \frac{1}{2} \left( \frac{p'}{(\rho c)} + u' \right)$ and $g = \frac{1}{2} \left( \frac{p'}{(\rho c)} - u' \right)$. Firstly, the dynamic variables are expressed in the form of a steady mean value
plus a fluctuation. This fluctuation is assumed to be small compared to the average, so that terms of the order of fluctuations squared can be neglected.

Leaving out the $L_{\text{kin}}$ term, linearising $p = \bar{p} + p'$, $\rho = \bar{\rho} + \rho'/c^2$, $C_d = \bar{C}_d + C'_d$ and $u = \bar{u} + u'$, and subtracting the steady solution, eq. (5.3) becomes

$$p'_\text{in} + \bar{\rho}_\text{in} \bar{u}_\text{in} u'_\text{in} = p'_\text{out} - \bar{C}_d^{-2} \bar{\rho}_\text{out} \bar{u}_\text{out}^2 \frac{C'_d}{\bar{C}_d} + (1 + \bar{C}_d^{-2}) \bar{\rho}_\text{out} \bar{u}_\text{out} u'_\text{out} + \mathcal{O}(M^2, \text{perturbations}^2)$$

Dividing by $\bar{\rho}_\text{out} c_\text{out}$, and substituting $\bar{C}_d^{-2} = \zeta$ and $\bar{u} = c M$ gives

$$\frac{p'_\text{out}}{\bar{\rho}_\text{out} c_\text{out}} - \frac{p'_\text{in}}{\bar{\rho}_\text{out} c_\text{out}} + (1 + \zeta) M_{\text{out}} u'_\text{out} - \frac{\bar{\rho}_\text{in} c_\text{in}}{\bar{\rho}_\text{out} c_\text{out}} M_{\text{in}} u'_\text{in} = \zeta M_{\text{out}}^2 c_\text{out} \frac{C'_d}{\bar{C}_d}. \quad (5.5)$$

The momentum and mass equations are rewritten as a matrix equation in terms of the characteristic wave amplitudes. The resulting matrix can then be used to characterise the valve element in the network model taX.

### 5.4 Comparison to experiment

#### 5.4.1 Practical restrictions

The acoustic behaviour of the valve is characterised by six transfer functions, relating two outputs – upstream and downstream outgoing waves – to three inputs – upstream and downstream incoming waves, and actuation of the valve (see the block labelled ‘Valve element’ in fig. 5.8). Ideally, the model formulated before would be validated against an independent measurement of all these transfer functions. Unfortunately, this is not possible with the current valve, since there is no sensor access to the duct connecting the decoupler volume to the inlet of the valve, and this duct is impractically short to accommodate such access. The best that currently can be done is a determination of the reflection and source coefficients of the system consisting of the valve combined with the inlet duct and decoupler volume. Figure 5.8 shows an overview of this system. The inlet duct is characterised by two transmission coefficients, $D_f$ and $D_g$. 
which are assumed to be pure delays. The reflection coefficient of the volume, $R_{ca}$, is assumed to be $(1 - M)/(1 + M)$, based on acoustical energy conservation. The total reflection and source coefficients of this acoustical subsystem will be referred to as $R_{sys}$ and $S_{sys}$ respectively. The model coefficients $T_f$, $T_g$, $R_{in}$, $R_{out}$, $S_{in}$ and $S_{out}$ are derived from the expressions derived in sec. 5.3. These coefficients are evaluated numerically, since the algebraic expressions would be unwieldy long. The full system shown in fig. 5.8 is described by the following matrix equation:

$$
\begin{pmatrix}
0 & (D_g R_{ca} D_f) & 0 & 0 & 0 \\
R_{in} & 0 & 0 & T_g & S_{in} \\
T_f & 0 & 0 & R_{out} & S_{out}
\end{pmatrix}
\begin{pmatrix}
f_{in} \\
g_{in} \\
f_{out} \\
G_{out} \\
x_{sp}'
\end{pmatrix}
=
\begin{pmatrix}
f_{in} \\
g_{in} \\
f_{out} \\
G_{out} \\
x_{sp}'
\end{pmatrix},
$$

where $f_{out}$ can be expressed as a function of $g_{out}$ and $x_{sp}'$:

$$
f_{out} = \left( \frac{T_f D_g R_{ca} D_f T_g}{1 - R_{in} D_g R_{ca} D_f} + R_{out} \right) g_{out} + \left( \frac{T_f D_g R_{ca} D_f S_{in}}{1 - R_{in} D_g R_{ca} D_f} + S_{out} \right) x_{sp}',
$$

(5.6)

**Figure 5.8:** Overview of acoustic transfer functions and the three measurable signals $x_{sp}'$, $f_{out}$ and $g_{out}$.
5.4.2 Measurement and signal analysis

The characteristic wave amplitudes are determined by the well known two-microphone method, described in sec. 4.3. To separate the source term and the reflection coefficient, two independent acoustic sources are needed. For this measurement an additional loudspeaker was used. Figure 5.9 shows the experimental set-up.

Introducing the superscript (‘ls’) to identify quantities correlated to loudspeaker excitation, and (‘vl’) to indicate quantities correlated to valve excitation, the two-state approach is written as

\[
\begin{bmatrix}
\mathcal{G}_{\text{out}}^{(vl)} \\
\mathcal{G}_{\text{out}}^{(ls)}
\end{bmatrix} = \begin{bmatrix}
\mathcal{R}_{\text{sys}} & S_{\text{sys}}
\end{bmatrix} \cdot \begin{bmatrix}
\mathcal{G}_{\text{out}}^{(vl)} \\
\mathcal{G}_{\text{out}}^{(ls)} \\
\mathcal{G}_{\text{out}}^{(vl)} \\
\mathcal{G}_{\text{out}}^{(ls)}
\end{bmatrix} \begin{bmatrix}
\mathcal{G}_{\text{out}}^{(vl)} \\
\mathcal{G}_{\text{out}}^{(ls)} \\
\chi_{\text{sp}}^{(vl)} \\
\chi_{\text{sp}}^{(ls)}
\end{bmatrix}, \quad (5.7)
\]

where \( \chi_{\text{sp}}^{(ls)} = 0 \), since the valve opening \( \chi_{\text{sp}} \) is constant when the loudspeaker is used for actuation. Solving eq. (5.7) gives the expressions for \( \mathcal{R}_{\text{sys}} \) and \( S_{\text{sys}} \) (similar to Bothien et al.\(^{32}: \S \, 2.2 \)):

\[
\mathcal{R}_{\text{sys}} = \frac{\mathcal{G}_{\text{out}}^{(ls)}}{\mathcal{G}_{\text{out}}^{(vl)}} \quad (5.8)
\]

and

\[
S_{\text{sys}} = \frac{\mathcal{G}_{\text{out}}^{(vl)}}{\chi_{\text{sp}}^{(vl)}} - \frac{\mathcal{G}_{\text{out}}^{(vl)}}{\chi_{\text{sp}}^{(vl)}} \mathcal{R}_{\text{sys}}. \quad (5.9)
\]

Figure 5.9: Experimental set-up for measurement of the reflection coefficient \( \mathcal{R}_{\text{sys}} \) and source strength \( S_{\text{sys}} \) of the valve.
### 5.4.3 Experimental cases

Measurements were done with varying air throughflows, as well as with different values of valve opening, listed in tbl. 5.1. For all cases the transfer function relating pressure fluctuation to valve opening variation was determined in Pascal per percent opening fluctuation (Pa/%). Subsequently, the two-microphone method Seybert and Ross was used to find the transfer function relating the characteristic wave amplitudes to valve opening variation, from which the system coefficients were determined as discussed before.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\dot{n}$</th>
<th>$\dot{m}$</th>
<th>$\bar{x}_{sp}$</th>
<th>$\bar{C}_d$</th>
<th>$\Delta p$</th>
<th>$M_{out}$</th>
<th>$Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n020-x050</td>
<td>20</td>
<td>0.33</td>
<td>50%</td>
<td>0.106</td>
<td>1091</td>
<td>0.0132</td>
<td>3236</td>
</tr>
<tr>
<td>n040-x025</td>
<td>40</td>
<td>0.67</td>
<td>25%</td>
<td>0.077</td>
<td>8207</td>
<td>0.0263</td>
<td>6471</td>
</tr>
<tr>
<td>n040-x050</td>
<td>40</td>
<td>0.67</td>
<td>50%</td>
<td>0.117</td>
<td>3609</td>
<td>0.0263</td>
<td>6471</td>
</tr>
<tr>
<td>n040-x075</td>
<td>40</td>
<td>0.67</td>
<td>75%</td>
<td>0.154</td>
<td>2073</td>
<td>0.0263</td>
<td>6471</td>
</tr>
<tr>
<td>n080-x050</td>
<td>80</td>
<td>1.33</td>
<td>50%</td>
<td>0.128</td>
<td>11940</td>
<td>0.0526</td>
<td>12943</td>
</tr>
<tr>
<td>n160-x050</td>
<td>160</td>
<td>2.67</td>
<td>50%</td>
<td>0.141</td>
<td>39500</td>
<td>0.1053</td>
<td>25885</td>
</tr>
</tbody>
</table>

**Table 5.1:** Overview of investigated operating conditions.

### 5.4.4 Low-frequency limit

In the quasi-steady limit, and with $L_{kin}$ much smaller than relevant geometric lengths, eqs. (5.1) and (5.3) are frequency-independent. Since these equations contain no complex numbers either, the acoustical coefficients describing the valve are real functions of the steady conditions. Figure 5.10 shows how these quantities vary as a function of valve throughflow, when the valve is opened 50% on average. Figure 5.11 shows the variation as a function of valve opening, at 40 SLM throughflow. The low frequency limits of $R_{sys}$ and $S_{sys}$ – the quantities which can be measured experimentally for not too low frequencies – are given for comparison.

The influence of an increase in throughflow is similar to that of a decrease in opening. In both cases the flow velocity through the constriction increases, increasing the acoustical stiffness of the valve.
Figure 5.10: Modeled transfer functions, according to eqs. (5.1) and (5.5), as function of throughflow \( \dot{n} \) in standard litre per minute (SLPM). Mean valve opening \( x_{sp} = 50\% \). Markers indicate operating points in table 5.1. Modelled transfer functions, according to eqs. (5.1) and (5.5), as function of throughflow \( \dot{n} \) in standard litre per minute (SLPM). Mean valve opening \( x_{sp} = 50\% \). Markers indicate operating points in table 5.1.
5.4 Comparison to experiment

Figure 5.11: Modeled transfer functions, according to eqs. (5.1) and (5.5), plotted against mean valve opening. 

$\bar{x}_m$, in percent. Throughflow $n = 40$ SLPM. Markers indicate operating points listed in tbl. 5.1.
When the inlet and outlet tubes are of the same size (i.e. $D_{\text{in}} = D_{\text{out}}$, not shown) all quantities vary between 0 and 1, except for $S_{\text{in}}$ which is negative. As far as the passive coefficients are concerned, this intuitively corresponds to the valve acting like a zero-length tube, a complete acoustical blockage, or something in between. The absolute values of the source coefficients accidentally lie between 0 and 1, due to on the choice of units. The source term on the outlet side is slightly larger in absolute value.

Currently $D_{\text{in}} = 6\,\text{mm}$ and $D_{\text{in}} = 10\,\text{mm}$, so $D_{\text{in}} < D_{\text{out}}$. In this case, the valve with large opening, or little throughflow approaches the behaviour of an area discontinuity. $T_{\text{g}}$ can for example exceed unity, and approaches 2 as $D_{\text{in}} / D_{\text{out}}$ goes to zero. In §5.3 $R_{\text{in}}$ can be less than zero, when the combined impedance – of the valve plus the outlet duct – is less than the impedance of the inlet duct. The source term is greater on the side with larger diameter.

### 5.4.5 Frequency dependence

Figure 5.12 gives an overview of the measured reflection coefficient and source term, compared to prediction. The lower limit of the frequency range for this measurement is caused by the loudspeaker, which does not excite efficiently enough below 100\,Hz. The high frequency limit of the measurement is determined by the valve, which can only be operated up to around 500\,Hz.

The predicted reflection starts at the positive real axis and curves up to the right for increasing frequency. Intuitively, this can be understood as direct reflection from the valve, plus a delayed open end, i.e. the reflection of the decoupler. The measured reflection coefficient shows similar trends depending on operating condition; reflection increases as the valve is closed, or as throughflow is increased. The low-frequency limit, which can be evaluated better from the bode plots in figs. 5.13 and 5.14, lie on the real axis. For cases n020-x050 and n040-x075, the reflection coefficient at low frequencies was predicted positive, while the measurements show a negative value. The phase is generally lower then predicted, and falls further for increasing frequency. The reason for this behaviour remains unknown.

The low-frequency limit of the source term is situated on the positive real axis; the flow increases when the valve is opened. Reflected waves from the decoupler have the same sign, with a small delay, and cause the curve down to the left as frequency increases. The magnitude of the source term increases
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Figure 5.12: Reflection (above) and source term (below) of the system plotted in the complex plane, for frequency in the range $f \in [100, 500]$ Hz. Arrows indicate the direction of frequency dependence.
when the valve is closed, or when throughflow is increased. The predicted source term shows better agreement with experiment than the reflection coefficient. The main discrepancies are that the measured source terms show a greater dependence on valve opening, and in some cases an other behaviour for increasing frequency.
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5 Valve model

Figure 5.13: Model prediction of the transfer functions $S_{sys}$ and $R_{sys}$ of the valve, compared to measurement for various values of average through-flow in SLPM.
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Modelled: \( R_{\text{sys}} \) [\( - \)] \( S_{\text{sys}} \) [m/s]/\%  
Measured: \( R_{\text{sys}} \) [\( - \)] \( S_{\text{sys}} \) [m/s]/\%

**Figure 5.14**: Model prediction of the transfer functions \( S_{\text{sys}} \) and \( R_{\text{sys}} \) of the valve, compared to measurement for various values of average valve opening \( \bar{x}_{\text{sp}} \).
5 Valve model

5.5 Implementation in a simplified fuel system

5.5.1 Set-up

To demonstrate the usability of the valve model in an acoustic network model, the set-up as shown in fig. 5.9 was modified. After removal of the tee-piece and the loudspeaker, what remains can be thought of as a simplified fuel system. The representation of this system in the network modelling programme taX is shown in fig. 5.15. An open inlet represents the decoupler. The valve element (labelled ‘DDV’) is accompanied by short ducts representing the inlet and outlet inside the bushing and decoupler. Additional inertia at the valve outlet is set to zero, as argued in sec. 5.3.2.2, but included for illustrative purposes. Ducts A, B and C together form the simplified fuel supply system. The two microphones measure the pressure fluctuation caused by the valve as before.

5.5.2 Results

The predicted and measured transfer functions are shown in figs. 5.16 and 5.17. Since the valve is predicted to behave similar to a closed end, and the exit is open, the resonances correspond to the 1/4 and 3/4 wave modes of the duct. For n020-x050 and n040-x075, where the valve, contradictory to the model, behaves more like an open end, the measured peaks in the transfer function are much more damped.

In general, the model gives a good impression of the order of magnitude of the flow modulation and pressure pulsation generated by the valve. It has to be remembered that the valve can hardly be operated above 500 Hz, so deviation from prediction at higher frequencies is not dramatic for application.

5.6 Comparison to loudspeaker

As argued in sec. 5.4.1, not all coefficients describing the valve model could be measured independently. Nonetheless, the current data suffice to make a comparison between a valve and a loudspeaker as acoustic actuators. In acoustical network modelling, loudspeakers are often assumed to behave like fluctuating volume sources, being ‘much stiffer’ than the medium involved,
Figure 5.15: Representation of the simplified fuel system in taX: The six elements circl ed on the top of the taX model together represent the valve and decoupler. A simple duct with two microphones below complete this simplified fuel supply system.
Figure 5.16: Model prediction of the pressure fluctuation caused by the valve, compared to measurement for various average flow rates $\dot{n}$ in SLPM.
Figure 5.17: Model prediction of the pressure fluctuation caused by the valve, compared to measurement for various values of average valve opening $\bar{x}_{sp}$.  

Modelled: $p_1$ [Pa] $p_2$ [Pa] 
Measured: $p_1$ [Pa] $p_2$ [Pa]
and as such not reacting to pressure fluctuations.\textsuperscript{9,147} Although more advanced models exist,\textsuperscript{168, 252, 270, 271} in first approximation for many relevant situations, a loudspeaker mounted at the end of a duct can be assumed to behave like a hard end and a constant source term in superposition.

The behaviour of the valve introduces much more damping. Figure 5.12 shows reflection coefficients varying between unity and zero. The measured reflection coefficient of the valve with decoupler was even negative for some operating conditions.

While the influence of the flow conditions on a loudspeaker are usually neglected, the behaviour of the valve depends strongly on these conditions. Both reflection and sound creation increase with throughflow, or reduction of the opening.

Finally, from a practical perspective, the volume modulated per cycle by a loudspeaker is limited by its geometry. For a valve on the other hand, the modulated volume is limited by its throughflow. Since throughflow per cycle increases for lower frequencies, a valve is a more effective actuator at lower frequencies.

When an upstream duct is modelled, another relevant difference between both actuators is that the loudspeaker behaves like a volume source, i.e. an acoustic monopole. The loudspeaker, on the other hand, modulates the pressure drop, and hence acts as an acoustic dipole.

### 5.7 Discussion and conclusion

The model presented in this chapter describes the basic characteristics of a DDV. Embedded in an acoustic network, it can give a good first prediction of the pressure amplitude caused by excitation by the valve. This can be used to predict the control authority, as introduced in sec. 1.6, of a control system using the valve as an actuator.

There remains a significant discrepancy in the prediction of the phase of the reflection coefficient $R_{\text{sys}}$, shown in figs. 5.12 to 5.14. This discrepancy is largest for the low-frequency limit of the cases Q020-X050 and Q040-X075, where the absolute value of the reflection coefficient is relatively small. For other cases and frequencies the phase difference is less, but often still around $\pi/2$. 
Equation eq. (5.6) gives $R_{sys}$ as the sum of $R_{out}$ and another term, involving the reflection at the decoupler, amongst others. Since both terms are nearly opposite in phase according to the model, it is to be expected that errors either one term can lead to large phase errors in $R_{sys}$. Which of the quantities mentioned in eq. (5.6) causes the discrepancy, can not be determined from the current measurements, since the valve assembly discussed in this paper did not allow for measurement of the acoustics upstream of the valve.

The assumption that the decoupler behaves like an open end does not cause the discrepancy. Network simulations with a Helmholtz resonator instead of an open end did not give better agreement.

Furthermore, acoustical influence of the corners and cross-sectional variation of the ducts inside the bushing of the valve is hard to predict, and harder to separate from other effects. For further improvement of the model, it would be advisable to test the model on a valve with a ‘cleaner’ and more accessible duct geometry.

This discussion does not differentiate between $M$ and $Re$ effects, since only one fluid (air) was used. The model could be improved, especially for application in fuel gas supply systems, by redoing the $\bar{C}_d$ measurements with another gas.

The (linear) model assumes the modulation of the discharge coefficient $C_d'$, which appears in the source term, to be small compared to the mean value $\bar{C}_d$. When $C_d'$ is increased to improve control authority over hard-to-control combustion instabilities, this assumption – needed for the linearisation – no longer holds.

The current model can be used in the initial stage of implementing a system for rapid flow control, and as such, speed up this phase of development.
6 Analysis of control authority

This chapter describes the results of active instability control (AIC) applied to the combustors Hummer and Limousine. In sec. 6.1 a comparison will be made between the valve and loudspeaker as actuators on the Hummer test rig. AIC was not effective on the Limousine rig.

Section 6.2 describes numerical simulations in ANSYS CFX, of both combustors with and without active control. The section has been accepted for publication as ‘Control authority over a combustion instability investigated in CFD’ in the International Journal of Spray and Combustion Dynamics (IJSCD).189

A preliminary investigation, concerning only the Limousine combustor was presented as ‘CFD-based feasibility study of active control on a combustion instability’ at the 20th International Congress on Sound and Vibration (ICSV20) in Bangkok, Thailand.190 Robert Widhopf-Fenk made the controller algorithm available in a form that could be connected to CFX, and preliminary work by Constanze Temmler helped setting up the computations.

6.1 Analysis in experiment

6.1.1 Demonstration on the Hummer rig

The effect of active control was demonstrated in experiment on the Hummer combustor. To this end the test rig was equipped with actuators as shown in fig. 6.1. A direct dive valve (DDV), model D633E7320 by MOOG Inc.179 is mounted on one side of the fuel supply, and a horn driver unit, KU-516 by Monacor International,178 on the other. Fuel is only supplied through the valve with the average opening kept at 35%. Only one actuator – i.e. either DDV or loudspeaker – was active at a time.

A larger valve was added to the air supply. Active control by modulation of the air flow was, however, unsuccessful, possibly due to the damping effect of the perforated plate at the bottom end of the combustor.
The frequency-domain controller by Hermann and Orthmann\textsuperscript{112} is used. In simple terms, it behaves like an amplification plus phase shift. Figure 6.3 shows the pressure oscillation $p_S$ at the sensor position ($x_S = -200 \text{ mm}$) and valve spool position $x_{sp}$ for the Hummer combustor running at thermal power $P_{th} = 25 \text{ kW}$ and equivalence ratio $\Phi = 0.73$ ($\Lambda = 1.37$). AIC, by means of valve actuation, is turned on and off in alternation. The vertical lines correspond to the pressure spectra in fig. 6.2. The reduction in pressure oscillation for this case lies around a factor 20. This value is high compared to other values found in literature. Poinset et al.,\textsuperscript{210} Langhorne et al.,\textsuperscript{141} Billoud et al.,\textsuperscript{19} Zinn and Neumeier,\textsuperscript{298} Hermann et al.,\textsuperscript{111} and Schuermans\textsuperscript{242} for instance report reduction of the amplitude by around a factor ten.

6.1.2 Comparison of actuators

To compare the effectiveness of the actuators over a large range of operating conditions, the fuel supply valve was set to an average opening of 25\%. Opening the valve further decreased the instability for some operating conditions,
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**Figure 6.2:** Valve spool position $x_{sp}$ (above) and pressure sensor signal $p_S$ (below) for the Hummer combustor running at thermal power $P_{th} = 25$ kW and equivalence ratio $\Phi = 0.73$ ($\Lambda = 1.37$) with AIC turned on and off in alternation. The vertical lines correspond to the spectra in fig. 6.3.

**Figure 6.3:** Comparison of pressure spectra at the sensor for the Hummer combustor with AIC turned on and off in alternation, corresponding to the vertical lines in fig. 6.2.
6 Analysis of control authority

which was undesirable for the current assessment of active control. The reduc-
tion of the oscillation will, however, be less than mentioned in the last section. Again, only one actuator was active at a time.

The resulting pressure amplitudes are plotted in fig. 6.4. Figure 4.11 (showing the undamped amplitude) is reproduced for comparison. The control action, in terms of gain and phase shift at the dominant oscillation, are listed in tbl. 6.1, for both actuators at various operating conditions.

<table>
<thead>
<tr>
<th>Actuator</th>
<th>$P_{th}$</th>
<th>$\Phi$</th>
<th>$\Lambda$</th>
<th>Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valve</td>
<td>20</td>
<td>0.91</td>
<td>1.1</td>
<td>Gain</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.48</td>
<td>2.1</td>
<td>&quot;&quot;</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.83</td>
<td>1.2</td>
<td>&quot;&quot;</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.63</td>
<td>1.6</td>
<td>&quot;&quot;</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.91</td>
<td>1.1</td>
<td>Phase</td>
<td>150°</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.48</td>
<td>2.1</td>
<td>&quot;&quot;</td>
<td>130°</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.85</td>
<td>1.17</td>
<td>&quot;&quot;</td>
<td>80°</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.63</td>
<td>1.6</td>
<td>&quot;&quot;</td>
<td>100°</td>
</tr>
<tr>
<td>Loudspeaker</td>
<td>20</td>
<td>0.83</td>
<td>1.21</td>
<td>Gain</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.55</td>
<td>1.82</td>
<td>&quot;&quot;</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.87</td>
<td>1.15</td>
<td>&quot;&quot;</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.63</td>
<td>1.6</td>
<td>&quot;&quot;</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.83</td>
<td>1.21</td>
<td>Phase</td>
<td>120°</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.55</td>
<td>1.82</td>
<td>&quot;&quot;</td>
<td>140°</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.87</td>
<td>1.15</td>
<td>&quot;&quot;</td>
<td>170°</td>
</tr>
<tr>
<td></td>
<td>39</td>
<td>0.63</td>
<td>1.6</td>
<td>&quot;&quot;</td>
<td>200°</td>
</tr>
</tbody>
</table>

Table 6.1: Controller settings optimised for various operating conditions, for valve and loudspeaker.

The amplitude of the oscillation can be decreased by either actuator, although they are most effective in different ranges of the operating conditions. The valve is more effective for higher thermal power, even though controller gain is set significantly lower there. The effect of active control also seems to be higher for leaner flames (lower equivalence ratio $\Phi$, higher air excess ratio $\Lambda$).
Figure 6.4: Comparison of amplitudes of the dominant ('dom') pressure oscillation as a function of air excess ratio $\Phi$ and thermal power $P_{th}$: without control (top, same as fig. 4.11), with active control by valve actuation (middle), and using the loudspeaker (bottom).
6 Analysis of control authority

The reason for this might be that for richer flames, an increase in fuel mass flow does not always lead to an increase in heat release. In richer regions of the flame, an increase in fuel flow might even lead to a reduction in heat release.

The loudspeaker on the other hand is most effective for lower thermal power. This was expected. The volume modulation the valve can achieve scales with the throughflow, i.e. thermal power. At lower power the valve loses control authority. The modulated volume by loudspeaker does not scale this way, which is to its advantage at lower power.

Although the scaling of the modulated volume seems to the advantage of the valve in this discussion, the loudspeaker is scalable as an actuator. More loudspeakers can modulate more volume (see fig. 6.5), while the modulated volume for the valve is limited by the fuel throughflow.

Figure 6.5: Multiple drivers connected to a single horn increase the volume that can be modulated by loudspeaker actuation.
6.1 Analysis in experiment

6.1.3 Attempt on the Limousine rig

Application of active control was attempted on the Limousine test rig as well. Interestingly, the effect was a lot less pronounced than on the Hummer rig. Figure 6.6 compares pressure spectra with AIC on and off, measured on both combustors, running at $P_{th} = 40 \text{ kW}$ and $\Phi = 0.71$ ($\Lambda = 1.4$).

![Figure 6.6: Spectra measured at the Hummer (top) and Limousine (bottom) combustors with AIC turned on or off.](image)

At this operating point, AIC reduces the amplitude of the pressure oscillation in the Hummer combustor by about half the magnitude, while the reduction on the Limousine combustor is less than ten percent.
6.2 Analysis in CFD

Until this section, no explanation has been found for the discrepancy in control authority for active control between the Hummer and Limousine combustor. To investigate the influence of the fuel transport and the injection process between actuator and flame, both burners are modelled in ANSYS CFX. Active control is implemented in the model analogous to experiment. Turbulent combustion is modelled by SAS-SST and the burning velocity model (BVM). The distribution of the convective time between fuel injector and flame is evaluated and used to estimate the response of the heat release to modulation of the fuel mass flow.

6.2.1 Set-up

6.2.1.1 Combustor geometry and grid

Figure 6.7 gives an overview of the simplified geometries and dimensions for both combustors, as used in CFX. The burner is situated in a duct of rectangular cross-section with closed/open acoustic boundary conditions, approximating a quarter-wave acoustic resonator. The rectangular cross section with relatively large aspect ratio leads to an approximately 2-D flow in the \( x, y \)-plane. The computational domain takes advantage of this, representing only a thin slab of the combustor, with symmetry boundary conditions applied on both sides.

For the Hummer, the inner span in \( z \)-direction is 180 mm, while the computational domain has a thickness of 2.5 mm. For the Limousine rig, the physical and computational span are 150 mm and 2 mm respectively. The pressure at \( x_S = -200 \) mm (labelled ‘sensor’ in fig. 6.7) is sampled and passed to the controller as input. The origin of \( x \) is at the top of the flame holder. Note the fuel injector holes of the Limousine are situated further upstream than those of the Hummer, in an effort to improve mixing of fuel and air.

The (choked) air inlet is modelled as a fixed mass flow boundary condition. The open outlet is modelled as an opening (allowing inflow and outflow) at constant pressure. The prismatic flame holder, triangular in cross section, is located at about one quarter of the height \( (x) \) of the combustor. Fuel gas (methane) is distributed through the flame holder, and injected into the airflow.
6.2 Analysis in CFD

Figure 6.7: Overview of the computational domain for both combustors; Hummer (blue) above and Limousine (hatched in red) below. Dimensions are in mm.

through injector holes along the span (z) of the flame holder. The computational domain includes half an injection hole on either side of the flame holder. The fuel mass flow can be modulated by the controller. A partially premixed flame forms, stabilised downstream of the flame holder. There is a small volume between the fuel inlet and the injector holes (see also fig. 6.7), to represent the compliance of the fuel supply system downstream of the AIC actuator.

Both computational grids are structured meshes of hexahedral elements. The grids are two-dimensional in the plenum and the downstream end of the combustion chamber, where gradients in z-direction are negligible, to save computational cost. The region around the flame holder and extending downstream is three-dimensional, to resolve the intrinsically three-dimensional mixing of the fuel jet into the cross-flow of air. Figure 6.8 shows this 3-D region and the transition to 2-D.

The liner walls are modelled as thermally conductive no-slip walls with a heat transfer coefficient of $50\,\text{W}/(\text{m}^2\,\text{K})$, based on an estimate of the heat loss by free convection and radiation towards an environmental temperature of 300 K.
Figure 6.8: Detail of the 3-D grid region with transitions to 2-D, Hummer shown above. For the Limousine below, note the narrow slits (circled) on either side of the flame holder.
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6.2.1.2 Computational model

The transient simulation in ANSYS CFX v14.5 used 8 cores, with $10^{-5}$ s time steps. The thermal power $P_{th} = 40$ kW, and the equivalence ratio $\phi = 0.71$ (air excess ratio $\Lambda = 1.4$). Turbulence is modelled with the scale-adaptive simulation model (SAS-SST) model.\textsuperscript{174} Combustion is simulated by the burning velocity model (BVM), using a new model option for improving accuracy for non-premixed flames.\textsuperscript{80, 185, 214, 295} Other combustion models, such as the eddy dissipation model and the extended coherent flame model (ECFM) were used in preliminary simulations, but gave an oscillating behaviour which agreed less with experiment.

A practical advantage of the BVM is that the volumetric heat release rate is readily available for post-processing. In the remainder of this section, this information will be used to estimate optimal controller settings.

**Implementation of active control in CFX** — The controller is identical to the one used by Hermann and Orthmann.\textsuperscript{112} In simple terms, it behaves like an amplification plus phase shift, which can be set according to preferences. The precise workings of the controller are kept confidential, to protect the commercial interests of IfTA. The same controller is used in both cases, so that the controller can be ruled out as the cause of the difference in control authority.

The controller runs as a command line application which reads a log file with under-sampled (in time) pressure data from the sensor position and writes the output value to another file. In CFX, a user function (written in Fortran) updates the pressure log file and reads the output value from the controller. The fuel inlet mass flow is varied according to the controller output.

The goal is to damp the oscillation by reduction of Rayleigh’s coefficient.\textsuperscript{219, 265} The equivalence ratio is modulated to cause a fluctuating heat release ($\dot{Q}'$) in opposite phase with the pressure fluctuation $p'_Q$ at the flame. The controller does, however, not know the pressure at the flame directly, since the pressure probe supplying the controller input is situated further upstream, at $x_S = -200$ mm; neither can it influence the heat release at the flame instantaneously. In experiment or industrial operation, relatively long time series of input data are available to converge to the optimal control settings. For numerical simulation, another approach is needed. Here, the phase shift
between the pressure at the AIC input sensor and the pressure at the flame can be determined from the mode shape of the oscillating combustor. The time-lag between a fuel mass flow fluctuation caused by the controller and the corresponding heat release fluctuation is mainly caused by the convective time between the fuel injector and the flame. Figure 6.9 gives an overview of the relevant processes.

Figure 6.9: Phasor plot giving an overview of the various phase lags relevant for active damping of combustion instability by modulation of the fuel flow. Amplitudes are not to scale. The phase of $p'_Q$ is defined as zero. A resulting phasor $\dot{Q}$ to the right implies a positive Rayleigh coefficient.

The controller phase shift is defined positive for a phase lag. The value required for a heat release in anti-phase with the pressure fluctuation is found as:

$$
\text{arg} \left( \frac{p'_Q}{p'_S} \right) + (\tau_{ac} + \tau_{cv}) 2 \pi f_i + \Delta \phi_{\text{AIC}} = (2N + 1) \pi, \quad (6.1)
$$

where $f_i$ is the frequency of the dominant oscillation. $\text{arg}(p'_Q/p'_S)$ represents the phase difference between the pressure fluctuation $p'$ at the sensor ('S') and at the flame ($\dot{Q}$). Together with the phase shift caused by acoustic ('ac') and convective ('cv') delay, and the phase shift set for the controller, this should add up to $N$-and-a-half oscillation cycles. Regarding the fuel system as a Helmholtz resonator, its resonance frequency is much higher than that of the oscillation at hand. Therefore the fuel system can be regarded a pure acoustic compliance, and the acoustic time delay between fuel inlet and fuel injector can be neglected ($\tau_{ac} \approx 0$). Since $\tau_{cv} \approx \tau$, the subscript cv will be dropped in the following. The compliance remains significant, so the fuel system should still be included in the computational domain. In reality, $\tau$ is not single-valued, but forms a spatial distribution over the flame. Since the flame is unstable, this distribution varies in time as well. This has serious consequences for the control authority, which will be discussed in sec. 6.2.2.2.
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**Definition of the convective time** — Following the procedure proposed by Krebs and Lohrmann,²⁵ the convective time of fuel ‘parcels’ from the fuel inlet \( \tau(\vec{x}, t) \) towards the flame is computed as an additional field variable. In this approach, two auxiliary field variables, each representing passively convected scalars, are defined: \( X_t(\vec{x}, t) \) and \( X_1(\vec{x}, t) \). At the air inlet, the boundary conditions are set to \( X_1 = X_t = 0 \). At the fuel inlet, the boundary conditions are \( X_1 = 1 \) and \( X_t = t \) (the simulation time at which the fuel entered the domain). The expression \( X_t/X_1 \) remains constant when the fuel expands, mixes with air, or gets consumed in the flame. Its value represents the time at which the fuel (or corresponding combustion products) entered the domain. The derived variable \( \tau(\vec{x}, t) = t - X_t/X_1 \) represents thus the convective time from the fuel inlet, viz. the boundary of the domain, to the location \( \vec{x} \). This method will be less reliable in situations with recirculation, where \( \tau \) will be a mixture of the convective time for the direct route, and the route with circulation, but this is thought to be a lesser influence in the current situation.

In the present configuration, there is an additional complication. The quantity of interest is not the time since the fuel entered the computational domain into the fuel supply system, but instead the time which has passed since fuel was injected out of the fuel supply system into the air flow. Recall the detail of fig. 6.7, where the injectors and inlet into the domain are labelled. To get the desired result, the diffusion coefficient of both \( X_t \) and \( X_1 \) was set to \( 10^4 \text{ m}^2/\text{s} \) inside the fuel supply system, and zero elsewhere. This way, \( X_t = t \) and \( X_1 = 1 \) still hold at the exit of fuel injector tubes, and \( \tau \) represents the convective time from there on.

As done by Polifke et al.,²¹⁵ a distribution of convective time lags \( \tau \) will be interpreted in the form of a histogram of the heat release rate \( \Delta \dot{Q}_i(t) \) plotted against \( \tau_i \). While Polifke et al. describe a steady RANS simulation, the simulation discussed in the current paper is unsteady. Therefore, in this paper the effect of temporal variation \( \Delta \dot{Q}_i(t) \) can be analysed. The heat release rate \( \Delta \dot{Q}_i(t) \) is found by integration of the volumetric density of the local heat release rate \( \dot{q} \) over the volume \( \Delta V_i(t) \), where \( \tau(\vec{x}, t) \) is in the range \( \tau_i \pm \frac{1}{2} \Delta \tau \):

\[
\Delta \dot{Q}_i(t) \equiv \int_{\Delta V_i(t)} \dot{q}(\vec{x}, t) \, dV .
\]  

(6.2)

Since \( \tau(\vec{x}, t) \) is a function of time, so is \( \Delta V_i(t) \). The index \( i \) correspond to discrete ranges of time delay \( \tau \). Figures 6.10 and 6.11 give a visual impression
of the variation of the variables $\dot{q}$ and $\tau$ in the flame region. The left-hand side of eq. (6.2) is normalised, and presented as the histogram

$$\mathcal{H}_i(t) = \frac{\Delta \dot{Q}_i(t)}{\Delta \tau P_{th}},$$

with $P_{th}$ the nominal (constant) thermal power. $\mathcal{H}_i(t)$ is now the normalised momentary heat release rate, associated with combustion of fuel that was injected in the interval $\tau_i \pm \frac{1}{2} \Delta \tau$, see fig. 6.12. The total momentary heat release rate is $\dot{Q}(t) = P_{th} \sum_i \mathcal{H}_i(t) \Delta \tau$, i.e. the heat release at time $t$, associated with fuel injected at any time $t - \tau$ in the past. As fig. 6.12 shows, there is strong temporal variation in overall heat release, mean $\tau$, and shape of the distribution. The time-averaged distribution $\bar{\mathcal{H}}_i$ is much smoother.

Since there the amount of unburned fuel leaving the domain is negligible,

$$\frac{\dot{Q}(t)}{\bar{Q}} \approx \frac{\dot{Q}(t)}{P_{th}} = \sum_i \mathcal{H}_i(t) \Delta \tau.$$

Consequently, the time-average $\sum_i \bar{\mathcal{H}}_i$ will approach unity for long average time intervals. The momentary heat release of a (lean) flame depends on the local equivalence ratio $\Phi$, the flame surface $A_{fl}$ and the local burning velocity $S_L$, as

$$\dot{Q}(t) \propto \int_{A_{fl}} \rho(\vec{x}, t) \Phi(\vec{x}, t) S_L(\vec{x}, t) dA.$$

The local equivalence ratio $\Phi(\vec{x}, t)$ along the flame front will first of all change in response to modulation of the fuel mass flow $\dot{m}_F$, resulting in corresponding changes in the overall heat release rate. It is assumed in the following, that this is the dominant mechanism by which the flame responds to controller action, i.e. this is the main mechanism by which control authority is realised. There will be additional contributions to the heat release rate, that result from fluctuations of $S_L$ and $A_{fl}$:

- For lean flames, burning velocity is proportional to equivalence ratio, so that $S_L$ will fluctuate in phase with $\Phi$. This second contribution to the heat release rate will lead to a slight increase in the effect of active control, independent of controller settings and combustor geometry. This paper is primarily concerned with a comparison between two combustors. Since this second effect influences both combustors similarly, it does not affect the comparison and will be neglected in the following.
Figure 6.10: $\tau$ as contour lines and $\dot{q}$ as background colouring for the Hummer: time-average on top gives a quantitatively more readable impression. Qualitatively, the instantaneous fields (for arbitrary time steps) shown below look very different.
Figure 6.11: \( \tau \) as contour lines and \( \dot{q} \) as background colouring for a Limousine: time-average on top gives a quantitative more readable impression. Qualitatively, the instantaneous fields (for arbitrary time steps) shown below look very different.
Figure 6.12: Momentary distributions $H_i(t)$ on top; most fuel is combusted roughly one period of oscillation (7 ms) after it was injected. Averaging over a large number of time steps leads to the much smoother histogram $\bar{H}(t)$ below.
Finally, there will be a third contribution to the fluctuations in heat release rate due to changes in flame surface area $A_f$. This is a secondary effect, which results from modulation of the local burning velocity, as shown by Huber and Polifke.\textsuperscript{121, 122} Due to the strong fluctuation of the shape of the current flame, influenced by large-scale vortical structures, the coherent response of $A_f$ is expected to be minimal, and will be neglected in the following as well.

Taking the time delay into account, the change in momentary heat release to a modulation of injected fuel mass flow $\dot{m}_F$ is estimated as

$$\frac{\dot{Q}'(t)}{\dot{Q}} \approx \sum_i \frac{\dot{m}'_F(t - \tau_i)}{\bar{\dot{m}}_F} \mathcal{H}_i(t).$$  \hspace{1cm} (6.3)

Conceptually, $\mathcal{H}_i(t)$ is now similar to, but different from an impulse response, insofar that $\mathcal{H}_i(t)$ relates the heat release rate at the current time $t$ to fuel injection over the past times $t - \tau$. A conventional impulse response would relate heat release at $t + \tau$ in the future to fuel injection at current $t$. Besides, $\mathcal{H}_i(t)$ is a function of time, strongly influenced by turbulent vortical structures and temporal variation in flame shape, while an impulse response only describes response coherent to the input. These effects will average out over many time steps, so that in the following, the time-averaged distribution $\bar{\mathcal{H}}_i$ will be interpreted as an estimation of the impulse response relating heat release rate to fuel flow modulation. The discrete Fourier transform of $\mathcal{H}_i(t)$ with respect to $i$ is $\mathcal{G}_j(t)$:

$$\frac{\dot{Q}(f_j, t)}{\dot{Q}} \approx \frac{\dot{m}_F(f_j, t)}{\bar{\dot{m}}_F} \mathcal{G}_j(t).$$  \hspace{1cm} (6.4)

Note that like $\mathcal{H}_i(t)$, $\mathcal{G}_j(t)$ is a function of time. The time-averaged function $\bar{\mathcal{G}}_j$ is taken as an approximation of the transfer function relating heat release rate to fuel flow modulation. Dispersion of the delay $\tau$ due to mixing will lead to a reduction of the magnitude of this transfer function as discussed by Mehta et al.\textsuperscript{172} The influence of temporal fluctuation of $\mathcal{G}_j(t)$ will be discussed in the following section.

### 6.2.2 Results

The simulation was run without control for a total time of 0.2 s. The oscillation develops quickly, as shown in fig. 6.13, and mode shapes are evaluated between
0.036s and 0.2s. After applying a Blackman window to the time domain data, the frequency of the dominant mode was estimated from the Fourier spectrum. The mode shapes, i.e. amplitude and phase as a function of $x$, were acquired through evaluation of the Fourier coefficients corresponding to the estimated frequencies.

![Figure 6.13: Time trace of the pressure at the ‘sensor’ for both combustors running without active control.](image)

6.2.2.1 Oscillation without control

The mode shapes found this way are presented in fig. 6.14. Phase is defined to be zero for the (spatial mean) pressure at the flame. Besides the difference in amplitude and frequency, Limousine shows a deeper cusp in amplitude at the flame holder, and a significant jump in phase, both caused by the blockage due to the narrow slits around the flame holder.

6.2.2.2 Controller settings and analysis of the convective time delay

The value of the convective time delay at the flame is interpreted in the form of the distribution $\mathcal{H}(\tau, t)$ of the heat release. This quantity is plotted for both combustors in the upper half of figs. 6.15 and 6.16. The peak of the heat release lies around $\tau \approx 6\text{ ms}$ resp. 8 ms, which is similar to the values $10 \pm 2\text{ ms}$ found by Krebs and Lohrmann$^{138}$ on their swirl burner, so that in perspective
Figure 6.14: Mode shapes without active control; above: Hummer, below: Limousine
of this parameter the laboratory combustors are representative of industrial combustors. \( \mathcal{G}(f_i, t) \), the (\( \tau \)-wise) discrete Fourier transform of \( \mathcal{H} \), is shown in the form of a colour wheel graph below. The amplitude \( \text{abs} \mathcal{G} \) is expressed by the lightness of the colour, while the hue represents the argument \( \text{arg} \mathcal{G} \). The low-frequency limit of \( \mathcal{G} \) approaches unity (bright red). For higher frequencies, the absolute value \( \text{abs} \mathcal{G} \) decreases to zero, shown as black, while the argument \( \text{arg} \mathcal{G} \) drops (from red to blue and green etc.) and shows more and more time-wise fluctuation. It can be estimated from the lower plot in fig. 6.15, that the phase shift between fuel injection and heat release is about 0.3 \( \pi \) = \(-1.7 \pi\) (with quite some variation around this value), i.e. the fuel is consumed almost a full cycle after it is injected into the air flow. This corresponds approximately to the peak in \( \mathcal{H} \), while the mean of \( \mathcal{H} \) lies at a higher value of \( \tau \).

The Limousines rig has a longer delay time in seconds, as shown in fig. 6.16. This difference is even greater when expressed in cycles of the dominant frequency, since this combustor has a higher resonant frequency. Moreover, the flame is less compact in streamwise direction, so the histogram \( \mathcal{H} \) is much wider than for the Hummer. Looking at the colour wheel graph for the Limousine, \( \text{arg}(\mathcal{G}) \) at the dominant frequency \( f_i \) varies so strongly over time that it is not possible to estimate the required controller phase shift from this graph.

To get a more accurate reading, the time-averaged value \( \bar{\mathcal{G}}(f_i) \) is presented in a Bode plot. The controller phase shift \( \Delta \varphi_{\text{AIC}} \) was set according to eq. (6.1), using \( \text{arg}(\bar{\mathcal{G}}) \) instead of the term \((\tau_{\text{ac}} + \tau_{\text{cv}}) 2 \pi f_i\). The time-averaged transfer function \( \bar{\mathcal{G}}(f_i) = 1/(t_2 - t_1) \int_{t_1}^{t_2} \mathcal{G} \, dt \), averaged between \( t_1 = 0.036 \text{s} \) and \( t_2 = 0.2 \text{s} \), is shown in figs. 6.17 and 6.18. The absolute value \( \text{abs}(\bar{\mathcal{G}}(f_i)) \) decreases with frequency due to two phenomena. Firstly, a flame which is extended in the direction of the flow, will lead to a flatter impulse response \( \mathcal{H}(\tau, t) \) and a decrease in \( \text{abs}(\mathcal{G}(f_i, t)) \) for all \( t \). Secondly, a variation of the time delay \( \tau \) over time leads to variation in phase \( \text{arg}(\mathcal{G}(f_i, t)) \) and after averaging to a lower absolute value \( \text{abs}(\bar{\mathcal{G}}(f_i)) \). To give an impression of the relative importance of both effects, the root-mean-square of the absolute value \( \mathcal{G}_{\text{RMS}}(f_i) = \sqrt{1/(t_2 - t_1) \int_{t_1}^{t_2} \mathcal{G} \mathcal{G}^* \, dt} \) is plotted as well. \( \mathcal{G}_{\text{RMS}}(f_i) \) decreases due to \( \tau \)-wise dispersion alone, but is insensitive to variation of \( \text{arg} \mathcal{G} \) over time. The distance between both lines is the standard deviation of the transfer function over time.
Figure 6.15: Above: Heat release in Hummer as a function of simulation time and time delay. The time-average distribution of the delay is shown as a histogram on the right. Below: Fourier transforming the information above per time step gives an impression of the transfer function $G$ and its fluctuation over time. The time-frequency spectra for each time step is shown in the lower graph.
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Figure 6.16: Above: Heat release in Limousine as a function of simulation time and time delay. The time-average distribution of the delay time is shown as a histogram on the right. Below: Transfer function $G$ acquired by Fourier transformation of the upper plot, and its fluctuation over time. The phase of the estimated transfer function at the dominant oscillation frequency shows much more variation than for Hummer.
Figure 6.17: Expected impulse response (above) and transfer function (below) relating fuel injection fluctuation to heat release for the Hummer test rig. For the absolute value, both the time-averaged $\bar{\abs{G}(f)}$ as well as the timewise RMS $G_{RMS}(f)$ are shown. Frequencies are non-dimensionalised with the respective dominant oscillation frequency.
Figure 6.18: Expected impulse response (above) and transfer function (below) relating fuel injection fluctuation to heat release for the Limousine test rig. For the absolute value, both the time-averaged $\text{abs} \left( \hat{G}(f) \right)$ as well as the timewise RMS $\mathcal{G}_{\text{RMS}}(f)$ are shown. Frequencies are non-dimensionalised with the respective dominant oscillation frequency.
The absolute value $|\tilde{G}|$ at the dominant frequency is an order of magnitude lower for the Limousine than for the Hummer. The distance between $G_{RMS}$ and $|\tilde{G}|$ shows that the mean reason for this difference is the unsteadiness of $\mathcal{H}(\tau, t)$ of the Limousine rig.

Considering the high expected attenuation, the controller gain is set to the value of 0.03%/$\text{Pa}$. This leads to a fuel flow modulation of $\pm 100\%$ for an amplitude of $3333 \text{ Pa}$. Not to influence the mean operating conditions, the controller signal is clipped between $\pm 100\%$.

### 6.2.2.3 Effect of active control

Both simulations were forked at $t = 0.12 \text{ s}$. The controller was activated with settings as described before. Figure 6.19 shows the time traces of pressure at the pressure probe. The pressure oscillation has clearly decreased for Hummer, but not for Limousine.

![Figure 6.19: Time trace of pressure at the ‘sensor’ without and with control for both combustors.](image)

The corresponding spectra, plotted in fig. 6.20, can be compared more quantitatively. For Hummer, even the higher modes at 300 and 550 Hz have been reduced significantly in amplitude, even though they lie outside of the frequency range in which the controller is active. The decrease in the peak at 300 Hz is expected, since this peak is a higher harmonic of the dominant oscillation. The peak at 550 Hz is the independent $3/4$ wave mode.
Recalling fig. 6.17, no control authority was expected for these higher frequencies either. The results for Limousine on the other hand show no structural increase or decrease of the pressure fluctuations. The results shown in fig. 6.20 compare well to the experimental results given in fig. 6.6, at least in terms of amplitude and frequency of the dominant peaks. Minor peaks and general spectral distribution show some discrepancy. The experimental results show smoother spectra, and a lower noise level, since the results could be averaged over a longer time to get statistically more meaningful results.

![Figure 6.20: Comparison of pressure spectra with and without active control. The frequencies are normalised on the lower axes using the uncontrolled peak frequency.](image-url)
Now it is interesting to see whether the convective delay has changed due to the operation of active control. To this end, the same analysis as applied to the uncontrolled simulation in sec. 6.2.2.2, was applied to the controlled case, leading to figs. 6.21 and 6.22.

Figure 6.21: Metrics analogous to fig. 6.17 for the Hummer rig with active control applied. Under the influence of active control, the flame has become longer, and moved further downstream.

For Hummer, the controlled flame extended further downstream. Schaffgotsch$^{241}$ noted (in 1857) that the average flame shape can change under influence an acoustic field, although he reported the unstable flame to be
Figure 6.22: Metrics analogous to fig. 6.18 for the Limousine rig with active control applied. Contrary to the situation shown in fig. 6.21, the influence of active control on the flame shape is minimal.
longer. Auer et al.\(^{12}\) describes in greater detail the influence on the flame shape of the phase difference between air and fuel flow fluctuation.

In the current case the change in flame shape and position leads to less control authority (decrease of \(\text{abs} \bar{G}\)), and more dramatically, a shift in the phase of \(\bar{G}\) (i.e. suboptimal controller settings), which decreases the effect of control with the previously set phase shift. For the Limousine combustor the changes in flame shape are much less. Figure 6.23 shows the evolution of the pressure fluctuation together with movement of the flame in the Hummer rig around \(t = 0.16\) s. First the pressure amplitude goes down, then the flame stabilises further down stream (at a larger value of \(\tau\)). Then the instability recovers with a lower amplitude and the flame returns to an intermediate value of \(\tau\).

*Figure 6.23:* The flame of the Hummer combustor moves downstream at \(t \approx 0.17\) s, during a period of relatively low pressure fluctuation. Subsequently the pressure fluctuation recovers in amplitude again, but to a lower amplitude than the uncontrolled oscillation.

This process forms feedback loop between the flame position and the amplitude of the instability, at a frequency below that of the instability, which could explain bistable behaviour or intermittent oscillation for instance.

The limitations on active control, posed by time delay, are discussed by Cohen and Banaszuk.\(^{52}\) The suppression of the oscillation on the Hummer combustor might be improved by adapting the phase shift to the change in flame shape (for instance using the controller discussed by Banaszuk et al.\(^{14}\)). Experiments on the Hummer combustor showed that the amplitude of the pressure fluctuation was not always a smooth function of the controller settings, nor was it
always single-valued, so that both a stable and unstable state could be found for those conditions. This poses a serious threat to the robustness of adaptive control on this combustor.

6.2.3 Discussion and conclusion

Two combustors were modelled in ANSYS CFX. Active control was implemented analogous to experiment by modulation of the fuel mass flow. The distribution of the convective time between fuel injector and flame is evaluated and used as an estimate for the impulse response relating fuel mass inflow and heat release. Controller settings were based on results from a simulation without active control. The effectiveness of active control was demonstrated on the Hummer rig. Active control was unsuccessful on the Limousine rig in experiment, for reasons then not properly understood. The computational results suggest that the dispersion and temporal variation of the convective time delay are decisive for success or failure of active control by fluctuation of the fuel mass flow.

These criteria can be used for engineering applications. Generally, this form of actuation for active control is considered problematic when either the dispersion or temporal variation of $\tau$ is too large, e.g. when the flame is too long, or stabilised too far downstream of the fuel injector, or when mixing causes too much distribution in the convective time between the injector and the flame. When a combustor has only one fuel injector, a conflict of interest can exist. For stable operation a wide dispersion in time delay is preferable$^{215}$ while a narrow dispersion is preferable for active control. In any case, a reliable, constant time delay makes a combustor more reliable in operation. If a combustor has multiple fuel injectors, it is advisable to apply active control on those injectors closest to the flame.

In sec. 6.2.1.2, the response of the heat release to fluctuations of the fuel mass flow was estimated, disregarding the influences of flame surface $A_{fl}$ and the flame speed $S_L$. The impulse response is estimated as the distribution of the heat release over convective time $\tau$.

In the case of the Hummer combustor, the average flame shape changed significantly due to the action of active control. So that ideally the controller settings could be updated. The initial settings for the Hummer combustor
were effective enough to realise a significant reduction in pressure amplitude, legitimating the assumptions made in sec. 6.2.1.2 for this case.

In the case of the Limousine burner, the flame shape varies much more strongly and chaotically over time. It is therefore assumed that the coherent influence of $A_{fl}$ and $S_L$ on the impulse response are negligible. Follow-up research might give a more definitive answer. System identification could be performed by analysis of the reaction of the flame to uncorrelated fluctuation of the flame, but this would take a much longer simulated time before the controller could be started.
7 Conclusion and outlook

This research investigated control authority for active damping of combustion instabilities, both experimentally and in CFD (ANSYS CFX). The low-order network modelling package taX was extended to model active instability control (AIC). This chapter will recapture the main findings, and recommend follow-up research.

7.1 Experimental results

Two combustors were constructed, dubbed the Hummer and the Limousine test rig. Both exhibit a clear thermoacoustic instability, corresponding to the axial quarter-lambda mode. AIC was applied to both combustors in experiment. The instability of the Hummer test rig was damped successfully, but that of the Limousine combustor was not. The reason for this discrepancy was investigated in CFX.

A comparison between excitation with direct dive valve (DDV) and loudspeaker showed that the DDV is more effective for greater thermal power $P_{th}$, while the loudspeaker is more effective for lower thermal power. To generalise these results, and to realise more predictive value, a DDV model was developed for network modelling in taX.

The main challenges that remain from an experimental perspective are the following:

Other actuators — Only two types of actuators (valves and loudspeakers) were investigated. Considering the conclusions drawn from CFD, it would be interesting to see if active control on the Limousine combustor could be realised with other actuators. Actuators which could reduce the delay between controller output and combustion would be specifically interesting, such as spark plugs or air or fuel jets.
Since unstable combustion can be a desirable phenomenon – for instance as marketed by Pulsed Heat\textsuperscript{217} – it could be investigated to what extent actively destabilised combustion could improve combustion systems.

**Reproducibility** — The amplitude of the combustion instability does not always have the same amplitude for the same operating conditions. For this reason, comparative measurements such as in sec. 6.1 were made in prompt succession.

After ignition, the oscillation behaviour changes over minutes due to ambient heating of the liner, but this does not influence the reproducibility for measurements recorded after the heating-up phase. Effects that work over longer time (say, months, many of hours of operation) have not been quantified nor identified thoroughly.

### 7.2 CFD simulation

AIC was applied to both combustors in CFD, analogous to experiment. In experiment, relatively long series of measurement data are used to converge to optimal controller settings. In CFD on the other hand, the optimal controller settings are estimated by evaluating the distribution of convective time from the fuel injector to the flame. This distribution is taken as an estimate of impulse response relating the heat release of the flame to modulation of the fuel flow, and accordingly its Fourier transform is an estimate of the corresponding transfer function $\tilde{G}(f)$.

The results – i.e. the effectiveness of AIC – compare well to experiment. The absolute value of the estimated transfer function at the dominant frequency $\tilde{G}(f_{i,1})$ is more then ten times higher for the Hummer combustor than for the Limousine. The flame shape is understood to cause the difference in controllability between both combustors. Although this data gives a good impression whether better control authority can be realised on one combustor than on another, it does not tell what would be ‘good enough’ to realise a certain level of suppression. This question might better be answered by acoustical network modelling.
It was also found that the action of AIC changed the *average* flame shape. This is a factor that should be taken into account by models and controllers for the purpose of thermoacoustics.

The following question remain for follow-up research:

**How could the effect of fuel flow fluctuation on the heat release be estimated quicker?** — The current simulation took longer to complete than it would normally take to try out AIC in experiment. The results from CFD provided additional insight compared to the experimental results, but the engineering value of the approach followed here would be much higher if $\bar{G}(f_{1,1})$ could be estimated quicker. The flow downstream from the flame holder is not uniform and not steady, so $\bar{G}(f)$ cannot be determined straightforwardly from the geometrical position of the flame.

### 7.3 Network modelling

The low-order thermoacoustic network modelling tool taX was enhanced to model AIC. The Hummer combustor was modelled with and without control. To this end, the loudspeaker element was extended with an option to actuate depending on acoustic fluctuations elsewhere in the system.

**Loudspeaker model should predict realisable excitation** — In the current formulation, the user has to define the level of loudspeaker excitation in terms of the acoustic particle velocity. This quantity is however not an intrinsic property of the loudspeaker, and as such it cannot be found in a the specification sheet of a loudspeaker. Appendix B presents an outline for a model that would be more practical for engineering applications.

**Non-linearities** — The amplitude of a limit cycle is an important quantity in gas turbine operation and experiment. The influence of the amplitude of the oscillation on the flame shape for instance, has a great influence on the realisable level of damping.

In a similar vein, it would be useful if random excitation (combustion noise) would be represented by the flame element, so that combustion noise, and the resulting amplitudes of marginally stable modes can be predicted.
7 Conclusion and outlook

7.4 Valve model

Since the loudspeaker was the only available actuator element, an additional element was developed to represent the DDV. Embedded in an acoustic network, it can give a good first prediction of the effectiveness of a certain implementation in an acoustic network.

The accuracy of the valve model could be improved — The model results for the source coefficient shown in sec. 5.4 compare well to experiment. Especially the argument of the reflection coefficient of the modelled valve still shows significant discrepancy with the measurements. More elaborate measurements, where acoustic quantities are determined at the valve inlet as well, might indicate where the cause of this discrepancy is to be found.

There are many area changes and sharp bends in the short ducts inside the bushing of the valve, leading towards and away from the piston. A valve with a ‘cleaner’ and more accessible geometry might be easier to model.

This data on which the model was based did not differentiate between Mach and Reynolds number effects, since only one fluid (air) was used. For application in fuel systems with other gases, the influence of gas type should be investigated.

The valve element should be make usable for AIC — The valve model described in this thesis does not facilitate feedback yet, as the loudspeaker does. To evaluate AIC by means of valve excitation, this option should be included in the valve element.
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Appendices
## Appendix A

**Gas properties and physical quantities**

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Units</th>
<th>Dry air</th>
<th>Methane (CH₄)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(21% O₂, 79% N₂)</td>
<td></td>
</tr>
<tr>
<td>Molar mass</td>
<td>m</td>
<td>kg/kmol</td>
<td>28.95</td>
<td>16.043</td>
</tr>
<tr>
<td>Heat capacity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cₚ</td>
<td>J/(kmol K)</td>
<td>29 · 10³ (I)</td>
<td>35 · 10³ (II)</td>
</tr>
<tr>
<td></td>
<td>Cᵥ</td>
<td>J/(kmol K)</td>
<td>20 · 10³ (I)</td>
<td>27 · 10³ (II)</td>
</tr>
<tr>
<td>Heat capacity ratio</td>
<td>γ</td>
<td>–</td>
<td>1.4028</td>
<td>1.3055</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>µ</td>
<td>Pas</td>
<td>16.95 · 10⁻⁶ (III)</td>
<td>10.27 · 10⁻⁶ (III)</td>
</tr>
</tbody>
</table>

(I) Determined at $p = 101.3 \cdot 10^3$ Pa, $T = 21$ °C  
(II) Determined at $p = 100 \cdot 10^3$ Pa, $T = 25$ °C  
(III) Determined at $p = 101.3 \cdot 10^3$ Pa, $T = 0$ °C

*Table A.1: Properties of dry air and methane according to Air Liquide⁵*
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<table>
<thead>
<tr>
<th>Gas</th>
<th>Symbol</th>
<th>Formation enthalpy $\dot{H}$ (J/kmol)</th>
<th>Molar mass $m$ (kg/kmol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>N₂</td>
<td>0.0&lt;sup&gt;(1)&lt;/sup&gt;</td>
<td>28.0134</td>
</tr>
<tr>
<td>Oxygen</td>
<td>O₂</td>
<td>0.0&lt;sup&gt;(1)&lt;/sup&gt;</td>
<td>31.9988</td>
</tr>
<tr>
<td>Methane</td>
<td>CH₄</td>
<td>−74.87 · 10⁶</td>
<td>16.0425</td>
</tr>
<tr>
<td>Water vapour</td>
<td>H₂O</td>
<td>−241.83 · 10⁶</td>
<td>18.0153</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>CO₂</td>
<td>−393.52 · 10⁶</td>
<td>44.0095</td>
</tr>
</tbody>
</table>

<sup>(1)</sup> Zero by definition for the most stable form of mono-atomic gases

**Table A.2:** Properties of pure gases according to Chase<sup>41</sup>

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute gas constant</td>
<td>$\tilde{R}_{\text{abs}}$</td>
<td>J/(kmolK)</td>
<td>8314.472(15)</td>
</tr>
<tr>
<td>Stefan–Boltzmann constant</td>
<td>$\sigma_{\text{SB}}$</td>
<td>W/(m²K⁴)</td>
<td>56.70400(40) · 10⁻⁹</td>
</tr>
<tr>
<td>Avogadro’s number</td>
<td>$N_A$</td>
<td>mol⁻¹</td>
<td>602.214 479(30) · 10²¹</td>
</tr>
</tbody>
</table>

**Table A.3:** Other quantities according to Mohr et al.<sup>177</sup>: p.1586
Appendix B

Physics-based description of a loudspeaker

The current research makes use of the horn driver unit KU-516 by Monacor International\textsuperscript{178}, powered by the IMG Stage Line amplifier AKB-50 by Inter Mercador.\textsuperscript{125} The horn driver unit modulates the flow by moving its diaphragm or cone over a certain distance. As a result, a small volume $V_{ls}$ is cyclically added to and removed from the flow, which can be used as a velocity boundary condition:

$$\frac{\dot{V}_{ls}}{A_{ref}} = u'_{ls} = f + g .$$

The simple loudspeaker in taX is modelled as a pulsating volume source. This is a valid way to describe a loudspeaker over a certain frequency range. From the perspective of control authority, it would be helpful to know over which frequency range this assumption is valid, what happens outside of this range, and how much volume can be modulated by the loudspeaker.

B.1 The dynamic system

Loudspeakers have been studied intensively for the purpose of audio engineering. Thiele\textsuperscript{270,271} and Small\textsuperscript{252} for instance made great progress by analysing electric circuit representations of loudspeaker boxes. The dynamical system is shown in fig. B.1.

The voice coil (indicated as motor ‘M’ or subscript ‘vcl’) exerts a force on the loudspeaker cone (‘cn’), given by the expression for Lorentz\textsuperscript{160} force:

$$\vec{F}_{vcl} = I_{vcl} \int_{L_{vcl}} (d\vec{L}_{vcl} \times \vec{B}_{vcl}) .$$
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Figure B.1: Main electric and mechanical elements determining the dynamic behaviour of a loudspeaker.

Usually by design $d\vec{L}_{vcl} \perp \vec{B}_{vcl}$ and $\text{sgn } F_{vcl} = \text{sgn } I_{vcl}$, so

$$ F_{vcl} = I_{vcl} L_{vcl} B_{vcl}. $$

Movement of the cone in turn causes a reduction of the voltage over the ends of the voice coil, given by Faraday’s law of induction:

$$ U_{vcl} = U_{in} - (\vec{u}_{cn} \times \vec{B}_{vcl}) \cdot \vec{I}_{vcl}. $$

Again by design

$$ U_{vcl} = U_{in} - \vec{u}_{cn} \cdot \vec{B}_{vcl} \cdot \vec{I}_{vcl}. $$

The cone is characterised as a second order spring–mass–damper system:

$$ m_{cn} \partial_t u_{cn} = \sum F_{cn} $$

$$ = -K_{cn} x_{cn} - \eta_{cn} u_{cn} - p'_{ls} A_{cn} + I_{vcl} L_{vcl} B_{vcl}. $$

The electric current through the voice coil depends on the voltage as

$$ I_{vcl} = \frac{U_{vcl}}{L_{vcl} i \omega + R_{vcl}}. $$
The full system of equations is represented graphically in fig. B.2.

Small\cite{253:p.318} suggests the inductance $L$ can usually be neglected, as it becomes significant only at much higher frequencies than at which the loudspeaker driver is usually operated. The system can now be described in matrix form as

$$
i \omega \begin{bmatrix} u'_{cn} \\ x'_{cn} \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} u'_{cn} \\ x'_{cn} \end{bmatrix} + \begin{bmatrix} A_{cn} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \frac{B L}{R m} - \frac{A_{cn}}{A_{out}} \frac{\bar{\rho} c}{m} - \frac{K}{m} \\ 0 \end{bmatrix} \begin{bmatrix} U_{in} \\ \varphi \end{bmatrix},$$

or equivalently

$$
\begin{bmatrix} u'_{cn} \\ x'_{cn} \end{bmatrix} = \frac{A_{cn}}{A_{out}} \begin{bmatrix} \frac{\bar{\rho} c}{m} \varphi - \frac{B L}{R m} U_{in} \end{bmatrix} + \begin{bmatrix} \frac{A_{cn}}{A_{out}} \frac{\bar{\rho} c}{m} - \frac{K}{m} \frac{1}{i \omega} - i \omega \end{bmatrix} \begin{bmatrix} U_{in} \\ \varphi \end{bmatrix}.
$$

Not all variables need to be determined individually. Instead some meaningful groups can be defined as follows:

- The mechanical resonance frequency of the loudspeaker:

$$\omega_1^2 = \frac{K}{m}.$$

- The combined electromechanical quality or Q-factor $Q_{tot}$ of the loudspeaker is a measure for the sharpness of the resonance peak; half the reciprocal value of the damping ratio:

$$Q_{tot} \omega_1 = \frac{(B L)^2}{R m} + \frac{\eta}{m}.$$

- Acoustic absorption or coupling – which is of much smaller importance in audio loudspeaker design\cite{253} due to the large value of $A_{out}$ – is expressed by the value $A_0$:

$$A_0 = A_{cn}^2 \frac{\bar{\rho} c}{m}.$$
Figure B.2: Overview of the relations governing the dynamic behaviour of the loudspeaker.
• The source term is characterised by the combined value $S_0$:

$$S_0 = A_{cn} \frac{B L}{R m}.$$ 

Sound emission and reflection are expected to behave globally as

$$A_{\text{out}} f = \frac{S_0 U_{\text{in}} - A_0 \mathcal{G}}{-i \omega - Q_{\text{tot}} \omega - A_0/A_{\text{out}} - \omega^2/(i \omega) + A_{\text{out}} \mathcal{G}}.$$

## B.2 Current hardware

The specifications of the horn driver unit KU-516 according to the manufacturer are listed in tbl. B.1. Unfortunately these quantities correspond not very well to those required in the previous section.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>160 Hz &lt; $f$ &lt; 6500 Hz</td>
</tr>
<tr>
<td>Music power</td>
<td>75 W</td>
</tr>
<tr>
<td>Power rating</td>
<td>50 W</td>
</tr>
<tr>
<td>Impedance</td>
<td>16 $\Omega$</td>
</tr>
<tr>
<td>SPL at 1kHz</td>
<td>113 dB (1 W/1 m)</td>
</tr>
<tr>
<td>Dimension</td>
<td>$\phi$125 $\times$ 100 mm</td>
</tr>
<tr>
<td>Weight</td>
<td>2.1 kg</td>
</tr>
</tbody>
</table>

**Table B.1:** Specification of the horn driver unit KU-516 according to Monacor International.²³³

Moreover, the quantities from tbl. B.1 are not easily measured directly. Instead, the sound production and reflection could be measured with the two-microphone method as introduced in secs. 4.3 and 5.4.
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Reference spectra for the Limousine combustor

C.1 Set-up

The version of the Limousine combustor used at IfTA has 18 holes on the side for sensor access, as shown in figure fig. C.1. These holes are numbered 0 to 20, and are placed at 50 mm intervals. Due to constructional constraints there are no holes at position 5, on the top of the flame holder and at position 8, which is in the top of the window frame. Hole 0 is too close to the air inlet orifice to attach a pressure sensor. To accommodate holes 6 and 7, one quartz window has been replaced by a steel plate.

The frequency spectra are measured for thermal power

\[ P_{th} \in \{20, 30, 40\} \text{ kW} \]

and equivalence ratio

\[ \Phi \in \{0.83, 0.71, 0.63\} , \]

corresponding to air excess ratio

\[ \Lambda \in \{1.2, 1.4, 1.6\} . \]

C.2 Pressure sensors

Two pressure sensors were used during this measurement. These sensors have a resolution of 0.48 Pa and a resonance frequency > 40 kHz. Before the measurement on the burner, the difference in frequency response between the sensors has been determined in phase and amplitude. The data presented here are compensated for this difference in sensor response.
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C.3 Method

The sensors are located in holes 1 and 6. The data from hole 1 are meant for evaluation of the frequency spectra. The data from hole 6, subject to significant combustion noise, are meant to determine the transfer function of the pressure fluctuations between the two locations. This transfer function can be used by partners who do not have the possibility to measure at the location of the flame.

After the temperature settled to a steady value, measured with a thermocouple above the burner, the signals are recorded and analysed by the Argus system. The signals of the sensors are cut in 0.2 s segments which overlap 50%. After application of a Blackman window, the signal is transferred to the frequency

Figure C.1: Position of the sensor-access holes in the Limousine combustor.
domain using a fast Fourier transform. Auto- and cross-spectral-density are computed and averaged over 200 of these cycles. One such measurement takes 20 s, and delivers a spectrum for $f \in [0, 2000]$ Hz.

Before and after the measurement, the sensors were calibrated against each other. Below 1000 Hz, the difference between the phase and magnitude of the sensor signals was less than 0.02 rad and 1 % respectively. The error around the dominant frequency was a fraction thereof. Therefore, no correction was deemed necessary.

The time given for the temperature to settle was different for the transitions between the various operating conditions. To give an idea: the first operating condition, 20 kW and $\Phi = 0.83 \ (\Lambda = 1.2)$ was running 9 min before the measurement was started. Subsequent measurements needed less time, since the burner was already warmed up.

C.4 Results

The following tables and graphs give details on the operating conditions and the resulting measured oscillations. The spectra show the square root of the auto correlation function of the sensor at hole 1. This is effectively the $L^2$ norm (averaged over time) of the absolute value of the Fourier transformed pressure. The rings indicate the frequency and amplitude of the dominant oscillation as identified by the Argus measurement system. In the cases where there is no steady limit cycle, this can be higher than the value shown in the spectrum (in case the frequency is not constant and therefore the frequency is ‘smeared out’) or lower than the spectrum (in case the amplitude is not constant, and the higher values are more pronounced in the $L^2$ norm).
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Table C.1: Nominal (set) and actual (measured) operating conditions

<table>
<thead>
<tr>
<th>O.P.</th>
<th>( P_{\text{nom}} )</th>
<th>( \Phi_{\text{nom}} )</th>
<th>( \Lambda_{\text{nom}} )</th>
<th>( \dot{n}_{\text{CH}_4} )</th>
<th>( \dot{n}_{\text{air}} )</th>
<th>( P_{\text{act}} )</th>
<th>( \Lambda_{\text{act}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>kmol/s</td>
<td>kmol/s</td>
<td>kW</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.83</td>
<td>1.2</td>
<td>( 2.64 \cdot 10^{-5} )</td>
<td>( 2.98 \cdot 10^{-4} )</td>
<td>21.2</td>
<td>1.185</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.71</td>
<td>1.4</td>
<td>( 2.64 \cdot 10^{-5} )</td>
<td>( 3.57 \cdot 10^{-4} )</td>
<td>21.2</td>
<td>1.421</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.60</td>
<td>1.6</td>
<td>( 2.64 \cdot 10^{-5} )</td>
<td>( 4.06 \cdot 10^{-4} )</td>
<td>21.2</td>
<td>1.616</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.83</td>
<td>1.2</td>
<td>( 3.96 \cdot 10^{-5} )</td>
<td>( 4.70 \cdot 10^{-4} )</td>
<td>31.8</td>
<td>1.245</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.71</td>
<td>1.4</td>
<td>( 3.96 \cdot 10^{-5} )</td>
<td>( 5.40 \cdot 10^{-4} )</td>
<td>31.8</td>
<td>1.431</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.60</td>
<td>1.6</td>
<td>( 3.96 \cdot 10^{-5} )</td>
<td>( 6.06 \cdot 10^{-4} )</td>
<td>31.8</td>
<td>1.608</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.83</td>
<td>1.2</td>
<td>( 5.28 \cdot 10^{-5} )</td>
<td>( 6.24 \cdot 10^{-4} )</td>
<td>42.3</td>
<td>1.241</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.71</td>
<td>1.4</td>
<td>( 5.28 \cdot 10^{-5} )</td>
<td>( 7.01 \cdot 10^{-4} )</td>
<td>42.3</td>
<td>1.395</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>0.60</td>
<td>1.6</td>
<td>( 5.28 \cdot 10^{-5} )</td>
<td>( 8.13 \cdot 10^{-4} )</td>
<td>42.3</td>
<td>1.618</td>
<td></td>
</tr>
</tbody>
</table>
### C.4 Results

#### Table C.2: Characterisation of the dominant oscillation for the measured operating conditions. LC stands for limit cycle.

| O.P. | \( P_{\text{nom}} \) | \( \Phi_{\text{nom}} \) | \( \Lambda_{\text{nom}} \) | \( f_{\text{dom}} \) | \( |p_1| \) | \( |p_6| \) | arg | Coh |
|------|------------------|-----------------|-----------------|------------------|------------------|------------------|------|------|
|      | 20               | 0.83            | 1.2             | LC               | 192              | 1050             | 550  | 0.35 | 1.00 |
|      | 20               | 0.71            | 1.4             | LC               | 177              | 900              | 450  | 0.28 | 1.00 |
|      | 20               | 0.60            | 1.6             | noise            | 167              | 25               | 15   | 0.31 | 0.97 |
|      | 30               | 0.83            | 1.2             | LC               | 222              | 1400             | 580  | 0.68 | 1.00 |
|      | 30               | 0.71            | 1.4             | LC               | 212              | 1300             | 550  | 0.61 | 1.00 |
|      | 30               | 0.60            | 1.6             | noise            | 185              | 22               | 12   | 0.56 | 1.00 |
|      | 40               | 0.83            | 1.2             | LC               | 253              | 1800             | 750  | 1.19 | 1.00 |
|      | 40               | 0.71            | 1.4             | LC               | 241              | 1650             | 720  | 1.01 | 1.00 |
|      | 40               | 0.60            | 1.6             | noise            | 185              | 25               | 15   | 0.65 | 0.92 |
Figure C.2: Measured pressure spectrum for $P_{th} = 20$ kW; top: $\Phi = 0.83$ ($\Lambda = 1.2$), middle: $\Phi = 0.71$ ($\Lambda = 1.4$), bottom: $\Phi = 0.60$ ($\Lambda = 1.6$).
Figure C.3: Measured pressure spectrum for $P_{th} = 30\text{kW}$; top: $\Phi = 0.83 \ (\Lambda = 1.2)$, middle: $\Phi = 0.71 \ (\Lambda = 1.4)$, bottom: $\Phi = 0.60 \ (\Lambda = 1.6)$. 
Figure C.4: Measured pressure spectrum for $P_{th} = 40$ kW; top: $\Phi = 0.83$ ($\Lambda = 1.2$), middle: $\Phi = 0.71$ ($\Lambda = 1.4$), bottom: $\Phi = 0.60$ ($\Lambda = 1.6$).