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Radiation therapy is, together with surgery and chemotherapy, one of the most effective methods to treat cancer diseases. This approach uses ionizing radiation to treat tumor cells. Therefore, dose calculations are performed on the measured tissue data based on computer tomography (CT). In general, the treatment simulation of irradiation is performed on static geometries, but organ motions during irradiation complicate the dose calculation. Previous studies have shown that respiration induced motion is not negligible for stereotactic body radiation therapy (SBRT). The intra-fractional deformation of the organs, such as lung and abdomen, influences the delivered dose distribution on the underlying patient geometry. This leads to motion uncertainties for the dose planning process. As static methods may be insufficient, an adequate four-dimensional (4D) dose calculation approach is necessary to consider the temporal motion uncertainties. The general concept for 4D treatment planning provides a framework that is divided in several planning steps. The most important points of the approach are the deformable image registration (DIR) and the 4D dose accumulation. The aim of this thesis is to investigate on the new 4D dose planning approaches. To develop a new optimized process, DIR and 4D dose accumulation are investigated separately. With the aid of their results, a full 4D dose planning approach is developed. To prove its clinical benefit, the thesis compares the new model with established static approaches.

Respiratory correlated 4D computer tomography (4DCT) is used to record the deforming thorax geometry during respiration. The acquired data serves to define the respiratory motion, which is calculated by DIR. The thesis compares the state of the art DIR algorithms. Moreover, a new hybrid approach for DIR is introduced. Anatomical landmarks defined by medical experts are used to verify the accuracy of the mentioned algorithms. This work revealed accurate results for general DIR algorithms proven by global landmark tests. However, uncertainties for small volumes located at the surface of the lung were identified. Despite the high precision for the full 4D geometry, the new hybrid approach significantly improves the lack of accuracy at lung border areas. The clinical improvement of the hybrid approach is also confirmed by spatially optimized 4D dose distributions. Furthermore, 4D dose accumulation is investigated. A number of well known dose transformation algorithms are compared and the new divergent dose mapping model (dDMM) is introduced. For validation, an evaluation study that introduces a new error metric, which quantifies the modification of the dose mass histogram (DMH) during dose transformation, is presented. The highest accuracy was achieved for the new dDMM. The impact of an inaccurate dose transformation model is also proven by clinical investigations of 4D dose distributions. The findings of the DIR analysis and the 4D dose accumulation evaluation are used to provide a clinical solution, which is developed to compare static planning methods with 4D dose planning approaches. For this purpose, three different modalities such as tumor tracking, the concept of the internal target volume (ITV) and tumor gating are investigated. All evaluations have shown that the measured deviations are clinically not negligible.

In conclusion, this thesis presents new algorithms and techniques to optimize the entire 4D dose planning concept, where the new accurate DIR algorithm (hybrid approach) and the new precise dose transformation method (dDMM) are particularly progressive. Their advantages are proven. The new comprehensive 4D dose planning approach achieves a significant contribution as compared to established static solutions. This confirms the compelling need of a sufficient 4D dose planning model for lung SBRT.
Zusammenfassung


Zusammenfassend stellt die Arbeit neue Algorithmen und Verfahren zur Optimierung der 4D Dosisplanung vor. Wegbereitend sind vor allem das neue Modell zur elastischen Bildregistrierung (hybrider Algorithmus) und das neue akkurate Verfahren der Dosistransformation (dDMM). Ein klinisch signifikanter Mehrwert der neuen 4D Planungsmethode wurde anhand von Vergleichsstudien mit etablierten statischen Verfahren nachgewiesen. Damit beweist die Arbeit, dass ein adäquates 4D Planungsmodell für Lungenbestrahlungen zwingend notwendig ist.
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1 Introduction

1.1 Context

1.1.1 Radiation therapy

Cancer is the consequence of an aging society. Due to the medical progress and the accompanied increase of the life expectancy, every second resident has to expect to be affected by cancer in the course of his life. In a few years, cancer is assumed to be the leading cause of death in Germany [126]. In 2012, about 490000 new cases of cancers were diagnosed [44]. This is an incidence rate of 400 cases per 100000 inhabitants. Behind cardiovascular disease, cancer achieves the second highest mortality rate with more than 200 per 100000 residents in Germany. Thus, the disease is related to all of us. At present, it is possible to cure 45%-50% of all cancer patients. This can only be achieved with the aid of established therapies, which are continuously improved and developed. For oncology, the medical field of tumor disease, radiation therapy is, together with surgery and chemotherapy, one of the most effective methods to treat cancer diseases [126]. Consequently, about 50%-60% of all cancer patients receive one or more radiation therapies in the course of their treatment. In clinical practice, radiotherapy has become an adequate treatment for many tumor types. Such a variety of treatment options was only possible by the basic research and the steady improvement of the knowledge in physics regarding radiation therapy distributed throughout the last century.

The goal of radiation therapy is to destroy malignant tumor cells by radiation based energy deposition, while preserving healthy tissue in spatial relation to the irradiated area. Generally, this is achieved by the clinical use of different radiation types. The most common method is the use of x-rays or gamma rays known as photons. However, also neutrons, protons or heavy ion beams are suitable for clinical treatment [175]. The proportion of patients, not treated with photons, is certainly very small due to high technical effort and the enormous costs of the particle therapy. Currently, there are over 200 radiotherapy institutes in Germany, but not only a few treat patients with protons or heavy ions. Hence, this thesis presents concepts especially for the radiation therapy with photons, although major parts are equally valid for particle therapy.

To achieve the best clinical outcome after irradiation, the patient has to pass several preparation stages. For an accurate radiation application, it is necessary to simulate the irradiation before treatment (dose planning). For this purpose, the patient geometry is measured by a static computer tomograph (CT). The extracted tissue data serves for dose calculation, which is getting optimized during the dose planning progress. However, it is not guaranteed in every case that the statically measured CT for dose planning is consistent with the patient geometry during dose application. Various factors could cause significant tissue variations which falsify existing dose calculations. Such deforming tissue geometries need an adaptive dose calculation concept to incorporate motion and deformation uncertainties into the planning process.
1.1.2 Four dimensional treatment planning

The topic of this thesis is the consideration of temporal tissue changes for 4D dose calculations. As described, some indications require an adaptive dose planning approach. Those methods implement a four dimensional treatment planning concept. First research results regarding 4D planning were achieved in the early nineties [65]. Due to the computational progress at this time, the practicality of static dose algorithms was improved [48]. This led to more accurate dose calculations, e.g. Monte Carlo [23]. The technical progress enabled also more complex dose calculation strategies, such as 4D dose calculations on deforming geometries [120].

In general, 4D dose planning has to distinguish between inter-fractional motion and intra-fractional motion [38]. Inter-fractional motion describes geometrical variations between different dose applications. These are long term variations which describe tissue movements over several days or weeks. The inter-treatment movement of the rectal wall during the course of a prostate treatment is a typical example. Such organ deformations are caused by patient positioning uncertainties or physiological processes like tumor shrinking. However, the patient geometry is assumed to be static during a fractional dose application [104]. In contrast, intra-fractional motion describes physiological tissue deformations that occur directly during dose delivery. Such short term variations describe tissue movements of a few seconds. Exemplary for this is the intra-fractional respiration which causes characteristic thorax or abdomen deformations of several centimeters during irradiation [30].

4D dose calculations have advanced requirements on medical imaging. To consider motion, the dose calculation needs temporal access to deforming tissue data. Inter-fraction motion is easy to record with fractional repeated static CTs or newer Cone Beam CTs [66]. However, the short term description of intra-fraction motion complicates the imaging process. Because of this, clinical research for inter-fraction has been reported earlier than comparative results based on intra-fraction motion. 4D dose calculations closely depend on 4D imaging. A milestone for intra-fraction 4D dose calculation was the invention of the respiratory correlated 4DCT [33]. This modality enabled at first a sufficient description of respiratory motion for 4D dose calculation. The present thesis exclusively deals with concepts for intra-fraction movements and 4D dose calculations that are based on breathing induced deformations of the thorax or the abdomen.

1.1.3 Stereotactic body radiation therapy (SBRT) for lung cancer

Lung cancer continues to be the leading cause of cancer death [38]. In 2008, lung cancer was the third most common cancer disease in Germany [44]. About 30000 men and 13000 women died in consequence of the disease. The five year survival probability is very low with 15 % for men and 19 % for woman. These are important reasons to improve the methods to heal the disease. Stereotactic body radiation therapy (SBRT) for lung cancer describes highly accurate radiation therapy with small numbers of radiation sessions accompanied with large single doses. Due to the complexity of this dose delivery approach, the method additionally requires a very precise 4D dose planning and motion detection.

Research results for lung cancer radiation therapy during the last decade revealed sufficient methods to describe the magnitude of breathing induced tumor motion [20][51][52][62]. As mentioned before, the most important modality for imaging is the 4DCT. Its accurate motion detection led to different dose planning methods. Static dose calculations are still state of the art. Indeed, such implementations are based on the respiratory correlated 4DCT, but motion uncertainties are only considered by advanced target definition concepts. The general methods for authentic 4D dose calculations are widely accepted in research, but still rarely used on clinical practice. 4D planning for SBRT contains a general work flow [51][53][62][119][95]. Fig. 1.1 illustrates the established step sequence. The difficulty of the 4D dose calculation concept can be splitted into single problems: the deformable image registration (Fig. 1.1b); the 4D dose transformation and accumulation
1.2 Content

1.2.1 Motivation for developing an accurate 4D dose planning model

Due to the continuous development and improvement of dose application systems for lung SBRT, static dose calculations do not longer fulfill the requirements of an accurate planning approach. For example, dynamic tumor tracking systems are available, e.g. the VERO™ SBRT distributed by the Brainlab AG [60, 43], the Cyberknife™ (Accuracy Inc.) [16] or individual dynamic MLC-based tracking machines [51]. In contrast to the static approach, which considers a static dose delivery for the full breathing cycle, the new methods apply temporally modified dose distributions. It is not possible to simulate these temporal dose variations with static methods. Several studies investigated the difference of static approaches compared to 4D dose calculations. For example, Admiraal et al. [2] and Chan et al. [17] revealed significant differences for the tumor control probability (over 5 %), for volumes irradiated with the prescribed dose (more than 5 %) or for high dose values \( D_{99} \) (more than 10 %). The analysis have shown that such deviations are not negligible for clinical treatments [95]. Additionally, experimental studies haven proven characteristic differences between static and 4D dose planning approaches. For example, Ahnen et al. [33] investigated the general 4D dose planning work flow with the aid of film measurements and an artificial phantom that simulates respiration induced tumor motion and mass density variations. The conclusion was a provable impact of motion and deformation, which is not negligible for dose calculations. Only the use of 4D dose calculation concepts enabled a sufficient agreement of simulated and measured dose data. The results of all mentioned studies are motivation enough to develop an accurate 4D dose planning model that is feasible for future clinical practice.

1.2.2 Outline

The previous sections explained the need of an accurate 4D dose planning approach. As mentioned in Fig. 1.1d, the basic work flow is well known and widely used for research purposes. However, the step sequence concept has to be calculated carefully. Due to the continuous processing of precalculated data in a series of complex algorithms, the method is getting error-prone. For example, systematic errors generated by deformable image registration have an influence on all subsequent steps, e.g. dose transformation, and thus affect the final 4D dose distribution. Particularly important are the deformable image registration and the dose transformation.
A large number of algorithms were proposed for both topics with varying benefits and drawbacks. Because of this, the present thesis deals especially with the mentioned sub-steps. Known algorithms are compared with new implementations. The aim is to find accurate algorithms either for deformable image registration or for dose transformations. Furthermore, this thesis investigates the global interaction of all sub-steps of the 4D dose planning process with regard to their clinical influence. The goal is the definition of a specific process that is able to generate precise results for clinical practice. For this purposes, the investigations in the present thesis are separated into single chapters:

Chapter 2 (Elastic image fusion for respiration induced deforming patient models) deals with the first large topic of this thesis, the deformable image registration for respiratory correlated 4DCT. It is necessary to determine the motion inside the measured data. For this purpose, basic knowledge of 4DCT data acquisitions is introduced. Furthermore, the chapter explains state of the art algorithms and compares their properties. It is distinguished between information driven patterns and physical elasticity models. In addition, a new hybrid deformation algorithm for lung data is introduced. The registration quality of the different approaches is quantified by specific landmark tests that validate motion detection with the aid anatomical coordinates defined by medical experts.

Chapter 3 (4D dose calculation based on accumulation of time dependent dose distributions) discusses dose transformations for 4D dose calculations in context of lung SBRT. Therefore, the main concept, numerical requirements and problems that occur during dose transformation are illustrated. This is also explained and investigated with biological models. The chapter describes a number of dose transformation algorithms that are suitable for 4D dose accumulation. Furthermore, the new divergent dose mapping model is introduced. The study compares the accuracy of the mentioned algorithms with the aid of a new error metric, which is based on the conservation of the dose mass histogram.

Chapter 4 (Evaluation of the 4D treatment planning concepts) explains the clinical influence of the findings mentioned in chapter 2 and 3. To apply the whole concept, a new 4D iPlan™ RT prototype is developed and a series of comparative studies are introduced. Clinical influences are measured with the aid of the dose volume histogram for targets and organs at risk. Furthermore, gamma tests and dose line profiles analyze spatial differences. With the aid of different treatment modalities and motion management systems, the chapter compares the proposed 4D dose planning approach with conventional static methods. Finally, opportunities for future developments are shown.

Chapter 5 (Summary and Outlook) summarizes and discusses the whole thesis and offers an outlook.
Elastic image fusion for respiration induced deforming patient models

Stereotactic body radiation therapy (SBRT) requires an accurate planning procedure. First of all, this includes a precise patient data acquisition, because the data is the base of all succeeding steps, such as dose calculation or plan optimization. If the data is imprecise, the propagation of this error leads to inaccuracy in all separate steps of the dose planning process. Thereby, the last consequence is a discrepancy of the planned and the treated dose. 4D approaches, i.e. respiration induced motion of the lung and abdomen during SBRT, have considerably more requirements on the accuracy of the acquired patient data. Whereas standardized 3D processes have a high demand on the spatial resolution, 4D methods generate additional demands on the time component. Hence, patient data that serve as a 4D planning tissue model have to be measured in high temporal and spatial resolution. Basic data acquisition work flows in the field of 4D radiotherapy are well established by Rosu et al., Keall et al., Janssens et al. and Soehn et al.

3D methods use in most cases static computer tomography (CT) scans with respect to the location of the patient indication. For 4D approaches, methods that consider breathing induced motion during radiation treatment, four dimensional computer tomography (4DCT) scans are being established. A 4DCT process produces a complete series of static image sets, covering the entire respiration cycle. Hence, every static geometry is assigned to a single breathing phase. Dose calculations are performed on a specific time due to the assignment of the underlying geometry. A series of dose calculations has to be generated to take the motion of the full breathing cycle into account. For clinical analysis and radio-biological assessment of a 4D plan, the summarized dose calculations for certain organs at risk (OAR) or the planning target volume (PTV) are inevitable. However, the CT data sets represent several detached and independent coordinate systems. The main task of image fusion is the spatial correlation of all series to enable global coordinate transformations. Thus, it is necessary to know the biological structures and their movement during the breathing cycle. This chapter describes the methods to generate a deformation field that spatially connects every single data set especially in the field of breathing induced motion. During the past years several methods that are based on totally different approaches (see section 2.2.1 and 2.2.2) have emerged. This work introduces a new hybrid model (see section 2.2.3) by combination of established methods. The chapter explains the full elastic fusion procedure, starting from the basic data acquisition to the fundamental elastic fusion models up to the new hybrid approach. The investigation is completed by an landmark evaluation study for verification.

2.1 Data acquisition with 4DCT

2.1.1 Physical principles

Static CT image data are the basis in almost all common 3D dose calculations. The image data provides a tissue model that enables the realistic description of matter and tissue with a high spatial resolution. The desired
object is irradiated with X-rays from different angles Φ. The reconstruction of the stacked images is realized with the aid of the measured attenuation projections \( p_{\Phi}^{CT} \). The X-ray tubes generate a polychromatic radiation spectrum. Hence, the intensity \( I \), which is measured on the detector side, is describable with a summarized integral of all attenuated initial intensities \( I_0(E) \) taking the full energy spectrum into account (0 \( \rightarrow E_{max} \)). The application of Lambert Beer’s attenuation law enables a ray investigation regarding the traced way \( l \) starting from the X-ray tube and ending inside the detector. The measured intensity is defined by \(^{75}\):

\[
I = \int_0^{E_{max}} I(E) dE = I_0 \cdot \int_0^{E_{max}} S(E) e^{-\int_0^{\hat{E}} \mu(E, \hat{x}) d\hat{E}} dE
\]  

(2.1)

\( \mu \) being the total mass attenuation coefficient. \( S(E) e^{-\int_0^{\hat{E}} \mu(E, \hat{x}) d\hat{E}} \) describes the modification of the energy spectrum for higher depths. However, the strong energy dependency disables the determination of the spatial distribution of \( \mu \) along the trace \( l \). Therefore, an average energy \( \bar{\hat{E}} \) is assumed\(^{75}\). This simplification reduces the energy dependent set of values \( \int_0^{E_{max}} S(E) dE \) to a single term 1. Specifically, the relation of an angle related attenuation profile \( p_{\Phi}^{CT} \) and the distribution of the attenuation coefficients \( \mu(\bar{\hat{E}}, x) \) can be described in the following way:

\[
p_{\Phi}^{CT} = -\ln \left( \frac{I}{I_0} \right) = \int_0^{\hat{E}} \mu(\bar{\hat{E}}, \hat{x}) d\hat{x}
\]

(2.2)

The projection of a set of angles \( \Phi \) enables the reconstruction of \( \mu(x, y) \) as a planar object. From several radiation directions, intensity profiles were measured along the orthogonal path direction \( \eta \), distributing along the trace coordinate \( \xi \) to cover the full object. The introduction of new coordinates is necessary to describe measurement process. \( x, y \) illustrate the distribution of \( \mu \) inside the object as fixed global coordinates, the projection angle \( \Phi \) and its associated coordinates \( \eta \) and \( \xi \) explain the position in relation to the measurement space. The coordinate relations are illustrated in Fig. 2.1. The coordinate transformation is be defined as \(^{36}\):

\[
x = \xi \cdot \cos(\Phi) - \eta \cdot \sin(\Phi)
\]

\[
y = \xi \cdot \sin(\Phi) + \eta \cdot \cos(\Phi)
\]

(2.3)

Equation (2.3) enables the exact definition of \( \eta \) in relation to the defined coordinate \( x, y \) and the projection angle \( \Phi \). \( \xi \) is negligible due to the definition of the projection angle. Hence, \( \eta \) depends on \( \Phi, x, \eta \):

\[
\eta(\Phi, x, y) = \frac{y - x \cdot \tan(\Phi)}{\tan(\Phi) \cdot \sin(\Phi) + \cos(\Phi)}
\]

(2.4)

In summary, it is possible to describe \( \mu(x, y) \) with the aid of a suitable number of projections. A single measurement is defined by its properties \( \Phi \) and \( \eta \):

\[
p^{CT}(\Phi, \eta) = -\ln \left( \frac{I(\Phi, \eta)}{I_0(\Phi, \eta)} \right) = \int \mu(\bar{\hat{E}}, x, y) dl
\]

(2.5)

The goal of a CT is the reconstruction of \( \mu(x, y) \) based on the measurements \( p^{CT}(\Phi, \eta) \). Analytically, it can be written as the Radon-Transformation \( \mathcal{R} \) \(^{36}\). This is the assignment of a two dimensional function (here:

\(^{75}\)The simplification leads to X-ray hardening artifacts. On its way through the desired object the ray changes its energy due to interaction with matter. The new energy and the average assumption varies in relation to the traced mass. \( \bar{\hat{E}} \) constantly increases on the way \( l \). Energy fractions with lower values receive more attenuation than higher energies. Hence, the spectrum is displaced to larger values\(^{75}\).
\( \mu(x, y) \) with all one dimensional projections \( p^{CT}(\Phi, \eta) \). The transformation is defined by:

\[
p^{CT}(\Phi, \eta) = R[\mu(x, y)]
\]

(2.6)

For the description of \( \mu(x, y) \) the inverse Radon-Transformation \( R^{-1} \) is necessary. An approach for an elementary solution is the trivial back-projection \( B \):

\[
\mu_B(x, y) = B[p^{CT}(\Phi, \eta)] = B\mathcal{R}[\mu(x, y)] = \int_{0}^{\pi} p^{CT}(\Phi, \eta(\Phi, x, y)) d\Phi
\]

(2.7)

The result of the back-projection in \((x, y)\) is the integral of all projections \( p^{CT} \) that trace through the coordinate \((x, y)\). For symmetry reasons, it is sufficient to collect all projections from \(0^\circ\) to \(180^\circ\). The back-projection results not in the exact definition of \( \mu \), because the method considers coordinates that are located on the projection line, even if they are far away from \((x, y)\). Such values falsify the value of \( \mu(x, y) \). Moreover, the investigation of the operator product \( B\mathcal{R} \) leads to a convolution of the original function \( \mu(x, y) \) with the kernel \( h(x, y) = |(x, y)|^{-1} \):

\[
B\mathcal{R}[\mu(x, y)] = (\mu * h)(x, y)
\]

(2.8)

\( h(x, y) \) being the point spread function (PSF). The back-projection of a single Dirac signal \( \delta(x, y) \) leads to \( h(x, y) \). It describes the important decrease of \( 1/|r| \) sloping outwards. Hence, the goal of the definition of \( \mu \) should be to eliminate the PSF in \( B \). This could be realized with a filter function, before the back-projection is performed. It is the convolution of the signal \( p^{CT}(\Phi, \eta) \) with the inverse kernel \( h^{-1} \). The method is known as filtered back-projection. It realizes the inverse Radon-transformation in the following way:

\[
\mu(x, y) = B[(p^{CT} * h^{-1})(x, y)]
\]

(2.9)

The approach assumes parallel beam geometries. The corresponding adjustments are necessary for common fan beam geometries (see Fig. 2.3a) or other variances. The choice of the filter kernel \( h^{-1} \) is also important for numerical reasons. However, there exist, additionally, several iterative methods \([35, 85, 75]\) that solve equation (2.6) considering the numerical effects and incomplete, discrete measurement structures.

\footnote{Detailed investigations regarding tomographic techniques and image reconstruction can be found in \([85]\).}

\footnote{Parts of the figure are taken from the scripts regarding in the lecture about "Tomographic techniques" based on Hietschold et al. \([35]\). The illustration is inspired by \([85]\).}
Figure 2.2: Hounsfield range for matter inside the human body: (a) The full HU range for human tissue is emphasized at the top from: \( HU = -1000 \) up to \( HU = 2000 \). Assigned are three groups of typical tissue types that cover the full range. (b) An enlarged detailed range visualizes a specific extract (window) from: \( HU = -100 \) up to \( HU = 100 \). Specific body compounds are marked in this small area. (c) An example cranial CT image is illustrated in two different states: soft tissue window (left), bone window (right).

The X-ray computer tomography illustrates the reconstructed attenuation \( \mu_{CT} = \mu(\bar{E}, x, y) \) coefficients with the aid of a scaled relative format, so called Hounsfield-Units (HU). The HU values are defined according to the attenuation in water \( \mu_{CT}(H_2O) \). The conversion of the measured CT data \( \mu_{CT} \) into unit-less CT values is described by:

\[
HU = \frac{\mu_{CT} - \mu_{CT}(H_2O)}{\mu_{CT}(H_2O)} \cdot 1000
\]

The HU value describes the deviation of the specific tissue and water in thousandth. Water is defined with zero HU. Theoretically the HU scale is infinity, but the clinical practice established a suitable range of \(-1000 \leq HU \leq 2000\). For illustration in radiological diagnostics, HU values are defined with grey scales. The data is illustrated using a windowing mode, where a specific range of HU values defines the full range of grey scales. Every pixel outside the defined HU-range is either black (lower value) or white (larger value). The full distribution of HU values is illustrated in Fig. 2.2. The assigned ranges of tissue types regarding specific values are emphasized. In Fig. 2.2 a special cranial image is visualized with the aid of two different windows, a bone window (right) and a soft tissue mode (left).

Common CT scanning devices acquire a stack of data images to cover the full patient geometry. In this case, every single layer of the patient geometry is irradiated. The X-ray tube rotates around the object and the opposing detector field acquires the X-ray intensity attenuation from a fan-beam signal (fan beam CT see Fig. 2.3a). The rotating unit is called gantry, which consists of the tube and the detector. To speed up the procedure, modern devices irradiate simultaneously several axial patient slices, so called multislice CT, i.e. the X-ray tube generates a fan-beam that covers a three dimensional area for detection of a two-dimensional attenuation profile (Fig. 2.3b). During the measurement the tube helically rotates around the patient by using a moving table to shift the patient. The mentioned coordinate system \((x, y)\) for planar images, \(z\) in axial direction) is established in almost all measurement setups. The definition of the scanning region and the time it takes to scan this region determines the moving table speed of a common static measurement. For example, a whole body CT scanning time should be shorter than 15 seconds to avoid breathing related motion artifacts. In order to achieve this, the table speed for a 525 mm region is set to 35 mm per second. Modern devices generate image data with 1 mm pixel sizes \((x, y)\) and of \(1 – 2\) mm slice distances \((z)\). The resolution depends
Section 2.1 | Data acquisition with 4DCT

Figure 2.3: Principle construction of a common CT device: (a) Principles of a fan-beam CT in planar view, (b) Principles of a spiral CT: Tube and detector field helically rotate around the patient to cover the full range in axial direction. The figure is inspired by [16], [75].

on the beam collimation[14] and the number of detectors inside the multislice detector field[17]

2.1.2 Temporal requirements on dynamic imaging

Several conditions exist for CT measurements that periodically reconstruct deforming patient geometries [72], [19]. The data acquisition with a 4DCT has to fulfill these requirements to realize a sufficient reconstruction and to be clinically applicable. First of all, the scanning time \( T_d \) for a single slice should obviously be smaller than the time \( T_b \) for a full period of the physiological cycle. As mentioned in [2.7], one slice can be reconstructed by a half gantry rotation. The typical time for a breathing cycle is: \( 3s \leq T_b \leq 5s \). Hence, a gantry rotation time \( T_g \) of about 0.5 s is already sufficient for 4DCT data acquisition of breathing induced motion. This is equivalent to a temporal resolution of 0.25 s or the acquisition of four slices per second [75].

For imaging of breathing induced motion further requirements are necessary: Despite the large axial coverage (\( \geq 150 \text{ mm} \) for lung measurements), the contrast resolution and the spatial resolution (\( \geq 9 \text{ line pairs per cm} \)) should be as good as the standard properties of current medical CT scanners [77]. Hence, no reduction of \( T_d \) is possible compared to static approaches. At least, all devices need real-time capabilities, i.e. fast image processing and controlling methods are necessary to control and process the data directly. All the mentioned conditions are required to be clinically applicable for the 4D approach. Another temporal condition for modern CT devices (helical multislice CT), which is the pitch factor, is the limit of the maximum periodic duration time \( T_b \) of the physiological cycle. The international standard formula (by IEC) is [15]:

\[
P = \frac{TF[mm]}{N \cdot SC[mm]} \quad (2.11)
\]

The pitch \( P \) is the fraction of the table feed \( TF \) (the table movement in mm per 360° gantry rotation \( T_g \)) and the collimation of the multislice CT, where \( N \) identifies the value of the detector rows and \( SC \) describes the slice collimation in mm. For \( P = 1 \) the CT unit scans exactly the length of one beam collimation during one gantry rotation. The pitch is essential for the speed of the axial image processing time. It leads to the following formula that identify the maximum period duration time \( T_b \) [75]:

\[
T_b \leq \frac{N - 1}{N} \cdot \frac{T_g}{P} \quad (2.12)
\]

In CT measurements collimation is responsible for the photon quality of the detected beam. A high collimation leads to very sharp images, but reduces the value of detected photons and increases the radiation for the patient [15].

A detailed analysis regarding technical details of modern CT units can be found in [15], [27].
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Figure 2.4: Image reconstruction with a respiratory correlated 4DCT: During a slow table movement (see temporal requirements in section 2.1.2) the CT detector helically rotates around the breathing patient geometry. The procedure, successively generates image data that belong to different breathing phases (e.g. a, b, c). The data is acquired unsorted. With the aid of the external breathing signal the data is assigned to a special phase. The list of static CT image series results in a 4DCT set.

\[ \frac{N-1}{N} \] being a correction factor for multislice CT devices. It is required that \( N \) (simultaneously scanned) slices have to overlap at least in one slice with the next portion of \( N \) slices. \( \frac{T_g}{T_p} \) describes the temporal coverage of any desired detection point [75]. For example, a \( N = 16 \) multislice scanner with a gantry rotation time of \( T_g = 0.5s \) needs a pitch value of \( P = 0.1 \) to measure the breathing period cycles with a maximum of \( T_b = 5s \). Otherwise, systematic artifacts could not be avoided. In contrast to static approaches, such a pitch value is very low. This increases the full scanning time and the radiation exposure of the patient. Modern 4D approaches allow pitches up to 0.5 [49].

2.1.3 4D image reconstruction

The reconstruction of respiratory correlated 4DCT is well described by: [67], [68], [23]. The most important approach is the dynamic volumetric imaging method with an external breathing signal (respiratory correlation) [49]. One has to distinguish between cine mode and helical rotation. The cine mode is a stepwise table movement. For every step, the data acquisition of the full breathing cycle and a respective axial region is measured [42]. However, modern devices use a helical rotation with a continuous table movement. To achieve image data without artifacts temporal requirements and technical prerequisites are illustrated in section 2.1.2. The basic idea of image reconstruction is the oversampling of images at every couch position along the desired patient axis. Every measured image is assigned to a specific moment inside the respiratory cycle by the correlation to an external breathing signal (respiration correlation). The unsorted stack of image data is retrospectively sorted with the aid of the corresponding breathing signal. The result is a set of many static CT data sets, each for its corresponding breathing phase. Together, they constitute the full 4DCT that cover the entire breathing cycle. The full procedure is illustrated in Fig. 2.4. The external breathing signal can be obtained using either a patient positioning system, an abdominal belt or the variation distance of the patient’s anterior surface inside the CT image. The retrospective image sorting can be done inside the sinogram space or inside

---

*The sinogram is the mathematical space that results after processing of all single projections \( \rho^{CT} \) without any reconstruction.*
Figure 2.5: Typical artifact due to irregular breathing: (a) Static regular image set at 0% of the breathing cycle, (b) Faulty image reconstruction in the middle of the axial area. The irregular breathing at 30% of the patient’s breathing cycle restricts a congruent assembling and the right retrospective sorting.

The reconstructed image space. The quality of the image data is essential for dose calculations, but 4DCT imaging is more susceptible to artifacts than static CT methods due to the complexity of the approach. Most of the artifacts belong to irregular breathing and are therefore systematic, which unfortunately can not be excluded. Keall et al. [50] investigated the empiric distribution of different 4D artifact types. The survey revealed the following:

1. 85%: Irregular breathing
2. 8%: Inadequate respiratory monitors
3. 3%: Sorting in image space instead of the sinogram space
4. 3%: Use of phase number instead of displacement amplitude for reconstruction
5. 2%: Gantry rotation is too slow

The survey also revealed that many medical physicists recommend to do a patient breathing training to minimize the probability of typical 4D artifacts. The conclusion of the artifact investigation is that model related artifacts occur less than random irregular breathing related errors. Fig. 2.5 illustrates a typical example for an irregular breathing induced artifact.

2.2 Deformable image registration

In principle, the dynamic detection of respiration induced motion is possible using respiratory correlated 4DCT. The result is a set of static image spaces that cover the full breathing cycle. There is no information about spatial dependencies and physiological movement of inherent structures. Deformable image registration (DIR) is an automated method to describe tissue movement. The goal of DIR is the generation of spatial relationships. The algorithm aims to create transformation matrices that describe the position of any physiological coordinate inside the full breathing cycle. Hence, the movement of any organ or corresponding structures is described through coordinate transformations between single CT geometry spaces. Finally, the full registration of all 4DCT-sets enables a summarized biological assessment of the simulated dose calculation. DIR is necessary to successive stage of the 4D dose planning process. Every error propagates through the full 4D treatment planning procedure without elimination. Hence, the selection of an accurate model is essential for a precise 4D planning approach.

Different models regarding DIR were proposed in the field of adaptive radiotherapy, especially for lung SBRT. However, one approach is the base of all. The adequate generation of deformation fields that defines the transformation between two static image spaces with the aid of a grid based motion vector field $v_{ij}(\tilde{x}_j)$. The vector field describes the movement of any point $\tilde{x}_j$ in the source image space $J$ that transforms to the target image space $I[7]$. The standard approach is the definition of one static space $I$ as a reference set (e.g. the inhale phase of the breathing cycle). All other sets are linked to the reference space. Hence, the movement of all

\[ Members of a certain space $J$, $I$ are marked in the subscript with the related small letter $i$, $j$. \]
phases $J$ is described by their connection to $I$ (see Fig. 2.6). For a respiratory correlated 4DCT, which contains $n$ (usually $n=8\ldots10$) static breathing phases, the calculation results in $n-1$ vector fields:

$$x_i = v_{ij}(x_j); \quad x \in \mathbb{R}^3; \quad i = 1; \quad j = \{2\ldots n\}$$

(2.13)

There are several algorithms and methods [87] that are able to generate suitable vector fields. DIR has been studied for many years. Brain surgery and neurosciences generated a large number of techniques. In 1981, the first approach was introduced by Sederberg et al. [87] based on cubic polynomial B-splines defined by grid based nodes. The concept deforms objects by the distortion of nodes in the geometrical space. This pioneer invention of DIR was improved in 1987 by Terzopoulos et al. [98]. The introduced model combined physical properties directly in the graphical object to simulate the deformation. Based on this, a lot of different applications for medical image processing were derived: [111] [112] [100] [64] [121]. Any new application of DIR can be attributed to one of the two basic inventions of Sederberg or Terzopoulos. Hence, the classification of two basic groups for DIR algorithms in the field of respiration detection is useful. The first approach, information driven patterns (IDP) are intensity related techniques, i.e. analytical and numerical methods try to verify the movement at least with the aid of the HU signals inside the image data. The other group, physical elasticity models (PEM), simulates the deformation of single objects and structures with the knowledge about the elasticity of matter based physical definitions. Both groups are explained in the following two sections.

### 2.2.1 Information driven patterns (IDP)

This sections gives an overview of one possible IDP procedure based on Rueckert et al. [81]. The method is known as Free-Form-Deformation (FFD). FFD is purely algorithmic without any physical foundation. The approach converts the object’s grey values and calculate similarity estimators. Within an optimization process the method is intended to adapt the parameters of the vector field for the best similarity outcome [73]. The main features of IDP are: global registration, transformation, optimization and similarity measures. The sections ends with a discussion about registration of 4DCT breathing geometries. To cover all types of mo-
tion, IDP begins with a split of transformation into a global and a local fraction. This first step enables the distinction of affine or nonrigid movements, as they are used for breathing motion. For this purpose, \( v_{ij} \) can be written as [81]:

\[
v_{ij}(x_j) = v_{ij}^{\text{global}}(x_j) + v_{ij}^{\text{local}}(x_j)
\] (2.14)

**Global transformation**

The global model describes the overall movement of any static CT set. It is more or less a connection of affine structures like bones or different static shapes of the back. However, the global motion is necessary to initiate the IDP method and to get primary parameters. The trivial approach considers six degrees of freedom for rotation and translation. Additionally, another six degrees of freedom are necessary to depict shearing and scaling, proposed by Rueckert et al. [81]. In 3D, any rigid transformation can be written as:

\[
v_{ij}(x_j, y_j, z_j)^{\text{global}} = \begin{pmatrix} \theta_{11} & \theta_{12} & \theta_{13} \\ \theta_{21} & \theta_{22} & \theta_{23} \\ \theta_{31} & \theta_{32} & \theta_{33} \end{pmatrix} \cdot \begin{pmatrix} x_j \\ y_j \\ z_j \end{pmatrix} + \begin{pmatrix} \theta_{41} \\ \theta_{42} \\ \theta_{43} \end{pmatrix}
\] (2.15)

Regarding their different space directions, \( \vec{x}_j \) is split into its single coordinate members \( x_j, y_j, z_j \). Rigid transformations are expressed with \( \theta_{11} - \theta_{43} \), being the twelve degrees of freedom. This model serves only for the affine registration of all CT spaces. The exact non-rigid description of the movement needs an additional local component.

**Local transformation**

The affine transformation supposes only the registration of rigid structures inside the CT spaces. Local deformations, such as spatial expansion and compression of lung tissue, need additional components. The deformation of the lung varies significantly across different patients. The deformation can be expressed by \( v_{ij} \), a vector field that contains a number of control points with spatially attached displacements vectors. The deformation field is defined by a linear combination of class or basis functions [47]. Different basic functions were proposed. The most important function is the B-Spline. B-Splines are efficient due to their local behavior. During optimization, the associated parameter adjustments affect the deformation field. However, the modification of spatially limited neighborhoods enables the recalulation of even relevant areas instead of a global remodeling. This is an important advantage and is efficient for any optimization method.

The basic idea of B-Splines on local motion is the deformation of an object by distortion of the underlying mesh. The mesh is a grid structure represented by uniform spaced control points \( \Phi \). \( \Phi \) contains a mesh of \( n_x \times n_y \times n_z \) of nodes identified by \( \Phi_{o,p,q} \) with uniform spacing \( \delta \) [81]. The manipulation of the nodal points controls the shape of the 3D object and results in a smooth continuous transformation. The one dimensional version of a B-Spline is a piecewise polynomial. The three dimensional B-Spline for FFD can be written as a 3D tensor product of the familiar one dimensional cubic B-Spline [116]. Thus, the local transformation of \( v_{ij} \) is defined by:

\[
v_{ij}(x_j, y_j, z_j)^{\text{local}} = \sum_{i=0}^{3} \sum_{m=0}^{3} \sum_{n=0}^{3} B_i(u) B_m(v) B_n(w) \Phi_{o+i,p+m,q+n}
\] (2.16)

The full image volume in \( J \) is limited to \( \Omega_j = \{(x_j, y_j, z_j)|0 \leq x_j < X, 0 \leq y_j < Y, 0 \leq z_j < Z\} \). The value of the subscripts \( o, p, q \) is defined by the relation of desired coordinate \( x_j, y_j, z_j \) and the nearest control points in \( \Phi \).
Hence, $o, p, q$ references the number of the specific control in the respective direction:

$$
o = \left\lfloor \frac{x_j}{n_x} \right\rfloor - 1, \quad p = \left\lfloor \frac{y_j}{n_y} \right\rfloor - 1, \quad q = \left\lfloor \frac{z_j}{n_z} \right\rfloor - 1$$

Furthermore, $u, v, w$ define the distance to the direction related lower control point [81]:

$$u = \frac{x_j}{n_x} - \left\lfloor \frac{x_j}{n_x} \right\rfloor, \quad v = \frac{y_j}{n_y} - \left\lfloor \frac{y_j}{n_y} \right\rfloor, \quad w = \frac{z_j}{n_z} - \left\lfloor \frac{z_j}{n_z} \right\rfloor$$

The respective local Spline function $B$ is defined by the distance $u, v, w$. The polynomial degree of the basis is described by its subscript. Exemplary for all three space directions, the four polynomials of $B_i(u)$ representing the $i^{th}$ basis of the B-Spline can be written as [81]:

$$b_0(u) = \frac{(1-u)^3}{6}$$
$$b_1(u) = \frac{3u^3 - 6u^2 + 4}{6}$$
$$b_2(u) = \frac{-3u^3 + 3u^2 + 3u + 1}{6}$$
$$b_3(u) = \frac{u^3}{6}$$

With the aid of this procedure the full transformation is only defined with the description of the mesh respectively with the definition of the control points. The equations (2.17), (2.18), (2.19) enable the calculation of any transformation $v_{ij}(x_j, y_j, z_j)$ in $\Omega_j$ simply by knowing the coordinates of the mesh $\Phi_{o,p,q}$. Any distortion of the control points locally modifies the transformation. The local deformation based on B-Splines is illustrated in Fig. 2.7. The local support of the model is clearly visible, i.e. the modification of any control point $\Phi_{o,p,q}$ affects the transformation only in its spatial neighborhood. Hence, $\Phi_{o,p,q}$ act as parameter for the FFD optimization process. The resolution of the mesh defines the degree of modeling. A large spacing with a low value of nodes is suitable for a global nonrigid deformation. A finer spacing enables the local transformation of highly non-rigid structures. The value of control points is equivalent to the number of degrees of freedom in the optimization process. There exists a direct dependency between the value of nodes and the computational efficiency. For example, a FFD field with $10 \times 10 \times 10$ nodes results in an optimization with 3000 degrees of freedom [81].

However, to get the best compromise between resolution and efficiency, a hierarchical multi-step approach has gained acceptance. The method starts with a coarse mesh and proceeds stepwise to finer structures. The hierarchy is denoted by $\Phi^1, \Phi^i, \ldots, \Phi^l$, whereas the superscript $l$ identifies the step of the optimization. The resolution of the control mesh increases with $l$. The respective transformation $[v_{ij}(x_j, y_j, z_j)_{\text{local}}]^l$ is derived from $\Phi^l$. The sum of all steps is the total local transformation written as [81]:

$$v_{ij}(x_j, y_j, z_j)_{\text{local}} = \sum_{l=1}^{L} [v_{ij}(x_j, y_j, z_j)_{\text{local}}]^l$$

During calculation, the mesh successively refines itself. A control point mesh at level $l+1$ results by insertion of new control points in $l$. The value of new control points in $\Phi^{l+1}$ is directly computable with the aid of $[v_{ij}(x_j, y_j, z_j)_{\text{local}}]^l$ and the respective B-spline subdivision.

In general, local transformations are characterized as smooth transformations. Smooth transformations are employed not only for modeling thorax geometries, but also for many other dynamic structures [81]. The
deformation transformation $v_{ij}(x_j, y_j, z_j)^{local}$ is limited by a penalty term. This term regularizes the transformation and enables the smooth FFD. Rueckert et al. proposed the following penalty term:

$$C_{\text{smooth}}(v_{ij}) = \frac{1}{V_{\Omega_j}} \int_0^X \int_0^Y \int_0^Z \left[ \left( \frac{\partial^2 v_{ij}}{x^2} \right)^2 + \left( \frac{\partial^2 v_{ij}}{y^2} \right)^2 + \left( \frac{\partial^2 v_{ij}}{z^2} \right)^2 + ight. \left. 2 \left( \frac{\partial^2 v_{ij}}{xy} \right)^2 + 2 \left( \frac{\partial^2 v_{ij}}{xz} \right)^2 + 2 \left( \frac{\partial^2 v_{ij}}{yz} \right)^2 \right] \cdot dx \cdot dy \cdot dz$$

(2.21)

$V_{\Omega_j}$ represents the Volume of the image domain $\Omega_j$. $C_{\text{smooth}}$ is a typical model for a bending energy and acts like a smoothing filter directly on the deformation field. $C_{\text{smooth}}$ is zero for affine transformations. Hence, $C_{\text{smooth}}$ affects mostly local non-rigid deformations. $C_{\text{smooth}}$ is very important for the registration of 4DCT lung data sets. It ensures the homogeneity of the calculated vector field and avoids unrealistic vortices.

Similarity measures

The goal of DIR is to find the most realistic match of $I$ and $J$. To find the perfect position of the proposed control points $\Phi_{o,p,q}$, a verification function is necessary. The similarity is a comparison of the parameter between two signals inside the various image spaces $I(\tilde{x}_i), J(\tilde{x}_j)$. The registration tries to find the transformation $v_{ij}(x_j)$ that maps each point $x_j$ of an image $J$ to the most similar point $x_i$ within image $I$. During optimization, the similarity measure provides a function that computes the affinity of two signals. A basic approach for similarity is the sum of squared grey value differences (SSD). The SSD criterion for the transformed image
(v_{ij} \ast f)(\hat{x}) can be written as \[73\]:

\[
SSD_I(v_{ij}) = \int \left[ \left( (v_{ij} \ast f)(\hat{x}_j) - I(\hat{x}_j) \right)^2 \right] \cdot dx
\] (2.22)

The goal of the optimization is to find the minimum of the SSD. \(v_{ij}\) assumes the right overlapping of similar structures, then corresponding grey values are eliminated. SSD works great in mono-modal cases, i.e. registration of images that are acquired with the same technique (e.g. all image sets of a 4DCT). Their intensity values identify the same structures with the same signal. However, SSD is not applicable for multi-modal registration due to the different representation of signal intensities. SSD is very sensitive to values with large intensity differences (outliers). SSD is used in registrations with images that differ only by noise. From a numerical point of view, SSD can be quickly calculated. Hence, it can be combined with any complex optimization algorithm, e.g. the Newton approach or the conjugated gradient technique \[47\] \[31\].

Another, more robust approach, is the cross correlation (CC). CC assumes a linear relationship between different image signals. CC is defined by \[64\]:

\[
CC_I(v_{ij}) = \frac{\int \left[ (v_{ij} \ast f)(\hat{x}_i) \cdot I(\hat{x}_i) \right] \cdot dx}{\sqrt{\int (v_{ij} \ast f)(\hat{x}_i)^2 \cdot dx} \cdot \sqrt{\int I(\hat{x}_i)^2 \cdot dx}}
\] (2.23)

This quadratic term is a numerical efficient and is combinable with many optimization schemes. Despite the consideration of linear shifts inside the image signals, CC is not applicable for multi-modal image registrations as a global linear transformation function cannot be presumed. However, the approach is sufficient for the registration of 4DCT data sets. It should be the first choice for breathing induced fusion of several CT sets due to its robustness. For visualization, Fig. 2.8 illustrates a two-dimensional example of CC.

The following two measures introduce values for multi-modal image registration. CC also works for multi-modal registration, if the investigated area is sufficiently small, i.e. local neighborhoods in the image. This is because of the validity of linear dependencies in small regions. Hence, for a real multi-modal registration, one has to square and accumulate the local values of CC. Then, it is possible to compare total different signals, even positive and negative correlated transitions. The adjusted approach is known as local correlation (LC) and is defined by \[47\]:

\[
LC_I(v_{ij}) = \left[ \frac{1}{n} \cdot \sum \left( \frac{\int_{\hat{x}_i \in S} \left[ (v_{ij} \ast f)(\hat{x}_i) \cdot I(\hat{x}_i) \right] \cdot dx}{\sqrt{\int_{\hat{x}_i \in S} (v_{ij} \ast f)(\hat{x}_i)^2 \cdot dx}} \cdot \sqrt{\int_{\hat{x}_i \in S} I(\hat{x}_i)^2 \cdot dx} \right)^{\frac{1}{2}} \right]^{\frac{1}{2}}
\] (2.24)

For this approach image \(I\) is splitted in \(n\) sub-regions \(S\). Hence, multi-modal comparison is enabled due to the condition of linear dependencies in sufficiently small areas \(S\).

The information theory enables also measures for multi-modal registration. The basic idea is to measure the similarity of independent distributed variables such as the image signals \(I\) and \(J\). From this one can derive the mutual information (MI). The MI describes the power of the statistical dependence of the different images. It is defined by \[47\]:

\[
MI_I(v_{ij}) = \int \int p[(v_{ij} \ast f)(\hat{x}_j), I(\hat{x}_i)] \cdot \log \left( \frac{p[(v_{ij} \ast f)(\hat{x}_j), I(\hat{x}_i)]}{p[(v_{ij} \ast f)(\hat{x}_j)] \cdot p[I(\hat{x}_i)]} \right) \cdot dx_j \cdot dx_i
\] (2.25)

\(p[(v_{ij} \ast f)(\hat{x}_j), I(\hat{x}_i)]\) is the joint histogram of the transformed image \((v_{ij} \ast f)(\hat{x}_j)\) and the target image \(I\). \(p[I(\hat{x}_i)]\) describes the probability distribution of the values in \(I\) respectively in the transformed image \((v_{ij} \ast f)(\hat{x}_j)\). MI is a value that describes the distribution of two independent values in relation to their
Figure 2.8: Example calculation for the CC similarity measure: The figure illustrates a two-dimensional calculation of a ROI based CC for a respiratory 4DCT. The left side shows three areas of a static CT space \((t = 0\%)\). Every area contains a quadratic ROI with a center. The right side shows the spatial related areas at the breathing phase \(t = 60\%\). The best registration of the ROI at \(t = 0\%\) in \(t = 60\%\) is also emphasized on the right side. The middle shows the spatial distribution of the CC value when the center of the ROI (0 %) is pushed over the target structure (60%). The maximum CC is white, the minimum CC is black. The individual maximum is characterized with the corresponding displacement vector. All introduced similarity measures work similarly.

The optimization

The calculation of the optimal transformation is controlled by the global cost function, which derives from the full transformation \(v_{ij}\) and its corresponding global and local equations, as well as the penalty term for smoothness and the similarity measure. Hence, for \(C\) applies as follows:

\[
C(\Theta, \Phi) = -S_j(v_{ij}(\Theta, \Phi)) + \lambda C_{smooth}(v_{ij}(\Theta, \Phi))
\]  

with \(\Theta\) being the parameters of the global registration, \(\Phi\) being the FFD control points of the local transformation. This cost function is associated with image registration of a respiratory 4DCT. \(S_j\) is used as similarity.
measure (SSD, CC, MI, LC). The minimization of $C$ is the intention of the global optimization process, wherein the method tries to find a solution for two competing goals. On the one side, the optimization has to find $v_{ij}$ with the most similar $(v_{ij} \ast J)(\hat{x})$ in comparison to $l$ controlled by $S_{l}(v_{ij})$. On the other side, $v_{ij}$ should be as smooth as possible for the most realistic breathing simulation of the vector field. The latter is determined by $C_{\text{smooth}}(v_{ij})$. The compromise parameter for both constraints is $\lambda$. It regulates the power of $C_{\text{smooth}}$ in relation to $S_{l}$. For many applications, $\lambda$ is determined by trial and error. In general, $\lambda = 0.01$ provides a good compromise [81]. $\lambda$ has more impact to a high control point resolution. The first calculation steps with a low value of nodal points remain unaffected. The following algorithm provides a simple technique for the minimization of $C$:

**Algorithm 1** FFD optimization with the gradient descent method based on Rueckert et al. [81]

1. **calculate** the global transformation (maximization of $S_{l}$):
   \[
   \Theta = \arg\max_{\Theta \in \mathbb{R}^{12}} \left[ S_{l}(v_{ij}(\Theta)_{\text{global}}) \right]
   \]
2. **initialize** the control points $\Phi_{0}^{l}$
3. **for** $l = 0$ to $L$ [\(\rightarrow\) iterator for the control point resolution, see \(2.20\)] do
4. \[k = 0 \quad \{ \rightarrow \text{iterator for the optimization progress} \}\]
5. **repeat**
6. **calculate** the gradient vector of the cost function $C$ with respect to $\Phi_{k}^{l}$:
   \[
   \nabla C = \frac{\partial C(\Theta, \Phi_{k}^{l})}{\partial \Phi_{k}^{l}}
   \]
7. **calculate** the new control points:
   \[
   \Phi_{k+1}^{l} = \Phi_{k}^{l} - \mu \cdot \frac{\nabla C}{||\nabla C||}
   \]
8. **end for**

The scheme in algorithm 1 optimizes the global transformation with the aid of gradient descent (GD). The GD method is a simple numerical approach for a non-linear optimization. The transformation process registers at first the static CT spaces via global transformation (algorithm 3 \(\rightarrow\) step 1). Therefore, the global parameters $\Theta$ are adjusted through maximization of the similarity measure $S_{l}$. The result is a global affine transformation. Then, the actual optimization (GD) begins. The optimization parameters $\Phi_{k}^{l}$ for the algorithm are initialized at the lowest control point resolution in a regular grid $\Phi_{0}^{l}$. The algorithm starts the optimization with the calculation of the cost functions gradient $\nabla C$ (algorithm 3 \(\rightarrow\) step 6). With the aid of the gradient, the new control point set is calculated $\Phi_{0}^{l}$, which is closer to the optimum. The approximation to the minimum of $C$ follows the rules of gradient descent. The optimization iterates in negative direction of the gradient with a certain step size $\mu$. The approximation process repeats until a sufficient small gradient is reached. The stopping value is defined by $\xi$, a positive small score. A sufficient small gradient is an indication for the local optimum of $C$ with regard to $\Phi_{k}^{l}$. Hence, the best configuration for the respective resolution is found. The full optimization is repeated for finer control point resolutions $l + 1 \rightarrow L$, wherein the start parameters $\Phi_{0}^{l+1}$ of every new sub-level $l + 1$ are calculated from the optimized values $\Phi_{0}^{l}$ of the last sub-step $l$ with B-Spline based insertion of additional control points (algorithm 3 \(\rightarrow\) step 10).

The basics of the mentioned optimization scheme is identical for all optimization algorithms. The mentioned idea is illustrated in Fig. 2.9 using the data of a respiratory 4DCT. In addition to GD, a number of various optimization models exists: the Newton-approach, the Quasi-Newton-approach and the conjugated gradient (CG) technique [31]. In the field of DIR, CG is especially used widely. The advantage of CG in comparison to GD is the lower number of iteration steps (here: $k$) inside a single optimization cycle. Usually, CG needs
**Deformable image registration**

(a) **Global transformation:**

\[
\Theta = \arg\max_{\Theta \in \mathbb{R}^{12}} \left[ CC_{ij}(v_{ij}(\Theta))^{\text{global}} \right]
\]

(b) **Local transformation:**

increase the control point resolution: \( l = \{0, 1, \ldots, L\} \)

Figure 2.9: Basic idea of DIR with IDP: The full deformation with IDP is split into a global (a) and a local (b) transformation. (a) is an affine overlapping of two rigid image structures in axial, coronary and sagittal view (gold \( \rightarrow I \), blue \( \rightarrow J \)). (b) is the actual non-rigid optimization realized with two iteration processes. The outer loop increases the nodal point resolution \( \Phi^l \). The inner loop optimizes the given mesh with the respective optimization model (e.g. GD, CG).

less than half of the iteration steps. This is very important due to the large number of free parameters. The fast conversation is caused by a memory variable, which includes, additionally to the current gradient \( \nabla C^l_k \), the gradient of the past iteration \( \nabla C^l_{k-1} \). Due to gradient memory, the algorithm chooses an improved search direction for the new parameters. The most important methods of CG are the approaches of *Fletcher and Reeves* and the modification of *Polak and Ribiére*. Algorithm 3 introduces the FFD optimization with CG:
Algorithm 2 FFD optimization with the conjugated gradient technique

1. calculate the global transformation (maximization of $S_j$):
   \[ \Theta = \underset{\Theta \in \mathbb{R}^{12}}{\text{argmax}} \left[ S_j(v_i(\Theta)^{\text{global}}) \right] \]
2. initialize the control points $\Phi^0_0$
3. for $l = 0$ to $l = L$ { $\rightarrow$ iterator for the control point resolution, see (2.0) } do
4. \[ k = 0 \] { $\rightarrow$ iterator for the optimization progress }
5. initialize the line search $d_0$:
   \[ d_0 = -\nabla C^l_0 = -\frac{\partial C(\Theta, \Phi^l)}{\partial \Phi^l} \]
6. repeat
7. calculate the new control points:
   \[ \Phi^l_{k+1} = \Phi^l_k + \mu \cdot d_k \]
8. calculate the memory term:
   \[ \beta_k = \frac{\| \nabla C^l_{k+1} \|}{\| \nabla C^l_k \|} \] or \[ \beta_k = \frac{\nabla C^l_{k+1} \cdot (\nabla C^l_{k+1} - \nabla C^l_k)}{\| \nabla C^l_k \|^2} \]
9. initialize the new line search:
   \[ d_{k+1} = -\nabla C^l_{k+1} - \beta_k d_k \]
10. \[ k = k + 1 \]
11. until $d_k \leq \xi$
12. calculate the new control point field $\Phi^l_{0}^{+1}$ through insertion in $\Phi^l_k$ (B-Spline sub-division)
13. end for

Suitability of IDP for respiratory motion problems

The full registration of a 4DCT data set serves for evaluation of the IDP process regarding respiratory motion handling. This test uses the 4DCT patient data of the POPI-model \[105\], a Point-validated Pixel-based Breathing Thorax Model. It is provided by the Léon Bérard Cancer Center and the CREATIS Laboratory (Lyon, France). The used IDP registration follows the rules of the shown FFD procedure based on Rücker et al. \[81\].

DIR was performed with the aid of the software framework iPlan™ RT (Brainlab AG, prototype). For the best possible outcome this test uses an advanced solution of the FFD optimization with the conjugated gradient technique. This specific process sequence is the result of an experimental verification (trial and error). This scheme leads to the best results in the experiments of this work and is based on algorithm 2. The approach is optimized for the best quality without calculation time minimization. Algorithm 3 explains the used configuration.

The experiment mentioned in this section describes the registration between the reference set $i$ and a breathing phase $j$. The method works with two resolution parameters. The control point resolution $\Phi^l$ increases with $R$ as shown in the basic algorithm of CG (algorithm 3). The second parameter is the image data resolution $I$, which ensures that the registration process registers rough structures (e.g. $I[0] = 8$) at first. This is important for a positive outcome. At first the optimization algorithm has to find global, large motion structures. With progressive calculation time the algorithm increases the image data resolution (e.g. $I[3] = 2$) to find detailed, local motion spots. The combination of both resolution parameters lead to the optimal registration. The procedure works using a windowing of all HU-values. A switch between bone and lung windowing procedures does not produce better results.

The next improvement is the combination of two similarity measures. Different similarity measures may result in different deformation fields as they affect the cost function $C$ with different sensibility values. This lead to different parameter settings and lastly to a different deformation. It is part of an experimental verification.
Algorithm 3 Customized implementation of IDP (FFD with CG)

1: calculate the global transformation (maximization of $S_j$) with $S_j = CC$
2: initialize the control point resolution array $R = [64, 32, 16, 8]$
3: control point resolution → isotropic voxel distance between each node $\Phi$
4: initialize the image resolution array $I = [8, 4, 3, 2, 1]$
5: resolution of the image data: voxel unification, e.g. $8 \rightarrow 8x8x8$ voxels receive one HU value
6: for $l = 0$ to $l = 3$ do
7: set $\Phi^i_0$ with $R[I] \rightarrow$ set control point resolution with B-Spline sub-division
8: if $l == 0$ {control point resolution → 64 voxels per node} then
9: set $S_j = MI \rightarrow$ use Mutual Information
10: set image resolution with $I[0]$
11: optimize $\Phi^i_k$ with CG and $\beta_k = Polak and Riebiere$ (see algorithm 2)
12: else if $l == 1$ {control point resolution → 32 voxels per node} then
13: set $S_j = MI \rightarrow$ use Mutual Information
14: for $i = 0$ to $i = 1$ do
15: set image resolution with $I[i]$
16: optimize $\Phi^i_k$ with CG and $\beta_k = Polak and Riebiere$ (see algorithm 2)
17: end for
18: else if $l == 2$ {control point resolution → 16 voxels per node} then
19: set $S_j = MI \rightarrow$ use Mutual Information
20: for $i = 1$ to $i = 3$ do
21: set image resolution with $I[i]$
22: optimize $\Phi^i_k$ with CG and $\beta_k = Polak and Riebiere$ (see algorithm 2)
23: end for
24: else if $l == 3$ {control point resolution → 8 voxels per node} then
25: set $S_j = LC \rightarrow$ use Local Cross Correlation
26: for $i = 3$ to $i = 4$ do
27: set image resolution with $I[i]$
28: optimize $\Phi^i_k$ with CG and $\beta_k = Polak and Riebiere$ (see algorithm 2)
29: end for
30: end if
31: end for

to find the best model for the respective application. Generally in this work, MI acquired the most accurate results for this exemplary 4DCT registration. MI is not the fastest model. Also, MI seems to be overstressed for many control points $\Phi$ and large image data resolutions. Hence, MI has been replaced by LC in the last processing cycle (see algorithm $3 \rightarrow l = 3$), which generates more accurate results in total.

The results of the explained registration strategy are described in Fig. 2,10. It shows the motion vector fields for the registration of the two most apart breathing sequences. The reference set ($i$) is equivalent to the maximum inhale position and the breathing phase ($j = 6$) represents the peak of the exhale position. The figure shows the CT data of the reference set and the distance vectors that illustrate the movement from $\tilde{x}_i$ to $\tilde{x}_j$ with $\tilde{x}_j = v_j(\tilde{x}_i)$. Exemplary planes are visualized in three different views (a → coronal, b → sagital, c → axial).

Furthermore, the figure compares the results of the customized IDP implementation of this work (left) and the results of the published (POPI-model) parametric deformation model (right). This deformation model is also an advanced implementation of the already described FFD method and works similarly. The parametric model is described in Vandemeulebroucke et al. [105].

The assessment of the shown vector fields can only be performed subjectively. Both implementations (1,2)
Figure 2.10: Registration of 4DCT data with FFD: This illustration shows the CT data of the reference set $i$ (inhale) and the distance vectors that illustrate the movement from $\hat{x}_i$ to $\hat{x}_j$ (exhale). The figures describe the resulting vector motion fields for three exemplary planes in three different views (a,b,c). Every view shows the projected 2D displacement for the respective plane. The left side visualizes the results of the IDP implementation shown in algorithm 3. The right side illustrates the results based on the FFD implementation published in the scientific POPI-model 5. Dark blue or black (minimum) scaled vectors are equivalent to minimal motion. Large movements are shown in bright blue or white (maximum) colors. The red zones enclose areas with underestimated motion at the borders of the lung.
Figure 2.11: Landmarks for qualitative assessment: The POPI-model came with 40 landmarks identified by medical experts. Every landmark is located in each single breathing phase. This figure shows the projected position of every investigated landmark for the respective body plane based on the reference set. The deformation is assessable with the aid of the target registration error.

Figure 2.12: Target registration error (TRE) for a full 4DCT registration: This figure visualizes the results for a full registration of the data inside the POPI-model. The Box-Plot shows $\eta_{TRE} [\text{mm}]$ for the set of 40 landmarks in relation to all breathing phases $j$. The percentage progress at the abscissa describes the time $j$ within the breathing cycle. $j = 60\%$ is equivalent to the maximum exhale. 10\% and 90\% are closed to the inhale (reference set $i$) position. The plot distinguishes between the results of the IDP implementation based on $iPlan^\text{™ RT}$ ($TRE_a$) and the FFD implementation of the POPI-model ($TRE_b$). The results of every time frame are based on the registration of the reference set $i$ and the respective breathing phase $j$. The plot illustrates the behavior of the error with increasing motion. 60\% represents the largest shift.

work according to the introduced FFD principle. Thus, the evaluation refers to the model presented in the previous section. Both vector fields show a physiologically plausible behavior. That means, they display the trigger points that cause the physiological respiration process. Fig. 2.14b shows two muscular actions which are responsible for the physiology. Breathing is caused through a longitudinal diaphragm movement and a lateral rib cage expansion. Both points are visualized in Fig. 2.10. Especially at the sagittal view ($b_1, b_2 \rightarrow$ diaphragm motion) and the axial view ($c_1, c_2 \rightarrow$ rib cage motion), maximum motion areas are found exactly at the mentioned physiologic structures. A subjective plausibility test is not enough to prove the suitability of the FFD model for the registration of 4DCT data. However, it shows that the model is capable of covering anatomical movement. A qualitative scientific assessment is possible with landmarks detection. Landmarks were identified by medical experts. They are located at anatomical recognizable structures, e.g. bronchial bifurcation or points of the bronchial tree. 40 landmarks are provided within the POPI-model. By calculating the distance between these points and the corresponding deformed points proposed by the model (based
on the reference phase), a target registration error (TRE) can be calculated. The TRE for a landmark coordinate \( \mathbf{l}_j \) inside the breathing phase \( j \) is defined as:

\[
\eta_{\text{TRE}} = |\mathbf{l}_j - v_{ji}(\hat{\mathbf{l}}_j)|
\]  

with \( \hat{\mathbf{l}}_i \) being the position of the respective landmark inside the reference geometry \( i \). The vector field \( v_{ji} \) describes the predicted landmark position generated by the deformation model. To prove the quality of the FFD regarding 4DCT registration this experiment calculated the TRE for the full breathing cycle based on POPI-model data. The results of the suitability test are shown in Fig. 2.12. Additionally, it is distinguished between the IDP implementation of this work \( \text{TRE}_a \) and the FFD approach of the parametric POPI-model \( \text{TRE}_b \) (see Fig. 2.10).

The main conclusion of this test is the general suitability of FFD for a full 4DCT registration. This can be proven with low average error values for every time dependent vector field. The exact values are displayed in Tab. 2.1. The table shows that the total mean TRE (for all breathing phases) is 1.1 mm for \( \text{TRE}_a \) and 1.0 mm for \( \text{TRE}_b \). All mean values (a,b) vary around 1.0 mm for every single breathing phase. The overall maximum values are 3.4 mm for \( \text{TRE}_a \) and 3.2 mm for \( \text{TRE}_b \). They are distributed from 2.0 mm to 3.0 mm within the respiratory cycle. Taking into account that all images have a slice spacing of 2 mm, consequently, landmark identification can induce an error of up to 2 mm and the results of both models are acceptable. A more detailed investigation of Fig. 2.12 reveals that all distributions of \( \text{TRE}_b \) are more accurate than the results of \( \text{TRE}_a \). Indeed both methods cause satisfactory results, but the distributions of \( \text{TRE}_b \) are slightly more compressed and the values are stronger shifted to lower errors (e.g. \( j = 5 \)). However, there exist no systematic difference. This can be proven by a detailed analysis shown in Fig. 2.13. The results investigate the most apart time frame (\( j = 6 \)). There are no significant differences visible, neither in a space oriented view (x,y,z) nor in a systematic landmark investigation (Bland-Altman plot). In contrast to \( \text{TRE}_a \), the model of \( \text{TRE}_b \) simply seems to be a more complex and a more detailed implementation strategy of the shown FFD approach. The exact strategy is not published. Generally, it can be said that FFD includes great capabilities to register a global 4DCT patient geometry. The landmark tests have clearly shown the mentioned potential.

<table>
<thead>
<tr>
<th>time frame</th>
<th>mean distance</th>
<th>mean ( \eta_{\text{TRE}_a} )</th>
<th>mean ( \eta_{\text{TRE}_b} )</th>
<th>max. ( \eta_{\text{TRE}_a} )</th>
<th>max. ( \eta_{\text{TRE}_b} ) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 % ( j = 1 )</td>
<td>0.5</td>
<td>0.8</td>
<td>0.8</td>
<td>1.4</td>
<td>1.5</td>
</tr>
<tr>
<td>20 % ( j = 2 )</td>
<td>0.5</td>
<td>0.7</td>
<td>0.8</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>30 % ( j = 3 )</td>
<td>2.2</td>
<td>1.3</td>
<td>1.1</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>40 % ( j = 4 )</td>
<td>4.3</td>
<td>1.3</td>
<td>1.1</td>
<td>3.4</td>
<td>2.4</td>
</tr>
<tr>
<td>50 % ( j = 5 )</td>
<td>5.8</td>
<td>1.3</td>
<td>1.2</td>
<td>3.5</td>
<td>3.2</td>
</tr>
<tr>
<td>60 % ( j = 6 )</td>
<td>6.1</td>
<td>1.3</td>
<td>1.2</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>70 % ( j = 7 )</td>
<td>5.0</td>
<td>1.3</td>
<td>1.1</td>
<td>3.0</td>
<td>2.9</td>
</tr>
<tr>
<td>80 % ( j = 8 )</td>
<td>3.7</td>
<td>1.0</td>
<td>0.9</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>90 % ( j = 9 )</td>
<td>2.1</td>
<td>1.0</td>
<td>1.0</td>
<td>2.1</td>
<td>2.0</td>
</tr>
<tr>
<td>total</td>
<td>3.3</td>
<td>1.1</td>
<td>1.0</td>
<td>3.4</td>
<td>3.2</td>
</tr>
</tbody>
</table>
**Figure 2.13**: Detailed analysis of the TRE for a single time frame: This analysis regards to the time frame \( j = 6 \) (60\%). It shows a splitted Box-Plot in (a) with space oriented distinction (x,y,z). The view shows the error fraction for every single coordinate axes. The Bland-Altman plot (b) investigates systematic differences between both models (TRE_a, TRE_b). The result of every single landmark is investigated. The ratio of the mean value and difference of both measurement models is the sole criterion. A shift of all landmarks to the left/right or the top/bottom is significant for systematic differences. This is not the case here. It is a homogeneous scattered plot distributed over the full area without point clouds or peaks.

### (a) Box-Plot visualization

- **Total TRE**
- **Z TRE**
- **Y TRE**
- **X TRE**

### (b) Bland-Altman plot

- **\( (TRE_a + TRE_b)/2 \) [mm]**
- **TRE_a - TRE_b**

**\( \mu = 0.077 \) \( \pm 1.96 \sigma \)**

**Figure 2.14**: The lung slipping effect: The sketch on the left side illustrates the basic lung anatomy with its most important components. The sequence in the middle explains the physiology of the breathing process. (a) → The initial state with the deflated compressed lung. (b) → Due to muscle action at the diaphragm and the rib cage expanses and the air inflates into the lung. (c) → During inflation the shape of the lung moves freely along the pleura interstice, while outer structures firmly remain (e.g. rib cage). This behavior is called lung slipping. The example image data on the right visualizes the lung slipping effect. The figure is inspired by [109].

### Figure 2.15: Advanced landmarks in lung border areas

These additional 20 landmarks are related to the breathing phase \( j = 6 \) (60\%) and the reference set \( i \). All coordinates are located near the shape of the lung to measure the motion estimation in critical border areas.
A close look on the deformation fields in Fig. 2.10 and the landmark distribution in Fig. 2.11 initializes detailed investigation. These landmarks do not cover the full lung. They are mainly located in medial regions, which are most the important, but they do not cover the full motion area. Regions near the lung shape (lung borders like the rib-cage or the diaphragm, see Fig. 2.14) are neglected. The physiology of the lung and the breathing process is also explained in Fig. 2.14. The outcome of this investigation is an expected homogeneous motion within the full lung. Border areas undergo a similar movement as the medial zones due to the slipping effect. One would expect a hard rise for the deformation field in the lung border areas. However, the results of the mentioned simulations show a smooth increase instead (in medial direction of the vector field). This underestimated motion is marked in Fig. 2.10. However, a hard rise of the vector field is not possible with the mentioned implementation strategy of FFD. The piecewise polynomial functions cause a smooth slope between several nodal points within the deformation field. One needs an infinite number of control points $\Phi$ to represent the real motion, but this is not possible for any optimization strategy. The simulations have shown that a higher number of control points (more than 8 voxels per node) increase a noisier deformation field. The large number of parameter variations do not lead to a more accurate global maximum of the cost function. It rather generates wrong and noisy local optima. Furthermore, the $C_{smooth}$ in (2.26) tries to smoothen the deformation field during optimization. $C_{smooth}$ is very important for a homogeneous motion, but it prevents a real motion estimation in lung border areas. The effect of wrong motion estimation in lung border areas is measurable. For this purpose, 20 additional landmarks were added, which are especially located in lung border areas. These landmarks are also identified by the medical experts. They are merely defined for the reference set $i$ and the maximum exhale phase $j = 6$. Fig. 2.15 shows the projected distributions of their coordinates for three important body planes. The TRE results are distinguished by the two mentioned deformation models TREA and TREb. Fig. 2.16 visualizes the distribution of the error. As suspected, these errors are bigger than those of the first tests. The average values of both methods are located at $\eta_{TRE_a} = 4.9$mm and $\eta_{TRE_b} = 5.1$. The maximum values grow up to 10-15mm$^2$. This is a large shift in comparison to the other landmarks and not acceptable for those regions. Thus, it can be assumed that the mentioned FFD strategy covers lung border areas with faulty motion estimation. Usually, it is a motion underestimation.

The suitability of FFD for 4DCT registration was demonstrated with the accurate landmark tests in Fig. 2.12. One has to consider that motion estimation is less accurate in lung border areas (see Fig. 2.16). The results of the lung border experiments should not be overrated, because their share of the volume in relation to whole lung is comparatively small (see Fig. 2.16). Furthermore, these regions are less affected in many treatment plans. Nonetheless, lung slipping regions are not accurately mapped by IDP with FFD.

The FFD implementation of the POPI-model presents significant better results then the IDP implementation of this work for the advanced landmark tests (see Fig. 2.15) due to more complex settings. However, both results are insufficient.
2.2.2 Physical elasticity models (PEM)

The knowledge about the physiology of the lung can be used beneficially for the registration process. This section explains PEM on the simulation of lung motion. The following models are driven by basic mechanic laws that physically simulate the movement of lung tissue. These approaches are able to integrate constraints into the simulation process. Hence, it enables possibilities to model typical physiological exceptions (e.g. the lung slipping effect) more lifelike then information driven algorithms.

Different PEM techniques were implemented. Meier et al. \[64\] proposed a far-reaching overview of algorithms. In the last two decades, such methods were often analyzed in the field of medical technology: \[108, 119, 121, 110, 98, 106\]. Approaches based on mass spring models (MSM) \[88\], particle systems \[24, 18, 15\], finite element method (FEM) \[9\] have been used to efficiently represent 3D objects or deformable 2D structures \[66\]. Important applications for these algorithms are surgery simulation, image guided surgery and the registration of medical image data. In the field of lung motion estimation Villard et al. \[106, 110, 107, 108\] contributed much basic research. Their results confirm that FEM and MSM are best suited for this specific field. Furthermore, Teschner et al. \[99\] describes an algorithm that elegantly combines FEM and MSM. The additional advancement of their approach is the possibility to compute deformation in real-time. This allows much more opportunities in the field of SBRT for lung cancer treatments (e.g. real-time motion estimation).

Representing PEM, this chapter explains in detail the algorithm according to Teschner et al. \[99\].

FEM discretization model as basis for physical deformation

FEM discretization is necessary to model single organs as deformable 3D objects. PEM has to model all organs and all single structures separately. Hence, the full simulation is a very complex process. Deformation calculation, motion estimation and collision detection are necessary tools to simulate the breathing motion inside the complete dynamic thorax anatomy. At first, the motion of the lung, as the most important organ, must be simulated individually. Therefore, the single object has to receive a topological structure. The structure results from the basic FEM assumptions. FEM is a numerical approach that solves partial derivative equations in several fields of physics and engineering sciences. The idea behind the solution is the description of an infinitesimal calculation area with the aid of finite elements. The complete area is split into a sufficient value of sub-areas which are completely describable by a finite number of parameters. This results in an approximation of the partial derivative equation which could be more accurate through a higher value of sub-areas \[107\].

The lung movement and the lung deformation, i.e. the time dependent (t) displacement of each coordinate \(\ddot{x}\) inside the 3D organ \(\Omega\), can be described analytically by a partial derivative equation. The theory of elasticity is a part of continuum mechanics. It deals with the prediction and calculation of the effect of applying an external load on some body with elastic physical characteristics. Terzopoulos et al. \[98, 63\] described the motion of a continuous elastic deformable object with the aid of a partial derivative equation in Lagrange’s form as follows:

\[
\frac{\partial}{\partial t} \left( \rho \frac{\partial \ddot{x}}{\partial t} \right) + \gamma \frac{\partial \ddot{x}}{\partial t} + f_{\text{int}}(\ddot{x}) = f_{\text{ext}}(\dot{x}, t) \tag{2.28}
\]

\(\rho\) being the mass density and \(\gamma\) being the damping coefficient. \(f_{\text{int}}(\ddot{x})\) being a function that represents the internal forces. It is also the variational derivative of the internal potential \(f_{\text{int}}(\ddot{x}) = \frac{\delta E(x)}{\delta x}\) \[98\]. It represents the systemic internal deformation as a result from applied external forces \(f_{\text{ext}}(\dot{x}, t)\). \(t\) being a single time step.

The partial derivative equation in \[2.28\] suggests to split the 3D lung object into sub-areas to approximate the equation numerically by FEM. The function of FEM in this part is to simulate a sufficient 3D model that
Figure 2.17: Tetrahedralization of 3D structures: The process splits the 3D object (right) into a sufficient number of tetrahedra. Every tetrahedron contains four vertices \((x_1, x_2, x_3, x_4)\) that describe the shape, inner angles and the location of the local structure. Every tetrahedron is equivalent to a single finite element. This work uses the constrained delaunay algorithm to produce a sufficient mesh of the object. The method generates preferably high quality tetrahedral. They contain no skinny angles and have a good radius edge ratio.

Figure 2.18: Example of a lung tetrahedralization: This figures illustrates an example calculation of the constrained delaunay algorithm. The CT data of the inhale phase (POPI-model) were used to extract the three dimensional shape of the lung (→ a). The constrained tetrahedralization algorithm built a sufficient mesh based on the 3D shape of the lung (→ b).
represents 3D sub-areas. The integration of all sub-areas results in the approximated description of the full organ. 3D objects are representable by tetrahedral mesh topologies, which are a result of a tetrahedralization process. This work uses the constrained Delaunay algorithm of the TetGen framework (Version 1.4) to produce a sufficient 3D mesh structure. The constrained tetrahedralization decomposes the 3D object \( \Omega \) into a mesh. The boundary is equivalent to the faces of the mesh. Mesh vertices are connected in a tetrahedral shape (see Fig. 2.17). Hence, they delimit FEM regions (tetrahedral). The constrained delaunay tetrahedralization maximizes the minimum angles inside the tetrahedron and avoids skinny tetrahedral. The dimension of the region is controlled by the algorithm. It is responsible for the accuracy of the approximation as well as for the calculation time. The integration of all sub-areas results in the shape of the object. Fig. 2.18 explains the process for the lung object of the POPI-model in inhale position.

Mass spring model (MSM)

The MSM introduces two simple concepts to model the elasticity of a homogeneous object: springs and mass points \( x_a = [x, y, z]^T \). Mass points are moving in space under the influence of external forces \( f(x_a, t) \) (see 2.28). The model has a fixed topology. Adjacent particles are connected through springs. These connections generate relations between the mass points. The springs transfer the energy with damping and stiffness to the whole system due to displacements (time, velocity, acceleration) and external forces. Therefore the elasticity of macroscopic objects such as the lung can be simulated. An object \( \Omega \) is defined as a number of particles \( x_a \in \mathbb{R}^3 \) where \( x_a \in \Omega \) and \( a \in \{1, 2, ... n\} \). Particles represent masses and inertia but they have no volume. The spring forces are connections between two particles that affect each other with forces based on their distance. With the aid of the FEM discretization and the tetrahedral mesh, this model assumes tetrahedral vertices as mass points and edges as springs. The topology is illustrated in the left part of Fig. 2.19. The discretization enables the simplification of the partial derivative equation of continuous objects in 2.28. The position of the mass point in the space is describable with the aid of Newtons second law of motion: \( f = m \cdot a \), where \( f \) is the applied force, \( m \) identifies the mass and \( a \) is the acceleration of the particle, i.e. the second derivative \( \ddot{x}_a \) of the position \( x_a \). The full organ contains \( n \) particles that approximate the shape of the object \( \Omega \) with \( a, b \in \{1, 2, ... n\} \). Under the assumption of a constant damping \( \gamma \) in \( \Omega \), results the following deformation law for a complete MSM model is based on 2.28:

\[
m_a \ddot{x}_a + \gamma \dot{x}_a - \sum_{b=1}^{n} g_{ab} = f_a
\]  

(2.29)

\( \ddot{x}_a \) being the velocity \( v_a \) of particle which may be enforced through the damping coefficient \( \gamma \). A comparison of the discrete formula (2.29) and the continuous equation (2.28) explains the parameter \( g_{ab} \). It implements the saved potential energy by internal forces. It applies between two connected mass points \( x_a \) and \( x_b \). The summation of all internal forces yield the deformation of the object. The simplicity of MSM enables the use of Hooks law of elasticity for the potential energy and the internal force for two connected mass points. The mode of action regarding Hooks law is visualized in the left part of Fig. 2.19. With the aid of a spring stiffness coefficient \( k_D \) it is possible to define \( g_{ab} \):

\[
g_{ab} = k_D \cdot (d_0 - |x_a - x_b|) \cdot \frac{x_a - x_b}{|x_a - x_b|}
\]

(2.30)

\( d_0 \) being the initial length of the springs during the undeformed condition (see Fig. 2.19 \( \rightarrow a \)). It is apparent that the sum of all internal forces \( g_{ab} \) equates to the potential energy of the system (see 2.28).
Potential energies

Potential energies are crucial for the deformation process. The MSM describes the potential energy by Hook's law of elasticity for two mass points as a distance preservation effect. The used model (Teschner et al.) goes a step further. It uses the FEM mesh to define additional energies that affect all vertices (mass points) of a single tetrahedron. The energy depends on defined constraints \( C(x_1, ..., x_n) \). This scalar function relies on the mass point positions \( x_a \). The result of the constraint is zero for an undeformed object. The potential energy, which is necessary to compute forces, results from the constrain based on Hook's law of elasticity:

\[
E(x_1, ..., x_n) = \frac{1}{2}kC^2
\]

(2.31)

\( k \) is the stiffness coefficient, depending on the type of potential energy. In MSM it is the stiffness of a spring and must be evaluated for each type of energy. Potential energies are independent of rigid body movements, because \( C \) measures the spatial relation of the particle system. An undeformed object leads to \( E = 0 \). \( E \) is also known as the deformation energy. The force for a single mass point \( x_a \) results from the partial derivative of the potential energy of the system:

\[
f_a(x_1, ..., x_n) = -\frac{\partial}{\partial x_a}E = -kC \cdot \frac{\partial C}{\partial x_a}
\]

(2.32)

The overall force of a mass point is the sum of all forces that lead to potential energies that consider this point. One can incorporate the damping coefficient \( \gamma \) into the dynamic system. This increases the possibility for stable simulations. \( f_a \) can be defined in the following way:

\[
f_a(x_1, ..., x_n, v_1, ..., v_n) = \left(-kC - \gamma \sum_{b=1}^n \frac{\partial C}{\partial x_b}v_b\right) \cdot \frac{\partial C}{\partial x_a}
\]

(2.33)

where \( v_a \) is the mass points velocity. This model does not use any other constraints or boundary conditions (cf. (2.28)). The direction of a force vector \( f \) is based on the potential energy. It is equivalent to the negative gradient of \( E \).

---

*For comparison: The term \( (d_0 - |x_a - x_b|) \) in formula (2.30) is zero during the undeformed condition.*
Distance preservation

Distance preservation (DP) considers only pairs of mass points \((x_a, x_b)\) that are connected via springs over tetrahedral edges (see Fig. 2.19). The crucial parameter is the stiffness coefficient \(k_D\). The displacement \(|x_b - x_a|\) in comparison to the initial distance of the particles with \(d_0 \neq 0\) will also be considered. \(E_D\) is defined as (c.f. (2.30)): 

\[
E_D(x_a, x_b) = \frac{1}{2} k_D \left( \frac{|x_b - x_a| - d_0}{d_0} \right)^2
\]  

(2.34)

The related force \(f^D\) is calculated with the aid of the damping approach in (2.33). Teschner et al. highly recommend on using the damping approach for a stable simulation when using the distance preservation. All other following energies and their related forces neglect the damping with formula (2.32). Teschner et al. determined experimentally that damping has no effect in the cases of a tetrahedral mesh.

Surface area preservation

The surface area preservation (SAP) is a potential energy that applies over the surfaces of the tetrahedron. Hence, it affects three mass points \((x_a, x_b, x_c)\). The crucial parameters are the area stiffness \(k_A\) and the variation of the initial area \(a_0\) with \(a_0 \neq 0\). \(E_A\) is defined as:

\[
E_A(x_a, x_b, x_c) = \frac{1}{2} k_A \left( \frac{\frac{1}{2} |(x_b - x_a) \times (x_c - x_a)|}{a_0} - a_0 \right)^2
\]  

(2.35)

\(f^A\) is calculated with the aid of (2.32) without damping.

Volume preservation

The volume preservation (VP) considers the whole tetrahedron with all four mass points \((x_a, x_b, x_c, x_d)\). \(E_V\) results from the difference of the current and the initial volume \(V_0\) with \(V_0 \neq 0\) for tetrahedral mesh topologies. Again, a stiffness parameter \(k_V\) is introduced. \(E_D\) is defined as:

\[
E_V(x_a, x_b, x_c, x_d) = \frac{1}{2} k_V \left( \frac{\frac{1}{6} (x_b - x_a) \cdot ((x_c - x_a) \times (x_d - x_a)) - V_0}{V_0} \right)^2
\]  

(2.36)

where \(f^V\) results from (2.32). All stiffness coefficients \(k_D, k_A, k_V\) are scale invariant due to the normalization of the constraints. They are used to mimic a wide range of materials. For this application, it is necessary to approximate the lung tissue via \(k\). Experiments for lung simulations with this model are missing. Hence, the stiffness parameter have to be determined by a set of experiments in a trial and error mode. A single tetrahedron (see Fig. 2.19) imposes six DP forces \(f^D(x_a, x_b)\), four SAP forces \(f^A(x_a, x_b, x_c)\) and one VP force \(f^V(x_a, x_b, x_c, x_d)\) for deformation simulation.

Numerical integration

With Newtons second law of motion, containing \(f = m \ddot{x}, \dot{\nu} = \ddot{x}\) and \(\nu = \dot{x}\), it is possible to compute the dynamic behavior of the 3D object. The simulation is based on the initial values for positions and velocities. Single time steps \(\Delta t\) are generated to calculate the progress. Internal forces result from external forces. They are defined using deformation energies \(E_D, E_A, E_V\). The combination of the above formulas results in a numerical
introduction scheme \[99\]. There exist several methods for a numerical solution of such a derivative equation. Acceptable approaches are the Runge Kutta integration, the Explicit Euler integration or the Verlet integration. Verlet is assumed to be the most stablest method \[66\]. Furthermore, it is the most common model for physical applications and is therefore used in this work. The Verlet algorithm uses positions and forces at time \( t \), and positions at the previous time step \( t - \Delta t \) to predict new positions at next time step \( t + \Delta t \). With the aid of Verlet the following integration scheme results \( [99] \):

\[
\begin{align*}
x(t + \Delta t) &= 2x(t) - x(t - \Delta t) + \Delta t^2 \frac{f(t)}{m} + O(\Delta t^4) \\
v(t + \Delta t) &= \frac{x(t + \Delta t) - x(t - \Delta t)}{2\Delta t} + \Delta t^2 + O(\Delta t^2)
\end{align*}
\]

\( f(t) \) is the accumulated force that derives from all mentioned potential energies. \( f(t) \) is defined as:

\[
f(t) = f^D(t) + f^A(t) + f^V(t)
\]  

(2.38)

The velocity is only crucial for \( f^D(t) \). Verlet has a lot of computational advantages. Only one force calculation per time step is necessary, which is very useful for real-time applications due to the expensive computation of a single force. The integration of positions have a local discretization error of \( O(\Delta t^4) \) \[99\]. Additionally, the position \( x \) is independent of the velocity \( v \). For extremely fast requirements the system is getting computational improved when using an undamped approach in \( f^D \). This is also useful for real-time applications, but it is not used for the implementation of this work.

Suitability of PEM for respiratory motion problems

A single PEM solution is not practical to simulate the whole deformation of the breathing thorax. On the one hand, it is too complicated to simulate all structures of the human thorax. Liver, rib cage, diaphragm, lung and other soft tissue organs must be simulated individually. Collision detection, rotational movements and other interactions of the organs additionally impede the simulation. The complete simulation of the dynamic thorax anatomy on an accurate deformation simulation is not possible based on the current technology. At least, it is usable for clinical practice or treatment planning. However, the simulation of individual organs is possible. Hence, it is feasible to simulate the respiratory deformation of the lung to predict each displacement vector inside of its structure. Also this concept is not trivial. An important conclusion after analysis of the simulation instructions in (2.37) is that any simulation of the position for a time step is merely possible, if external forces are known. The simulation needs accurate input data (forces) regarding the deformation. Therefore, PEM has to be combined with other techniques to get a realistic motion estimation. External forces that define the true deformation have to be known before the simulation starts. Another disadvantage of PEM is the dependence of numerous parameter values. Since every parameter has to be defined in a trial and error procedure, it could be time expensive to conduct a large number of experiments.

The basic suitability of PEM to calculate the lung deformation could be demonstrated with a single experiment. For this purpose the 3D structure of the lung object was extracted from the inhale phase of the CT data inside the POPI-model \[103\]. The exported data was simulated with the aid of the FEM discretization and the accompanied tetrahedralization process (see 2.2.2). The deformation was simulated by the mentioned advanced MSM model. External sample forces, which especially embody the pressure of the diaphragm, were generated to simulate the complete lung deformation from inhale to exhale. The results are illustrated in Fig. 2.2e. This experiment served merely for the demonstration of the principal suitability. The generated deformation data

\[10\] This simulation is based on an individual python software, which is also developed for this thesis.
2.2 Deformable image registration

Figure 2.20: Sample lung deformation simulation with PEM: This lung deformation simulation is based on the 3D shape of the inhale lung structure. The CT data is part of the POP1-model. The clipped illustrations explain the movement near the diaphragm. Two diaphragm coordinates visualize the total motion. The deformable model includes all mentioned components: tetrahedralization, potential energies (DP, SAP and VP) and Verlet integration scheme. Non-realistic force data were used to cause external pressure of the diaphragm. A total of 200 time steps were generated to simulate the deformation from inhale to exhale. The experiment merely serves for demonstration. The used parameters were: $\gamma = 0.2, k_D = 0.8, k_A = 0.3, k_V = 0.1$;

left a physiologically plausible impression. However, a qualitative assessment is only acceptable with the aid of real landmark verification. For this purpose, realistic external force vectors are needed. Hence, the exact analysis of PEM is only applicable when combining PEM with other solutions. This is explained in the following section.

2.2.3 Hybrid approach

The hybrid approach is the combination of IDP and PEM in order to use the advantages of both methods for a more accurate lung motion estimation. To explain the approach, it is necessary to summarize benefits and drawbacks of IDP and PEM. IDP is a robust model for global registrations of 4DCT lung data. It does not need any input data. It directly works with HU values of the CT. Despite good results of global landmark verification tests (average displacements of about 1.2 mm, Fig. 2.12), it generates unrealistic deformation fields for explicit areas (e.g. the lung slipping effect). Those false vector fields occur inside the lung in areas close to the lung boundary. In contrast to IDP, PEM requires realistic input data. It needs external forces as constraint. PEM also offers the possibility to simulate very precise motion and deformation inside the organ. However, a global patient registration is not possible due to the interaction and the complexity of numerous structures. The attributes of both approaches suggest to combine IDP and PEM. The hybrid approach performs a stepwise
registration, which generates a global IDP registration first. Moreover, it optimizes the vector field inside the lung with the aid of PEM to wipe out the lung slipping effect.

Lagrangian condition

Terzopoulos et al.\[98\] defined the basic equation for continuous deformable objects in\[2.28\]. This formula is written as a Lagrange equation. Furthermore, the paradigms of PEM is the description of a system with the aid of constraining conditions. Such conditions are external forces. That means, it is known that there exist external forces that cause a pressure on the lungs shape such as diaphragm movements or rib-cage motion. The result is the motion and the deformation of the lung. Hence, the result of the condition is known, but the exact values of the external forces are unknown. This is a basic principle of the Lagrange equations. With the help of the defined condition, it is possible to generate generalized coordinates, which decreases the value of independent parameters. Therefore, one can create the standard Lagrange equation\[79\]:

\[
L = T - V
\]

(2.39)

where \( L \) is a functional term that includes the independent parameters \( q \) and the time \( t \). \( T \) being the kinetic energy term and \( V \) being the the potential energy term of the system. Based on the basic Lagrange equation it is possible to derive the full equation of the deformable system shown in\[2.28\]. For example, the deformation of the lung is clearly visible in the data of the 4DCT. However, the values of external acting forces are unknown. To explain the hybrid solution with PEM, it is necessary to repeat the basic equation written with explaining subscripts:

\[
L_{\text{external forces}} = T_{\text{mass damping}} - V_{\text{potential energies}}
\]

(2.40)

is a generic form of\[2.29\] or\[2.33\], the basic formula for PEM. Fig.\[2.21\] illustrates the shift of a particle on the lung’s surface as a result of a performing external force. The conclusion of this section is: If the displacement of some particles \( x_a \) within the 3D organ is known as a result of an external force, the model is able to simulate the residual deformation of the object as a result of the acting forces. The accuracy of the simulation is accompanied with the number of known predefined particle displacements.
Figure 2.22: Areas with high accuracy in an IDP vector field: The algorithm is able to find a very accurate deformation prediction in regions with significant structures. The illustration shows the deformation vector field based on the IDP algorithm mentioned in section 2.2.1 for three different sample views (coronal, sagital, axial). The vectors describe the displacement from inhale to exhale. Large deformations are bright blue (maximum → white), small shifts are dark blue (minimum → black). The surface areas (red ROI) such as internal structures with density gaps (white ROI) show large displacements. In these regions motion prediction is more accurate than in other zones (e.g. the lung slipping in Fig. 2.10).

Crossover deformation process

Section 2.2.1 has shown that deformations of global heterogeneous objects can be sufficiently modeled with IDP. Furthermore, homogenous 3D objects can be sufficiently modeled with the PEM. The first approach is erroneous (e.g. lung slipping) and the second needs a constraint to work accurately. A combination of both appears to yield the best outcome. This is the concept of this work. The hybrid model realizes the deformation stepwise. The first step is the generation of the global deformation field by the IDP approach optimized for lung deformations (see Fig. 2.10). With this approach, it is possible to generate a vector field for breathing phases of the 4DCT data set. IDP is an information based technique that works with similarity measures applied on HU values of the image data. Hence, IDP is able to find accurate transformations at areas with strong density deviations. This could be the surface of the lung, because there is a strong gradient between the density of the rips, the soft tissue and the low dense lung tissue. Even other structures inside the lung could provide such properties. Examples of these areas are illustrated in Fig. 2.22. The usage of the displacement vectors in the mentioned regions as constraint for PEM is the main idea of the hybrid deformation process. Hence, the work flow contains several steps. The global IDP registration performs at first. The next step is the extraction of the 3D lung object. Then, the IDP based constraint for PEM, so called vector filter, is extracted. For example: This could be the particle displacements on the surface of the lung. After the definition of the constraint (filter), the deformation of the lung has to be simulated with PEM. This recalculation of lung internal displacement vectors improves the accuracy of the motion prediction. For instance, the lung slipping effect should be taken into account after recalculation. An update of the global deformation field terminates the procedure. Fig. 2.23 explains all steps of the hybrid deformation process.

Predefined constraint (filter) to select applying forces

The hybrid deformation process requires a constraint (vector filter). The challenge is a sufficient selection of particles (vertices of the tetrahedral topology) that are shifted by IDP and apply as forces for PEM. The previous outline particularly suggests that external forces have to apply directly on the surface of the lung. However, external forces $f_a$ could also be forces inside the lung. It must be ensured that the selected vector
shift is accurately simulated with IDP. Fig. 2.22 shows that also particular areas inside the lung have good motion prediction. The requirements for high accuracy matching regions are local structures with large density deviations. These gaps could be registered by the similarity measure of the IDP algorithm. A good indicator for a solid match is the strength of the shift. A large vectorial displacement is accompanied with the assumption that IDP recognizes a special feature inside the image data. Hence, a large particle shift is a hint for an accurate motion prediction of IDP. Under consideration of particle positions $x_a = [x, y, z]^T$ that are a member of the lung organ $\Omega_{lung}$ with a defined set:

$$A_L = \left\{ x_a \in \Omega_{lung} \right\},$$

(2.41)

it is possible to define a barrier $b$ that selects only large displacement shifts. The defined set $A_B$ includes merely strong displacements and can be written as:

$$A_B = \left\{ x_a \in \Omega_{lung} \left| |x_a(t_1) - x_a(t_2)| > b \right. \right\}$$

(2.42)

t_1 and t_2 being the respective breathing phases (e.g. inhale and exhale) in this investigated case. $b$ is equivalent to the strength of the displacement. It has to be adjusted (e.g. 0.5mm → 20mm) in relation to the respective application how strong the constraint should apply. As mentioned, it is also useful to define a set that select particles that are located on the surface $\Omega_{surface} = 1, 2, ...m$ of the lung with $\Omega_{surface} \subset \Omega_{lung}$. This is meaningful, because the surface is accompanied with density gaps. It is assumed that the IDP algorithm works very accurately for this region. The filter for surface particles can be defined as:

$$A_S = \left\{ x_a \in \Omega_{surface} \right\}$$

(2.43)
IDP has a low accuracy in regions where the lung slipping effect occurs. This was particularly mentioned in section 2.2.1. Since these areas have to be recalculated by PEM, vertices in such regions are not supposed to be part of the constraint. Such a filter set considers only particles that are located with minimal point surface distance $d$. In the area between surface and the point in distance $d$ should act the lung slipping. $d$ has to be adjusted experimentally (e.g. 20 mm). The distance set can be written as:

$$A_D = \left\{ x_a \in \Omega_{\text{lung}} \mid \min_{x_b \in \Omega_{\text{surface}}} \| x_a - x_b \| > d \right\}$$ \hspace{1cm} (2.44)

The lungs physiology of respiration is mainly driven by two different types of breathing (108) (see Fig. 2.14b). One the one hand, there exists the diaphragmatic breathing. On the other hand, there exists the thoracic breathing. Diaphragmatic breathing is initialized by the motion of the diaphragm in $z$ direction. Thoracic breathing is created by the raise of the rib cage in the upper thoracic regions. Both types are illustrated in Fig. 2.24. It is possible to create filters that are designed to especially consider one of these effects (Fig. 2.24). For diaphragmatic breathing it is necessary to focus on particles $x_a = [x, y, z]^T$ in the lower area of the lung. This can be realized if the $z$ fraction of the coordinate is higher than a defined limit $z_d$. Furthermore, the direction of the displacement vector $x_a(t_2) - x_a(t_1)$ has to be in a range within a defined angle $\alpha_d$ around the $z$-axis to simulate the movement of the diaphragm. Also, the breathing should only affect particles on the surface. The filter can be written as:

$$A_{DB} = \left\{ x_a \in \Omega_{\text{surface}} \mid (x_a \cdot [0, 0, 1]^T > z_d) \land \left( \arccos \left( \frac{[x_a(t_2) - x_a(t_1)] \cdot [0, 0, 1]^T}{\| x_a(t_2) - x_a(t_1) \|} \right) < \alpha_d \right) \right\}$$ \hspace{1cm} (2.45)

Such a set equally can be defined for the thoracic breathing. In this case the angle $\alpha_t$ applies around the $y$-coordinate. It considers only vertices in upper regions, lower than $z_d$. The set is defined by:

$$A_{TB} = \left\{ x_a \in \Omega_{\text{surface}} \mid (x_a \cdot [0, 0, 1]^T < z_d) \land \left( \arccos \left( \frac{[x_a(t_2) - x_a(t_1)] \cdot [0, 1, 0]^T}{\| x_a(t_2) - x_a(t_1) \|} \right) < \alpha_t \right) \right\}$$ \hspace{1cm} (2.46)

It is possible to combine several filters. The best filter set for a specific application has to be adjusted experimentally. For example, a combined set allows surface particles $A_S$ and inner particles $A_D$ with a point surface distance $d$. All considered vectors must have at least a strength of $b$ ($A_B$). Since all the vectors are located in the lung object $\Omega_{\text{lung}}$, the combined set can be written as:

$$(A_S \cup A_D) \cap A_B$$ \hspace{1cm} (2.47)
Figure 2.25: Examples for filtered constraints: The six filters in this illustration belong to the set definitions in (2.41) to (2.48). The 3D lung object is extracted from the reference set (inhale) of the POPI-model. The IDP algorithm calculates the deformation field from inhale to exhale (time frame 60%). Hence, the shown filtered deformation fields belong to $v_j(x_i)$ with $j = 6$. The illustration of $A_{TB}$ was neglected due to very small shifts in these areas. This patient data is generated primarily through diaphragmatic breathing.
Another set combines the thoracic $A_{TB}$ and the diaphragmatic filter $A_{DB}$, where all displacements must have at least the strength of $b$. The combination is defined as:

$$(A_{TB} \cup A_{DB}) \cap A_D$$  \hspace{1cm} (2.48)$$

Further examples and their related three dimensional renderings for the data of the POPI-model are illustrated in Fig. 2.25.

Suitability for respiratory motion problems

The suitability of the hybrid approach for the application of this work can be shown with the aid of a trivial experiment. For this purposes, the IDP approach registers the data with a strong windowing. The used HU scaling is illustrated in Fig. 2.26. The special setting distinguishes directly between soft tissue, bone and lung tissue. Finer structures are more or less invisible. Hence, IDP will mainly match the surface of the organ. Inner lung structures are invisible. No motion prediction is expected for the main parts of the inner lung. The results of the IDP registration experiment confirm the assumptions. The algorithm deformed the reference set (inhale) of the POPI-model for registration with the breathing phase at time frame 60\% (exhale). The resulting deformation fields are shown in Fig. 2.27. The IDP result is illustrated with sample sagittal and a sample coronal view in the first row of the figure. The pure IDP algorithm predicts the motion simply at the surface of the lung. It is visible in diaphragmatic regions for both views, which in turn is physiologically very logical (see diaphragmatic breathing in Fig. 2.24). All parameter settings and installation properties are explained in detail in the description of Fig. 2.27. The second row of the figure describes the results of the hybrid approach. After updating of IDP with PEM inner structures show a significant motion inside the lung. The demonstration of additional motion by PEM is given by the difference vector field in the last row of the figure. The inner structures of the lung is moved uniformly in physiological consistent direction.

The experiment clearly confirms the power of the hybrid approach. Even with the aid of an insufficient deformation field (IDP with windowed image data) remarkable results can be achieved. This is also verified by a landmark test for the same experiment. The same data is used (previous experiment). The landmarks regard to the definitions of the POPI-model (see Fig. 2.11). The results are shown in Fig. 2.28. The data distinguishes between the landmark matching of the pure IDP algorithm and the hybrid approach. The mean of the total TRE is improved from 4 mm to 2.5 mm. The median is improved from 3.4 mm to 2.6 mm. Even the distribution (quartiles) of the error is significantly better. If one composes the TRE into
**Figure 2.27**: Registration of a sample 4DCT with the hybrid approach. The figure shows the result of the basic experiment. The first row illustrates the deformation field for a pure IDP analysis in coronal (left) and sagital view (right). The second row shows the updated data of the hybrid deformation approach with the aid of PEM. The last row describes the difference of both deformation fields, i.e. the difference vector set of IDP and the hybrid approach. It symbolizes the additional movement that was added by PEM. The used IDP parameter configuration is equivalent to the simulation mentioned in Fig. 2.10 - model a. The used filter set for PEM is based on $A_S \cap A_D$ with $b = 5$ mm (see Fig. 2.25). The used PEM parameters are: $t = 200$ time steps, $y = 1 \cdot 10^{-4}$, $k_D = 1 \cdot 10^9$, $k_A = 0.01$, $k_V = 0.01$;
Deformable image registration (IDP and IDP+PEM)

Registration (inhale → exhale) verified by landmark matching with TRE

Figure 2.28: Detailed TRE analysis for the hybrid approach: The figures show landmark error data for the experiment mentioned in Fig. 2.27. The analysis regards to the deformation of time frame $j = 6$ (60%). It shows a splitted Box-Plot in (a) with a space oriented distinction (x,y,z). The view shows the error fraction for every single coordinate axes. The Bland-Altman plot (b) investigates systematic differences between the pure IDP algorithm and the hybrid approach. The result of every single landmark is investigated. A shift of all landmarks to the right is a sign for a systematic difference. In this case the hybrid approach improves the motion estimation for landmarks significantly.

Figure 2.29: Investigation of improved landmarks: The figure refers to the data of Fig. 2.28. Two sample views (coronal → right, sagital → left) displays the landmarks of the POPI-model inside the reference set. Landmarks are distinguished by their improvement. Significantly improved values (data on the right of the mean asymptote in the Bland Altman plot of Fig. 2.28) are red, all other values are blue. Strongly improved values are mainly located in the inner lung.
its components of the space-directions ($x, y, z$), especially the z-component refines. Due to diaphragmatic breathing the movement occurs mainly in the z-direction. The Bland-Altman plot in Fig. 2.28b also illustrates the improvement. Almost all landmarks improve their TRE because their abscissa values are positive: $TRE_{IDP} - TRE_{IDP+PEM} > 0$ mm. It is clearly shown that mainly landmarks with a large TRE (large values on the ordinate) strongly contribute the improvement. Significantly improved values appear with a large value on the abscissa: $TRE_{IDP} - TRE_{IDP+PEM} > 1.2$ mm (the mean of all values). Such significantly improved landmarks are typical coordinates of inner lung structures. The effect is confirmed by Fig. 2.29 that distinguishes between significantly improved landmarks (red) and all other coordinates (blue).

**2.3 Evaluation of the hybrid approach**

Section 2.2.3 demonstrates the principal suitability of the hybrid approach for the deformable registration of 4DCT lung data. The experiment was based on a trivial, an insufficient IDP deformation grid. This evaluation study goes a step further and tries to investigate a real improvement of the hybrid approach (section 2.2.3) in contrast to a fine adjusted, powerful IDP implementation (c.f. Fig. 2.12). Once again, this analysis is based on landmark tests accompanied with the TRE. The landmarks of the POPI-model (Fig. 2.11) and the advanced landmarks of this work (Fig. 2.15) are used.

**2.3.1 Disadvantages of the surface filter**

Section 2.2.3 investigated in detail the hybrid approach. Essential for the quality of the model is the choice of a good filter model. Several solutions are mentioned in Fig. 2.25. The main idea of the hybrid approach is the deformation of 3D objects driven by external forces. Lung internal displacements are recalculated by PEM. The filter model $A_S$ (see 2.2.3) fulfills this first idea. The model considers only vector displacements on the surface. It is combinable with various barrier conditions $A_B$ that sort out short vectors. To assess the quality of such a model in contrast to a fine adjusted IDP solution, it is necessary to calculate the TRE. The used landmarks should mainly cover the full area to rate the general quality. Hence, the base landmarks of the POPI-model are suitable for a first experiment. This test investigates the main deformation quality exemplary for the registration of the reference set (inhale) $i$ and the breathing phase (exhale) $j = 6$. The test distinguishes between three surface filter models $A_S \cap A_B$ with $b=7$ mm, $b=5$ mm and $b=3$ mm. The test compares the results of both IDP implementations ($IDP_a \rightarrow FFD$ implementation based on iPlan™ RT, $IDP_b \rightarrow FFD$ implementation regarding the POPI-model) before and after the recalculations with the hybrid model. The results are illustrated in Fig. 2.30.

The Box-Plot illustration reveals that any solution of the hybrid approach, in combination with a surface filter, yields poor results. Generally, the mean TRE and the median TRE of the landmark set is 0.6 mm–1.1 mm larger after hybrid recalculation. Maximum values even grow up from 3.2 mm to 7 mm. The significant loss of quality is independent from the used barrier $b$. It is also independent from the used IDP approach ($IDP_a$, $IDP_b$). All six solutions show similar statistical properties. The models lack of accuracy can be directly derived from the used filter model (surface). Therefore, the surface-filter should not be used for stereotactic dose planning. Reasons for inaccuracy of the surface filter can be evaluated with the vector field motion plot (see Fig. 2.31). This plot shows the results of the experiment for $A_S \cap A_B$ with $b=5$ mm. The sample view image column on the left describes the pure IDP motion prediction. The column in the middle explains the recalculated deformation field. This view clearly shows that lung slipping areas are not neglected anymore, because motion estimation is distributed over the full lung up to the outermost shape. The full distributed motion is not visible for the pure IDP calculation. In principle, the model achieves the desired results, but the calculated motion estimation is lost in accurate modeled areas. A lot of zones are well deformed through IDP. This is shown
by large displacements of inner lung structures and the good TRE results. This accurate motion estimation is damped by the surface filter and the PEM deformation model. This can be proven by the deformation difference plot in the right column of Fig. 2.31. Lung slipping areas are optimized by the model (see additional motion in near outline regions), whereas accurate modeled structures inside the lung are damped. A lot of motion estimation gets lost and the model receives a loss of quality for TRE tests. The conclusion of this experiment is, that any well modeled motion prediction of inner lung structures should be considered for the hybrid approach. It would be a discard of well calculated structures and it would be a double calculation of data that could be time expensive. The model with a pure surface filter does not fulfill the requirements for an accurate stereotactic dose calculation. However, the model is able to predict an adequate motion for an insufficient, erroneous IDP deformation field (see section 2.2.3). The model is able to approximate the tumor position for an extremely reduced deformation field. It may be able to calculate time depended tumor positions without any 4DCT data information. Hence, the surface filter should not be rated as an erroneous approach.

---

**Figure 2.30**: Detailed TRE for hybrid simulation with different surface filters: The plot distinguishes between both IDP implementations (IDP\(_a\) → FFD implementation based on iPlan\(^+\) RT, IDP\(_b\) → FFD implementation regarding the POPI-model). The data is based on the registration of the reference set (inhale) and the breathing phase \(j = 6\) (exhale). The used landmarks are part of the POPI-model (see Fig. 2.11). The TRE plot on the left shows the error distribution of the pure IDP implementations. The different plots in the middle describe the updated error data after recalculation with the hybrid approach. Three different surface filters for evaluation (right) were used.

### Table: TRE Results

<table>
<thead>
<tr>
<th>Filter</th>
<th>TRE(_{IDP-a})</th>
<th>TRE(_{IDP-b})</th>
<th>TRE(_{IDP+PEM-a})</th>
<th>TRE(_{IDP+PEM-b})</th>
</tr>
</thead>
<tbody>
<tr>
<td>only IDP</td>
<td>1.2</td>
<td>1.5</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>IDP+PEM</td>
<td>2.0</td>
<td>3.5</td>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>(A_5 \cap A_{B_1}), (b=7) mm</td>
<td>0.5</td>
<td>1.0</td>
<td>0.8</td>
<td>1.2</td>
</tr>
<tr>
<td>(A_5 \cap A_{B_2}), (b=5) mm</td>
<td>1.0</td>
<td>1.5</td>
<td>1.2</td>
<td>1.8</td>
</tr>
<tr>
<td>(A_5 \cap A_{B_3}), (b=3) mm</td>
<td>1.5</td>
<td>2.0</td>
<td>1.8</td>
<td>2.2</td>
</tr>
</tbody>
</table>
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Single IDP and IDP+PEM registration (inhale → exhale) with the PEM surface filter: $A \cap A; b=5\text{mm}$

IDP-implementation based on iPlan RT

IDP-implementation based on the POPI-model

**Figure 2.31:** Deformation field for the hybrid approach with surface filter: The illustration distinguishes between both IDP implementations. The data is based on the registration of the reference set (inhale) and the breathing phase $j=6$ (exhale). The image shows the geometry of the reference set for sample planes in coronal and sagittal view. The data describe the local displacement through the breathing phase. The value of the displacement is scaled by the ratio in the legend below. The left column illustrates the pure IDP deformation. The middle describes the hybrid deformation data. The right illustrates the difference of both vector fields with an own vector scaling. The used PEM parameters are: $t = 200$ time steps, $y = 1 \cdot 10^{-4}, k_D = 1 \cdot 10^{9}$, $k_A = 0.01, k_V = 0.01;
2.3.2 An optimized filter model

Section 2.3.2 gives an overview over many possible filter models that even consider displacement vectors inside the lung. The power of the respective model has to be evaluated experimentally. The last section has shown that a large number of precalculated vectors should be considered. A strong reduction of the already calculated vector field leads to a damping effect in areas that are modeled accurately with IDP. This results in a large error for TRE tests. Hence, the following tested filter models do all consider constrained vectors that are distributed in the full organ. The following experiment investigates the main deformation quality exemplarily for the registration of the reference set (inhale) \( i \) and the breathing phase (exhale) \( j = 6 \). Again, the basic landmarks (POPI-model) are used to measure the general deformation quality. Due to the large value of filters the experiment uses merely the IDP implementation of this work (\( IDP_a \rightarrow \text{FFD implementation based on iPlan”RT} \)). Fig. 2.33 illustrates the results of eight different filter models\(^{12}\).

All filter models achieve more or less equally good results in comparison to the pure IDP approach. The results vary in a small range. The mean TRE values are arranged from 1.1 mm up to 1.8 mm, the median TRE values are distributed from 1 mm to 1.7 mm and the maximum values are located in range from 2.8 mm to 4.2 mm. Hence, the results are much better than the measurements based on the surface filter. They all achieve suitable results. Again, it is visible that too much vector reduction causes a loss of quality for the TRE test. For example, filter (e) \( (A_S \cup A_D) \cap A_B \) with \( d = 12 \) mm, \( b = 7 \) mm and filter (g) \( A_B \) with \( b = 7 \) mm apply the strongest vector reduction due to the large barrier \( b \). The attached vector plot illustrates the effect, because there are just a few vectors left in the left lung. Both models achieve the worst results for this test series. Using filters (a)-(d) similar results are yielded. They are not significantly better or worse than the pure IDP approach. The best score is achieved by the most trivial approach (f) \( A_B \) with \( b = 5 \) mm. The method uses a good compromise of constrained IDP vectors and free zones that are recalculated by PEM. Also interesting is, that method (h) achieved almost the same results. However, the small constrain \( A_{DB} \) leads to a shift of the maximum TRE and the result is getting more inaccurate.

The findings of this section suggests that a strong vector reduction leads to a loss of quality during PEM recalculation. Hence, one should avoid too many constraints for the filter. The best method is the most elementary approach \( A_B \) with \( b = 5 \) mm. It assumes that IDP calculates accurate vector displacements in regions that have recognizable gray-value structures. The full IDP deformation is driven precisely with aid of those regions. Hence, the displacement is large at these areas. The displacements of surrounding structures is estimated with the aid of smoothing filters or other tools. Those regions have smaller shifts. \( A_B \) with \( b = 5 \) mm exactly sort out these areas. They are recalculated and physiologically optimized. Due to the content of these findings all following experiments use the basic filter model \( A_B \).

In order to investigate the quality of the obtained model \( A_B \), the registration was tested by additional experiments. For this purpose, all breathing phases \( j \) of the entire POPI-model were registered with the hybrid approach. The generated TRE data was compared to the pure IDP implementation of this work \( IDP_A \). The results are illustrated in Fig. 2.33. Due to smaller displacements of mid-exhale breathing phases, the barrier \( b \) has to be adjusted for every breathing phase. For example, the mean original landmark displacement at \( j = 80 \% \) is \( \mu = 3.5 \) mm. Hence, a barrier of \( b = 3.0 \) mm was chosen. The results of all breathing phases do not show any loss of quality in contrast to pure IDP implementation. Usually, all statistical properties (mean, median, maximum values) are even slightly better after the PEM recalculation process. The test series confirm the power of the model regarding TRE tests with a full landmark distribution. The filter \( A_B \) fulfills the same requirements as the pure IDP implementation. Therefore, it is suitable for practical applications regarding stereotactic dose planning.

\(^{12}\)The filter models are developed by the theory mentioned in 2.2.3
Single IDP and IDP+PEM registration verified by landmark matching with TRE distinguished by various PEM filter-sets

Figure 2.32: Detailed TRE for the hybrid approach with different PEM filters: The plot regards to the IDP implementation of this work (IDPₐ → FFD implementation based on iPlan™ RT). The data is based on the registration of the reference set (inhale) and the breathing phase \( j = 6 \) (exhale). The used landmarks are part of the POPI-model (see Fig. 2.11). The TRE plot on the left shows the error distribution of the pure IDP implementation. The different plots in the middle describe the updated error data after recalculation with the hybrid approach. Eight different PEM filters were used for evaluation. The simple filter \( A_B \) with \( b = 5 \)mm achieved the best result.
2.3 Evaluation of the hybrid approach

2.3.3 Investigation of the lung slipping effect

All previous tests have merely proven that the hybrid approach achieves no loss of quality in contrast to the pure IDP implementation. A real improvement was not demonstrated yet. The main idea of the model is a better motion estimation inside lung slipping areas (see section 2.2.1). A first positive assessment of the hybrid approach is based on the vector field plot in Fig. 2.34. Again, the illustration explains the deformation results for the single registration of the reference set (inhale) and breathing phase \(j = 1...9\). The data is based on both IDP implementations (\(\text{IDP}_a\), \(\text{IDP}_b\)). The sample views of the hybrid implementation (IDP+PEM) clearly show the improvement. Lung slipping is not neglected anymore. The motion estimation is distributed over the full lung. The effect is visible for both views (sagital and coronal) and for both IDP implementations. Whereas the surface filter (Fig. 2.31) dampens inner motion regions, the filter \(A_B\) does not affect such areas. The difference plot on the right confirms, that only lung slipping areas receive additional motion from PEM. Inner zones are unchanged. The lung slipping effect is particularly strongly visible in z-direction for both views (sagital, coronal) in outline near regions. This could be explained by the predominant diaphragmatic breathing technique of the patient. The improvement of the hybrid model is directly verifiable with the aid of the advanced landmarks introduced in section 2.2.1. The accompanied TRE test confirms the refinement. Again, a TRE experiment was accomplished for the single registration of the inhale and the exhale phase. The results are illustrated in Fig. 2.35. For both IDP implementations (\(\text{IDP}_a\), \(\text{IDP}_b\)) a significant improvement is visible. For \(\text{IDP}_a\) the TRE median shifts from \(7.1\) mm down to \(4.2\) mm, for \(\text{IDP}_b\) the TRE median shifts from \(5\) mm down to \(2\) mm. A similar improvement is visible for all other TRE properties: mean, maximum, quartiles. These values also improve by \(3 - 4\) mm. The Bland-Altman plot on the right investigates the improvement for every single landmark. Again, the plot confirms the improvement of the model. Almost all values are plotted with positive abscissa values. PEM is better than the pure IDP implementation \((x = \text{TRE}_{\text{IDP}} - \text{TRE}_{\text{IDP+PEM}})\). More than the half of the landmarks are significantly improved, because their abscissa value \(\text{TRE}_{\text{IDP}} - \text{TRE}_{\text{IDP+PEM}}\) is larger than the mean parameter \((\mu = 2.54\) for \(a\), \(\mu = 2.74\) for \(b\)). Especially large deviations (large ordinate
Single IDP and IDP+PEM registration (inhale → exhale) with the PEM filter: \( A_y; \ b=5\text{mm} \)

IDP-implementation based on iPlan RT

Figure 2.34: Deformation field for the hybrid approach with the barrier filter: The illustration distinguishes between both IDP implementations. The used PEM filter regards to the best result in Fig. 2.32. The data is based on the registration of the reference set (inhale) and the breathing phase \( j = 6 \) (exhale). The image shows the geometry of the reference set for sample planes in coronal and sagital view. The data describe the local displacement through the breathing phase. The value of the displacement is scaled by the ratio in the legend below. The left column illustrates the pure IDP deformation. The middle describes the hybrid deformation data. The right illustrates the difference of both vector fields with an own vector scaling. The used PEM parameters are: \( t = 200 \) time steps, \( y = 1 \cdot 10^{-4}, k_D = 1 \cdot 10^8, k_A = 0.01, k_V = 0.01; \)
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Figure 2.35: Detailed TRE for the hybrid approach investigating the lung slipping effect: The plot distinguishes between both IDP implementations (IDP\textsubscript{a} → FFD implementation based on iPlan\textsuperscript{TM} RT, IDP\textsubscript{b} → FFD implementation regarding the POPI-model). The data is based on the registration of the reference set (inhale) and the breathing phase \( j = 6 \) (exhale). The used landmarks are the advanced landmarks of this work for lung slipping investigation (see Fig. 2.15). Each error distribution distinguishes between the pure IDP implementation and the hybrid approach in (a). (b) explains the respective Bland-Altman plots for both IDP implementations.

Values \( \rightarrow \frac{1}{2} [TRE\text{IDP} + TRE\text{IDP}\text{PEM}] \) improved significantly. This is confirmed with both Bland-Altman plots illustrated with an increase of ordinate values accompanied with large abscissa scores. It seems that the noisy data depend on a linear increasing function.

During investigation of all the positive advantages of the hybrid approach, one should take into account that the model could have drawbacks. A trivial assumption is that the model does not know where the lung slipping really occurs. The model estimates lung slipping for surface near areas that inherent low motion in contrast to strong displaced structures in the middle of the lung. In contrast to real slipping regions, which are measured with the advanced TRE test, there exist regions that are not subject of the natural displacement. A detailed investigation of the already mentioned deformation plot in Fig. 2.34 provides clarity. The difference plot on the right describes all supposed lung slipping areas. In real lung slipping occurs in almost all calculated regions. Additional motion does not occur in the cranial upper area of the left lung marked with a white circle in the coronal sample views. A view on the coronal sample views of the pure IDP implementations (left) shows that both models detect no motion in this specific region. There is no motion estimated in the center of this region, although there are clearly defined (HU value gaps) bronchial structures. In reality, there occurs no motion. These false positive lung slipping areas receive additional motion with the hybrid approach. The filter model does not consider such effects. The subsequent reaction is local stress applied through expansion of the PEM deformation model. It could result in large deformation errors. The effect is particularly observable for both implementations in Fig. 2.34 (IDP\textsubscript{b}).

False positive lung slipping effect has not been verified by the previous TRE tests. The statistics obscured the result. A detailed investigation of single deformation data regarding IDP\textsubscript{b} in Fig. 2.34 reveals the finding. For this purpose, an additional experiment compared the basic TRE landmarks with Bland-Altman plots for IDP\textsubscript{b} and the breathing phase \( j = 6 \). Fig. 2.36 illustrates the outcome. The statistical Box-Plot of the TRE in (a) shows
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Figure 2.36: Detailed TRE for the hybrid approach with the barrier PEM filter: The plot regards only to the IDP implementations of the POPI-model ($IDP_b \rightarrow FFD$ implementation based on the POPI-model). The data is based on the registration of the reference set (inhale) and the breathing phase $j = 6$ (exhale). The used landmarks are part of the POPI-model (see Fig. 2.11). The TRE Box-plot in (a) explains the error distribution of the pure IDP implementation and the hybrid approach. The Bland-Altman plot in (b) investigates the shift of any landmarks, whereas low values ($< 0$) on the abscissa became significantly worse due to the hybrid approach. Most of the landmarks are shifted really well and many are even better than before. However, there are three outliers with $TRE_{IDP} - TRE_{IDP+PEM} < -0.8$ mm. These outliers are marked blue in the landmark plot in (c). Two of them are located in a special lateral region (bright blue).

no loss of quality. There is no significant change form the pure IDP to IDP+PEM. The maximum values rise slightly, but lower values even become better. In general, the results are suitable. However, the direct landmark verification in (b) shows four outliers that become significant worse through the hybrid recalculation. These landmarks have a very low abscissa value ($< 0.8$ mm). The geometric landmark plot in (c) shows that two of the mentioned outliers are directly located in the false positive lung slipping area. This verification confirms the drawback of the hybrid approach. An extension of the model should distinguish between real and false positive lung slipping areas.

2.4 Discussion

The previous sections have shown that pure IDP implementations are very accurate for global landmark tests. These TRE tests try to cover the full deformation area of the patient. They are good tools for general deformation assessment. In the results of this tests, the mean TRE is located at $1.0 \text{ mm} - 1.5 \text{ mm}$ for the maximal breathing deformation. Common 4DCTs have a slice spacing of $2 \text{ mm}$ in $z$-direction. With regard to this fact, the IDP results are acceptable. The algorithm is generally suitable for 4D dose planning in SBRT. The lung slipping is a local effect. It affects even small fractions of the lung, i.e. small lung border volumes. The motion inside these zones is predicted incorrectly by IDP. This could be proven with the advanced landmark tests (see Fig. 2.15 Fig. 2.16). The presented hybrid approach significantly improves the motion estimation of these regions. This is confirmed by the deformation field plot in Fig. 2.34 and the corrected TRE results in
Fig. 2.35 After recalculation, motion estimation covers the full organ. It looks much more realistic than before. Nonetheless, also this solution embeds faults. The model defines false positive lung slipping areas and predicts motion where naturally no motion occurs. This leads also to errors. However, this work has shown that the deformation quality of the hybrid approach strongly depends on the used vector filter model. Hence, it is probably possible to minimize the erroneous effect with the aid of an improved filter model. For example, stopping terms (i.e. low motion vectors) in the center of the lung far away from the surface, could prevent any additional motion. They prevent unrealistic motion and wipe out false positive lung slipping effects. Prospective studies should investigate this filter dependencies.

Since the hybrid model merely optimizes a small fraction of the full organ, one has to evaluate the effort of the implementation for dose calculation. The hybrid approach is a very complex system with a high degree of undefined parameters. A computationally intensive process is necessary to yield sufficient results. If a 4D dose planning approach uses a trivial treatment setup that merely treat a small fraction of lung slipping regions, the hybrid approach will conclusively not achieve better results than the pure IDP implementation. The effect is investigated by chapter [4]. However, the hybrid approach simulates the motion estimation more realistic then the pure IDP approach.

Nonetheless, the hybrid approach achieves other advantages. The model is able to calculate lung motion for extremely reduced vector fields (see Fig. 2.27). Such vector fields are insufficient and they are not useable to describe a global deformation. The 3D deformation of the mentioned experiment is illustrated in Fig. 2.37.

The image series show a stepwise deformation based on a single inhale and exhale CT. Since it is possible to calculate the full deformation only with an extremely reduced vector field, the model enables the calculation of deformation without any 4DCT data. If displacement vectors are extracted from other modalities (e.g. diaphragmatic laser scanning or thorax fluoroscopy) the model could determine the deformation merely based on a 3D shape derived from a static CT. Such calculations are not as accurate as the presented complex hybrid approach, but they are processable in real-time and approximately suitable for the calculation of the tumor displacement. Finally, the following list summarizes the properties of the hybrid elastic image fusion model:

1. **Advantages of the hybrid deformation model:**
   a) Solution to simulate the lung slipping effect
   b) No loss of quality in contrast to an adequate IDP implementation
   c) Possible motion calculation for reduced filter sets
   d) Deformation calculation for non discrete CT time steps
   e) Past planning adjustment if breathing patterns differ a lot

2. **Disadvantages of the hybrid deformation model:**
   a) Very complex strategy with high degrees of freedom
   b) The effect of false positive lung slipping areas
   c) Slight improvement for 4D planning due to the small share of lung slipping
Figure 2.37: Simulation with the hybrid approach: The image illustrates a typical 3D IDP+PEM simulation with 200 time steps from inhale to exhale in five different views. The shown example regards to the experiment mentioned in Fig 2.22. It uses an insufficient vector field and the PEM surface filter model: $A_S \cap A_D$ with $b = 5$ mm. The used PEM parameters are: $t = 200$ time steps, $y = 1 \cdot 10^{-4}$, $k_D = 1 \cdot 10^9$, $k_A = 0.01$, $k_Y = 0.01$;
4D dose calculation based on accumulation of time dependent dose distributions

The previous analysis has shown that respiration-induced motion is not negligible for Stereotactic Body Radiation Therapy (SBRT). Intrafractional breathing induced motion influences the dose distribution delivered to the dynamic patient geometry. A static simulation might not be sufficient. There can be a large discrepancy between a treatment plan in 3D only and the real applied dose. Such deviations, i.e. dose differences between static dose calculations and four dimensional dose accumulations, shall be analyzed in this chapter. For this purpose, the following outline analyzes and explains the basics of breathing induced 4D dose accumulation such as its numerical implementation. Furthermore, the investigations include a dose error evaluation study for 4D dose calculations, where specific dose transformation algorithms were analyzed regarding their dose transformation quality.

3.1 Principles

3.1.1 Schematic dose accumulation work flow

The technical opportunities in the field of precise dose calculation and accumulation inside the dynamic anatomy of the human body are not fully exploited in clinical practice [93][95]. Dose accumulation is widely used in several tasks of radiotherapy, such as dose summation for different beams as well as the integration process of beamlets in case of a dynamic IMRT [114]. However, all these applications are based on a static geometry. For lung cancer treatments, an accurate dose accumulation has to consider the full deformation process inside the lung and the abdomen. It is necessary to consider the dose distributions of each separate breathing phase which is constituted by a separate geometry. The different geometries are recorded by a respiratory correlated 4DCT scan of the breathing cycle. A deformation grid $v_{ij}$ connects these geometries in an algorithmic way (see chapter [3]). The full registration is a group of vector fields that represent the spatial relationships. This allows single dose transformations between the considered CT geometries. The definition of a reference set enables the calculation of the total accumulated dose distribution. Thus, it is possible to evaluate the clinical quality of the final dose distribution in a conventional way. Fig. 3.1 explains the basic 4D dose accumulation principle. The figure describes the goal of dose accumulation in the context of this work.

A set of respiratory correlated (whole breathing cycle) arranged dose distributions is given to model the full treatment process. Whereas one distribution, i.e. the underlying geometry, counts as reference set. The necessary tissue information is derived from time indifferent static CT measurements within the 4DCT scan (see section [2.1.3]). The static, but time dependent dose calculations, are generated by appropriate dose algorithms. To evaluate the clinical outcome, it is necessary to prepare a 4D data content for a conventional result. As a matter of fact the main assessment of a clinical plan is based on the dose distribution, the detection of the Planning Target Volume (PTV) and the evaluation of the dose volume histogram (DVH). All these param-
Figure 3.1: Principle dose accumulation work flow for breathing induced 4D calculations: (a) Generation of several dose distributions arranged over the whole breathing cycle. (b) Transformation of every dose distribution into the reference geometry. (c) Summation of all deformed distributions inside the reference geometry.

...etters refer to a static dose distribution, which is sufficient in most cases. It is impractical and confusing to evaluate a set of time depended dose distributions individually. For clinical practice it is necessary to calculate an accumulated 3D dose distribution without losing 4D dose information. For this purpose, all generated time dependent dose distributions have to be transferred into the same static geometry. The basic 4D dose accumulation principle is well established and verified with different applications by Rosu et al. [79], Keall et al. [51], Janssens et al. [41] and Söhn et al. [95].

The 4DCT (with \( j = 1 \ldots n \) static CTs) and the related static dose distributions \( D_j(\hat{x}_j) \) with the coordinates \( \hat{x}_j \in \mathbb{R}^3 \) in the geometry \( j \) form the prerequisites for the dose accumulation process. Furthermore, the deformation information \( v_{ij}(\hat{x}_j) \) (see chapter 2.2) connects every space \( j \) (breathing phase) to the reference set \( i \):

\[
v_{ij}(\hat{x}_j) = \hat{x}_i; \quad v_{ij}^{-1}(\hat{x}_i) = v_{ji}(\hat{x}_i) = \hat{x}_j
\]

\( i \) defines the target space for all dose transformations. \( v_{ij}^{-1}(\hat{x}_i) \) being the inverse transformation. A suit deformation function \( v_{ij} \) is not invertible \(^1\) \( v_{ij}^{-1} \) does not exist. It follows, \( v_{ij} \) and \( v_{ji} \) have to be calculated separately, either according to the established procedures (see chapter 2) or with an inverse approximation (e.g. Newton-Raphson optimization). Defined is a simplified formula for the accumulated dose \( D_i \Sigma \) in the system of \( i \):

\[
D_i \Sigma(\hat{x}_i) = \sum_{j=1}^{n} w_j \cdot D_j(v_{ij}^{-1}(\hat{x}_i))
\]

with \( w_j \) being a simple weighting factor. \( w_j \) denotes the fraction of time how long the system stays in state

\(^1\) The non-invertibility arises through the discrete structure (e.g. grid based voxels) of the dose/density distribution as they are used in numerical dose calculations. Numerical solutions are able to approximate the inverse vector field with negligible deviations. For this purpose, the Newton-Raphson optimization algorithm is used in this work. An example calculation with the iPlan™ RT framework revealed a mean deviation of 0.03 mm and a maximum deviation of 0.4 mm.
3.1 Principles

The empiric breathing curve shown in Fig. 3.2a provides a time course of relative amplitude for each breathing phase. The relative weight within each breathing phase is essential for dose calculation. In the example shown, the maximum weight received during the exhale phase (red). The relative time within a separate breathing phase (1 → maximum exhale ... 6 → maximum inhale ... 11 → maximum exhale) is based on the mean probability from (a). In this example, the maximum weight receives the exhale phase (red).

The description of the breathing motion has to be approximated by the average of many breathing cycles (see Fig. 3.2a) due to significant irregularities within the breathing motion. The motion average, so-called probability density function (PDF) [59], enables the description of the relative time spent within a single CT phase (see Fig. 3.2b). The normalized weighting factor derives from: $w_j < 1; \sum_{j=1}^{n} w_j = 1$.

3.1.2 The deformation effect

Equation (3.2) works accurately for affine transformations, i.e., a bijection between two affine spaces. However, the physiology of the lung is more complex, geometrical deformations like expansion or compression are predominant. Assumed is a local set of coordinates in system $j$ that merge to a single point in $i$ and vice versa (see Fig. 3.3). This deformation effect impacts the dose calculation during accumulation. A large set of points $\tilde{x}_j^1, \tilde{x}_j^2, ..., \tilde{x}_j^n$ in $j$ with $v_{ij}(\tilde{x}_j^p) = \tilde{x}_i$ is assumed that affects the dose $D_i \Sigma(\tilde{x}_i)$ in one specific point $\tilde{x}_i$. Fig. 3.3 illustrates the deformation effect. An advanced solution for the accumulated dose considering the deformation effect inside a volume $V$ is defined by:

$$D_i \Sigma(\tilde{x}_i) = \sum_{j=1}^{n} w_j \cdot \left[ \int_{\tilde{x}_j \in V} \delta_j(\tilde{x}_i, \tilde{x}_j) \cdot D_j(\tilde{x}_j) \cdot d\tilde{x}_j \right]$$

where the delta function $\delta_j(\tilde{x}_i, \tilde{x}_j)$ describes points that have an impact to the dose in $\tilde{x}_i$. $\delta_j(\tilde{x}_i, \tilde{x}_j)$ is defined by:

$$\delta_j(\tilde{x}_i, \tilde{x}_j) = \begin{cases} 1 & \text{for } v_{ij}(\tilde{x}_j) = \tilde{x}_i \\ 0 & \text{for } v_{ij}(\tilde{x}_j) \neq \tilde{x}_i \end{cases}$$

(3.4)

For evaluation of dose compression effects, it is necessary to focus on the physical concept of absorbed doses.

---

*Image analysis with iPlan™ RT revealed that lung volumes could differ up to 250 cm$^3$ – 500 cm$^3$ between exhale and inhale state.*
Figure 3.3: Schematic constellation of point merging: An object could change his constitution (a→b) due to compression. A cloud of different point coordinates in the system j could fuse to a single coordinate in system i. Hence, the numerical deformation function is not invertible.

$D(\bar{x})$ is a local value. Generally, $D(\bar{x})$ is less suitable to describe macroscopic dose distributions. $D(\bar{x})$ is point specific with a locally departed energy value $E_{\text{absorbed}}$ regarding a specific local mass density $\rho_{\text{local}}$. The spatial dose is defined by:

$$D_{\text{local}} = \frac{dE_{\text{absorbed}}}{dm_{\text{local}}} = \frac{1}{\rho_{\text{local}}} \cdot \frac{dE_{\text{absorbed}}}{dV} \quad (3.5)$$

This concept is well suited for numeric dose calculations as they are used in medical planning systems. It is straightforward to calculate the dose $D$ directly for a numeric voxel $dV$ with the aid of a grid related mass density $\rho$ derived from a CT scan. Analytically, the point dose is written as:

$$D(\bar{x}) = \frac{1}{\rho(\bar{x})} \cdot \frac{dE}{dV} \quad (3.6)$$

Equation (3.6) reveals the major problem for dose accumulation. The dose depends on the local density $\rho$ and on the local energy $dE$. If a spatial deviation for $\rho$ is assumed in the human lung with values from $0.044 \frac{g}{cm^3} - 0.302 \frac{g}{cm^3}$ (ICRU lung tissue) up to $0.302 \frac{g}{cm^3} - 1.101 \frac{g}{cm^3}$ (ICRU soft tissue), at least some areas or neighboring dose points strongly differ in $\rho$ [93]. If these dose points are fused to a single coordinate (see Fig. 3.3), the resulting dose will not be the dose average. The final dose is a construct of all affecting doses, of all related densities or all related energy values. This affects the dose formulated in (3.3). For this reason, a dose compound function $\omega$ is introduced:

$$D_{i\Sigma}(\bar{x}_i) = \sum_{j=1}^{n} w_j \cdot \left[ \int_{\bar{x}_j \in V} \delta_j(\bar{x}_i, \bar{x}_j) \cdot \omega(\bar{x}_i, \bar{x}_j) \cdot D_j(\bar{x}_j) \cdot d\bar{x}_j \right] \quad (3.7)$$

$\omega$ illustrates that not all dose points, which merged to a single point, contribute with the same fraction of their dose values. The definition of $\omega$ is a challenge for dose accumulation in the context of this work. $\omega$ ensures the correct union of dose points which are based on a heterogeneous object. The major problem is demonstrated in Fig. 3.4.

---

3The mentioned equation explains the accurate dose definition declared as dose-to-medium. This is implemented for several dose algorithms, e.g. Monte Carlo. It explains the energy absorbed in a tissue element (voxel) divided by the mass of the tissue element. However, traditional algorithms (e.g. Pencil Beam) calculate a simplified dose, so called dose-to-water. It describes the energy absorbed in a small cavity of water divided by the real mass (tissue) of the cavity. Further implementations and evaluations regard exclusively to dose-medium.

4Jeffrey V. Siebers investigated in his publication of 2008 [97] in a quite simple example of two voxels that there is a significant discrepancy between the real applied dose and the mean dose of several voxels if the mass density is not homogeneously distributed (see 3.1.3).
It exists a dose definition that deals with the approximation of an absorbed dose for a non-uniformly and inhomogeneous irradiated object (IIO) with a heterogeneous mass structure. The International Commission on Radiological Protection (ICRP) published this definition in their recommendations of 2007. Also Brahme et al. published the definition in their biological investigations about dose response behavior.

The approximated dose for an IIO is defined by the mass weighted average of all involved (object related) dose points:

$$\bar{D}_{\text{Def.}} = \int \frac{D(\bar{x}) \cdot dm}{dm} = \int_{\bar{x} \in V} D(\bar{x}) \rho(\bar{x}) \cdot d\bar{x}$$

It may be written as a numerical approach dealing with voxels $x$ instead of coordinates $\bar{x}$:

$$\bar{D}_{\text{Def.}} = \frac{\sum_{x \in V} D(x) \cdot m(x)}{\sum_{x \in V} m(x)} = \frac{\sum_{x \in V} E(x)}{\sum_{x \in V} m(x)}$$

Exemplary, the following compound function arises for equation (3.7) with the aid of the dose definition for IIOs:

$$\omega_{\text{Def.}}(\tilde{x}_i, \tilde{x}_j) = \frac{\rho(\tilde{x}_j)}{\int_{\tilde{z}_j \in V} \delta(\tilde{x}_i, \tilde{z}_j) \rho(\tilde{z}_j) \cdot d\tilde{z}_j}$$

The preceding disquisition discovered the non-triviality of point dose summations to evaluate individual object doses that goes with the topic of dose accumulation in the field of 4D treatment planning. The aim of this chapter is to investigate the mentioned problem with biological models, different numerical algorithms and empirical tests.

### 3.1.3 Numerical procedure

The discrete structure of dose distributions (grid based voxels) requires simplifications for the numerical implementation of dose accumulation. The following numerical formula for a dose $D_{\Sigma}(x_i)$ in a voxel $x_i$ of the reference set $I$ is derived from (3.7):

$$D_{\Sigma}(x_i) = \sum_{j=1}^{n} w_j \cdot \left[ \sum_{x_j = v_j(x_i) - \Delta_i}^{v_j(x_i) + \Delta_i} W_{ji}(x_i, x_j) \cdot D_j(x_j) \right]$$

Section 3.2 investigates the approach from a biological point of view.
**Figure 3.5**: Numerical procedure of dose accumulation. For illustration this sketch contains two dimensions for every geometry (red = reference geometry; blue = set of different breathing grids). However, all real implementations must have three dimensions. The voxels are arranged in a practical grid based structure (e.g. red reference grid). The chronological procedure behaves as follows: (1) Select one (\(J\)) of all target geometries (blue); (2) Select one voxel (\(x_i\)) that accumulated dose has to be calculated inside the reference set (red); (3) Find the related coordinate \(x_j\) inside the target with the aid of the deformation grid \(x_j = v_{ji}(x_i)\); (4) Calculate the fractionated dose portion for \(x_i\) with regard to the used accumulation model (\(W_{ji}, \Delta_j\)) and with regard to a set of dose voxels \(D_j\) around \(x_j\); (5) Select the next voxel in \(I\). After this has been performed for all voxels, go over to the next target geometry \(J + 1\) until the whole breathing cycle is completed.

**Figure 3.6**: Dose accumulation as discrete dynamic convolution: The numerical procedure works like a dynamic convolution. The convolution kernel depends on the used accumulation model. While the calculation is running, the kernel is pushed over the target geometry (blue trace). The trace depends on the deformation grid and is related to the voxel in the reference set (blue trace). The kernel shape depends on compression or expansion and is defined by \(W_j(x_i, x_j)\) (red shape).
Fig. 3.7: Simple voxel system to evaluate transformational dose errors. The voxels $V_1$ and $V_2$ inside the member set $J$ migrate through deformation to voxel $V'$ (reference set $I$). (a) describes dose transformations and (b) illustrates the energy scenario.

Fig. [3.5] illustrates the numerical procedure. $\pm \Delta_j$ denotes a neighborhood interval in the breathing phase set $J$. It describes the maximum possible compression inside the processed tissue and has to be defined carefully before calculation. $\Delta_j \to \infty$ mostly applies for analytical theorems, e.g. (3.7). $\pm \Delta_j$ is introduced for practical reasons. It outlines how far voxels $x_1^i$, $x_2^i$ could be placed in $J$, if they may migrate through deformation to the same target $x_i$ in $I$. Within the defined interval, an algorithm collects coordinates $x_j$ which largely contribute to the target dose in voxel $x_i$. The method of contribution depends on the accumulation model itself. Also, the definition of $\Delta_j$ goes with the individual accumulation model. Several algorithms are illustrated in section [3.3]. Therefore, the generic accumulation operator $W_{ji}(x_i, x_j)$ is introduced to illustrate the task of the accumulation model related algorithms. Each voxel in $I$ will be calculated separately. For every voxel $x_j$, there exists a set of voxels $v_{ji}(x_i) \pm \Delta_j$ in $J$ which contribute with different fractions to the accumulated dose.

Finally, the procedure works as a discrete dynamic convolution. The accumulated dose is the convolution result of the member space $J$ integrated over all member spaces within the breathing cycle. The convolution kernel $W_{ji}(x_i, x_j)$ is dynamically adjusted based on the individual dose voxel $x_j$, the related target dose coordinate $v_{ji}(x_i)$ and the influence (deformation) of the neighborhood dose area around the target dose point $v_{ji}(x_i) \pm \Delta_j$ (see Fig. 3.6). Basically the accumulation of dose is describable by the following expression:

$$D_{1} \Sigma = \sum_{j=1}^{n} W_{ji}(v_{ji}) \ast D_{j}$$

(3.12)

Possible dose errors for discrete calculations

The numerical explanation shows the specific convolution approach. Discrete dose unions are inevitable during the dose accumulation calculation. The model of accumulation $W_{ji}$ is important for the accuracy. Different models are illustrated in section [3.3]. The following explanations describe general dose differences. The overview takes the different accumulation approaches into account. The validation model is a simplified (one dimension) scenario based on a two-voxel-system inspired by Siebers et al. [93]. Two voxels $V_1$ and $V_2$ are observed at the different times $J$ and $I$. During the breathing cycle (in $J$), the coordinates of the voxels are spatially different, whereas they migrate to a single voxel dose $V'$ in the reference system $I$ at the beginning of the breathing cycle (see Fig. 3.7a). In order to calculate dose distributions inside the lung, both voxels contain different masses ($m_1$ and $m_2$). The task of the calculation is the dose transformation ($D'$) to the reference voxel $V'$. In order to the definition of dose (see formula [3.5]), that describes object doses as summarized energy deposition per object mass, an exemplary draft is illustrated in [3.7b]. Random energy events are distributed.

*This trivial expression is used in many publications in the context of dose accumulation. The equation itself is not sufficient and neglects a lot of important facts. It should be used for general assumptions. However, the formula mentioned in [3.11] is more informative.*
inside the object to explain the dose creation process within several voxels. The dose definition in chapter 3 enables to describe the transformed dose for $D'_{\text{def.}}$. In the outlined scenario, it is defined by:

$$D'_{\text{def.}} = \frac{E_{V_1}}{m_1 + m_2} + \frac{E_{V_2}}{m_1 + m_2} = \frac{E_{V_1} + E_{V_2}}{m_1 + m_2}$$  \hspace{1cm} (3.13)

With the aid of an introduced mass parameter ($\gamma = \frac{m_2}{m_1}$), that handles possible mass deviations, (3.13) can be written as:

$$D'_{\text{def.}} = D_1 + D_2 \cdot \gamma$$  \hspace{1cm} (3.14)

A very trivial model to unify voxels is the dose interpolation method (DIM) [78][80] (see section 3.3.1 for a detailed explanation). DIM follows the rules of arithmetic interpolation. For this one dimensional example, the model calculates the mean value of all source voxels to create the transformed dose $D'_{\text{DIM}}$. This average is defined by:

$$D'_{\text{DIM}} = \frac{D_1 + D_2}{2} = \frac{E_{V_1}}{m_1} + \frac{E_{V_2}}{m_2}$$  \hspace{1cm} (3.15)

At this point, it is possible to define the dose transformation error $\eta$ for DIM. The error $\eta$ regards to the dose definition mentioned in formula (3.13). It outlines the dose difference in the following way [93]:

$$\eta = \left| D'_{\text{DIM}} - D'_{\text{def.}} \right| = \frac{\left| (D_2 - D_1) \cdot (1 - \gamma) \right|}{2 \cdot (1 + \gamma)}$$  \hspace{1cm} (3.16)

The error depends on the specific mass deviation $\gamma$. Since this work is focused on lung treatments, $\gamma$ could increase up to values larger than 20. This arises from the ICRU proposals for soft tissue densities (0.044 g/cm$^3$ - 0.302 g/cm$^3$) and lung tissue densities (0.302 g/cm$^3$ - 1.101 g/cm$^3$) [93]. A large mass deviation has a strong effect on $\eta$. In areas of dose gradients, beam edges or build up regions significant differences up to 100\% may be observable for DIM. $\eta$ discloses the importance of a precise dose accumulation model. Inaccurate methods predict wrong voxel doses. This could have an influence on the clinical outcome (section 4.3). Therefore, section 3.3 introduces and compares a selection of accumulation algorithms which are investigated regarding their quality and practicality in lung cancer treatments.

### 3.2 Biological aspects and methods

The previous section describes the accumulation of absorbed doses for different time states from a physical point of view. Absorbed doses are calculated to estimate the biological damage of tumor cells and healthy organs. The question is whether dose transformations and, above all, dose accumulations are applicable under the assumption that they leave a biological harm. Is it possible to transform time and point related dose damages between different geometries? The following explanations confirm the transformation concept with the

7In this case $D'_{\text{def.}}$ exactly agrees with the already discussed basic dose definition for IIOs in [3.8].

8The reason why DIM is often used, is entirely its simplicity. Most of the necessary functions are already implemented in many medical calculation systems, because DIM is frequently used for other important dose problems (e.g. scaling of dose distributions or dose coordinate transformations).
aid of biological models. In general, biological models were used to evaluate the clinical response of prescribed doses \[67\] [35] [69] [59].

### 3.2.1 Survival rate

Almost all biological models are based on the cell survival curve. It describes the relationship between the surviving cell fraction $SF$ and the absorbed dose $D$ after irradiation of a given cell population $N_0$. $SF$ outlines the number of surviving cells $N(D)$. $SF(D)$ is defined by:

$$SF(D) = \frac{N(D)}{N_0} \quad (3.17)$$

In practice, the most commonly model is the linear quadratic (LQ) model [11]:

$$SF(D) = e^{-\alpha D - \beta D^2} \quad (3.18)$$

The behavior of the LQ model described by Fig. 3.8. The coefficients $\alpha$ and $\beta$ depend on the tissue type and the radiation quality. In absorbed doses, $\alpha$ determines the slope of the survival curve. The quadratic term $\beta$ determines the shoulder shape of the survival curve. A collection of survival parameter data for human tissue types is published in [35]. A simplification of the LQ model was proposed by Brahme et al. [8], the one hit model (OHM):

$$SF(D) = e^{-\alpha D} \quad (3.19)$$

The approximation in (3.19) is sufficient for many cases in conventional fractionated treatments where the linear term is crucial [34]. The mentioned assumption was also used by Niemierko et al. [69] in their proposal about the equivalent uniform dose (EUD)\footnote{The EUD investigates a similar dose accumulation problem that tries to reduce an inhomogeneous dose distributions to a single dose value. However, the EUD is focused on the description of different tissue types with regard to their clinical outcome.}. Especially in this essay, where the surviving fraction supports the...
calculation of local dose unions and accumulations, the OHM \((3.10)\) is sufficient. To simplify the complexity, the fractionation effect \(\beta\) is neglected in the following studies.

### 3.2.2 Relationship between control rate, dose and mass

In clinical practice, important dose planning parameters that describe the response of the treatment are introduced: the tumor control probability (TCP) and the normal tissue complication probability (NTCP) \([8]\). They are determined on the survival fraction. The clinical effect depends on the applied dose and the true number \(N(D)\) of surviving cells after irradiation. This could be approximated with the Poisson distribution of destroyed cells. Basically, the control probability \(P(D)\) is used to describe the clinical outcome \([8]\):

\[
P(D) = e^{-N(D)} = e^{-N_0SF(D)}
\]

\(\text{Fig. 3.9}\) gives an overview of different dose response shapes. A sigmoid dependence between the response and the dose can be observed \([11]\). Nevertheless, the function varies for several tissue types and different radiation qualities. The response dose \(D_{50}\) enables a characterization that represents the dose at the half maximum response. In an optimal scenario of radiation therapy exists a huge deviation between \(D_{50}\) of TCP and NTCP (see \(\text{Fig. 3.9}\)). Desirable is an applied dose with the maximum tumor response accompanied with the lowest side effect for organs at risk (OAR). Another individual parameter is the slope of the shape. Dose response curves based on \((3.20)\) are slightly asymmetric. The inflection point, known as the value with the steepest slope, is located at \(P(D) = e^{-1}\). Small dose adjustments around this area achieve large response variations. Using \((3.19)\) and \((3.20)\), the gradient can be written as:

\[
\frac{dP(D)}{dD} = e^{-N_0e^{-aD}} \cdot N_0e^{-aD} \cdot \alpha = P(D) \cdot [-\ln(P(D))] \cdot \alpha
\]

The controlled gradient around the inflection point \(P(D) = e^{-1}\) can be applied:

\[
\frac{dP_{\text{inf}}}{dD} = e^{-1} \cdot \alpha
\]
A dose increase of $\alpha^{-1}$ implies a 37% ($= e^{-1}$) higher control rate [8]. At the same time formula (3.22) is a good estimator for the slope between the values of 10% and 70% (Fig 3.9c) of the maximum control probability, because an approximately linear dependency is assumed. Also this property affects the shapes of different tissue types (e.g. Fig 3.9a and Fig 3.9b). Thereby, the importance of $\alpha$ is significant to indicate the radio sensitivity of a specific tissue type in relation to the radiation quality. The slope of the control probability is known as the normalized dose gradient $\gamma$ defined by:

$$\gamma = D \cdot \frac{dP}{dD}$$

(3.23)

with $\gamma$ being dimensionless, describing the expected control probability variation for a given relative dose increase. All mentioned approaches suppose a uniform dose distribution for the entire tissue volume. However, as already demonstrated in section 3.1 realistic dose distributions are seldom uniform. This applies in particular for inhomogeneous mass structures with large spacial density deviations such as lung geometries. Therefore, $P(D)$ has to presuppose an inhomogeneous dose dependency $D + \Delta D$. Hence, the full increase of the control probability $P(D + \Delta D)$ due to a dose increase of $\Delta D$ can be written as:

$$P(D + \Delta D) = P(D) + \frac{dP}{dD} \cdot \Delta D = P(D) + \gamma \cdot \frac{\Delta D}{D}$$

(3.24)

In addition to dose fluctuations, mass deviations are largely responsible for the control rate variations. For illustration, the given cell population $N_0$ could be divided into different populations $N_0 = N_1 + \ldots + N_n$ to reflect various densities in the object. The behavior of the control probability for cell mixtures can be shown for a trivial model with two densities expressed with two populations $N_0 = N_a + N_b$. Again, this is illustrated with one dimensional two-voxel-system (see Fig 3.10). Using (3.20), two individual control probabilities for separate cell populations $a$ and $b$ can be written as:

$$P_a(D) = e^{-N_a SF_a(D)}$$

$$P_b(D) = e^{-N_b SF_b(D)}$$

(3.25)

The probability $P_t(D)$ to control the entire object is given by the conditional probability of $P_a$ and $P_b$ assuming a statistical independence of both [8]. Finally, the conditional term $P_t(D)$ is expressible with the survival rate. It is defined by:

$$P_t(D) = e^{-(N_a SF_a(D) + N_b SF_b(D))} = P_a(D) \cdot P_b(D)$$

(3.26)

\[\text{For example: A dose increase of } \Delta D = +1 \% \text{ is followed by: } \Delta P(D) \approx +\gamma \% \text{ in a range of } 10 \% < P(D) < 70 \% \text{ [8]. A list of tissue depended examples for } \gamma \text{ can be found in [8].}\]
To point out the mass effect, a homogenous dose in the object is assumed exceptionally for the next equation. An equal survival rate inside the object \(SF(D) = SF_{a}(D) \approx SF_{b}(D)\) follows. Moreover, the relation of cell values is proportional to the relation of the local masses \(\frac{N_a}{N_0} \approx \frac{m_a}{m_0}\). Consequently, the individual control probability (e.g. \(P_a\)) is describable by:

\[
P_a(D) = e^{-N_a SF_{a}(D)} = e^{-(SF(D)−N_0) \frac{N_a}{N_0}} = e^{-[(N_a SF(D))+(N_0−N_a) SF(D)]] \frac{N_a}{N_0}} = P_t(D) \frac{N_a}{N_0} = P_t(D) \frac{m_a}{m_0}
\]

(3.27)

Affected masses have a large impact on the dose response. The exponent in (3.27) directly results in a shift of the control rate. Hence, in relation to a constant dose, low masses have a higher individual control probability than heavier masses. This is an important paradigm in SBRT particularly for high dose prescriptions of immense tumors. The mentioned mass effect (3.27) is consistent (with respect to (3.26)) with the cell distribution and the mass distribution: \(\frac{N_a}{N_0} + \frac{N_b}{N_0} = 1\) and \(\frac{m_a}{m_0} + \frac{m_b}{m_0} = 1\). Imagine two scenarios for both cell populations (see Fig. 3.11(a) and Fig. 3.11(b)), whereas one population is composed by a significantly different mass \(\Delta m\), then the other one. The mass of the full object is \(m\). In scenario one, the entire object is treated with a constant dose \(D\); while in scenario two, the whole object is treated with a constant dose \(D + \Delta D\). As a result, the total control rate for both cases is defined by the following equations (with respect to (3.24)):

\[
\begin{align*}
P_t(D) &= P(D) \\
P_t(D + \Delta D) &= P(D) + \gamma \cdot \frac{\Delta D}{D}
\end{align*}
\]

(3.28)

Due to the homogenous dose in both scenarios, the total control rate can be splitted into one of their components using (3.27). Therefore, the individual control rates for \(a\) in case two and \(b\) in case one are defined by:

---

\[The\ mass\ effect\ has\ already\ been\ introduced\ in\ the\ early\ years\ of\ radiation\ therapy\ (e.g.\ 1979\ by\ Goitein\ et\ al.\ and\ 1983\ by\ Schultheiss\ et\ al.).\]
In a last scenario (see Fig.3.11), a non-uniformly distributed dose is assumed for the object. Hence, one part of the object $\Delta m$ is treated with dose $D + \Delta D$ and the other part $m - \Delta m$ is treated with dose $D$. In such a case, the total control probability $P_t(D + \Delta D, D)$ arises from the basic statistical condition (3.26):

$$P_t(D + \Delta D, D) = P_a(D + \Delta D) \cdot P_b(D)$$

The combination of (3.29) and (3.30) allows the description of the total control probability $P_t(D + \Delta D, D)$ for a heterogeneous object ($\Delta m, m - \Delta m$) treated with a non-uniformly distributed dose $(D + \Delta D, D)$:

$$P_t(D + \Delta D, D) = \left[P(D) + \frac{\Delta D}{D} \cdot \frac{\Delta m}{m}\right] \cdot P(D)$$

For simplification of this explanation, small dose gradients and low mass deviations ($\frac{\Delta D}{D} \cdot \frac{\Delta m}{m} \ll 1$) in relation to their total values are assumed. Hence, one can approximate the following construct using the power expansion (8):

$$P_t(D + \Delta D, D) \approx P(D) + \frac{\Delta D}{D} \cdot \frac{\Delta m}{m}$$

The resulting control rate is comparable to the total control probability in scenario one (Fig.3.11), where a homogenous dose $D$ was assumed. The difference of both probabilities reflects the control increase, if a part of the object $\Delta m$ receives a dose increase $\Delta D$. The approximated change in the control rate can be expressed by:

$$\Delta P \approx \gamma \cdot \frac{\Delta D}{D} \cdot \frac{\Delta m}{m} = \gamma \cdot \frac{\Delta E}{E}$$

The control rate is a good estimator for the local damage. (3.33) describes the dependencies and the impact, if a non-uniformly distributed dose is assumed for a heterogeneous object. It clearly shows that the combination of the dose and the mass forms an integral dose response. This is the main conclusion of this outline. In order to create numerical dose unions for 4D dose accumulations, dose values as well as their related mass values have to be taken into account. In the field of dose transformations, the neglect of mass would mean a loss of important information. It results in a wrong interpretation of the given dose grid. It would result in a wrong dose transformation. A simple dose interpolation without mass weighting is not sufficient, particularly for rough approximations. Secondly, the outline has shown that the combination of terms in formula (3.33) is replaceable with energy distributions which could also suit as calculation for transformation.
3.2.3 Unifying inhomogeneous dose distributions

The previous section suggests that the basic dose definition model for IIOs in formula (3.10) may be a good solution to unify inhomogeneous dose distributions during dose accumulation. The following outline supports and explains the correctness of the suggested hypothesis from the biological point of view. For this purpose, an inhomogeneous object with a non-uniformly distributed dose is assumed. Furthermore, let \( N_0 \) be the total number of cells in the object before irradiation and let \( \rho(\bar{x}) \) be the cell density at \( \bar{x} \). After irradiation, considering the survival fraction \( SF \) and the inhomogeneous dose distribution \( D(\bar{x}) \) the resulting value of survived cells \( N \) \([125]\) is defined as:

\[
N_0 = \int_{x \in V} \rho(\bar{x}) \cdot d\bar{x} \\
N = \int_{x \in V} SF(D(\bar{x})) \cdot \rho(\bar{x}) \cdot d\bar{x}
\]

(3.34)

This is a typical example for a discrete mixture model \([125]\), because the non-uniform density \( \rho(\bar{x}) \) and the survival fractions \( SF(D(\bar{x})) \) vary across the volume due to the inhomogeneous dose distribution. The value of surviving cells \( N \) can be determined by its probability function, with one of its parameters, here: \( SF \), being a random variable itself. In this case, the probability function is a mixed distribution. The mixture model takes into account that values of \( SF(D) \) can be determined by the absorbed dose distribution \( D \) \([125]\). Discrete mixtures, also known as uncountable mixture functions, are often introduced in empirical problems. Therefore, a conditional probability function \( p(x, \lambda) \) for \( x \), parametrized by \( \lambda \), is considered. This applies for each \( \lambda \) in the arbitrary set of \( \Lambda \). \( g(\lambda) \) is a mixed density function that describes the distribution of this parameter as a random variable. The combination of the previous terms results in a probability function for \( x \) again with the generic formula for a discrete mixture distribution \([125][13][46]\):

\[
p(x) = \int_{\lambda} p(x|\lambda) \cdot g(\lambda) \cdot d\lambda
\]

(3.35)

For the radiological procedure, the density function \( g(\lambda) \) is equal to the individual treated cell value \( g(D) \), where it summarizes all cells that are treated with the not uniformly distributed value \( D \). \( g(D) \) is approximately similar to the dose volume histogram (DVH), if a proportional relationship between the cell values and the tissue volume is assumed. Considering a dose range of \( D_{\text{min}} \ldots D_{\text{max}} \) the total number of cells \( N_0 \) is:

\[
N_0 = \int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot dD
\]

(3.36)

To describe the probability of surviving cells \( p(x) \), the conditional probability function \( p(x|D) \) is necessary\[125\]. This is the Poisson survival model for a particular value of \( D \) that describes the probability of surviving cells, if an arbitrary value of dose for index \( x \) is provided. According to \([125]\), it is defined by:

\[
p(x|D) = \frac{SF(D)^x \cdot e^{-SF(D)}}{x!}
\]

(3.37)

Combining (3.35), (3.36) and (3.37), the probability function \( p(x) \) of surviving cells irradiated with a heterogeneous dose distribution may be written as:

\[
p(x) = \int_{D_{\text{min}}}^{D_{\text{max}}} \frac{SF(D)^x \cdot e^{-SF(D)}}{x!} \cdot g(D) \cdot dD
\]

(3.38)

\(^x\) is an alternative value and different to a coordinate \( \bar{x} \). The Poisson statistic assigns probabilities to this variable.
Due to the dose union process of dose transformation, it is important to know the mean value of surviving cells. Therefore, it is necessary to find the expectation value $E[X]$ of $p(x)$. How it is determined, is a meaningful property of the discrete mixture model and given by:

$$E[X] = \int_{D_{\text{min}}}^{D_{\text{max}}} E_x[D][X] \cdot g(D) \cdot dD$$  \hspace{1cm} (3.39)

$E_x[D][X]$ is the mean conditional expectation value with $E_x[D][X] = SF(D)$ in case of the Poisson survival model. Thus, the mean number of surviving cells $N$ after irradiation with an inhomogeneous dose distribution is defined by:

$$N = E[X] = \int_{D_{\text{min}}}^{D_{\text{max}}} SF(D) \cdot g(D) \cdot dD$$  \hspace{1cm} (3.40)

The main goal of this section is the definition of a single dose value $\bar{D}$, which exactly results in the same biological response as an inhomogeneous dose distribution $D(\hat{x})$. The main parameter for the biological damage is the number of surviving cells $N$. With the aid of (3.17) and (3.19) it is possible to postulate the following cell conservation law to compare the damage of a single dose value $\bar{D}$ with the damage of an inhomogeneous dose distribution $D$:

$$N(\bar{D}) = N(D)$$

$$N_0 \cdot SF(\bar{D}) = \int_{D_{\text{min}}}^{D_{\text{max}}} SF(D) \cdot g(D) \cdot dD$$

$$N_0 \cdot e^{-\alpha \bar{D}} = \int_{D_{\text{min}}}^{D_{\text{max}}} e^{-\alpha D} \cdot g(D) \cdot dD$$  \hspace{1cm} (3.41)

For simplification, a linear dependence between dose and effect is assumed for small local areas (e.g. neighboring voxels). The first ordered Taylor series ($e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!}$) is helpful to substitute all exponential terms in (3.41). This is applicable for a small local dose range in relation to the mean dose value: $(|D_{\text{max}} - D_{\text{min}}| << \bar{D})$.

The simplified equation is written as:

$$N_0 \cdot (1 - \alpha \cdot \bar{D}) \approx \int_{D_{\text{min}}}^{D_{\text{max}}} (1 - \alpha \cdot D) \cdot g(D) \cdot dD$$  \hspace{1cm} (3.42)

Converted to the single dose value $\bar{D}$ (taking a constant $\alpha$ into account)[9] the following scenario is assumed:

$$\bar{D} = \frac{1}{\alpha} - \frac{1}{\alpha \cdot N_0} \cdot \int_{D_{\text{min}}}^{D_{\text{max}}} (1 - \alpha \cdot D) \cdot g(D) \cdot dD$$

$$\bar{D} = \frac{1}{\alpha} - \frac{1}{\alpha \cdot N_0} \cdot \left[ \int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot dD - \int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot \alpha D \cdot dD \right]$$  \hspace{1cm} (3.43)

With the aid of (3.36), it is possible to substitute $N_0$ in (3.43):

$$\bar{D} = \frac{1}{\alpha} - \frac{\int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot dD - \int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \alpha D \cdot dD}{\alpha \int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot dD}$$  \hspace{1cm} (3.44)

If a set of cells irradiated with different doses and a integral over all these dose values is imagined, then the product of the individual cell survival fraction $SF(D)$ and the separate treated cell values $g(D)$ arises to the total number of surviving cells $N$.

The correctness of equation (3.42) can be illustrated with the numerical calculation process ($AD << D_1, D_2, ..., D$):

$$N_0 \cdot (1 - \alpha \cdot \bar{D}) \approx \sum_{\Delta D \neq 0} g(D_{\text{max}}) \cdot (1 - \alpha \cdot D)$$

$$N_0 \cdot (1 - \alpha \cdot D) \approx (N_1 + N_2 + ...) \cdot (1 - \alpha \cdot D)$$

$$N_0 \cdot (1 - \alpha \cdot \bar{D}) \approx (N_0) \cdot (1 - \alpha \cdot D)$$

This theoretical argumentation is a rough approximation to support a dose transformation method that works for dose accumulation in the context of this work. Therefore, it is applicable to assume a constant tissue ($\alpha$) in small voxel areas.
which may be written as:

$$\bar{D} = \frac{\int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot D \cdot dD}{\int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot dD}$$  \hspace{1cm} (3.45)$$

The spatial resolution of the dose distribution helps to convert the treated cell value $g(D)$ with the aid of the cell density $\rho(\vec{x})$ in the following way (with respect to (3.34) and (3.36)):

$$\int_{D_{\text{min}}}^{D_{\text{max}}} g(D) \cdot D \cdot dD = \int_{\vec{x} \in V} \int_{D_{\text{min}}}^{D_{\text{max}}} g(D, \vec{x}) \cdot D(\vec{x}) \cdot dD \cdot d\vec{x}$$

$$= \int_{\vec{x} \in V} \rho(\vec{x}) \cdot D(\vec{x}) \cdot d\vec{x}$$  \hspace{1cm} (3.46)$$

Then, for (3.44) arises through substitution with (3.46):

$$\bar{D} = \frac{\int_{\vec{x} \in V} \rho(\vec{x}) D(\vec{x}) \cdot d\vec{x}}{\int_{\vec{x} \in V} \rho(\vec{x}) \cdot d\vec{x}}$$  \hspace{1cm} (3.47)$$

Formula (3.47) exactly corresponds to the basic dose definition for IIOs mentioned in equation (3.8) (see section 3.1.1). The numerical formula is\(^{16}\)

$$\bar{D} = \frac{\sum_{x \in V} m(x) \cdot D(x)}{\sum_{x \in V} m(x)} = \frac{\sum_{x \in V} E(x)}{\sum_{x \in V} m(x)}$$  \hspace{1cm} (3.48)$$

In conclusion, the analysis has shown that the basic dose definition for IIOs is a good approximation to calculate a numerical dose unification value during dose accumulation. It ensures the conservation of mass information for an accurate biological response. Furthermore, the numerical definition allows the calculation either with dose distributions or with the deposited energy values in combination with their fractionated masses.

**Biological dose accumulation in a two-voxel system**

The outline of the shown cell conservation law allows the calculation of the dose error $\eta$ (see section 3.1.3) mentioned in (3.16). For this explicit purpose, the well known two-voxel model (see Fig. 3.7) has to be extended by its biological components. This means, cell distributions has to be considered inside the voxels. The biological scenario is shown in Fig. 3.12 and describes a common voxel compression. Given are the cell values $N_1$ and $N_2$ for both voxels which migrate through compression to a single voxel containing the total cell value $N_0$. Both voxels are treated with different doses $D_1$ and $D_2$.

For error calculations, the unified dose $D'$ in voxel $V'$ is necessary. Therefore, the same biological damage is expected for the two doses $D_1$, $D_2$ and for the unified dose $D'$. The biological damage is equivalent to the

\(^{16}\) $x$ represents a voxel instead of a coordinate $\vec{x}$. 

---

\(\bar{D}\) is the averaged dose.
number of surviving cells inside the object, which is independent to the compression process. Hence, it is
possible to form the cell conversation postulate (mentioned in (3.41)) for the discrete structure:

\[ N(D') = N(D_1) + N(D_2) \]  

(3.49)

With the aid of the survival fraction and the related OHM (see (3.17), (3.19)), it may be written as:

\[ N_0 \cdot SF(D') = N_1 \cdot SF(D') + N_2 \cdot SF(D') \]

\[(N_1 + N_2) \cdot e^{-\alpha D'} = N_1 \cdot e^{-\alpha D_1} + N_2 \cdot e^{-\alpha D_2} \]  

(3.50)

As a matter of fact, the first order of the Taylor series \(e^{-\alpha D} \approx 1 - \alpha D\) (3.42) helps to eliminate all exponential terms:

\[ (N_1 + N_2) \cdot (1 - \alpha \cdot D') = N_1 \cdot (1 - \alpha \cdot D_1) + N_2 \cdot (1 - \alpha \cdot D_1) \]

\[(N_1 + N_2) \cdot D' = N_1 \cdot D_1 + N_2 \cdot D_2 \]  

(3.51)

The cell-mass relation \(\frac{N_1}{N_2} \approx \frac{m_1}{m_2}\), see Fig. 3.12 (3.51) is convertible to \(D'\) which is defined by:

\[ D' = \frac{N_1 \cdot D_1 + N_2 \cdot D_2}{N_1 + N_2} = \frac{m_1 \cdot D_1 + m_2 \cdot D_2}{m_1 + m_2} \]

(3.52)

(3.52) also corresponds to the basic dose definition for IIOs (3.8). Since \(D'\) is defined, it is possible to discuss the accumulation error \(\eta\) mentioned in section 3.1.3. \(\eta\) also regards to dose definition \(D'_{\text{Def.}}\) (3.11). The error takes the mass relation into account \((y = \frac{m_1}{m_2})\). For this biological approach (dose definition for IIOs), it is defined by:

\[ \eta = \left| D'_{\text{Bio.}} - D'_{\text{Def.}} \right| = \left| \left[ \frac{m_1 \cdot D_1 + m_2 \cdot D_2}{m_1 + m_2} \right] - \left[ \frac{D_1 + D_2 \cdot y}{1 + y} \right] \right| \approx 0 \]  

(3.53)

The low error corroborates the precision of the dose definition. One has to keep in mind that the error is based on a theoretical model. Realistic errors towards zero are not possible due to a lot of other influences (e.g. numerical structures). However, the outline shows as a rough approximation that (3.8) is a good model for accumulation in the context of this work. Different algorithms for dose transformation are presented in the following section 3.3. They implement more or less the basic dose definition (3.8) in different ways. Finally, there exists no biological reason that restricts the term of dose transformation in the context of dose accumulation for 4D calculations.\(^{17}\) Biological models even support the correctness of the dose definition for IIOs (3.8) understandably in (3.47) and (3.48). Hence, the mass effect is very important for the integral dose unions and for the accompanied 4D dose transformations.

\(^{17}\)This postulation considers no other sources of error. For example, a wrong deformation grid could also falsify dose transformations.
3.3 Comparison of various dose transformation models

The previous discussion investigates the accumulation of dose analytically. It points out problems for numerical solutions. If it is necessary to calculate dose unions during accumulation, the solution for a good accumulation model is given by the dose definition for IIOs in \( \text{Eq. (3.8), (3.48)} \). The accuracy of the approach is supported from different points of view (e.g. biological outline in section \( \text{3.2.3} \) or the dose error \( \eta \) in section \( \text{3.2.3} \)). The content of the following section builds on the basic numerical procedure illustrated in section \( \text{3.1.3} \). It extends the workflow by different individual accumulation models. The following presentation compares five different methods.

Previous studies regarding 4D dose accumulation in the recent years established a number of different transformation methods: \([32, 33, 34, 35, 36, 37, 38, 39] \). An improvement for precise dose transformations is the energy model and its adaptations established by Siebers et al. \([35, 36] \). Another meaningful method is the direct voxel tracking method invented by Heath et al. \([37, 38] \). However, due to the complexity of the task and the high requirements on methods of dose transformation, a list of fundamentally different solutions were published \([39, 40] \) with more or less precise comparative studies. The investigation of the used algorithms reveals two elementary branches. Almost every popular method is associated with one of these two groups. The classification is based on the dose definition. As a matter of fact, section \( \text{3.2} \) revealed two numerical representations of the basic dose definition for IIOs defined by:

\[
\hat{D}_{\text{Def.}} = \frac{\sum_{x \in V} m(x) \cdot D(x)}{\sum_{x \in V} m(x)} = \frac{\sum_{x \in V} E(x)}{\sum_{x \in V} m(x)}
\]  (3.54)

From a biological point of view, section \( \text{3.2.2} \) additionally shows, that a dose increase \( \Delta D \) inside a special part of an object \( \Delta m \) results in control rate change \( \Delta P \) for the entire object \( m \). Here exist also two possible types of expression:

\[
\Delta P \approx \gamma \cdot \frac{\Delta D}{D} \cdot \frac{\Delta m}{m} = \gamma \cdot \frac{\Delta E}{E}
\]  (3.55)

These formulas describe the composition of the unified dose, the behavior the dose response and two significant dependencies for dose accumulation. Both are illustrated by a mass weighted dose operator as well as a function of the absorbed energy distribution. Therefore, two groups for dose accumulation algorithms can be derived: the dose mapping model (DMM), which deals with the transformation of the applied dose distributions; the energy transfer model (ETM), which realizes dose transformation with the aid of the trans-

---

\[\text{Footnote:} \text{One important model, proposed by Heath et al. [37], is neglected in the evaluation of this work. The model works with the direct voxel tracking for 4D Monte Carlo dose calculations. As it uses crooked, irregular voxel structures, it results in a high technical effort. It also needs a huge time expenditure during calculation. Finally, it is not practical for the investigation of this work. A detailed explanation can be found in the related reference.}\]
fer of deposited energy points. The following list presents a number of algorithms related to one of the basic approaches. All these methods are tested and compared in section [3.4]. A graphical overview is illustrated in Fig. [3.13]. The following outline is a detailed numerical explanation of the listed algorithms.

### 3.3.1 Dose mapping models

**Dose Interpolation Method (DIM)**

DIM is a trivial, but widely used model. The following references give an overview of DIM related implementations and evaluations in the field of 4D dose accumulation: [10], [76, 83, 77, 78, 80]. However, DIM is very important for other dose problems (e.g. scaling of dose distributions for illustration, summation of beams, etc.). Hence, a lot of related functions are implemented in many medical dose planning systems. This is one reason for its frequent use. It could be implemented for 4D approaches without a huge technical effort by using the already implemented framework. A survey of the main idea of DIM is given by section [3.3.3]. DIM follows the conventional rules of trilinear interpolation. The graphical overview and the way of calculating a transformed dose point for a single breathing phase is given by Fig. [3.14]. Due to interpolation, the method considers only the direct neighbor voxels of the target point $x_{j}$. Hence, the neighborhood interval $\pm \Delta_{j}$ (see section [3.1.3]) are only two discrete voxels for every direction $X, Y, Z$. Basic trilinear interpolation works with distance weighted averages. The dose weight of every neighbor voxel depends on the distance to the target point $x_{j}$. The approach is expressible with the aid of the numerical procedure mentioned in formula (3.11) considering a substitution of $\pm \Delta_{j}$ and the operator $W_{ji}$:

$$D_{1} \Sigma(x_{i}) = \sum_{j=1}^{n} w_{j} \left[ \frac{v_{ji}(x_{i}) \pm \Delta_{j}}{\sum_{x_{j}=v_{ji}(x_{i})-\Delta_{j}} W_{ji}(x_{i}, x_{j}) \cdot D_{j}(x_{j})} \right]$$

$$D_{2} \Sigma(x_{i}) = \sum_{j=1}^{n} w_{j} \left[ \frac{v_{ji}(x_{i})+1_{XYZ}}{\sum_{x_{j}=v_{ji}(x_{i})-1_{XYZ}} f \left( d(x_{j}, v_{ji}(x_{i})) \right) \cdot D_{j}(x_{j})} \right]$$

A detailed space oriented execution leads to:

$$D_{1} \Sigma(x_{i}) = \sum_{j=1}^{n} w_{j} \left[ \sum_{X=0}^{1} \sum_{Y=0}^{1} \sum_{Z=0}^{1} \left[ \frac{\sqrt{3} - \left| d(x_{j}^{XYZ}, v_{ji}(x_{i})) \right|}{\sqrt{3}} \right] \cdot D_{j}(x_{j}^{XYZ}) \right]$$

(3.57)

with $d \left( x_{j}^{XYZ}, v_{ji}(x_{i}) \right)$ being the metric or distance function which measures the interval of the target point $x_{j} = v_{ji}(x_{i})$ and one of the eight nearest neighbor voxels $x_{j}^{XYZ}$ in $J$. $d$ is normalized to the maximum possible space $\sqrt{3}$: the lower the distance, the larger the dose contribution. The superscript $X, Y, Z$ distinguishes between the lower (0) and the higher (1) neighbor voxel for the related direction. Hence, the dose in a voxel $x_{j}$ is given by a fractionated sum of the neighborhood dose voxel around $x_{j}$ (dark blue area, Fig. [3.14]). All other dose points are neglected (bright blue area, Fig. [3.14]).

The neighborhood deciphers the first disadvantage of DIM. The approach fully rejects the deformation effect (see section [3.1.2]). That means, the dose points outside the neighborhood, which also compress to $x_{i}$ and may largely contribute to the dose $D_{1} \Sigma(x_{i})$, are ignored. Additionally, the metric is measured in the wrong system $J$. It is more important how far the coordinates are located in $I$ as they are related in $J$.

The basic definition in formula (3.9) to unify inhomogeneous dose volumes is ignored in DIM. Hence, DIM neglects the mass effect. There is no dose-mass relation in equation (3.57). Once a voxel dose is calculated, the

---

6 For clarity, this outline distinguishes between floating coordinates $x$ and integer voxel indices $x$. Both describe spatial locations.
Dose is considered to be independent from its voxel mass. The result is a possible loss of biological information. Due to the loss of the relevant mass information, dose could be underestimated or overestimated up to 100% by DIM (see the possible dose error for numerical procedures in section 3.1.3).

Another disadvantage of DIM is the rearrangement of dose underlying energy distributions (see Fig. 3.15). While the center of dose point \(D_1\) is mapped to the target \(D'\), the model assumes that all inherent energy events \(E_1, E_2, E_3\) contribute to the same target dose \(D'\). However, \(D'\) is even the target of the voxel center \(V_1\). Not all energy events are located in the same target voxel \(V'\) due to deformation process. In the given example \(E_3\) is shifted incorrectly to \(E'_3\) (Fig. 3.15(a)). This energy point does not contribute to \(D'\), but the model predicts the effect. A wrong value for \(D'\) is a possible result. This drawback could related to every model of DMM. Once a dose distribution is calculated, the information of the energy distribution gets lost. This means, a set of energy points is summarized to a single dose voxel, without knowing their exact values and coordinates. Nevertheless, this also provides a positive effect. The energy independence allows DMM to combine with every possible dose algorithm, because not every dose algorithm provides access to high resolved energy distribution fields.

The motivation for using DIM is the hope for a negligible small dose error in macroscopic clinical cases by using sufficiently small voxel resolutions. Furthermore, the simplicity allows an implementation without a huge technical effort. In summary, all the described properties are compared:

1. **Advantages of DIM:**
   
   a) Simplicity, easy implementation, low technical effort
   
   b) Combinable with every dose algorithm (e.g. Pencil Beam, Monte Carlo, ...)

---

20 For clarity: A voxel center in this figure is represented by an intersection of the grid, a nodal point in the grid based structure (e.g. blue spheres). This serves for a better illustration of the DIM model. This visualization is different to the following method describing figures 3.17-3.18.3.23 There, a voxel is represented by the suspected voxel shape and the grid represents the barrier of the voxels.
Figure 3.15: Energy rearrangement during dose mapping: The drawback of any dose mapping model is the displacement \( \Delta E \) of dose related energies between different geometries \( J \) and \( I \). (a) illustrates a dose mapping scenario. Due to dose voxel centralization, a portion of energy points (red) gets a wrong coordinate (e.g. \( E_3 \)). (b) describes the real location of the involved energy deposition points (blue). The comparison deciphers the energy shift \( \Delta E \).

2. Disadvantages of DIM:

   a) Neglection of the deformation effect
   b) Neglection of the mass effect defined for IIo in formula (3.8)
   c) Possible energy rearrangement

Divergent Dose Mapping Model (dDMM)

The new divergent dose mapping model is introduced by this thesis. The model tries to improve disadvantages of DIM. The methods name is derived from the mathematics, the vector analysis. The model implements the basics of the sources and the sink theories within the dose accumulation problem. Inside the vector field \( v_{ij}(\tilde{x}_j) \) (deformation grid), which describes the movement of the tissue between different breathing phases, exist also sinks for dose accumulation. Grossly, sources and sinks are expressed by compression and expansion. They have a big influence on the dose grid during the accumulation process (see Fig. 3.16). For compensation of the deformation effect (section 3.1.2) DMM takes the dynamics of sources and sinks into account. Analytically, the divergence \( \text{div}(v_{ij}(\tilde{x}_j)) \) of a deformation field is given by:

\[
\text{div}(v_{ij}(\tilde{x}_j)) = \begin{cases} 
> 0, & \text{source} \\
< 0, & \text{sink} \\
= 0, & \text{source free}
\end{cases}
\]  

(3.58)

The divergence \( \text{div}(v_{ij}(\tilde{x}_j)) \) is a value inside the system \( J \) (breathing phase), which expresses how large the tissue compresses, expands and moves in relation to the reference set \( I \). It is not calculated during accumulation, but its definition in (3.58) illustrates the direction of calculating the accurate numerical procedure in dDMM. While DIM calculates every single voxel \( x_i \) starting inside the reference set \( I \) with projection \( v_{ji}(x_i) \) on the breathing state \( J \), dDMM has to go the opposite way. Therefore, formula (3.58) provides clarity. To integrate all the divergent dose relationships, dDMM calculates the full dose distribution for \( I \), starting from the breathing phase \( J \) with the opposing deformation grid to DIM \( v_{ij}(x_i) \). Hence, not every voxel \( x_i \) is calculated individually, the computation is performed in parallel. For numerical reason, all voxels \( x_j \) in \( J \) are splitted into a sufficient value of sub-voxels \( x_{j\sub} \). Every sub-voxel \( x_{j\sub} \) receives the dose \( D_j(x_{j\sub}) \) of its parent. The calculation is discretely performed, which means: With the aid of a high resolved deformation grid \( v_{ji}(x_{j\sub}) \), the algorithm determines even one target \( x_i \) for every sub-voxel \( x_{j\sub} \). Hence, every voxel \( x_i \) in \( I \) receives dose
from the sub-voxels related to $J$ in parallel. The accumulated dose transformation can be written as:

$$D_{i\sum}(x_i) = \sum_{j=1}^{n} w_j \cdot \left[ \sum_{x_{j\text{sub}} \in W_{x_i}} \frac{D_j(x_{j\text{sub}})}{|W_{x_i}|} \right]; \quad W_{x_i} = \{x_{j\text{sub}} \mid x_i = v_{ij}(x_{j\text{sub}})\} \quad (3.59)$$

with $W_{x_i}$ being a mathematical set that inherent all sub-voxels $x_{j\text{sub}}$ which have a connection to $x_i$. This results in the average of all involved dose values $D_j(x_{j\text{sub}})$ for $D_{i\sum}(x_i)$. As shown in section 3.2, the average value for doses is the neglection of biological information. With the aid of the dose definition for IIOs (3.54), dDMM also compensates the mass effect (neglected in DIM) and avoids this loss of biological information. Therefore, every sub-voxel $x_{j\text{sub}}$ is composed by the fractionated mass of its parent $m(x_{j\text{sub}}) = \frac{m(x_i)}{I}$. $I$ indicates the sub-voxel resolution, it is the number of sub-voxels inside a parent voxel. The dose $D_j(x_{j\text{sub}})$ of a sub-voxel is weighted by its mass $m(x_{j\text{sub}})/I$. The summarized dose $D_{i\sum}(x_i)$ is normalized to the set of all sub-masses that migrate to $x_i$. Hence, (3.59) can be adjusted in the following way, as a full specification for dDMM:

$$D_{i\sum}(x_i) = \sum_{j=1}^{n} w_j \cdot \left[ \sum_{x_{j\text{sub}} \in W_{x_i}} m(x_{j\text{sub}}) \cdot \frac{D_j(x_{j\text{sub}})}{\sum_{x_{j\text{sub}} \in W_{x_i}} m(x_{j\text{sub}})} \right]; \quad W_{x_i} = \{x_{j\text{sub}} \mid x_i = v_{ij}(x_{j\text{sub}})\} \quad (3.60)$$

The entire approach is also illustrated in Fig. 3.17 with an example calculation of a single dose point. Compared to DIM, dDMM solves the deformation effect and the mass effect. However, the problem of dose dependent energy rearrangement is not solved (see Fig. 3.15) in dDMM, because the dose of every sub-voxel is related to the centralized parent dose without spatial energy resolution. Another disadvantage is the higher technical complexity and the increasing calculation time compared to DIM. Finally, all properties of dDMM are listed below:

1. **Advantages of dDMM:**
   a) Solution for the deformation effect (divergent assumption)
   b) Solution for the dose-mass relation (consideration of the dose definition for IIOs (3.8))
   c) Combinable with every dose algorithm (e.g. Pencil Beam, Monte Carlo, ...)

2. **Disadvantages of dDMM:**
   a) Higher complexity in relation to DIM
   b) Increasing calculation time due to the high sub-voxel resolution
   c) Possible energy rearrangement
Energy Transfer models

Basic Energy Transfer Model (bETM)

The bETM is related to the basic dose definition mentioned in formula (3.13) (section 3.1.3). As shown in the dose definition for IIO (3.54), the accumulated dose is expressible with the aid of dose underlying energy distributions. bETM was introduced by Siebers and Zhong (93). An overview of model-related examples, implementations and evaluations can be found in: [175, 119, 80]. The basic idea is the solution of the energy rearrangement problem (see Fig. 3.15, section 3.3.1). This requires access to the energy distributions with a high spatial resolution. This is not possible for all dose algorithms. For example, kernel based methods, like Pencil Beam (PB) or Collapsed Cone, are not combinable with bETM. At the moment, the method is closely related to the Monte Carlo (MC) dose algorithm. This restricts the flexibility compared to DMM.

The basic idea of the model is not to transform doses, as to transform the values $E_j(\bar{x}_j)$ of energy deposition points. It works in the same direction as dDMM. Starting in the member set $J$ with projection $v_{ij}(x_j)$ to $I$. The dose algorithm (usually MC) has to provide the energy deposition points $E_j(\bar{x}_j)$. While the dose algorithm is calculating inside the member geometry $J$, deposition points (including their energy values) are tracked to the reference set $I$. After finishing all projections, the final dose calculation is performed inside the reference set $I$ with the aid of the masses $m(x_j)$ located there. bETM is illustrated in Fig. 3.61 with exemplary calculations for two transformed dose points. The full approach is defined by:

$$D_{I\Sigma}(x_i) = \sum_{j=1}^{n} w_{ij} \left[ \frac{1}{m(x_i)} \sum_{E\rightarrow x_i} W_{E\rightarrow x_i} \right] ; \quad W_{E\rightarrow x_i} = \{ E_j(\bar{x}_j)|x_i = v_{ij}(\bar{x}_j) \} \quad (3.61)$$

---

It has to be noted that $\bar{x}_j$ is a real stationary vector and different to the discrete voxel $x_j$, because an energy deposition event can be located everywhere in the space of a voxel. However, the exact position is significant in bETM.
with $W_{E \rightarrow x_i}$ being the mathematical set that considers all member deposition points $E_j(\hat{x}_j)$ which are tracked to the reference voxel $x_i$. This is the same basic direction as implemented in dDMM. Hence, the deformation effect has no influence to bETM. Another view on (3.61) provides that bETM fulfills the biological requirements to consider the mass effect. It implements the dose definition for IIOs in (3.54) for the energy-related notation. It summarizes all local energies (tracked from a different breathing phase) and divides the sum of energies by the local mass $m(x_i)$ in $x_i$ for final dose calculations.

**Explanation of the mass energy discrepancy (MED) error**: At this point, the hypothesis regarding the integration of the basic dose definition for IIOs has to be analyzed from a numerical point of view. Energy deposition points, especially their values $E_j(\hat{x}_j)$ are related to different particle reactions inside the voxel $x_j$ in $J$. The most significant reactions for radiotherapy are the Photo Effect, the Compton Effect and the Pair Production [22]. The summarized probability of these mechanisms is approximated by its macroscopic cross section $\mu$. $\mu$ closely depends on the the local mass $m(x_j)$. This means, a different mass results in a different energy deposition event. Hence, in a trivial scenario, the energy deposition value is a function of the mass $m(x_j)$ which finally causes the deposition event:

$$E_j(\hat{x}_j) = f(m_j(x_j))$$

(3.62)

Furthermore, a static dose calculation assumes that the dose in a voxel $x_j$ is calculated by the same mass $m_j(x_j)$ that causes the energy deposition:

$$D_j(x_j) = \frac{E_j(\hat{x}_j)}{m_j(x_j)} = \frac{f(m_j(x_j))}{m_j(x_j)}$$

(3.63)
Table 3.1: Properties of lung equivalent compounds and elements: The table lists the density $\rho$ and the mass attenuation coefficient $\mu$ (1 MeV, 3 MeV, 6 MeV) for a set of compounds and elements regarding the possible density range inside the lung ($0.044 - 1.101 \ \text{g} \ \text{cm}^{-3}$, see section 3.1.2). The data is based on the measurements of the National Institute of Standards and Technology (NIST) for X-Ray Mass Attenuation Coefficients [77]. The definitions of: Lung Tissue, Soft Tissue, Adipose Tissue regard to the specifications of the ICRU Report 44 [77].

<table>
<thead>
<tr>
<th>compound/element</th>
<th>$\rho [\text{g} \ \text{cm}^{-3}]$</th>
<th>$\mu [10^{-2} \cdot \text{cm}^{-1}]$ for:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E = 1 \text{ MeV}$</td>
<td>$E = 3 \text{ MeV}$</td>
</tr>
<tr>
<td>Lung Tissue (ICRU 44)</td>
<td>1.05</td>
<td>7.36</td>
</tr>
<tr>
<td>Soft Tissue (ICRU 44)</td>
<td>1.0</td>
<td>7.00</td>
</tr>
<tr>
<td>Adipose Tissue (ICRU 44)</td>
<td>0.95</td>
<td>6.72</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>0.93</td>
<td>6.75</td>
</tr>
<tr>
<td>Potassium</td>
<td>0.68</td>
<td>4.23</td>
</tr>
<tr>
<td>Lithium</td>
<td>0.5</td>
<td>2.75</td>
</tr>
<tr>
<td>Helium</td>
<td>0.176</td>
<td>1.12</td>
</tr>
</tbody>
</table>

However, this can not be guaranteed during accumulation with bETM as the dose in the reference voxel $x_i$ is often calculated with a mass $m_i(x_i)$ that differs a lot from the energy producing mass $m(x_i)$. Hence, another possible dose error $\eta_{\text{med}}$ could be defined, the mass energy discrepancy dose error (MED), which applies for all energy transfer methods. $\eta_{\text{med}}$ compares the calculated dose of bETM with the real applied dose in voxel $x_i$. With the aid of (3.62) the error is defined by:

$$
\eta_{\text{med}} = |D_i(x_i)_{\text{bETM}} - D_i(x_i)_{\text{real}}| = \left| \frac{E_j(x_i)}{m_i(x_i)} - \frac{f(m_i(x_i))}{m_i(x_i)} \right|
$$

(3.64)

The functional $f(m_i(x_i))$ is describable with the aid of the total attenuation coefficient $\mu$ in relation to the energy event $E_j(x_i)$. $\mu$ is a good approximation for the macroscopic probability of interaction inside matter. Hence, the functional is defined by the fractionated probability:

$$
f(m_i(x_i)) \approx \frac{\mu_{m_i}}{\mu_{m_j}} \cdot E_j(x_i)
$$

(3.65)

For illustration, (3.63) describes a deviation of a voxel mass between the energy deposition and dose calculation that would be reflected in a changed value of transferred energies $E_j(x_i)$, if the mass $m_j(x_i)$ increases to $m_i(x_i)$ for dose calculation. Then, it would produce a larger number of events $E_j(x_i)$ (by factor $\frac{\mu_{m_i}}{\mu_{m_j}}$) which are mapped to $x_i$ and vice versa. For the error approximately results:

$$
\eta_{\text{med}} \approx \left| D_i(x_i)_{\text{bETM}} \cdot \left( 1 - \frac{\mu_{m_i}}{\mu_{m_j}} \right) \right|
$$

(3.66)

\[A more accurate study should use the mass energy-absorption cross section $\mu_m$ instead of the total macroscopic cross section $\mu$ for calculation, as it not includes the coefficient of away transported energies, but pure local departed energies. The following report is used for illustration. Hence, $\mu_{total}$ is sufficient in this context, because the error coefficients will not differ strongly. Example for 6 MeV (the data is based on [77]):\]

$$
\frac{\mu_{total}(\text{Lung Tissue})}{\mu_{total}(\text{Polyethylene})} \approx \frac{2.88 \cdot 10^{-2} \cdot \text{cm}^{-1}}{2.37 \cdot 10^{-2} \cdot \text{cm}^{-1}} \approx 1.12
$$

$$
\frac{\mu_{med}(\text{Lung Tissue})}{\mu_{med}(\text{Polyethylene})} \approx \frac{1.89 \cdot 10^{-2} \cdot \text{cm}^{-1}}{1.83 \cdot 10^{-2} \cdot \text{cm}^{-1}} \approx 1.13
$$
Table 3.2: Possible dose errors for energy tracking inside the lung: The table lists the normalized MED error for compounds and elements defined by Tab. 3.1 regarding $E = 6 \text{ MeV}$, $E = 1 \text{ MeV}$. It is a cross over comparison with mass varying source voxels (row) and mass varying target voxels (column). The diagonal (11 → mn) of the matrix represents $\Delta m = 0$, no mass change.

| normalized dose error $\frac{\eta_{med, BEM}}{D_{BETM}} \approx |1 - \frac{\mu_{m_j}}{\mu_{m_i}}|$ | source voxel $m_j$ | $\text{LT}$ | $\text{ST}$ | $\text{AT}$ | $\text{PE}$ | $K$ | $Li$ | $He$ |
|-------------------------------------------------|-----------------|--------|--------|--------|--------|------|------|------|
| $E_j = 6 \text{ MeV}$ | $\text{Lung Tissue (LT)}$ | 0.000 | 0.050 | 0.102 | 0.110 | 0.313 | 0.648 | 0.859 |
| | $\text{Soft Tissue (ST)}$ | 0.053 | 0.000 | 0.055 | 0.063 | 0.276 | 0.629 | 0.852 |
| | $\text{Adipose Tissue (AT)}$ | 0.114 | 0.058 | 0.000 | 0.008 | 0.234 | 0.608 | 0.843 |
| | $\text{Polyethylene (PE)}$ | 0.123 | 0.067 | 0.009 | 0.000 | 0.228 | 0.605 | 0.842 |
| | $\text{Potassium (K)}$ | 0.455 | 0.382 | 0.306 | 0.295 | 0.000 | 0.488 | 0.795 |
| | $\text{Lithium (Li)}$ | 1.841 | 1.699 | 1.550 | 1.529 | 0.953 | 0.000 | 0.600 |
| | $\text{Helium (He)}$ | 6.101 | 5.746 | 5.376 | 5.322 | 3.882 | 1.500 | 0.000 |
| $E_j = 1 \text{ MeV}$ | $\text{Lung Tissue (LT)}$ | 0.000 | 0.049 | 0.087 | 0.083 | 0.426 | 0.626 | 0.848 |
| | $\text{Soft Tissue (ST)}$ | 0.051 | 0.000 | 0.040 | 0.036 | 0.396 | 0.607 | 0.840 |
| | $\text{Adipose Tissue (AT)}$ | 0.095 | 0.041 | 0.000 | 0.004 | 0.371 | 0.591 | 0.833 |
| | $\text{Polyethylene (PE)}$ | 0.090 | 0.037 | 0.004 | 0.000 | 0.374 | 0.593 | 0.834 |
| | $\text{Potassium (K)}$ | 0.742 | 0.657 | 0.591 | 0.598 | 0.000 | 0.349 | 0.735 |
| | $\text{Lithium (Li)}$ | 1.676 | 1.545 | 1.444 | 1.455 | 0.536 | 0.000 | 0.593 |
| | $\text{Helium (He)}$ | 5.576 | 5.254 | 5.005 | 5.032 | 2.775 | 1.457 | 0.000 |

To evaluate possible dose errors inside the lung, Tab. 3.2 gives an exemplary overview of lung equivalent compounds and elements as well as their related total X-Ray mass attenuation coefficients $\mu$ for several energies. The selection is within a realistic density range of $0.044 - 1.101 \text{ kg/cm}^3$ (see section 3.1.2). It is obvious that a higher density accompanies a higher attenuation coefficient. This leads to a higher interaction probability. If a mass difference $\Delta m$ is assumed during energy mapping, it entails dose errors if the masses of the source voxel $m_j$ and the target voxel $m_i$ differ largely. Such dose errors are listed in Tab. 3.2 regarding a lung equivalent selection of compounds and elements. The table lists a cross over comparison for varying sources $m_j$ and target voxels $m_i$. The graphical visualization of the data is given by Fig. 3.19. For clarity, every row in Tab. 3.2 represents a single series in Fig. 3.19. For evaluation of the data, one has to distinguish two scenarios:

1. $m_j > m_i$: The mass $m_j$ used for energy production is higher then the mass $m_i$ of the mapped endpoint used for dose calculation. The value of the produced energy $E_j$ is larger then its fictitious real energy $E_i$ inside the endpoint in $x_i$. Resulting dose errors are shown right from the minimum zero in Tab. 3.2 and left from the minimum of one series in the graphs of Fig. 3.19. The higher $\Delta m$, the higher is the resulting dose error $\frac{\eta_{med, BEM}}{D_{BETM}}$. The predicted dose for $D_i$ is to large. The maximum possible error is one, meaning 100% of $D_i(x_i)_{BETM}$. The illustrated realistic cases show errors up to 85% for extreme mass deviations (e.g. LT→He). Such a difference could be caused by a defective deformation grid, for example.

2. $m_i > m_j$: The mass $m_j$ used for energy production is lower then the mass $m_i$ of the mapped endpoint used for dose calculation. The value of the produced energy $E_j$ is lower then its fictitious real energy $E_i$ inside the endpoint in $x_i$. The resulting dose errors are shown left of the minimum in Tab. 3.2 and right of the minimum...
Figure 3.19: Mass energy discrepancy dose errors for $E = 6\ \text{MeV}$ (left) and $E = 1\ \text{MeV}$ (right). The data is based on the selection of compounds and elements regarding Tab. 3.1 and Tab. 3.2. The graphs illustrate the normalized dose error in dependence of the density $\rho$ inside the target voxel $x_i$. Every series is based on the same source voxel density (see series name). Hence, a energy mapping case (cross) is fully described by abscissa and series name.

Of one series in the graphs of Fig. 3.19 The mass deviation results in an underestimation of $D_i$. The normalized dose error has no upper barrier, because the calculated doses $D_i(x_i)_{\text{bETM}}$ are usually extremely small due to the energies which are based on very low densities. The values of the dose differences are not larger then the absolute values in scenario (1), but their percentage values regarding $D_i(x_i)_{\text{bETM}}$ are higher.

Both scenarios clearly reveal the problems that occur by splitting voxel doses into masses and energies. A composition of erroneous components may results in larger errors. In comparison to ETM, DMM deals with the regulated value of $D$ which is a advantage for this topic. Furthermore, a distinction is necessary. The manner of MED error generation is important. In an ideal world, the deformation grid $v_{ij}$ is a perfect reflection of the reality. Mass deviations between source and target voxel should be negligible small. Nevertheless, there will always be differences (see section 2). The deformation effect, the numerical structure of the geometry and measurement properties could cause significant deviations that result in MED errors up to 10\%. Those factors are classified into the group of the discretization based MED error. Furthermore, a perfect deformation grid can not be assumed. Erroneous vector fields must be taken into account due to complexity of the structures and unforeseen movements inside the 4D geometry (section 2.1). Extreme mass deviations, as discussed in scenario (1), are not unrealistic. For example, a high valued energy event $E_j \uparrow$ based on a massive $(m_j \uparrow)$ source voxel results in a large overestimation of the dose $D_i(x_i)_{\text{bETM}} \uparrow$, if a defective location assignment transforms to a low mass $(m_i \downarrow)$ inside the endpoint (e.g. see Fig. 3.19 LT $\rightarrow$ He). This calculates spatial dose peaks that are not present and vice versa. The error is based on the defective deformation grid. It is far more significant due to higher error values. Usually, this rarely occurs. The frequency goes with the quality of the registration algorithm. Fig. 3.20 illustrates the mechanism of both error types. The MED error is neglected in the bETM model. Hence, the model should be used carefully.

Integration into the dose algorithm: Due to the energy tracking method, bETM needs a high resolved energy distribution. Secondary electrons, which are primary responsible for energy deposition inside matter (photon radiation), transfer energy not in discrete coordinates. The depositions happens along energy path

---

$25$Mass discretization for voxel calculations along image gradients could cause significant differences.
ways. During energy tracking, the algorithm cannot transfer discrete depositions points \( E_j(\hat{x}_j) \), the algorithm has to transfer whole path lengths \( E_j(\overrightarrow{X}_0^j, \overrightarrow{X}_{n-1}^j, \overrightarrow{X}_{n}^j, \ldots) \). The energy mapping is related to the MC dose algorithm. MC deposits energies along path ways, the method requires an additional model that reduces path lengths to single coordinates. Siebers et al. proposed a model that selects a random point \( d \) on the path length. Finally, the energy mapping is related to that coordinate \( d \). Techniques of the Finite-Element-Method (FEM) are also conceivable. The main conclusion is the need of an additional energy discretization module for bETM, which produces a higher degree of technical complexity.

The combination with the MC dose algorithm also provides benefits, for example, the basic dose calculation time. While dose accumulation in combination with kernel based strategies (e.g. Pencil Beam, Collapsed Cone, ...) requires the \( n \)-fold \((n \text{ is the value of CT image sets})\) multiple calculation time, MC does not need additional calculation time apart from the technical overhead. The former has to produce \( n \) dose calculations, one for every single breathing set, exactly the multiple calculation time equivalent. As known from the statistics of MC, the accuracy largely depends on the number of simulated particles \( N \). The calculation time of a single plan also depends on \( N \). To get the same accuracy, a single dose distribution should be calculated with \( \frac{N}{w_j} (\sum_{j=1}^{n} w_j = 1) \) particles. Due to the laws of the statistics, the dose calculation achieves the same accuracy after accumulation as a static plan calculated with \( N \) particles. The time complexity \( T(n) \) (see Fig. 3.21) for kernel based methods (usually PB) and MC dose accumulations is given by:

\[
T_{PB}(n) \in O(n) \\
T_{MC}(n) \in O(1)
\]  

In order to accumulate dose distributions, shows no basic increase of the calculation time for MC. In combination with bETM, this hypothesis should be analyzed carefully. It is not the pure dose calculation time, but the increase of mapping events, which could also be time expensive. For example: DIM needs one mapping event per dose voxel. In contrast to DIM, bETM needs hundreds or thousands of mapping events per dose voxel. The value depends on the accuracy of MC. As a matter of fact, the dose of a voxel is the product of many energy events, which have to be transferred individually. Thus, the basic time advantage may be obsolete. As a summary, all important aspects about bETM are listed below:
Comparison of various dose transformation models

4D CT set of time dependent geometries

PB

\[ T(n) = T_1 + T_2 + \ldots + T_n \]
\[ T_1, T_2, \ldots T_n \in O(1) \]

MC

\[ T(n) = T_1 + T_2 + \ldots + T_n \]
\[ T_1, T_2, \ldots T_n \in O(1/w_j) \]

\( N/w_1 \) particles \( N/w_2 \) particles \( N/w_n \) particles

Figure 3.21: Basic dose accumulation time improvement due to MC coupling: The calculation time for PB (left) is the n-fold multiple of a static distribution. MC (right) achieves no time increase due to the decrease of the individual time values. The accuracy is not degraded.

1. Advantages of bETM:
   a) Solution for the deformation effect (divergent assumption)
   b) Solution for the dose-mass relation (consideration of the dose definition for IIC (3.8))
   c) Solution for possible energy rearrangement
   d) Basic dose accumulation time improvement due to MC combination

2. Disadvantages of bETM:
   a) Not combinable with other dose algorithms (only MC)
   b) Discretization based MED error
   c) Defective deformation grid based MED error
   d) The need of an energy discretization module, which converts paths to single points
   e) Large number of energy mapping events (time expensive)

Probabilistic Energy Transfer Model (pETM)

This thesis introduces a probabilistic Energy Transfer Model (pETM) as an advanced solution of bETM based on the large outline of the MED error. pETM tries to solve the problem accompanied with MED. pETM is refers to the definition of \( \eta_{med} \) mentioned in (3.66). The explanation about the MED error (section 3.3.2) serves for illustration. In contrast, the accurate calculation has to take the mass energy absorption coefficient \( \mu_{en} \) into account. In comparison to the total cross section \( \mu \), this probability is related to the local deposited energy, excluding the spatial energy transported due to bremsstrahlung or other processes. Hence, \( \eta_{med} \) is defined by:

\[
\eta_{med} = \frac{D_1(x_i)_{bETM} \cdot \left( 1 - \frac{\mu_{en_i}}{\mu_{en}} \right)}{}
\] (3.68)

Generally, the same procedure as shown in bETM (see Fig. 3.18 (3.61)) is applied for the algorithm. The adjustment is calculated during energy tracking. Every mapping event is weighted by the cross section coefficient.
4D dose calculation based on accumulation of time dependent dose distributions

\[ D(\mathbf{x}_i) = \frac{\mu_{\text{en}}(\mathbf{E}_1/\mu_{\text{en}} + \mathbf{E}_2/\mu_{\text{en}} + \cdots + \mathbf{E}_m/\mu_{\text{en}})}{\mathbf{m}_i} \]

\[ D(\mathbf{x'}_i) = \frac{\mu_{\text{en}}'(\mathbf{E}'_1/\mu_{\text{en}} + \mathbf{E}'_2/\mu_{\text{en}} + \cdots + \mathbf{E}'_m/\mu_{\text{en}})}{\mathbf{m'}_i} \]

**Figure 3.22**: Graphical overview of the probabilistic energy transfer model: In comparison with bETM (see Fig. 3.18), pETM weights every energy deposition \( \mathbf{E}_j \) with the depending energy mass absorption coefficients \( \mu_{\text{en}} \) of the deposition source \( \mathbf{x}_j \) and the deposition target \( \mathbf{x}_i \). For example: Without weighting the mapping process of \( \mathbf{E}_j^2 \) would overestimate the target dose in \( \mathbf{x}_i \) due to the high mass gradient between \( \mathbf{m}_j^2 \) and \( \mathbf{m}_i^2 \). \( \mu_{\text{en}}(\mathbf{E}_j^2) / \mu_{\text{en}}(\mathbf{E}_j^2) \) regulates the term. For graphical purposes, the figure neglects the energy dependence of \( \mu_{\text{en}} \). The implementation has to follow these dependencies.

\( \frac{\mu_{\text{en}_i}}{\mu_{\text{en}_j}} \) in order to achieve the smallest possible MED error. Hence, the procedure can be defined with (3.61):

\[ D_1(\mathbf{x}_i) = \sum_{j=1}^{n} W_j \left[ \frac{1}{m(\mathbf{x}_i)} \sum_{E_j \in W_{E \rightarrow x_i}} \mu_{\text{en}}(\mathbf{E}_j) \cdot \mathbf{E}_j(\mathbf{x}_j) \right] \]

\[ W_{E \rightarrow x_i} = \{ \mathbf{E}_j(\mathbf{x}_j)|\mathbf{x}_i = v_{ij}(\mathbf{x}_j) \} \]

Fig. 3.22 gives an overview of pETM. It has to be noted that \( \mu_{\text{en}} \) depends on the mass and additionally on the related energy. This implies another calculation step. Studies also have to investigate how far the basic conservation laws are affected by this adjustment. This means, the energy adjustment implies a kermacorrection which is may not realistic. Hence, the conservation of the original dose information is may not guaranteed for areas that have no MED error. Section 5.4 comprehensively evaluates these facts. In conclusion, the properties of pETM are summarized by:

1. **Advantages of pETM:**
   a) Solution for the deformation effect (divergent assumption)
   b) Solution for the dose-mass relation (consideration of the dose definition for IIO (3.8))
   c) Solution for the discretization based MED error
   d) Solution for the defective deformation grid based MED error
   e) Solution for possible energy rearrangement
   f) Basic dose accumulation time improvement due to MC coupling

2. **Disadvantages of pETM:**
   a) Not combinable with other dose algorithms (only MC)
   b) The need of an energy discretization module, which converts path ways to single points
   c) Large number of energy mapping events + energy weighting (time expensive)
Energy Mass Congruent Mapping (EMCM)

The EMCM model was introduced by Zhong et al. The primary motivation is a solution for the defective deformation grid based MED error (see section 3.3.2). The model splits dose in energy and mass, but using the same components for energy deposition as for dose calculation. Therefore, the basic model (bETM) is used, but the dose calculation inside the reference geometry $I$ is performed with a mass mapped structure of $J$. Before energy tracking is done, the model creates a new reference geometry $I_j$ based on the mass points in $J$. For execution of this preceding sub-step, the mass geometry $m_i$, $m'_i$ of the reference set is generated by mass mapping of the sub-voxels $x_{j_{sub}}$ with the aid of the deformation grid $x_i = v_{ij}(x_{j_{sub}})$. (b) Energy tracking - Every energy deposition event $E_j(\vec{x}_i)$ is tracked ($x_i = v_{ij}(\vec{x}_j)$) to its target voxel $x_i$. (b) Dose calculation - The dose calculation is based on the mapped masses and the tracked energies.

Energy Mass Congruent Mapping (EMCM) is divided in sub-voxels $x_{j_{sub}}$ with a higher resolution. Every sub-voxel receives the fractionated mass $m(x_{j_{sub}}) = \frac{m(x_i)}{l}$ of its parent voxel $x_i$, $l$ being the number of sub-voxels per dose voxel. After dividing, the mass mapping is performed. The deformation grid determines the target voxel $x_i$ for every sub-voxel in $J$: $x_i = v_{ij}(x_{j_{sub}})$. The target receives the mass of every sub-voxel that migrates to $x_i$: $m(x_i) = \sum m(x_{j_{sub}})$. After finishing the mass mapping, the algorithm continues with the basic energy model, whereas the dose calculation is performed with the new mapped mass geometry. The full procedure is illustrated by Fig. 3.23. The model is defined by:

$$D_i \Sigma(x_i) = \sum_{j=1}^{n} W_{j \rightarrow x_{i}} \frac{\sum_{E_j \in W_{j \rightarrow x_i}} E_j(\vec{x}_j)}{\sum_{x_{j_{sub}} \in W_{x_i}} m(x_{j_{sub}})}$$

$$W_{E \rightarrow x_i} = \left\{ E_j(\vec{x}_j) | x_i = v_{ij}(\vec{x}_j) \right\}$$

$$W_{x_i} = \left\{ x_{j_{sub}} | x_i = v_{ij}(x_{j_{sub}}) \right\}$$

As a matter of fact, EMCM solves the deformation problem due to its basic approach and direction of voxel mapping. Further EMCM considers the dose definition for IIO and fulfills the requirements of the dose-mass relation for unifying doses. It must be noted that even masses are used for dose calculation that are also used for energy production. This is very close to the basic approach. Additional, this avoids the MED error through a defective deformation grid, because energy points are regulated by its own masses. An outlier of the error is
not possible since both components (mass and energy) for dose calculation are based on the same deformation grid. Despite all, EMCM does not avoid the discretization based MED error. The mass discretization itself and the deformation effect can still cause a significant mass difference of the energy deposition mass \( m_j \) and the dose calculation mass \( m_i \). For example: An energy is produced by a mass \( m_j \). However, due to deformation, a set of other mass points also migrate to the same target voxel \( x_i \). Hence, the mass \( m_i \) for dose calculation will increase significantly. Considering a constant energy, the resulting dose will be underestimated.

Another disadvantage is the high level of technical complexity, which receives another degree due to the additional mass mapping procedure. Thus, the number of mapping events multiplies again. This could be extremely memory-intensive and time-expensive considering a repeat of the procedure for every breathing phase. All other properties are consistent with the basic idea of the energy transfer model. The summary of EMCM is given by:

1. **Advantages of EMCM:**
   a) Solution for the deformation effect (divergent assumption)
   b) Solution for the dose-mass relation (consideration of the dose definition for IIO (3.8))
   c) Solution for the defective deformation grid based MED error
   d) Solution for possible energy rearrangement
   e) Basic dose accumulation time improvement due to MC coupling

2. **Disadvantages of EMCM:**
   a) Not combinable with other dose algorithms (only MC)
   b) Discretization based MED error
   c) The need of an energy discretization module, which converts pathways to single points
   d) Large number of energy and mass mapping events (time-expensive, memory-intensive)

### 3.4 A dose error evaluation study for 4D dose calculations

To measure the quality of the explained mapping algorithms (3.3.1 and 3.3.2), it is necessary to repeat the mapping process for a set of arbitrary regions of interest (ROI). The analyzed volumes are small cuboid ROIs (\( \Delta x = 32 \text{ mm}, \Delta z = 24 \text{ mm}, \Delta y = 16 \text{ mm} \), inspired by Yan et al. [119]) distributed over the full 4D geometry. The large number of test cases \( m = 900 \) (value of considered ROIs) enable a qualitative assessment. The dose calculation (see section 3.4.3) and the dose transformation process is performed for every ROI. The results of the different transformation models are compared by error values. The investigation is focused on the transformation itself. Effects of the deformation grid, the dose algorithm and any other sources of error are neglected. Fig. 3.24 illustrates the main idea: The first step is the selection of a randomly located ROI. (a) Then, the breathing phase \( j \) is chosen. (b) The ROI in \( j \) provides the volume for the dose calculation \( D_j(x_j) \). (c) The mapping process is performed with all respective transformation models: bETM, pETM, EMCM, DIM, dDMM. This step generates five different target distributions \( D_i(x_i) \). (d) The determination of the mapping error \( \eta \) enables comparative studies. The procedure is carried out for different parameter variations (e.g. four different voxel sizes; gradient distributions). Then, the same calculation is repeated for the next breathing phase until the full breathing cycle is reached. A total of 900 arbitrary ROIs is evaluated.
**Figure 3.24**: Evaluation study for dose transformations: The left scheme illustrates the basic algorithm sequence plan. The right sketch points out the sub-steps of the procedure. The important outcome of the evaluation is the calculation of the mapping error for every single mapping model (bETM, pETM, EMCM, DIM, dDMM). 

*m* is a large value that indicates the number of calculated ROIs.

### 3.4.1 Primary error evaluation with the dose mass histogram

Yan et al. proposed a mapping error that is introduced by an integral dose for the investigated ROI. Without transformation, the integral dose is defined by: \( D_j = \frac{E_{ROI_j}}{m_{ROI_j}} \). The ratio contains summarized values, i.e. the total deposited energy in the entire mass of the ROI. In order to the mapping algorithm and to the deformation grid, the deviation of the mass conservation and the deviation of the energy conservation is measured. Hence, it is possible to propose the integral dose for the transformed ROI: \( D_i = \frac{E_{ROI_i}}{m_{ROI_i}} \). The proposed error value is based on the dose deviation \(|D_j - D_i|\). This error value is valid and reasonable. However, the model does not consider local effects inside the ROI. The law neglects spatial assignments of energies and masses. It cannot be said, which energy share is deposited and is related to a certain fraction of mass. Dose peaks produced by local energy depositions in low mass regions are ignored. For evaluation of the clinical relevance of transformed dose distributions (see section 3.2), it is important to take the mentioned spatial fractions into account. Whether a treatment plan is good or not, is not determined by an integral dose or a single dose value. It is defined by the entire volume based dose distribution and the spatially deposited biological damage. Dose gradients and mass inhomogeneities lead to different dose-mass fractions inside the volume. The transformation process should not alter this dose information, otherwise the accuracy of the basic dose calculation is obsolete.

In clinical practice, one of the most powerful parameter for plan assessment is the dose volume histogram (DVH). However, he DVH assumes a constant mass inside all voxels. This is sufficient for homogeneous organs, but heterogeneous objects are considered in this work. The dose mass histogram (DMH) is an extension of the DVH. It is a more accurate approach. The DMH concept uses the fractionated mass that absorbs a certain dose. Wei et al., Mavroidis et al. and Webb et al. investigated the DMH approach for lung complications in comparison to the DVH. The main conclusion was a dose overestimation associated to the DVH concept. In contrast, the effectiveness of the DMH model was closer related to the real radiation effects.
Figure 3.25: DMH used as mapping assessment parameter: During dose transformation the shape of the ROI and all considered sub-volumes could differ strongly. A certain portion of the volume (i.e. a cell population) receives a defined dose with a related damage. Although the volume varies, the damage remains unchanged, because the mass inside the volume is still the same. In conclusion from a biological point of view, the mapping process should not change the DMH. The goal of transformation is: \( DMH_i \approx DMH_j \).

Furthermore, deformation and expansion of anatomical volumes impede the use of the DVH concept in this task. Therefore, the most important assessment for transformation assessment is the analysis of the ROI based DMH. The DMH should not change during dose transformation and this guarantees the conservation of each dose-mass fraction. Due to numerical effects, an exact DMH conservation is not feasible. A good approach should approximate the unmapped DMH \((j)\) as close as possible. Fig. 3.25 explains the suitability of the DMH to assess the quality of a specific mapping approach using the differential dose mass histogram. It is not suitable to compare the differential DMH. Voxel unions could cause small dose shifts for discrete dose bins. These shifts would cause the same error as large model based dose displacements. In contrast, the cumulative DMH is resistant to this effect. Hence, it is necessary to analyze the cumulative DMH:

\[
DMH(D) = \int_D^{D_{max}} m(D') \cdot dD'
\]

(3.71)

The DMH error for a specific dose \(D\) is the difference between the mapped \((i)\) and the unmapped cumulative DMH \((j)\). It is defined by:

\[
\Delta DMH(D) = |DMH_i(D) - DMH_j(D)|
\]

(3.72)

It describes the mass discrepancy of both dose distributions with respect to a specific dose \(D\). A cumulative error parameter (over the full dose range \(0 \ldots D_{max}\)) is necessary to compare the entire dose distributions:

\[
\Delta_f DMH = \int_0^{D_{max}} |DMH_i(D) - DMH_j(D)| \cdot dD
\]

(3.73)

\[
= \int_0^{D_{max}} \left[\int_D^{D_{max}} m_i(D_t) \cdot dD_t - \int_D^{D_{max}} m_j(D_t) \cdot dD_t\right] \cdot dD
\]

It is useful to normalize the integral dose difference for a qualitative assessment and to distinguish the outcome of different transformation models and ROIs with different mass fractions. Hence, the total normalized DMH error \(\eta_{DMH}\) is defined by:

\[
\eta_{DMH} = \frac{\int_0^{D_{max}} |DMH_i(D) - DMH_j(D)| \cdot dD}{\int_0^{D_{max}} DMH_j(D) \cdot dD}
\]

(3.74)
Figure 3.26: Example of a 2D dose transformation: A small arbitrary ROI, delivered by an homogeneous fluence (at \( t = 0 \% \)), creates the resulting unmapped dose distribution \( D \) (gray). The dose transformation to another breathing geometry (\( t = 50 \% \)) is performed by: bETM (dark blue), pETM (blue), EMCM (light blue), DIM (light red), dDMM (red). A comparison of the unmapped and the mapped dose distribution is necessary to assess all mapping approaches. The \( \gamma \)-coordinate is neglected in this example for visualization. A voxel size of \( 2 \times 2 \) (mm)\(^2 \) is used.

Or written as:

\[
\eta_{DMH} = \frac{\int_0^{D_{\text{max}}} \int_D^{D_{\text{max}}} m_i(D_i) \cdot dD_i \cdot \int_D^{D_{\text{max}}} m_j(D_j) \cdot dD_j \cdot dD}{\int_0^{D_{\text{max}}} \int_D^{D_{\text{max}}} m_i(D_i) \cdot dD_i \cdot dD} \tag{3.75}
\]

The power of the DMH is explained in the following outline using a trivial two-dimensional example. Therefore, Fig. 3.26 illustrates six calculated dose distributions. For illustration, the third dimension (\( \gamma \)-coordinate) is neglected. An arbitrary ROI (Fig. 3.26 left) is exposed by an homogenous fluence at the beginning of the breathing cycle (\( t = 0 \% \)). With the aid of the deformation grid \( v_{ij} \), the delivered dose distribution at \( t = 0 \% \) (gray) is mapped to another breathing geometry \( t = 50 \% \). The resulting dose distributions are generated by different transformation models (blue=ETM, red=DMM). Significant differences of the gray scales inside the dose distributions are already visible in Fig. 3.26.

A detailed analysis is possible with a view on the differential DMH (see Fig. 3.27) regarding the calculated dose distributions. As a matter of fact, a good mapping approach calculates a differential DMH that looks similar as the unmapped DMH (black, upper left graph in Fig. 3.27). In this example, the most similar DMH is created by the dDMM model (red, lower right graph). All models could show significant differences, which have numerical and model related reasons. For example: The significant mass peak in the high dose region of dDMM (at 90% of maximum dose) has numerical reasons due to a small dose shift of a higher dose bin.

\[22\] The used data and the implementation is described and explained in section 3.4.3
Differentiell DMH for an exemplary dose distribution (2D)

Figure 3.27: Example for a differential DMH: The figure shows the differential dose mass histograms based on the 2D dose distributions calculated in Fig. 3.26 and distinguished by different transformation approaches. All graphs are normalized to the same maximum dose and to the same maximum mass. The illustration determines the DMH before (black plot) and after transformation (colored plots).
Figure 3.28: Example for a cumulative DMH and the resulting transformation error: This sample shows the DMH error for a single 2D dose distribution using a voxel size of 2 mm for one sample ROI. The graph compares the DMH of each dose distribution (see Fig. 3.26). The left plot shows the cumulative histogram. The ordinate explains the absolute mass in mg. Mass discrepancies for $D = 0\%$ between several dose transformations are based on numerical reasons. The graph on the right illustrates the local DMH error $\Delta DMH(D)$. It is the absolute difference caused by the transformation model in comparison to the untransformed dose distribution. A full integration results in the total error. The dose binning of this method is not equidistant, because each mass fraction could vary between specific voxels.

Finally, the figure illustrate possible differences of the differential DMH caused by various transformation models. This reshaping process may modifies the basic dose information. To distinguish between numerical and model based errors, it is necessary to focus on the cumulative DMH. This enables a qualitative assessment for the study. Fig. 3.28 (left graph) illustrates the cumulative DMH for the mentioned 2D example. The figure distinguishes between all transformation models. Important for the quality of the model is the conservation of the cumulative DMH. This is preferably a small error distributed over the full dose range. The visualization illustrates significant differences for $\Delta DMH(D)$ in Fig. 3.28. The lower the integral value of $\Delta DMH(D)$, the better is the quality of the used model. The DMH error value is the most important and most meaningful error value of this evaluation study, because it considers global ROI-based dose information as well as local mass-energy relations.

It must be noted that numerical issues are responsible for the total mass deviations at $D = 0\%$ for $DMH(D)$ in Fig. 3.28 (left). The deformation process leads to the fact that more voxel masses are located inside the numerical ROI after deformation. Hence, more masses are affected by the transformed dose. Due to various calculation rules for the different transformations models, variations at $D = 0\%$ are justified by different technical determinations of the $DMH_i(D)$. In this survey, the following detailed solutions are used to determine the DMH after dose transformation:

\[
DMH_{i,a}(D) = \int_D^{D_{\text{max}}} m_i(D') \cdot dD'\; \quad a = \{ETM, bETM, DIM, dDMM\}
\]

\[
DMH_{i,b}(D) = \int_D^{D_{\text{max}}} m_{j\rightarrow i}(D') \cdot dD'\; \quad b = \{EMCM\}
\]

The final doses D (dose-to-medium, after dose transformation) are calculated either with $m_i$ (voxel masses of the reference set $i$) for bETM, pETM, DIM, dDMM or with $m_{j\rightarrow i}$ (mapped masses of $j$ inside the reference set $i$) for EMCM. Hence, the model related DMHs have to be calculated differently. EMCM uses $m_{j\rightarrow i}$ instead of $m_i$ for DMH determination. This leads to small deviations of the total masses at $D = 0\%$ shown in the DMH graph of Fig. 3.28.
3.4.2 Secondary error evaluation with mean doses and energy rearrangement

Error metric based on the mean dose

In some cases, it is also useful to analyze the mean dose error $\eta_{<D>}$. This value is based on the ROI-related average dose. Only voxels $x_j$ are considered that are related to the total number $l$ of exposed voxels inside the ROI. The dose average is written as:

$$<D_j> = \frac{1}{l} \sum_{x_j=1}^{l} D_j(x_j)$$

(3.77)

$\eta_{<D>}$ compares the mean dose before ($j$) and after ($i$) dose transformation. Again, the normalization with the untransformed value has to be considered. $\eta_{<D>}$ is defined by:

$$\eta_{<D>} = \left| \frac{<D_i> - <D_j>}{<D_j>} \right|$$

(3.78)

This error should be as low as possible. From a physiological point of view, $\eta_{<D>}$ must not be zero. It can be realistic due to expansion, compression and density inhomogeneities that the average dose shifts slightly through transformation. Thus, $\eta_{<D>}$ is less meaningful than $\eta_{DMH}$. It serves not for global conclusions. The parameter was mainly introduced to filter dose peaks, which are related to extreme small mass fractions. These peaks are easily possible through wrong energy-mass relations. The mentioned error is not easily observable in the DMH graph, because it is mainly caused by very small mass values. However, the average dose closely depends on every dose value independent of its mass. Hence, the mean dose value clearly illustrates the mentioned effect.

Error metric based on energy rearrangement

Among others, Siebers et al. [93] made a detailed analysis of dose mapping. The main conclusion of these proposals is a disadvantage of conventional DMM approaches like DIM. This disadvantage, so called energy rearrangement (see section 3.3.3), describes inaccurate energy depositions due to discrete voxel unions. A wrong mapping of energy deposition points that a far away from the voxel center due to a strong applying deformation gradient (see Fig. 3.15). To avoid such errors, it was recommended to use energy transfer models for dose transformation. The following method describes an approach to measure the energy rearrangement effect of each transformed dose distribution. The main intention is a comparison of ETM and DMM. This error value is less meaningful than $\eta_{DMH}$. It merely extends the analysis.

To measure the displacement, it is useful to extract the final energy distribution $E_i(\tilde{x}_i)$ using the transformed dose distribution $D_i(x_i)$. The sub-voxel approach of the EMCM method (see section 3.3.3) is also used for calculation. The source set $j$ is split into a highly resolved sub-voxel mass grid $m(x_{jsub})$. The final energy $E_i$ in a voxel $x_i$ results from a division of its transformed dose $D_i(x_i)$ (related to a certain transformation model) and all fractionated masses of the source $j$ that migrate to the target voxel $x_i$ via transformation: $v_{ij}(x_{jsub})$. Using (3.70), the energy distribution related to the transformation model is defined by:

$$E_{model}(x_i) = \frac{D_i(x_i)}{\sum_{x_{jsub} \in W_{x_i}} m(x_{jsub})}; \quad W_{x_i} = \{ x_{jsub} | x_i = v_{ij}(x_{jsub}) \}$$

(3.79)

This method ensures the same approach for every model to calculate its energy distribution. The next step is a comparison of the recalculated discrete distribution $E_{model}(x_i)$ and the directly tracked energy distribution.
Figure 3.29: Principle scheme to measure the energy rearrangement: The energy distributions $E_{\text{model}}$ (top) and $E_{\text{direct}}$ (bottom) are generated by recalculation and energy mapping. The resulting distributions are comparable with the aid of the normalized mutual information $I_E(E_{\text{direct}}, E_{\text{model}})$. A high MI value is equivalent to a strong similarity.

$E_{\text{direct}}(x_i)$ in a target voxel $x_i$. The directly tracked distribution can be written as:

$$E_{\text{direct}}(x_i) = \sum_{E_j} E_j(\tilde{x}_i); \quad W_{E \rightarrow x_i} = \{ E_j(\tilde{x}_i) | x_i = v_{ij}(\tilde{x}_i) \}$$

(3.80)

There are a number of methods for similarity measurements of more dimensional distributions. The mutual information (MI) $I$ is an established approach in medical solutions and is suited very well in this case (see section 2.2.1.1\[3]). The MI is a theoretical value (information theory, [53]) that describes the power of the statistical dependence derived from two random variables. Here, it serves to measure the similarity of $E_{\text{real}}(x_i)$ and $E_{\text{model}}(x_i)$. Hence, it can be written as:

$$I(E_{\text{direct}}, E_{\text{model}}) = \sum_{E_d(x_i^1)} \sum_{E_m(x_i^2)} p(E_d(x_i^1), E_m(x_i^2)) \cdot \log \left( \frac{p(E_d(x_i^1), E_m(x_i^2))}{p(E_d(x_i^1)) p(E_m(x_i^2))} \right)$$

(3.81)

$p(E_d(x_i^1), E_m(x_i^2))$ is the joint probability distribution function of $E_d(x_i^1)$ and $E_m(x_i^2)$. It is the combined probability distribution. $p(E_d(x_i^1))$ and $p(E_m(x_i^2))$ are probability distribution functions of $E_d(x_i^1)$ and $E_m(x_i^2)$ respectively.

A perfect match of the recalculated energy distribution results in a large value of $I(E_{\text{direct}}, E_{\text{model}})$. The greater the MI value is, the better is the resistance of the model against energy rearrangement. To compare MI values of hundreds of arbitrary ROIs for statistical conclusions, it is necessary to normalize $I(E_{\text{direct}}, E_{\text{model}})$ to the perfect match $I(E_{\text{direct}}, E_{\text{direct}})$. Otherwise, extreme MI deviations for different ROIs occur due to differences of total energy values and significant mass variances inside different ROIs. The resulting error value $I_E$ is defined by:

$$I_E = \frac{I(E_{\text{direct}}, E_{\text{model}})}{I(E_{\text{direct}}, E_{\text{direct}})}$$

(3.82)

A perfect match results in $I_E \rightarrow 1$. $I_E$ is independent from the structure and the slope of the energy distribution inside the ROI. However, EMCM will cause a approximately perfect matches for very small voxel sizes, because

---

[3] It is possible to use other approaches for energy verification like cross correlation (CC). However, the choice of the similarity parameter has a minor role in this trivial application. All similarity parameters show a similar results.
the generation of \( E_{\text{direct}} \) is only the inverse calculation of \( E_{\text{EMCM}} \). Since energy rearrangement is especially important for huge voxel sizes, results of small voxel sizes should not be overrated. Furthermore, the whole approach of \( I_E \) builds on the basic idea of all ETM models. A good score in \( I_E \) does not necessarily result in a good clinical effect of \( \eta_{\text{DMH}} \). The energy rearrangement investigation is an additional analysis. Fig. 3.29 illustrates the basic scheme of the measurement approach.

3.4.3 Full evaluation concept

Deformation grid and patient data

This evaluation study uses the data and the deformation grid of the POPI-model (see section 2.2.1), a Point-validated Pixel-based Breathing Thorax Model. It is an established scientific data set with lung cancer patient images containing a full 4DCT. It is provided by the Léon Bérard Cancer Center and the CREATIS Laboratory (Lyon, France). The model is fully described by Vandemeulebroucke et al. [105] (http://www.creatis.insa-lyon.fr/rio/popi-model). This study uses the 4DCT series of the preprocessed images containing ten static CT series. The transformation is based on the deformation data \( (v_{ij}) \) processed by the parametric deformation method of the POPI-model that particularly implements the FFD approach according to Rueckert et al. [81] (see section 2.2.1). The model is verified by point validation (see 2.2.1). The model provides vector fields merely in one direction: reference set \( \rightarrow \) breathing phase \( (\vec{x}_j = v_{ji}(\vec{x}_i)) \). Inverse vector fields \( v_{ij}(\vec{x}_j) \), which are necessary for various transformation algorithms, are approximated with the Newton-Raphson optimization implemented in the iPlan™ RT framework. A validation of the inverse fields revealed a mean deviation of 0.003 mm and a maximum deviation of 0.31 mm. However, except of DIM all methods use the inverse vector fields. Hence, almost all transformations are based on the same DIR data. Thus, errors based on the DIR algorithm are negligible for this study.

Dose algorithm

The study uses a very simplified Monte Carlo approach (dose-to-medium, see formula (3.5)) to calculate the dose inside the arbitrary ROIs. To realize a beam that would deliver an equal dose distribution in water without gradients, a spatial homogeneous photon particle fluence \( \Phi \) is assumed in the entire ROI. The assumed photon particles are independent of any direction and occur isotropic. Hence, integrations over equal specific solid angles would yield additionally constant fluence shares. For example, \( \int_0^\infty \Phi(\Omega) d\Omega = \int_{0}^{2\pi} \Phi(\Omega) d\Omega = \int_{0}^{2\pi} \Phi(\Omega) d\Omega = \ldots \) could be assumed. Furthermore, the energy spectrum of the investigated photons is mono-energetic containing exclusively 6 MeV photons. In general, the fluence is defined as:

\[
\Phi = \frac{N}{A} = \frac{\sum dl}{dV_{\text{ROI}}}
\]

with \( N \) being the number of particles crossing an area \( A \) and \( \sum dl \) being the sum of all photon path lengths that traverse the defined volume \( dV_{\text{ROI}} \). The dose algorithm investigates a defined number \( N \) of photon particles. Therefore, specific coordinate \( \vec{x} \) of their traversing paths \( \sum dl \) are drawn randomly inside the volume of the ROI. These photon coordinates are spatial uniformly distributed to simulate the homogeneous fluence. Furthermore, the algorithm investigates the probability for an interaction with matter in this coordinate. As known from the basics of Monte-Carlo and derived from the probability density function of the attenuation law, the length of the free photon path length \( s \) is inversely proportional to mass attenuation \( \mu \) coefficient of the investigated photon energy [28]. In reverse, a higher mass attenuation coefficient leads to more interaction

\[s = -\frac{1}{\mu} ln(1 - R_1) \text{ with } R_1 \text{ or } R_1' \text{ being a uniformly distributed number in the interval of } [0, 1].\]
due to the shorter free path lengths. This dose algorithm does not distinguish between different interaction types. Also secondary particles are neglected. Hence, the mass energy absorption coefficient $\mu_{en}$ given by Hubbel et al.\cite{37} is used to estimate the deposited energy. For this purpose, the algorithm generates for every photon a random number $R$ uniformly distributed in the range of 0 and the maximum absorption coefficient of the ROI $[0, \max(\mu_{en})]$. The particle interacts and deposits energy (dose-to-medium), if the random number $R$ is smaller as the coordinate related absorption coefficient $\mu_{en}(\vec{x})$. Otherwise, the particle traverse the volume without interaction. The resulting dose distributions inherent dose gradients that are merely based on mass density variations inside the ROI (see Fig. 3.30). The conversion of Hounsfield Units (HU) to mass density values is realized with the aid of the paradigms inside the XVMC code\cite{22}. All energy events occur point wise in single coordinates. A point energy deposition event is not realistic, but sufficient for this application. Furthermore, it simplifies the analysis of various ETM models. For each dose calculation $N = 2 \cdot 10^5$ uniformly distributed photon particles are investigated within the ROI. Due the small size of the ROI, the approach yields very realistic dose distribution illustrated by Fig. 3.30. However, the aim is not to generate particularly accurate dose distributions, but to investigate the dose transformation process. Moreover, the study proves the effect of inhomogeneous fluence distributions. For example, this could be fluence gradients generated in areas of overlying beams or located at penumbra areas in beam edges. For this purpose, two other fluence distributions are produced for each ROI. In this cases, the coordinates of the investigated photon particles are not uniformly distributed in the space. The coordinates are based on specific spatial probability functions that generate two different fluence gradients. This study focuses on two spatial distributions: (1) A fluence distribution with a smooth gradient in z-direction; (2) A distribution with two strong gradients in x-direction; Both cases are illustrated in Fig. 3.32. In summary, the study investigates three different fluence distributions (one spatial uniform distribution and two spatial inhomogeneous distributions) for investigation of error dependencies in combination with spatial fluence variations.
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**Figure 3.31**: Destination area of every sample ROI: Every ROI of the mapping study is located inside the white area. This area covers the full right lung in x-direction and in z-direction. The size in y-direction is even smaller to investigate spatial dependencies. The lower illustrations (blue) explain the maximum displacement during breathing. Hence, the destination area covers all possible lung displacements.

**Table 3.3**: Overview of mapping analysis: The study calculates 900 sample ROIs. Every case uses the following parameter variations. With the aid of these, it is possible to cover all influences for dose transformation. The interpretation of the simulation is very difficult due to the large number of collected values. As much as possible data must be discarded to focus on significant values (see section 3.4.4).

<table>
<thead>
<tr>
<th>proceeded ROIs</th>
<th>9 \cdot 10^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) fluence distributions</td>
<td>3</td>
</tr>
<tr>
<td>b) voxel sizes</td>
<td>4</td>
</tr>
<tr>
<td>c) breathing phases</td>
<td>9</td>
</tr>
<tr>
<td>d) transformation models</td>
<td>5</td>
</tr>
<tr>
<td>e) mapping error values</td>
<td>3</td>
</tr>
</tbody>
</table>

| collected data                        | 1.458 \cdot 10^6 = 9 \cdot 10^2 \cdot 3 \cdot 4 \cdot 9 \cdot 5 \cdot 3 |

**Full implementation and parameter variations**

The source code for the transformation methods was written using the software package IDL™ (Interactive Data Language from ITT, Version 7.1). In detail, the simulation generates 900 ROIs. The coordinates of the volumes are equally distributed inside the patient geometry. The full destination area is illustrated in Fig.3.31. It totally covers the right lung in x-direction (160 mm) and in z-direction (240 mm) to include every possible deformation. The coverage y-distance (24 mm) is very small for a better understanding of spatial error dependencies. Hence, all following explanations and evaluations are reduced to the coronar view. When a sample ROI is randomly selected inside the patient, the evaluation algorithm chooses a coarse voxel size of 8 \times 8 \times 8 \text{mm}^3. The procedure generates three different dose calculations (one spatial uniform fluence distribution and two spatial inhomogeneous fluence distributions) for every breathing phase (in total 9 phases) except the reference set. Thereafter, the actual dose transformation is performed using the mentioned transformation models. The transformation targets to the reference geometry and allows to determine the mapping error values: \( \eta_{\text{DMH}}, \eta_{<D>, \text{ref set}}, I_E \). The algorithm repeats the full procedure with lower voxel sizes: 4 mm, 2 mm and 1 mm. Finally, this process is repeated for all ROIs to enable statistical conclusions. In summary, all parameter variations and all proceedings are explained in Tab.3.3.
Box-plot visualization of the DMH-error ($\eta_{DMH}$) distinguished by different fluence distributions

**Figure 3.32**: DMH-error distinguished by different fluence distributions: The graph visualizes the box-plot of $\eta_{DMH}$. The results are separated by certain transformation models (ETM: blue; DMM: red). Several fluence distributions are marked by gray scale values. Each error distribution includes sample ROIs of all voxel sizes and all breathing phases with a total number of $3.24 \times 10^4$ samples. Some maximum errors are out of range and not visible in the plot.

### 3.4.4 Results

**Test 1: Global DMH-error regarding different fluence distributions**

The study was created to compare and to assess the quality of different dose transformation models (bETM, pETM, EMCM, DIM, dDMM). The most important error value is the DMH-error. Thus, major conclusions are based on $\eta_{DMH}$. The first test investigates the effect of spatial fluence distributions (see Tab. 3.3 and see section 3.4.3) and their influences on the general DMH-error. Furthermore, the test achieves first conclusions regarding the transformation quality of different models. The results are illustrated in Fig. 3.32 using a sta-
statistical box-plot visualization of $\eta_{\text{DMH}}$. The data is separated (with varying gray values) by different fluence distributions, whereas single error distributions include samples of all voxel sizes and of all breathing phases. 

(1) Differences caused by transformation models: The results of separate models describe significant differences. A view on Tab. 3.4 helps for concrete conclusions. dDMM achieved the best outcome for all statistical values. The median is at least $3\% - 4\%$ better than the median of every other model. The same holds to the average and the upper quartile. A greater difference ($4\% - 8\%$) exists even for the lower quartile and the minimum values compared to all energy models. Regarding $\eta_{\text{DMH}}$, the most accurate method in test one is the dDMM approach. Furthermore, there is a large error distribution observable for DIM in comparison to any other model. Theses error distributions contain good results for small voxel sizes and very inaccurate results for rough resolutions. Inside the group of the three energy models is the best outcome observable for EMCM. All statistical values (median, mean, all percentiles) are up to $2\% - 3\%$ better than the same properties for pETM or bETM. The variance for all three error distributions is similar. Furthermore, there is no significant difference between bETM and pETM. The maximum values of pETM are slightly compressed in contrast to bETM, but the results do not show a significant improvement.

(2) Differences caused by different fluence distributions: Dose transformations are not significantly influenced by certain inhomogeneous fluence distributions like smooth unilateral or strong bilateral fluence gradients. Indeed, there exist small shift of the median and the average visible for all transformation models, but these effects can be explained with different total energy values and different total dose values respectively. The local energy displacement leads to those effects. Hence, the shifts can be neglected in further investigations. In contrast, the variances of the error distributions are very similar (see Tab. 3.4). The maximum variance deviation inside a model related group is $0.5\%$, excepting one outlier in DIM. There are no pattern observable,
which can be attributed to the different artificial fluence distributions.\(^7\)

Test 2: Global DMH-error regarding different voxel sizes

The large variances of the results in test one require additional analysis. Quality limitation for dose transformations could lead to numerical or model specific inaccuracies. Hence, the analysis is performed with different voxel sizes. The results are illustrated in Fig. 3.33. Every model shows a continuous improvement for all statistical parameters (median, mean, percentiles, variance) with a decreasing voxel size, which is generally expected. Low resolutions ordinarily create a worse outcome due to numerical effects. However, the variance of large voxel sizes is particularly large for the DIM approach. While it achieves even the best results for 1 mm voxel size, the results scatter up to 80 % for other sizes. This confirms that DIM is rather unsuitable for practical applications.

Furthermore, dDMM achieves the best results for every voxel size (exception: 1 mm for DIM). The meaningful statistical properties (mean, median) are at least 5 % lower than any other result. The minimum percentiles acquire even better proceeds. All these facts confirm the accuracy of the dDMM approach. Also, the EMCM approach confirms a practical accuracy. However, the results are not as precise as the same for dDMM. A look on the results of the closely related energy models (bETM and pETM) illustrates that they look similar for low

---

\(^7\)Since no significant effect is observable, all following tests (test 2 - test 7) discard the results of the inhomogeneous fluence distributions.
resolutions. They only change is noticeably for a voxel size of 1 mm. While the variance of the error does not change for bETM (2\text{mm} \rightarrow 1 \text{mm}), pETM reduces the variance significantly. This behavior could be explained with the basic idea of pETM (see section 3.3.2): while weak energy mass displacements play a subordinate role for low resolutions, they occur frequently often for high resolutions. This behavior is attenuated in pETM, but not as strong as intended. The general effect of the attenuation term in pETM could not be confirmed.

**Test 3: Spatial dependencies of the DMH-error**

Test one and particular test two describe central numerical effects. However, these experiments do not consider spatial dependencies within the deforming geometry. Maybe bad results in some sample groups only occur in certain regions of the geometry? Maybe these regions are negligible or particularly important for radiotherapy? Test three offers a solution. New sample groups are created for the purpose of error localization. A group is unified by a certain destination area inside the reference set. If a sample ROI is located inside the defined area after transformation, it will be considered in the defined group. The test distinguishes between four different areas (see Fig. 3.34). All areas represent different tissue properties. Main distinctive features depend on the density, the value of density deviations and the deformation gradient ($\nabla v_{ij}$) inside the ROI. Fig. 3.35 illustrates the results of the mentioned sample groups regarding $\eta_{DMH}$ for a fixed voxel size of 2 mm. Unfortunately, special inferences regarding spatial dependencies are not verifiable with these results. However, it can be said that the results of test one and test two globally apply for all areas inside the patient geometry. Secondly, the graph confirms the mentioned statements. For all location areas, dDMM achieved the highest accuracy with at least 3\% better medians compared to every other model. Also the measurements for EMCM and DIM show practical precisions.

Due to the high resolution, DIM is even better than pETM or bETM. Both achieve inaccurate error distributions with large variances. Furthermore, coarse outliers are observed. Noticeably observable for EMCM, DIM and dDMM are relatively inaccurate results for the group: *homogeneous lung tissue*, in comparison to other destination areas. However, this effect is may not a spatial dependence, it is based on the error value itself. Here, small errors are more effectual due to the normalization of $\eta_{DMH}$ with the total ROI-based mass $m$. In comparison to other areas, the total mass is very low inside the group: *homogeneous lung tissue*. Hence, the absolute error is not necessarily larger. Furthermore, the group *deformation area* provides not even that worse results as expected. This leads to the conclusion that the deformation effect has a minor influence one the transformation accuracy. Finally, this test provides no conclusions about spatial dependencies.
Figure 3.35: DMH-error distinguished by different spatial locations: The spatial areas regard to the defined groups of Fig. 3.34. The groups are marked with different plot colorings (gray values, see legend above). The results are grouped by certain transformation models (ETM: blue; DMM: red). The results inside a single group include sample ROIs of all breathing phases and a fixed voxel size of 2 mm. The sample value of every group could differ due to different location area sizes.

Test 4: Spatial dependencies of the DMH-error with an error localization map

Since the results of test three were inconclusive regarding the spatial error behavior inside the patient geometry, test four illustrates a more detailed analysis. An error localization map (ELM) provides the possibility to locate large errors without special area definitions. For this purpose the ROI itself is analyzed and not the global position. The main distinctive features (density, value of density deviations) serve as identification parameters. Therefore, ELM splits the properties into a mass index (abscissa) and a homogeneity index (ordinate). The mass index $m$ is equivalent to the total mass inside the ROI and defined by the mass summation of all voxels ($l$) $x_i$:

$$m = \sum_{x_i=1}^{l} m_i(x_i) \tag{3.84}$$

The homogeneity index is realized with the aid of the Sobel operator $S$. This operator derives from the image analysis and realizes an edge detection kernel. The filter highlights every edge inside the image and reduces homogeneous areas. For a two dimensional image $A$ applies the following filtered image $G$ realized

---

$^{18}$The ELM approach is introduced by this thesis. Hence, there exist no references with respect to the following contents.

$^{19}$The HU/mass conversion regards to the methods of section 3.4.3 based on the paradigms of the XVMC framework.
Figure 3.36: Error localization map (ELM): The ELM (top) enables the location of a sample ROI inside the patient geometry (bottom) based on two properties \((m, \sigma_{sobel})\). Samples in the upper right area of the ELM are particularly homogeneous with a large mass (e.g. \(e\)). Contrary, samples in the lower left region have inhomogeneous, low mass properties (e.g. group \(c\)). The operation of ELM is verified by selective destination areas (below), which can be illustrated in the ELM as delineated point clouds due to their different properties.
with the filter kernels $G_x$, $G_y$:

$$
G = \sqrt{G_x^2 + G_y^2}, 
G_x = \begin{pmatrix}
1 & 0 & -1 \\
2 & 0 & -2 \\
1 & 0 & -1
\end{pmatrix} \ast A; 
G_y = \begin{pmatrix}
1 & 2 & 1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{pmatrix} \ast A
$$

(3.85)

To get a three dimensional parameter, the Sobel operator is applied to every $c$-coronar, $a$-axial, $s$-sagital sectional image of the ROI that intersects the center of the exposed region. The three resulting images $G_i$ are edge enhanced pictures that have a density deviation emphasis. One can analyze the gray value $(x)$ distribution $p(G, x)$ of the resulting images to get a good overview on the number of detected edges. That enables the definition of the full homogeneity index:

$$
\sigma_{sobel} = \frac{1}{3} \sum_{i=c,a,s} \left( \frac{\int_{x_0}^{x_1} p(G_i, x) dx}{\int_{x_0}^{\infty} p(G_i, x) dx} \right)
$$

(3.86)

where $\sigma_{sobel}$ is the average of the gray value analyzes related to all three directions. The definition of the threshold parameter $x_i$ is crucial. $x_i$ is located in the lower quarter of the histogram $p(G, x)$. Hence, $\sigma_{sobel}$ counts all pixels that are located in this dark area (normalized to the full value of possible gray scales). The calculation of a relatively small $\sigma_{sobel}$ results from many pixel values that are located outside the lower quarter of $p(G, x)$, i.e. Sobel detects a lot of edges. This means that there are many density deviations inside the ROI. The contrary, maximum value is $\sigma_{sobel} = 1$, leading to a total homogenous ROI without density gaps. The full procedure is explained and validated in Fig. 3.36. The ELM shows the scatter of all possible samples $(f)$ in relation to spatial dependend groups $(a)-(e)$. The special groups (regarding special tissue properties) can be recognized as clear delineated point clouds inside the ELM. This confirms the operation of ELM.

This test analyzes the spatial distribution of the DMH-error for all sample ROIs. Therefore, the error is scattered using a color scaling to illustrate the strength. For a specific location, the maximum error is preferred. The results are shown in Fig. 3.37. A fixed voxel size (4 mm) is used for a better distinction of the data. The presumption of test three is consistent with the results of test four. ROIs with lower masses have higher error in the average score. All models show a significant shift of the error strength towards low masses distributed over the full homogeneity range. This is especially observable for DIM. However, this confirms the general assumptions, because the greatest error is located inside the lung. These areas are typically affected by the most displacement.

Furthermore, only BETM and pETM exhibit single outliers (orange/red maximum errors) localized in all areas of the map, even in regions with high masses. This is explainable by the error susceptibility of bETM due to the energy displacement ($\eta_{MED}$, see section 3.3.2) which is based on defective deformation grids, therefore, possible in all regions of the geometry. However, pETM could not solve this problem. Additionally, there are even small differences between bETM and pETM, but only pETM shows single outliers. This suggests, that both models use an inaccurate approach. Also in this test, dDMM achieves the best results with a widespread low error distribution (blue) in the ELM. Even EMCM yields good results, but mostly inside a higher error channel (green) as dDMM. Measurements of DIM confirm the resolution dependence with large errors for this rough voxel size (4 mm).

The ELM in Fig. 3.37 merely gives an overview of the maximum error. On the one hand, Fig. 3.35 has shown that a large number of samples is lower than the maximum error. Hence, one has to prove the location of the median and the lower quartile error inside the ELM. This serves for a realistic spatial dependency analysis of the full error distribution. Since a color scaled ELM is unsuitable to show the full error distributions, this test works with a single axis projection. The mass index and the homogeneity index are respectively applied to
Figure 3.37: The maximum DMH-error localized by the ELM: The results are separated with single graphs by certain transformation models. The graph describes always the local maximum of $\eta_{DMH}$. The data is color scaled to identify the strength of the maximum error. The results inside a graph include sample ROIs of all breathing phases and a fixed voxel size of 4 mm. Thus, every graph contains $8.1 \cdot 10^3$ samples.
Figure 3.38: The maximum, median and lower quartile DMH-error localized by the ELM: The ELM is splitted into single graphs regarding the mass index (left) and the homogeneity index (right). The results are grouped by certain transformation models (ETM: blue; DMM: red). The results inside a graph are based on the local scatter values and a fourth degree polynomial fit. A series uses sample ROIs of all breathing phases and all voxel sizes. Thus, every graph contains $32.4 \cdot 10^4$ samples.
their own graphs, whereas both serve as abscissa. The median, the lower quartile and the maximum of the DMH-error are scattered (ordinate value) in dependence of the respective mass or homogeneity index. For dependency analysis, the scattered data is fitted with a fourth degree polynomial function. Fig. 3.38 illustrates the results. The first column of graphs (left) shows the mass dependency and the second column (right) describes the homogeneity influence. The procedure is performed for the maximum error (first row), median error (second row) and the lower quartile error (third row). It is clearly evident that the maximum error is larger for low mass regions, observable for all models. Secondly, the maximum error is shifted towards higher inhomogeneities. This is explainable by the maximum fits, which are all skewed to the left. However, the mentioned dependency is not observable for the median or the lower quartile. This means the true distribution points out a less strong spatial dependency in contrast to the maximum error. This is consistent to results of test three. Small fluctuations within the shape of the curves are explainable with the fitting approach. Further, this visualization confirms all previous conclusions again. dDMM yields the highest accuracy. Here, the differences between several models are even larger due to using samples of all voxel sizes. The median error of dDMM is about 4% better than the same for any other model as well as the lower quartile. Again, the test confirms figuratively the power of dDMM.

Test 5: Global DMH-error regarding different breathing phases

This test is an investigation of mapping errors in relation to single breathing phases. The presumption is a large error for huge tissue movements, which is equivalent to a large breathing amplitude compared to the reference set. Fig. 3.39 illustrates the breathing selected results for \( \eta_{DMH} \) with the aid of a box-plot visualization. Every sample group is quite small (ca. 160 ROIs), because the data derives from a fixed voxel size (2 mm) and the special destination area homogeneous lung (see Fig. 3.39) inside the geometry. There are only ROIs considered which are located in an area of homogeneous density inside the lung. The homogeneous area ensures only moving ROIs for testing. The supposed dependency in relation to the breathing amplitude is observable for bETM and pETM. The large displacement is associated with a large error. The maximum error for bETM is located at the maximal amplitude 60%. Both models have a high deformation grid dependency. A large displacement leads to more defective grids in the vector field. This increases the probability of energy mass displacements \( \eta_{MED} \), see section 3.3.2. In contrast to bETM, pETM decreases the maximum values, but the overall outcome shows no improvement. EMCM, DIM and dDMM achieve constant error results for the full breathing cycle. They are resistant to large energy mass displacements. Indeed, there are small fluctuations visible for dDMM in the first third of the breathing cycle, but these results are may be explained by the small sample groups of this test. In summary, the test shows that dDMM is well suitable for dose transformation with median values up to 5% better than EMCM or other solutions.

Test 6: Investigation of mean dose errors

Previous tests disclosed deficiencies of DIM, pETM and bETM, but the effect of energy mass displacement \( \eta_{MED} \) was barely demonstrable. This could be explained with too small masses which were affected. Those fractions have a low influence on the DMH error due to the low mass weighting. In contrast, the fractions are normally processed with \( \eta_{k_{D_{x}}} \). Hence, test six investigates such results with the aid of \( \eta_{k_{D_{x}}} \). The findings are illustrated in Fig. 3.40 and distinguished by different voxel sizes. The main effect is already apparent in the summarized view (all voxel sizes). The mean value of bETM is quite large. As intended, pETM decreases this value. The large mean error is caused by the great probability
Box-plot visualization of the DMH-error ($\eta_{DMH}$) distinguished by different breathing phases

(2 mm voxel size; ROI = homogeneous lung tissue)

**Figure 3.39**: DMH-error distinguished by different breathing phases. The graph visualizes the box-plot of $\eta_{DMH}$. The results are grouped by certain transformation models (ETM: blue; DMM: red). The breathing phases are marked with different gray scale values. The strength of the mean displacement is proportional to the darkness of the plot (legend in the middle). The results inside a single error distribution include sample ROIs of a fixed breathing phase, a fixed voxel size and a special destination area (homogeneous lung). Thus, every distribution contains about only 160 samples.
Box-plot visualization of the mean-dose-error ($\eta_{<(D)}$) distinguished by different voxel sizes

Figure 3.40: Mean dose error regarding different voxel sizes: The graphs visualize the box-plot of $\eta_{<(D)}$. The results are grouped by certain transformation models (DMM: red, ETM: blue). Several voxel sizes are distinguished by different plots. The results of each error distribution include sample ROIs of all breathing phases. The summarized group contains $24 \cdot 10^4$ samples and the voxel size groups contain $8.1 \cdot 10^3$ samples for each mapping model.
Local maximum of the mean dose error ($\eta_{D,\text{loc}}$)

Figure 3.41: The mean dose error distinguished by ELM: The results are separated with single graphs by certain transformation models. The graph describes the local maximum of $\eta_{D,\text{loc}}$. The data is color scaled to identify the strength of the maximum error. The results inside a graph include sample ROIs of all breathing phases and a fixed voxel size of 2 mm. Thus, every graph contains $8.1 \cdot 10^3$ samples.
for energy mass displacements with a high voxel resolution (2 mm, 1 mm). The maximum values are also larger for bETM in comparison to any other model (not visible in Fig. 3.32). The test confirms the main intention of pETM, because it compensates all outliers and maximum values of bETM dictated by energy mass displacements. However, why does pETM lead to bad results in the field of DMH error investigations? While maximum values are attenuated, low error values are deteriorated. This is observable for the lower quartile, the median, the variances such as the upper quartile for all voxel sizes. The effect is also visible in the ELM (see Fig. 3.41). Contrary to bETM, pETM leads to a smaller number of maximum values (red scatter values), but low error samples often occur in a higher error channel (bETM → large value of blue channels; pETM → large value of green channels). This suggests the conclusion that pETM merely works in the scenario when strong energy mass displacements occurs. Otherwise, in case of common transformation, pETM has deficiencies. The energy weighting leads to a change in the statistical number of events and this causes a change of the dose. For explanation, the effect of energy mass displacement is illustrated in Fig. 3.42 with the aid of three transformation examples. The figure describes how energy mass displacements appear. Single dose peaks often occur point wise at strong mass gradients. A strong dose overestimation arises, if the mass is much heavier in the source voxel in comparison to the target voxel.

Test six reveals the same global conclusion as all previous tests. dDMM yields the best results for all voxel sizes (about 5% better median for the summarized view). This is also visible in the ELM of Fig. 3.41. A large number of maximum values is located in the low error channel (blue). A spatial dependency is not visible for all models. As expected, numerical effects are associated with lower resolutions. However, there is a reordering in the model related sequence of quality. For example, many samples of bETM achieve better results than the same for EMCM. Because of this, test six should not be used for general assessment. It mainly serves for investigation of energy mass displacements.
Test 7: Investigation of energy rearrangement

The approach to measure the energy rearrangement (see section 3.4.2) is the base of test seven. The resulting data is illustrated in Fig. 3.43. Again, the findings are distinguished by different voxel sizes. The results show an interesting effect. For low resolutions (8 mm, 4 mm), dDMM achieves the best results, which is not associated with the expectations. Since the $I_E$ method is an inverse calculation of EMCM, better results for all energy models at low resolutions were expected. This inverse calculation of the error value is also the reason for very good results of all energy models (bETM, pETM, EMCM) for high resolutions. This should not be overrated. Moreover, the energy rearrangement is a numerical effect and it occurs primarily for low resolutions. With the aid of these results, we can demonstrate the minor effect of energy rearrangement. In contrast to extensive expectations and proposals [23, 32], it has not a large influence on DMM. Furthermore, energy models do not achieve better results in this test. The problem shows no real influence. Anyway, the DMH-error is much more significant. Hence, the importance of this problem can be reduced.

The results describe common numerical dependencies for all models. Obviously, at 1 mm voxel size, EMCM performs the inverse calculation of the error value which leads to a perfect result. Furthermore, the energy rearrangement shows a significant spatial dependency. Large errors occur often for low masses and high inhomogeneities. This confirms the ELM of $I_E$ in Fig. 3.43 for a fixed voxel size of 2 mm. This strong spatial dependency is explainable with large tissue movements. They occur often inside the lung (e.g. homogeneous lung, see Fig. 3.36) due to the breathing motion. Since energy rearrangement depends on strong acting vector fields, a large number of small errors appear exactly in the mentioned region.

### 3.5 Discussion

Chapter 3.3 explains the basic procedure of 4D dose accumulation. The applications numerical strategy (section 3.1.3) discloses a major problem, because the deformation effect (sec. 3.1.2) is significant during calculation. The most important goal associated with dose transformation is the numerical unification of inhomogeneous dose distributions. This is exactly explained by section 3.1. A solution for numerical dose unification is offered by the mass weighted dose average derived from the basic dose definition for inhomogeneous irradiated objects in formula (1.8). The assumption is a good approximation to describe an inhomogeneous object dose in the context of numerical dose transformations. The suitability of the mentioned approach is confirmed by theoretical and biological considerations using the dose response analysis in section 3.2. There exist different models that realize the considerations of the discrete dose definition for IIOs more or less for numerical dose transformations (section 3.3.1 and 3.3.2). DIM is pursuing a rather unsuitable approach. The energy models (bETM, pETM, EMCM) fulfill the requirements in an indirect way due to dissection of the dose in masses and energy shares. This leads to undesirable effects. Additionally, it needs a high technical effort. This thesis introduces the new method dDMM that directly implements the dose definition for IIOs, almost without numerical restrictions due to the high resolution of the sub-voxel grid. The theoretical considerations are confirmed by empiric tests. The most meaningful assessment parameter for dose transformation is the DMH-error $\eta_{DMH}$ (section 3.4.1). In all tests dDMM yields best results in comparison to any other model (see Fig. 3.32 - Fig. 3.39). Here, the error values are typically 3 % ~5 % better than the findings of the energy models. The problems of DIM are disclosed by the measurements for low voxel resolutions with negative values up to 100 %. A practical use of DIM is only recommended for high resolutions (1 mm voxel size), but this is very restrictive.

bETM’s susceptibility to errors based on energy mass displacements (section 3.3.2), is especially visible for tests with the mean dose value $\eta_{<D>}$ (section 3.4.2). pETM solves this dose peak problem. However, most of the other sample regions are not better or even worse. Generally, pETM does not improve bETM. Both
Box-plot visualization of mutual information ($I_E$) distinguished by different voxel sizes

**Figure 3.43:** Mutual information error regarding different voxel sizes: The graphs visualize the box-plot of $I_E$. The results are grouped by certain transformation models (ETM: blue; DMM: red). The several voxel sizes are distinguished by different plots. The results inside a single group include sample ROIs of all breathing phases. Thus, the summarized group contains $32.4 \cdot 10^4$ samples and the voxel size groups contain $8.1 \cdot 10^3$ samples.
Figure 3.44: The mutual information error distinguished by ELM. The results are separated with single graphs by certain transformation models. The graph describes always the local maximum of $I_E$. The data is color scaled (see legend) to identify the strength of the maximum error. The results inside a graph include sample ROIs of all breathing phases and a fixed voxel size of 2 mm. Thus, every group contains $8.1 \cdot 10^3$ samples.
models (bETM, pETM) are rather unsuitable for practical use. Besides dDMM, only EMCM presents very practical findings. However, the clinical application gets complicated due to the complex implementation strategies. Furthermore, the practicality of any energy model should be carefully analyzed. The tests of this study were performed with a simplified dose algorithm that realizes coordinate based energy deposition points (section 5.4.3). For example, a full Monte Carlo algorithm typically performs primary energy depositions along discrete path lengths. This discrepancy and a reduction of path lengths to single coordinates, which are needed for ETM, could cause additional errors. These influences are not considered yet and have to be investigated in further studies.

This study presented several tests to investigate the capabilities of certain dose transformation models for dose accumulations based on different breathing phases for lung cancer patients. DIM and pETM implement a rather unsuitable approach for practical implementations. bETM is prone to errors especially for energy mass displacements on high voxel resolutions with heterogeneous mass distributions. In contrast, dDMM as well as EMCM are best suited for practical applications. Their algorithm structure is consistent with the dose definition and empirical tests (\(\eta_{DMH}, \eta_{CD}, I_E\)) confirmed its practicality. EMCM is associated with a high technical effort, while dDMM is more straightforward and also more efficient.
Evaluation of the 4D treatment planning concepts

The 4D dose planning approach is associated with two major topics, the elastic image fusion and the 4D dose accumulation. The quality of a sufficient 4D planning approach directly depends on the accuracy of the mentioned applications. For this purposes, chapter 2 and chapter 3 gave a detailed description for their implementations with an comprehensive risk analysis. So far, 4D dose accumulation as well as the preceding elastic image fusion were analyzed individually. For example, the quality of image fusion is measured by mathematical landmarks, the accuracy of dose transformation is proven by physical error values based on the dose mass histogram, the mean dose and the energy rearrangement. These evaluations are very important to ensure the precision of the used algorithms. However, a clinical assessment study under consideration of a full 4D treatment plan is missing. The following chapter closes this gap. The aim is a verification of the explained algorithms with regard to important clinical criteria. This chapter describes the full integration of elastic image fusion and 4D dose accumulation into a software framework that is able to generate an entire 4D dose calculation. The integration is based on the findings of the chapters 2 and 3. The following evaluation study describes the clinical point of view, i.e. the clinical analysis of the 4D dose distributions for the tumor or the OARs quantified by the DVH. The final aim of this study is the comparison of the developed 4D planning approach with established static strategies of clinical practice to evaluate the benefit of the new 4D model. Therefore, different treatment modalities are used.

4.1 4D treatment planning

The treatment planning includes the entire 4D approach considering the elastic image fusion, the dose accumulation, the dose delivery process and a defined treatment modality for dose application. All aspects are important to complete a 4D treatment plan. The 4D planning module describes the software framework that realizes the mentioned algorithms for simulation. The treatment modalities regard to clinical and technical aspects. In context to the progress of the dose delivering machines, clinical studies and established strategies, different treatment modalities were developed for lung SBRT. This could be a static beam, a dynamic tumor tracking machine or a tumor gating system as well as intensity modulated beams or arcs. In principle, the integration of all modalities into the 4D treatment planning is feasible, because all deliver dose on a deforming patient geometry. However, the use of complex modalities accompanied with the 4D approach is considerably more difficult.

4.1.1 A software prototype for 4D dose delivery

The used software planning module for 4D dose delivery is a special prototype of the iPlan™ RT (Brainlab AG) framework. The prototype for 4D planning was developed as a part of this thesis. The software package is used

*The prototype was developed by the author using the programming language C++ and using the software framework of iPlan™ RT.
for all studies of this chapter. The planning module includes all technical features that are already integrated in the commercial treatment planning system (e.g. different dose algorithms, visualization tools, features for plan evaluation). Based on the findings of this thesis, this prototype contains a set of extensions that enable a sufficient 4D treatment plan in comparison to the pure iPlan™ RT system. The most important changes are explained in the following outline.

Four dimensional Tissue-Model (4DTM)

In Brainlab’s iPlan™ RT Dose the tissue model (TM) is a software construct, which forms the basis for every dose calculation. The TM allows access to the full 3D patient geometry with the density values respectively the HU-values. Furthermore, the software construct provides many methods and functions for dose calculations and other operations. However, the actual TM is a static three dimensional construct. Indeed, the software framework is already able to load full 4DCT patient data, but the TM is static and inherits even one defined 3D geometry. Generally, the dose calculation process has merely access to one static geometry. The four dimensional TM (4DTM) of this thesis extends the basic TM with all breathing phase geometries of the 4DCT. Thus, every dose calculation is performable on a specific data set of the breathing cycle. At any time, access to time dependent 4D geometry data (HU) with all accompanied functions is possible. To ensure the procedure of the basic 4D planning approach, one data set must be defined as reference set for dose accumulation. The 4DTM work flow is illustrated in Fig. 4.1. The TM may be combined with different dose algorithms (MC, PB), but with respect to this work and the large density deviations inside thorax geometries, only MC calculations are considered with dose-to-medium for further evaluations. The prototype uses the XVMC framework of Fippel et al. [21] for dose calculations.

4D dose delivery

The easiest way to define a conventional static treatment plan is use of particular static beams. These beams are also a software construct that receive a number of properties, which determine the treatment. For example, the isocenter coordinate, the shape of the multileaf collimator (MLC), the beam angle and the number of monitor units define the final dose delivery. The 4D prototype divides a static beams into sub-beams. Hence, the creation a 4D beam generates a whole set of time dependent static sub-beams which cover the full breathing cycle, because every sub-beam is assigned to a single breathing phase geometry of the 4DTM. Furthermore, every sub-beam receives its own properties (beam angle, monitor units) for the treatment definition. This enables a dynamic dose delivery like tumor tracking (see section 4.1.2), which apply time varying doses during breathing. Every time slice creates an own dose distribution based on a specific geometry with a particular sub-beam. The process is illustrated in Fig. 4.1. The disadvantage of the concept is the large number of static sub-beams. For example, if three different 4D beams were created in the reference set, the software automatically creates a series of three different sub-beams for every breathing geometry. On top of that, the concept needs a large number of monitor units per 4D beam, because the value has to be divided on all sub-beams of the respiratory cycle. Small dose fractions with a low value of monitor units are also difficult to implement. However, lung SBRT, which is the field of application, follows the approach of high doses accompanied with a low value of fractions, i.e. a large value of monitor units per treatment. Furthermore, the 4D prototype has not yet the functionality of temporal synchronization between dose delivery time and breathing time. Therefore, the full requirements for IMRT or arcs are not yet met. Indeed it is possible to adjust the monitor units of single time dependent sub-beams, but a real intensity modulation requires an advanced time synchronization, which could be a goal for future prototypes. However, this software fulfills a first major aim, the full simulation of dynamic tumor tracking or the simulation of static free breathing techniques.
4D treatment planning

4D Tissue-Model provides access to HU-data and includes all geometries of the 4DCT. The dose algorithm has access to all time dependent geometries during dose calculation.

Dose delivery
A particular beam is divided in sub-beams that cover the full breathing cycle.

4D dose transformation

Elastic image fusion

4D dose accumulation

Figure 4.1: Software prototype for 4D dose planning: The figure illustrates the schematic work flow inside the 4D iPlan™ RT Dose prototype of this thesis. The 4DTM provides all CT data, which are used by single beams for dose delivery. The dose calculation is performed separately. Finally, dose accumulation is based on the dose transformation accompanied with the elastic image fusion. The prototype is able to calculate accurate inverse vector fields based on the Newton-Raphson approximation.

Elastic image fusion

The concepts of elastic image fusion are explained in chapter 2. The 4DTM generates an image fusion vector field \( v_{ij}(\hat{x}_j) \) for every breathing geometry \( j \) to connect coordinates \( \hat{x}_j \) to the reference set \( i \). The used algorithm for IDP image fusion is based on iPlan™ RT Dose. The method is described with all parameter settings in section 2.2.1. The algorithm regards to the FFD registration based on Rueckert et al. [81]. The software package is able to perform the new hybrid approach (section 2.2.3) based on IDP and PEM. For this purpose, the pro-
4D dose transformation and accumulation

Chapter 4 evaluates different dose transformation algorithms. The study revealed the highest accuracy for the dDMM method. All energy transfer models did not achieve similar results, even not the precise EMCM approach. Due to the minor improvement and the large technical effort of all ETM methods, this software prototype waives the implementation of any ETM approach. During dose accumulation, the software allows dose transformation either with the fast DIM approach or with the accurate dDMM model. The dDMM implementation uses a sub-voxel resolution of $3 \times 3 \times 3$ sub-voxels per voxel. Dose accumulation is performable with dose distribution weighting based on formula 5.2 and the PDF function described in section 5.2. Hence, the accumulation module takes the dwelling time of every breathing phase into account.

4.1.2 Design of 4D treatment modalities

As already mentioned, the 4D dose planning approach does not depend on the final treatment modality. However, the treatment modality completes the 4D treatment plan. Hence, a modality must be defined for every treatment. The approaches of established modalities for dose application depend on the clinical experience, the clinical infrastructure in the respective institute and on the existing technical solutions. For example, dynamic tumor tracking needs a dose delivering machine that is able to follow the target. Additionally, a lot of other technical solutions also are needed, e.g. tumor targeting methods of image guided radiotherapy (IGRT). Various treatment concepts considering the 4DCT as planning base have been reported recently. The following outline presents three elementary treatment modalities for lung SBRT based on 4DCT with respect to clinical evaluation. It must be noted that complex intensity modulated treatment modalities (IMRT, dynamic arcs) are not considered for this evaluation due to the advanced software requirements on time synchronization (see 4D dose delivery).

Concept of the internal target volume

The concept of the internal target volume (ITV) is based on a static beam associated with free breathing. It is a widely used concept for lung cancer treatments, because of its low technical requirements. It uses conventional rules for treatment planning. The respiration-induced tumor motion is compensated through the definition of the target volume. Hence, this approach takes the tumor motion as uncertainty during object and target definition into account. For this, the target volume concept of radiotherapy must be clarified. The ITV-concept used by this thesis is based on the proposals of Admiral et al. Generally, static treatment planning considers three different target volumes for plan assessment. The basic volume describes the macroscopic position and the extent of the primary tumor. It is known as the gross tumor volume (GTV). The second volume, so called clinical target volume (CTV), surrounds the GTV considering a microscopic spread of tumor cells that are not visible in the image modality.

\footnote{The python software for PEM simulation is also part of this thesis. All hybrid approach simulations (IDP+PEM) of this work are based on this software.}
The definition of both enables the determination of the planning target volume (PTV). The PTV considers uncertainties of dose planning and delivering. Normal tissue is assumed in the vicinity of the CTV. The aim of the PTV is to ensure an adequate treatment of the CTV. It is a geometrical concept. For treatment planning based on 4DCT, the conventional concept is extended by the ITV [28][117][89]. The ITV encompasses all CTVs of the single breathing phases. It is the unification of all time dependent CTVs to ensure the coverage of the full tumor movement during the breathing cycle. Hence, the ITV is also a geometrical concept that considers uncertainties of tumor movement. Fig. 4.2a illustrates the ITV concept.

The basic ITV concept is intended for a static dose planning. This could be a static beam that consequently delivers the PTV considering the total breathing induced ITV. Hence, the concept does not need any dynamic treatment machine. As a result, it is much more important to achieve an accurate ITV that ensures the full coverage of the moving target. Different methods are established to define the ITV. The determination is based on the 4DCT considering all static CT data sets. The most trivial method is definition of the $CTV_j$ for each breathing phase $j = \{1 \ldots n\}$ of the 4DTC [102]. The resulting $ITV_{all\ phases}$ is the geometrical unification of them:

$$ITV_{all\ phases} = \bigcup_{j=1}^{n} CTV_j$$  \hspace{1cm} (4.1)

The mentioned model is very time consuming related to treatment planning. Usually, an equal outcome is

---

Fig 4.2: Design of 4D treatment planning target volumes: The figure illustrates three concepts for 4D treatment planning. The sketch on the left explains the basic target volume for conventional radiotherapy. The right outlines possible treatment modalities for lung SBRT based on 4DCT data. (a) The ITV concept is intended for static treatments with free breathing. The tumor motion is considered within the ITV. (b) The gating technique reduces ITV margins based on the motion uncertainty reduction. The model assumes a static beam that delivers dose merely for a specific tumor position within a defined time frame of the breathing cycle. (c) Tumor tracking delivers dynamic doses on dynamic patient geometries. The system is able to track the delivering beam in relation to the tumor position with respect to requirements of real-time systems. All methods (a)-(c) are applicable with static planning approaches as well as with the 4D treatment planning concepts of this work. However, the 4D approach is always more precise. The figure is inspired by Wolthaus et al. [177].
Figure 4.3: ITV contour-techniques: The figures describes different contour strategies shown on various CT datasets retrieved from the POPI-model. (a) CTVs of three different breathing phases (0%, 40%, 60%) are located in the inhale geometry (0% of the breathing cycle). (b) The ITV based on the unification of the three phases is shown inside the AIP (all phases) geometry. (c) The ITV\(_{\text{MIP}}\) is shown in the MIP geometry.

Given by the CTV contour of the maximum intensity projection (MIP) CT data set. The MIP CT is a static CT derived from the total 4DCT. Every voxel value \(HU(x)\) represents the maximum HU value of all breathing based CTs at this voxel coordinate with \(HU_{\text{MIP}}(x) = \max\{HU_1(x) \ldots HU_n(x)\}\). Based on the high density of a lung tumor located in a low density lung area, the MIP CT enables a good possibility to contour the ITV directly as CTV. Here, the \(ITV_{\text{MIP}}\) is defined by:

\[
ITV_{\text{MIP}} = CTV_{\text{MIP}}
\]  

(4.2)

For some indications, it is necessary to go the other way around. Here, only geometrical regions are important that exist in all breathing phases. For this purpose, the minimum intensity projection (MinIP) is used, with: \(HU_{\text{MinIP}}(x) = \min\{HU_1(x) \ldots HU_n(x)\}\). The ITV is statically defined in the same manner:

\[
ITV_{\text{MinIP}} = CTV_{\text{MinIP}}
\]  

(4.3)

The \(ITV_{\text{MinIP}}\) is secondary for lung SBRT. Usually, \(ITV_{\text{MIP}}\) is used. The final ITV assumes a static geometry accompanied with a static treatment. During dose delivery the patient performs free breathing, because all tumor positions are already considered in the ITV. However, the approximately accurate dose calculation should also consider the tumor movement. In common, the static dose calculation is performed on the average intensity projection (AIP) CT. Its data is based on the mean voxel values of the 4DCT with: \(HU_{\text{AIP}}(x) = 1/n \cdot \sum_{j=1}^{n} HU_j(x)\). This approach shall compensate the effect that the real CTV is moving inside the ITV during treatment. The average density should represent the time varying densities, but the dose calculation concept for the ITV region is not totally explored. Experts disagree, MIP, AIP or water equivalent tissue can...
be used for the ITV target area. For example, Wiant et al. measured the highest accuracy for an artificial phantom by overriding all electron densities within the ITV to water. However, the most widely used method for dose calculation is the AIP for the full geometry as well as the ITV. The contour-strategies and the intensity projection procedures are illustrated in Fig. A detailed ITV evaluation is given by section.

Gating

The concept of gating is also based on a static beam. A detailed explanation can be found in: Basically, the method tries to reduce geometrical target margins with a more accurate treatment due to a time dependent dose delivery. During treatment, the tumor location and the accompanied breathing amplitude are observed. Dose is delivered by a static beam only for a small time frame in relation to a defined tumor location (e.g. exhale state). No dose is applied within the rest of the breathing cycle. In this way, the approach ensures a defined tumor position for treatment planning. The disadvantage is a time consuming treatment, because dose is even applied repetitive short time frames. In general, the approach was developed to use a static dose calculation due to the supposedly small tumor motion. However, the ITV concept is generally used to plan a gated treatment scenario. Only a small set of the DCT data is considered for ITV determination, e.g. three exhale phases (50 %, 60 %, 70 %). Hence, the shape of the ITV is clearly reduced (see Fig. 4.2). Dose calculation and treatment planning are typically inspired by the basic ITV model for static beams. A full 4D planning approach is also conceivable (see section), because of the slightly moving tumor within the time frame.

Dynamic tumor tracking

The concept of tumor tracking is applicable, since suitable technologies were available. The approach considers a real-time tumor tracking that delivers a dynamic dose. For this, a suitable image guidance and a real-time beam movement machine are necessary. Different systems were established, one of these application systems is the VERO SBRT (Brainlab AG). The machine is able to move the beam in real-time with regard to the tumor position. The application system is based on moveable gimbals that deliver a dynamic dose to the dynamic patient geometry. Also other tumor tracking systems are available, e.g. the Cyberknife or dynamic MLC tracking machines. The basic idea of tumor tracking is the compensation of motion uncertainty by following the tumor. Therefore, the ITV concept is obsolete for this modality and the target volume margins are reduced (see Fig. 4.2.c). Disadvantages of the approach are high technical requirements. The most accurate planning approach for real-time tumor tracking is the 4D planning model based on the concepts of this work. A detailed description for tumor tracking is given by section. However, even static planning approaches are used in clinical practice. A detailed comparison is illustrated in section.

4.2 Clinical impact of the elastic image fusion model

The previous section described in detail the requirements and the properties of a 4D planning software prototype with respect to a practical treatment. Additionally, chapter explains the importance of an accurate elastic image fusion model. The improvement of the new hybrid approach (section) was quantified using advanced landmark tests. Furthermore, the physiological plausibility of vector motion fields was analyzed. However, a direct influence on radiotherapy with clinical parameters is missing. Hence, this section analyzes transformed dose distributions for a 4D treatment plan with respect to different image fusion models. The study is based on the software module shown in section. The patient geometry (4DCT) is given by the POPI-model (see section and ). In general, one plan performs dose transformation with the pure
Figure 4.4: Single dose transformations with different elastic image fusion models: The figure illustrates the setup (b) of the dose application to the exhale geometry with the resulting static dose distribution in (a). A dose transformation of (a) to the inhale geometry leads to different dose distributions, if different elastic image fusion models are used. (c) explains the transformed dose with the pure IDP model, (d) illustrates the contrary result of the hybrid approach (IDP+PEM). Dose calculations are based on MC (2 mm voxel size).

IDP algorithm (see section 2.2.1), the contrary plan is based on the new hybrid approach (IDP+PEM, see section 2.2.3). The DVH of the CTV and the DVH of the right lung (OAR) as well as gamma tests and dose line profiles serve for plan assessment and physical comparisons. The used dose transformation model (dDMM) is similar for both elastic image fusion tests to eliminate the influence of the dose transformation algorithm.

4.2.1 Results

Test 1: Investigation of a single dose transformation

To clarify the direct impact of the elastic image fusion model, the following test merely analyzes the result of one dose transformation. For this purpose, the CTV is delivered by one conformal beam (table: 0°, gantry: 0°, see Fig. 4.4b). For a better dose transformation investigation, a large volume is treated by using a MLC-margin of 10 mm surrounding the CTV. This test delivers the dose merely to the exhale geometry. The assessment is performed in inhale position after dose transformation with the respective image fusion model. Hence, the study provides three different dose distributions: one untransformed dose distribution in exhale (Fig. 4.4a); one dose transformation with the pure IDP solution in inhale (Fig. 4.4c); one dose transformation with the hybrid approach (IDP+PEM) in inhale (Fig. 4.4d).

Fig. 4.4 explains the resulting dose distributions. A clear spatial difference of the transformed doses is visible at the lung border area where the beam enters the organ. The additional motion of the hybrid approach results in a caudal displacement of the dose compared to the pure IDP model. To point out the clinical effect, the DVHs
**Figure 4.5**: Comparison of clinical DVHs based on different elastic image fusion models: The plot in (a) compares the DVHs of the CTV before and after dose transformation with the IDP approach and the hybrid solution (IDP+PEM). The difference plot in (b) describes the absolute deviation of the transformed dose distribution compared to the dose without transformation. The DVHs in (c) and (d) compare the results for the right lung. In (d) the lung DVH difference for both image fusion models is illustrated. The relative dose of 100% refers to 1 Gy (see Fig. 4.4).

The cumulative DVH of the CTV and the right lung were investigated before and after dose transformation. The results are illustrated in Fig. 4.5. The cumulative DVH of the CTV is shown in Fig. 4.5a. The plot distinguishes between the CTV of the static dose in exhale and the two transformed doses in inhale. A comparison of the DVH before and after transformation is reasonable merely for the CTV, because a strong deformation can be neglected for the moving tumor. There are no momentous differences observable for all three DVHs. However, it is well known (see section 2.2.3) that both image fusion approaches are very precise for the tumor area. This is confirmed by the test. Thus, it can be said that both models conserve the dose information for the CTV sufficiently accurate, whereas the hybrid approach is slightly superior. This can be proven by the graph in Fig. 4.5b, which compares the absolute difference in relation to untransformed DVH.

The cumulative DVH of the right lung is shown in Fig. 4.5c. Again, the DVHs of both solutions do not vary characteristically. However, it is clearly illustrated that the lungs DVH physiologically changes during dose transformation. The shapes are completely different due to the different lung (right) volumes for exhale (2889 cm$^3$) and inhale (3025 cm$^3$). Hence, this test confirms implicitly the DMH error concept, investigated in section 3.4. Based on the spatial difference, a deviation of the two DVHs is estimated, but due to the small
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*The volume values for the right lung of the POPI-model are based on measurements within *iPlan*™ RT Dose.*
Figure 4.6: Comparison of dose line profiles based on different elastic image fusion models: The figure shows the selected 2D dose distributions (sagittal view) before and after dose transformation with the IDP approach and the hybrid solution (IDP+PEM). Similar located DLPs (a–d) in z-direction are compared for all dose distributions. The DLPs cover the entire beam path: (a) → thorax region at rib cage (outside lung, no deformation), (b) → lung border area (strong deformation gradient), (c) → area near lung surface (smooth deformation gradient), (d) → tumor area (homogenous displacement). The graphs of the four DLPs compare the shapes of the dose lines for all three cases (static, IDP, IDP+PEM). The dose distributions above are individually scaled to the maximum values (100%) of their absolute dose values. For example, the individual maximums are: \(D_{\text{static}} = 1.844\) Gy; \(D_{\text{IDP}} = 1.842\) Gy; \(D_{\text{IDP}+\text{PEM}} = 1.843\) Gy; The DLPs are normalized to 1.845 Gy = 100%. Hence, the DLPs compare the absolute dose values.

Ratio of the treated volume compared to full lung organ, the variation is getting negligibly small. There exists even a small difference shown by the scaled DVH plot in Fig. 4.5c. The difference plot in Fig. 4.5d describes a maximum deviation of ca. 0.7%. This is clinically irrelevant. Hence, considering a trivial setup (one beam) and a single dose transformation, both elastic image fusion models do have the same impact on the final DVH. However, a small spatial difference is shown in Fig. 4.5d. For low dose areas the IDP concept affects a larger volume as the hybrid approach. The reverse behavior is observable for higher doses. This implies a larger dose blurring of IDP and a more conformal dose application for the hybrid dose transformation. This may be attributed to spatial effects. An appropriate investigation of spatial effects is the analysis of the global dose distribution. For this purpose, 2D dose distributions of both dose transformations are compared. Fig. 4.6 illustrates the selected dose distributions. The spatial difference is confirmed by four dose line profiles (DLP, a–d) along the z-direction. DLPa shows no difference for all plots due to the static tissue area outside the lung. DLPb offers differences directly at the lung border. Whereas the hybrid approach displaces the dose distribution based on the realistic lung slipping effect, the IDP concept enforces no dose displacement. The more medial located DLPc describes also more displacement for the hybrid approach. Here, the dose blurring of IDP occurs. The DLP of the hybrid approach looks like a realistic caudal shift of the untransformed DLP. Both (IDP+PEM, static) DLPs have the same full width at half maximum (FWHM) and a similar shape. However, the DLP of the IDP solution shows a different shape with smoother penumbra and a smaller FWHM. This is quite unrealistic concerning a lung expansion of about 150 cm\(^3\) from exhale to inhale. The dose blurring effect of IDP is based on a less precise image fusion compared to the hybrid approach in this area. As expected, DLPd shows an accurate dose displacement for both elastic fusion solutions within the tumor area.
Clinical impact of the elastic image fusion model

The strong spatial difference of both dose transformations along the surface of the lung organ, is also illustrated by Fig. 4.7. The figure explains the results of a more dimensional comparative study. Both dose distributions are analyzed with the local percentage spatial difference (Fig. 4.7c) and with a 2D gamma test (Fig. 4.7d). The percentage difference in the figure shows the local displacement of both distributions. A characteristic change is visible at both lateral lung border areas. The hybrid approach transforms more dose in caudal direction. The 2D gamma test based on Low et al. [57] revealed that only 89.5% of all analyzed points passed the criterion ($\gamma < 1$). The gamma tests suppresses also doses below 5% of the maximum dose. Hence, the dose distributions are different. The 2D gamma test used in this work is based on the approach of Low et al. [57]. Both tests use the absolute dose values of the respective dose distributions.

Test 2: Impact on an accumulated dose distribution

Test 1 revealed a characteristic dose difference using the mentioned DIR methods. However, for a single dose transformation with a trivial beam setup the clinical impact may be negligible. Test 2 analyzes a simplified accumulated dose. For this purpose, two dose distributions (exhale, inhale) were accumulated within the inhale geometry. The dose distribution of exhale was transformed with both image fusion models. The exhale and inhale dose distributions were accumulated with the same weight. The setup simulates a tumor tracking scenario (see section 4.1.2), where the beam follows the center of CTV with a MLC-margin of 0 mm. The different accumulated doses are illustrated in Fig. 4.8. Again, there exists a strong spatial difference inside the lung border area (red volume in Fig. 4.8). However, spatial differences of the clinical DVHs regarding the CTV or the right lung were negligibly small also for this accumulated dose. These DVH results for both image fusion models are approximately the same.

Therefore, one can assume that the lung slipping just affects clinical DVHs, if a large lung volume is irradiated. In that case, the treated volume at the lung border area has a momentous ratio in relation to the total volume of the lung. Another, impact scenario is a CTV that is located very close to the surface of the lung. To investigate these reflections, a small conceptional volume (no anatomical structure → red area in Fig. 4.8) close to the
Figure 4.8: Accumulated dose distributions with different elastic image fusion models: The figure illustrates the accumulated doses based on two dose distributions (exhale, inhale) within the inhale geometry. The results of the IDP solution and the hybrid approach (IDP+PEM) are distinguished by (a) and (b). Spatial differences are particularly visible for the lung border area (red conceptional volume).

Surface of the lung is analyzed. Here, the full volume is irradiated. As expected, the DVH for this conceptional volume strongly varies (see Fig. 4.9), if different image fusion models are used. This is particularly visible for the cumulative DVH with differences up to 15 % (e.g. at 100 % relative dose). Additionally, the differential DVHs have characteristic deviations of their peaks. A clear maximum peak displacement could be observable due to different spatial dose transformations.

4.2.2 Conclusion

The analysis has shown, that dose distributions that are based on transformations with various image fusion models are characteristically different. The new hybrid approach offers a more realistic dose transformation compared to the pure IDP solution. The differences a clearly visible at lung border areas, where the lung slipping effect occurs. Those differences are proven by DLP tests (see Fig. 4.6), 2D dose percentage difference tests as well as 2D gamma tests (see Fig. 4.7). The spatial investigations revealed a expressive difference for single dose transformations (test 1) such as simplified dose accumulations (test 2). However, the effective clinical impact is relatively small for trivial irradiation setups. DVHs for the CTV and the right lung are very
similar. Explanations for this is: The target volume is located in a medial lung area, where both solutions offer a precise motion prediction. Moreover, the treated lung border area is very small in relation to total lung volume. For simple treatments which fulfill the mentioned explanations, both solutions offer a sufficient and acceptable clinical outcome. However, if complex treatment strategies are used, where large lung volume are affected or if the CTV is located closed to the border of the lung, the clinical impact may become important. This significance was proven by the DVH investigations (see Fig. 4.9) of the conceptional lung border volume.

4.3 Clinical impact of the dose transformation model

This analysis is a clinical continuation of chapter 3. Based on the developed 4D software module, this section investigates the clinical impact of various dose transformation models. Only dDMM and DIM are compared due to the physical conclusions of chapter 3. Energy models are neglected. Beside the already discovered physical conclusions about dose transformation algorithms, this study investigates additionally the important clinical effects measured by clinical parameters such as DVHs or gamma distributions. Once again, the POPI-thorax model is used for assessment. All deformations are based on the hybrid image fusion model to eliminate the influence of different DIR algorithms. Moreover, the study uses a dose grid of 2 mm with MC dose calculations (2 % variance, dose-to-medium), because this resolution offers acceptable results (see Fig. 3.33) for both transformation models.

4.3.1 Results

Test 1: Investigation of a single dose transformation

This analysis investigates also a single dose transformation based on a trivial beam setup with a large MLC-margin (10 mm) for the CTV. Here, the dose distributions are calculated inside the exhale geometry, the doses are transformed to the inhale geometry. Here, the setup generates a dose gradient inside the target, because the isocenter of the static beam is focused on the center of the CTV at inhale position. The tumor slightly moves away from the beam’s isocenter during dose application at exhale position. The transformed dose distributions are illustrated in Fig. 4.10. Both results appear to be similar, but a detailed analysis reveals that the dose distribution for DIM is smoother and dDMM offers more edgier isodoselines. The isodoselines of the pure MC dose calculation before dose transformation are also very edgy. Hence, DIM discards dose information in areas of dose gradients. This has no characteristic spatial influence, but it has a direct impact on the DVH of the CTV (see Fig. 4.11), because a dose gradient crosses the target. The variations of the isodoselines result
**Figure 4.11**: Comparing the DVH of the CTV using DIM and dDMM: The plots show the cumulative and the differential DVHs (CTV) for the dose transformations based on dDMM and DIM (Fig. 4.10). The difference scatter within the cumulative graph shows deviations up to 12 % (at 107 % relative dose). The relative dose of 100 % refers to 1 Gy (see Fig. 4.10). The dose binning for the graph visualization of the differential DVH is 1 % per bin. However, the internal resolution of the doses is higher. Hence, the difference in the plot is not even a numerical shift of 1 %.

**Figure 4.12**: Comparison of 2D dose transformations based on DIM and dDMM: The test compares the dose transformation of the DIM approach (a) and the dDMM model (b). The local percentage difference in (c) compares directly the difference of both results. A single value inside the distribution is given by: $D_{\text{Diff}}(x) = \frac{D_{\text{DIM}}(x) - D_{\text{dDMM}}(x)}{D_{\text{DIM}}(x)}$. Doses below 10 % of the maximum dose are suppressed. The gamma distribution in (d) offers the result of a 2D gamma test with 1.5 mm distance to agreement (DTA) and 1.5 % dose difference (DD). 92 % of the analyzed points passed the criterion ($\gamma < 1$). Hence, the dose distributions are different. The gamma tests suppresses doses below 5 % of the maximum dose. A specific dose line profile along the y-axes is marked in every dose distribution.

in an underestimation using DIM compared to dDMM. The cumulative DVH for the CTV shows differences up to 12 % (e.g. at 107 % relative dose). The differential DVHs show characteristic variations with a shift of the dose peak and a modified DVH shape. The deviations of using DIM or dDMM are clinically meaningful. However, the DVHs of the right lung are approximately the same with maximum differences of only 0.4 %. Again, the treated lung volume is too small in relation to the full organ to measure momentous effects.

Both dose transformations are also compared by the 2D dose percentage difference test and the 2D gamma test [57]. The result of the percentage difference test is illustrated in Fig. 4.12c. The result shows two approximately similar dose distributions without spatial deviations, shifts or displacements. However, the results of
the gamma tests (1.5 % DTA, 1.5 % DD\(^8\)) show characteristic differences with 92 % acceptable points (\(y < 1\)). This numerical effect is directly based on the transformation algorithm, because the dose percentage difference test yielded no geometrical differences. Hence, the impact of the image fusion model or setup variations are negligible for the results. Large gamma scores are located in the center of the beam path (red), especially at regions, where the beam enters the lung. Here, the deformation effect (see section 3.1.2) applies, because the maximum motion vector gradient is present. This results in a maximum influence of the transformation model. Consequently, the mentioned numerical effects of the transformation model lead to deviations of the cumulative DVH for CTV (Fig. 4.11). This effect is also proven by a specific DLP along the y-axes, which intersects the tumor region in the center of the beam path. Fig. 4.13 illustrates a distinction of the mentioned DLP for both transformation results. Globally, both methods show the same macroscopic dose shape and similar gradients at large dose slopes. However, a detailed investigation reveals, that the differences are observable for small dose fluctuations based on density deviations around the target. DLP\(_{\text{DIM}}\) looks more smooth in comparison to the DLP\(_{\text{dDMM}}\). An explanation for this is: DIM interpolates primitively between dose grid points within the dose gradient area. However, dDMM weights large doses within the tumor area (large masses) higher the dose in the low density tissue. The result is a smoother dose slope for dDMM and a hard, more realistic dose profile for dDMM. The mass effect mentioned in chapter 3 applies here. The effect leads to the shown clinical impact for the DHV (CTV). The underestimation of the DIM model is visible for the CTV.

Test 2: Investigation of a complex dose distribution

Test 2 investigates a single dose transformation based on a more complex dose distribution. Thereby, the overall irradiated lung volume is larger with more affected deformation regions at lung border areas. A setup containing three different static beams with a sharp MLC-margin (0 mm) surrounding the CTV and an equal beam weighting (monitor units) is assumed. All three beam axes are placed in the same sagittal plane with different angles around the isocenter. This test investigates the dose transformation from exhale to inhale. The results are illustrated in Fig. 4.15 a-b. In similarity to test 1, a static treatment accompanied with free breathing is assumed. The beam setup (isocenter) is based on the inhale geometry. Hence, the CTV is not irradiated conformal in the shown dose transformation, because the target moves out of the beams isocenter during irradiation at exhale position. This generates again a strong dose gradient inside the target. The analysis of the dose distributions inside the target shows a slight underestimation using DIM in contrast to dDMM. This can be proven by DVH of the CTV (Fig. 4.14). The DVH graph of DIM is a bit higher than the

\(^8\) A more strict gamma criterion as seen in the previous section is used for this evaluation, because dose deviations related to different transformation algorithms describe less spatial variations as more dose gradient effects.
**Figure 4.14**: Clinical DVHs using DIM and dDMM based on a complex dose distribution: The plots show the cumulative DVHs (CTV, right lung) for the dose transformations based on dDMM and DIM. The transformation regards to the beam setup described by Fig. 4.15. The DVHs of the CTV show deviations up to 4% with a constant overestimation for DIM. The DVHs of the lung show differences up to 3% due to the large irradiated lung volume.

**Figure 4.15**: Single dose transformation based on a complex dose distribution: The figure illustrates the setup and the resulting dose transformations (a–c) of test 2. A dose transformation (exhale → inhale) leads to different dose distributions, if different dose transformation algorithms fusion models are used (DIM, dDMM). The differences are proven by the local percentage difference (d) and the 2D gamma test (e,f) with 1.5 % DTA and 1.5 % DD. 96% of the analyzed points passed the criterion ($\gamma < 1$). Hence, the dose distributions are substantially different. The gamma tests suppresses also doses below 5% of the maximum dose. The largest gamma values (e) are particularly located at lung border areas where a strong motion gradient exists. Also a large density gradient applies. Hence, the mass effect applies additionally. Both tests use the absolute dose values of the respective dose distributions.
graph for dDMM with a maximum deviation of 4%. This is contrary to test 1, but the behavior is explainable, because this test uses small MLC-shapes. DIM tends to simulate smoother dose gradients as dDMM, because it neglects the density variations within the border area of the tumor. Due to the strong dose gradient in the center of the CTV with a homogeneously mass, the calculation applies more dose to the DVH of DIM as for the DVH of dDMM. Hence, DIM shifts the dose gradient and dDMM accurately conserves the dose gradient due to the consideration of density variations. Also the DVHs of the lung show substantial differences with maximum deviations of 2 – 3% (e.g. at 40% relative dose). This is more important as in the results of test 1 (maximum: 0.4%). The deviation increase is explainable with the expanded irradiated lung volume. This confirms the hypothesis that an inaccurate dose transformation algorithm affects the DVH of the lung, if a large volume is irradiated. Again, spatial deviations are proven by the 2D dose percentage difference test and the gamma test [57]. The results are shown in Fig. 4.15 c-f. The dose percentage test shows no characteristic variations. Hence, geometrical influences are negligible. The results of the gamma tests (1.5% DTA, 1.5% DD) show meaningful differences with 96% passing points ($\gamma < 1$). This confirms again, the numerical influence of the transformation model. It should be noted, that particular large gamma values ($\gamma > 1.4$, Fig. 4.15 e) are especially located at lung border areas. Those volumes are affected by the deformation effect (section 3.1.2) due to the strong gradient in the motion vector field. Also large density variations at this lung border areas lead to different dose transformations, because the mass effect is neglected by DIM and considered by dDMM.

4.3.2 Conclusion

The study confirmed the clinical impact using different dose transformation models. Based on the findings of chapter [3] it could be said, that DIM shows worse results for the DVH of the CTV (Fig. 4.11 and Fig. 4.14) with errors up to 12% compared to dDMM. This could be a constant overestimation (test 2; sharp MLC-shape for CTV) or a constant underestimation (test 1; large MLC-shape for the CTV). The impact depends on the setup as DIM typically displays smoother dose gradient regions. These smoother dose gradients are typically located at tumor border regions, where strong density variations occur. However, the important mass effect for dose transformations (derived by the findings of chapter [3]) is not considered in the DIM approach. In contrast, dDMM takes the density variations and the voxel masses during transformation into account and determines more accurate dose distributions. The effect is clearly confirmed by the DLP comparisons along the $y$-axes (Fig. 4.13), which show characteristic differences particularly for the CTV.

The influence on the DVH of the lung is negligible for many setups. However, the effect becomes meaningful, if a complex irradiation strategy with a large irradiated lung volume is used. This volume effect is proven by test 2. Spatial deviations based on numerical issues are demonstrated by the gamma tests of all studies (Fig. 4.12 4.15). Those results are clearly related to the transformation model, because the dose percentage tests eliminate other influences like geometrical displacements. Particularly noteworthy is the fact, that large gamma values often occur at lung border areas (see Fig. 4.15 e). Hence, the quality of the selected dose transformation model is superior for such areas. This is consistent with the findings of chapter [3]. Hence, it confirms the impact of the theoretical deformation effect (section 3.1.2) and it also confirms the concept of the mass weighted dose average for dose transformations at these areas (section 3.2).

Beside, this study used a dose grid size of 2 mm per voxel, which is acceptable for dose accumulations. The strong voxel size dependency of DIM should always be taken into account for practical implementations. This means, that the shown variations are even larger for coarser resolutions. However, dDMM offers a precise dose transformation algorithm with a minor voxel size dependency.
4.4 4D planning in comparison to conventional strategies

The aim of this section is to investigate the significance of the clinical benefit of the full 4D treatment planning approach. Therefore, conventional static planning strategies are compared to the 4D approach based on all findings of this work using the new hybrid deformation model accompanied with the new dDMM for dose accumulation. For this purpose, different treatment modalities are evaluated. Section 4.1.2 explains the theoretical basics of dynamic tracking, gating and the ITV concept, which are utilized for comparison. All approaches are applied to the scientific 4D patient geometry (POPI-model [105]) based on MC dose calculations (dose-to-medium) with a voxel resolution of 2 mm and a variance of 2 %.

4.4.1 4D planning for dynamic tracking

This section illustrates a detailed explanation of the 4D planning approach to show the workflow of the 4D software prototype exemplary for dynamic tracking. The POPI-model includes ten breathing phases based on a respiratory correlated 4DCT [95]. For this example, the dynamic tracking approach applies a single beam that follows the moving target orthogonal to its major displacement direction (z-axes). The tracking starts with a conventional setup (table: 0°, gantry: 0°, 0 mm MLC-margin surrounding the moving CTV). The beam moves in parallel to the y-axes of the patient geometry. The investigated example defines the breathing inhale position (0 %) as reference geometry. In contrast, nine different breathing phases are covering the remaining respiratory cycle. Every CT geometry serves for a single dose calculation that simulates a specific moment during respiration. The motion of the beam is determined by the shift the CTV (center coordinate). The MLC-shape is fixed during tracking. In conclusion, the dose distributions of all breathing phases are mapped to the reference geometry. The final dose accumulation is determined for the reference set. The full experiment is illustrated in Fig. 4.1.6. The figure explains all time dependent dose distributions (ten breathing phases) before and after dose transformation for the sagital plane that intersects the isocenter. For a better distinction the untransformed dose distributions are black and white images, the transformed doses are colored. Important for a realistic dose accumulation is the beam weighting (see section 3.1.1 formula (3.2)). The dwelling time of every CT geometry could be different, because the common respiratory correlated CT acquires the time dependent data with respect to their breathing amplitude. Hence, the weighting of every single dose distribution is different for dose accumulation, because the irradiation at every time phase varies. Here, respiratory correlated breathing amplitudes are not accessible for the POPI-model [105]. Hence, the PDF model is not applicable for this solution. Therefore, the following evaluation do all use an equal weighting of the dose distributions related to the respective breathing phases.

4.4.2 Dynamic tracking: 4D planning vs. static planning

The previous section explained in detail the accurate generation of an 4D dose accumulation for the dynamic tracking modality. Many degrees of freedom (here: hybrid image fusion model, dDMM dose transformation, MC with 2 mm voxel resolution and 2 % variance, breathing correlated time weighting) are necessary to calculate exact results. The good motion compensation of dynamic tracking leads to the presumption that a static plan fulfills the same clinical requirements (DVH for CTV and OARs) as an accurate 4D planning approach with a 4D dose distribution. Static dose planning in the context of dynamic tumor tracking is a dose calculation merely planned on one sample phase of the respiratory cycle. For example, the full dose delivery is planned on the reference set in a static way. The real dose application is done by dynamic tumor tracking. The idea of this static approach is a negligible small deviation of the static and the real applied dose due to the good motion compensation of the tracking dose delivery itself. For evaluation of this hypothesis, the following outline compares two 4D dynamic tracking plans (0 mm and 3 mm MLC-margin surrounding the CTV) with
**Figure 4.16**: The illustration of a 4D dose accumulation for dynamic tumor tracking: The dynamic beam follows the tumor in z-direction. This is illustrated with spatial displacements of the dose distributions at different breathing phases. All single dose calculations are performed inside the respective breathing geometry (left). For dose accumulation (bottom) all dose distributions are mapped (IDP+PEM, dDMM) to the reference geometry (right).
their respective static solutions merely planned on the static geometry. To enable a comparative study, both plans (4D, static) apply the same value of monitor units. Furthermore, they use the same reference set. As suspected, the dose distributions are characteristically different (see Fig. 4.17). This is confirmed by the dose percentage difference tests for the 0 mm MLC-margin setup and for the 3 mm MLC-margin.

Clinical differences are observable. This is confirmed by Fig. 4.18. The DVH of the CTV shows a slight overestimation using the static solution. For example (at 105 % relative dose), the DVH is about 8 % (0 mm margin) or 5 % (3 mm margin) percent higher compared to 4D approach. This is an important clinical effect, as the static plan does not fulfill the assumed goal (e.g. TCP). Admittedly, the expansion of the margin reduces the effect, but the deviations remain meaningful. Reasons for the varying graphs are trivial. The path of tumor motion is not exactly parallel to the z-axis. The vectorial motion has also fractions in y or x-directions during breathing. For this example, the CTV moves slightly away (y-direction) from the source of radiation. Based on the inverse square law, the CTV receives a lower dose at exhale position. Furthermore, density variations between single breathing phases could cause slight differences for CTV at varying time stamps. Here, a part of the rib cage with a higher density moves into the beam (in front of the tumor) due to the tracking process. This leads to lower 4D doses. In general, the overestimation of the static approach is not universal. An underestimation is also possible. The effect depends on the location, the motion direction and the dimension of tumor as well as the density variations in areas surrounding the CTV. However, the differences for the DVHs regarding the right lung or the total normal tissue are negligible for this example. Again, this could be explained with the large volumes of the investigated DVHs compared to their small irradiated fractions. The good motion compensation of the tracking approach wipes out all deviations for the lung (Fig. 4.18 DVH for the right lung). Spatial differences of the dose distributions outside the moving tissue lead to small variations for the normal tissue. An advanced scaling (Fig. 4.18 DVHs for the normal tissue) shows varying graphs. However, those
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*The coordinate system (x,y,z) of the patient geometry is explained in Fig. 4.16*
Static vs. 4D: DVHs distinguished by different MLC-margins

Figure 4.18: Comparing clinical DVHs for dynamic tracking using 4D and static approaches: The plots show the cumulative DVHs for CTV, the right lung and the normal tissue (two axes scalings). The results are based on Fig. 4.14. Every graph distinguishes between the 4D approach (blue) and the static method (red) as well as two irradiation setups (0 mm MLC-margin surrounding the CTV → solid line; 3 mm MLC-margin → dotted line). Especially the CTV shows characteristic differences for both setups. The relative dose of 100% refers to 1 Gy (see Fig. 4.16). The dose binning for the graph visualization of the differential DVH is 1 % per bin.

Variations are clinically irrelevant, the may become important if larger volumes or other OARs are treated. Such an investigation could be a goal for further studies.

The obtained differences of the CTV and the normal tissue can be proven by particular DLPs illustrated in Fig. 4.19. The DLPs refer to the dose distributions of Fig. 4.17. In (a) the profile intersects the center of the CTV at inhale position (0 mm MLC-margin). Due to the tracked beam outside the moving tissue, a clear overestimation of the static approach is observable. The motion compensation starts when the beam enters the lung. Hence, both DLPs in (a) correlates for lung and CTV regions. The contrary DLP in (b) is located at the edge of the CTV. Based on the dose variations of the different breathing phases, the CTV receives a lower dose (4D) for this profile as estimated by the static method. Finally, the test has shown that the 4D approach is more precise. It can be recommended to use the 4D solution for dynamic tracking.
4.4.3 Internal target volume: 4D planning vs. static planning

The ITV approach (see section 4.1.2) is a concept for static treatment planning with a free breathing technique for lung tumor treatments. Motion uncertainties are minimized with an appropriate target definition (ITV contouring, see Fig. 4.3). There is no dynamic motion compensation. Hence, the beam is fixed during irradiation. The dose application process is illustrated in Fig. 4.20. The figure shows the full 4D dose accumulation for an ITV based irradiation. Again, the POPI-models serves for investigations. As already shown in the previous outline, the 4D concept generates important differences compared to the static approaches. However, the static ITV concept is designed to compensate clinical motion effects.

The following test verifies the static concept with an accurate 4D dose accumulation calculation. For this purpose, the DVHs of the ITV (based on a single definition within the CT_MIP, see section 4.1.2) and the CTV inside reference set are compared. The static ITV dose calculations are based on the average CT (AIP). However, the assessment of the 4D dose accumulation is performed in the reference set. The test was calculated twice, for two MLC-margins surrounding the ITV. The results are illustrated in Fig. 4.21 with cumulative and differential DVHs. The measurements clearly reveal the robustness of the ITV concept. The DVH for the CTV (4D) is much more conformal as the DVH for the ITV (static) for both MLC setups. This can be proven by the cumulative and the differential DVH. The static ITV concept achieves the prescribed (static plan) doses with high probability. The validation results for the CTV (4D) are more conformal than prescribed for the ITV. However, the disadvantage of the static approach is observable for the DVHs of the right lung (Fig. 4.21). Here, a constant underestimation occurs (both margins) for the static solution with differences up to 4 – 5 % per dose. Side effects or OAR complications may not be taken into account, if a static simulation is used. It should be noted, that the comparison of the lung is more difficult, because the volume of the lung expanges during respiration. Here, the lung object at mid ventilation (static) is compared to lung object located in the reference set (4D). In summary, the results of the experiment confirmed the robustness of the ITV concept. The ITV method ensures the intended irradiation of the target in a static way. However, the 4D dose accumulation process could be used to improve the ITV dose planning to optimize the planning quality for the OARs in future.
Figure 4.20: The illustration of a 4D dose accumulation for the ITV dose application concept: The static beam compensates tumor motion with a large target definition (here: ITV + 3 mm MLC-margin). During irradiation the tumor is moving within the irradiated area. All single dose calculations are performed inside the respective breathing geometry (left). All dose distributions are mapped (IDP+PEM, dDMM) to the reference geometry (right) for dose accumulation (bottom).
Evaluation of the 4D treatment planning concepts

Figure 4.21: Comparing clinical DVHs for the ITV concept using 4D and static approaches: The plots show the cumulative and the differential DVHs for the ITV (static solution, red) and the CTV (4D approach, blue). Also cumulative DVHs for the right lung are shown. The plots distinguish between two irradiation setups (0 mm MLC-margin surrounding the ITV → left; 3 mm MLC-margin → right). The static ITV concept ensures a safe irradiation of the CTV (4D), but the DVHs of the lung show a characteristic underestimation. The relative dose of 100% refers to 1 Gy (see Fig. 4.20). The dose binning for the graph visualization of the differential DVH is 1% per bin.
4.4.4 Gating: 4D planning vs. static planning

The previous section confirmed the robustness of the ITV concept. The ITV concept is also intended for the gating modality due to small motion uncertainties. The following test proves the effect of those small motion uncertainties. In principle, gating compensates the tumor motion during irradiation with a simple time depending concept. The tumor is merely irradiated for a specific breathing phase (inhale). Thereby, a specific tumor location is assumed. However, even within the small time frame the tumor is moving. Hence, an adequate planning approach (ITV or 4D dose accumulation) is also necessary for gating. Fig. 4.23 illustrates the gated dose application with the aid of a full 4D dose accumulation approach. For this purpose, four breathing phases (0 %, 10 %, 20 %, 90 %) closed to the inhale position are used for irradiation. The mentioned phases are used for dose accumulation, whereas 0 % serves as reference set.

The following test investigates the motion uncertainty of gating. Therefore, the gated 4D dose accumulation plan is compared to a static dose calculation based on the reference set. The results are shown in Fig. 4.24. The illustration compares the dose distributions (static, 4D) planned on the reference set with a 3 mm MLC-margin around the CTV. Both dose distributions seem to be equal, but the dose percentage difference test and the 2D gamma test revealed important deviations at the upper and the lower beam penumbra. Indeed, the gamma test (2 % DD, 2 mm DTA) is positive, because 97 % of the analyzed points passed the criterion, but even these small differences could lead to important clinical effects. This can be shown comparing DVH for the CTV and the right lung in Fig. 4.25. The static approach shows a constant overestimation for CTV for both analyzed setups (0 mm, 3 mm MLC-margin around the CTV). The effect is stronger for the sharp margin, but even the large margin does not remove the overestimation. The differential DVHs of the CTV show the shift of the dose-volume ratio figuratively. With the aid of a certain y-DLP marked in Fig. 4.25 and evaluated in Fig. 4.26 it is possible to explain the dose overestimation. Especially at the border of the CTV (location of the DLP), the small tissue movements lead to a reduction of dose within the 4D approach. This is confirmed by the DLP plot. The dose reduction is not considered in the static method. Hence, the DVH is shifted to larger doses, but this is not correct. However, the DVHs of the lung do not show any differences. The volume of the organ is too large in relation to mentioned dose shifts. It may become important for larger treatment areas. In conclusion, the gating approach is a good method to compensate tumor motion. However, the tumor is even moving within the small time frame. Such movements could have a clinical effect, especially for the CTV. It should be recommended to use an adequate approach for planning (static ITV or 4D dose accumulation), because the small movement during gating is not negligible.
**Figure 4.23**: The illustration of a 4D dose accumulation for gating: The static beam (3 mm MLC-margin surrounding the CTV) compensates tumor motion with time dependent irradiation. Hence, the treatment occurs merely for a specific time frame to ensure a defined tumor position during dose delivery. For this purpose, only time phases close to the inhale geometry are used for dose accumulation (0%, 10%, 20%, 90%). During irradiation the tumor is slightly moving. All single dose calculations are performed inside the respective breathing geometry (left). All dose distributions are mapped (IDP+PEM, dDMM) to the reference geometry (right) for dose accumulation (bottom).

**Figure 4.24**: Comparing static and accumulated dose distributions for gating: The figure illustrates the static (a) and the accumulated dose distribution (b) based on the setup shown in Fig. 4.23. The differences are proven by the local percentage dose difference test in (c) (parameters similar to Fig. 4.17) and by the 2D gamma test in (d) using a DTA of 2 mm and a DD of 2%. 97% of the analyzed points passed the criterion ($\gamma < 1$). For difference investigation, a y-DLP is located in a specific border region of the CTV. Both tests use the absolute dose values of the respective dose distributions.
Comparing clinical DVHs for the gating concept using 4D and static approaches: The plots show the cumulative and the differential DVHs for the CTV (static solution → red; 4D approach → blue). Also the cumulative DVHs for the right lung are shown. The plots distinguish between two irradiation setups (0 mm MLC-margin surrounding the CTV → left; 3 mm MLC-margin → right). Especially the CTV shows characteristic differences with deviations up to 4 – 5 % and a constant overestimation using the static approach. The DVHs of the right lung are equal. The relative dose of 100% refers to 1 Gy (see Fig. 4.25). The dose binning for the graph visualization of the differential DVH is 1 % per bin.

Comparing the absolute dose of the static test for gating and the respective static dose for tumor tracking in Fig. 4.18 reveals that a lower value of monitor units is used for gating as for dynamic tracking. However, for this comparison study it is important to use the same value of monitor units within one test (4D vs. static). The different test series are comparable due to their relative results. The monitor units of several test series could vary due to different sizes of the MLC-margins, different number of CT geometries used for accumulation and an adequate adjustment of the value of monitor units to divide the value on different dose calculations for different breathing phases.
4.4.5 Conclusions

The previous tests confirmed the clinical requirement of an adequate 4D planning approach for SBRT of lung cancer treatments. In conclusion, it can be said that the 4D approach offers the most accurate method to explore and simulate applied doses on the deforming tissue. Independent from the treatment modality (here: dynamic tumor tracking, ITV concept, gating), all tests describe a momentous difference of the physical dose distributions, if a static or the 4D approach is used. Those variations are confirmed by local percentage dose tests and 2D gamma tests (Fig. 4.17, Fig. 4.24) and individually investigated by dose line profiles. The deviations have even a clinical effect. The 4D approach generated more accurate DVHs for the CTV either for dynamic tracking or for tumor gating compared to the static method (Fig. 4.18, Fig. 4.25). DVH-differences for the lung are negligible for gating and tracking due to the small irradiated lung volume compared to the full organ. The 4D investigation of the ITV concept revealed the robustness of the static ITV approach. The 4D DVHs for the CTV confirmed the prescriptions estimated for the static ITV (Fig. 4.21). For example, the 4D CTV was treated with higher conformity as statistically simulated for the ITV. However, the lung dose was characteristically underestimated in this case, which could cause unplanned side effects.

In conclusion, it should be recommended to use the 4D approach for tumor tracking, because the motion uncertainties are important for dose application. Tumor gating also requires an adequate planning approach for dose calculation, because even the small tissue motion is not negligible. The ITV concept is a robust approach to ensure the treatment prescriptions in a static way. Thus, it is also well suited for gating. However, the 4D planning approach is very useful to verify the ITV concept, especially for the minimization of side effects and for plan optimization. The comparisons 4D vs. static of all modalities revealed differences that are not negligible. This confirms the compelling need of a sufficient 4D dose planning model for lung SBRT.

Since all conclusions of this study were based on one patient data set (POPI-model), further evaluation studies should repeat the investigation for a large number of patients. In many cases tumor location, tumor motion path, tumor dimension and other properties affect the planning outcome. A comprehensive future study would be helpful to generalize the mentioned hypotheses.

4.5 Discovering possibilities for future developments

The explained 4D software planning module and the inherent functions enable many possibilities for future developments. Such applications may improve the full treatment planning process.

4.5.1 Simplified data acquisition

On one side, there is the new hybrid image fusion model. A further development of the approach could be an 4DCT merely containing the inhale and the exhale breathing phase. Due to the iterative design of the hybrid approach, it would be possible to estimate every time step between the contrary amplitudes. This results in a simplified data acquisition and offers time savings for an accurate 4D dose accumulation approach (see Fig. 4.26). The final improvement could be an 4D dose accumulation approach without any 4DCT. A static CT is used for deformation, whereas the vector field is extracted from an external modality (see Fig. 4.27). Maybe a fluoroscopy or another motion tracking system is used to approximate sufficient motion vector fields to deform the lung object which is based on a static CT. Another solution could be an atlas with generic motion vector fields, which are applicable for every lung indicated by specified patient properties. Furthermore, the hybrid deformation inherit the advantage of real-time deformation calculations. This results in many other possibilities, like a real-time dose verification. This could be helpful, if the simulated breathing amplitude and the real breathing amplitude during irradiation differ strongly. Such a system would be able to calculate
Discovering possibilities for future developments

**Figure 4.26**: Full breathing cycle simulation with two time states: The hybrid elastic image fusion approach (see section 2.2.1) introduced by this thesis enables the possibility to simulate a set of time states between the discrete defined CT states (e.g. inhale and exhale). In future, this may characteristically reduce the expenditure for 4DCT data acquisition. To simulate the full breathing cycle merely two breathing phases (exhale, inhale) have to be acquired.

**Figure 4.27**: Deformation simulation without 4DCT: The hybrid elastic image fusion approach (see section 2.2.1) may be able to simulate the deformation of the lung merely based on a static CT data set. This could be achieved if the motion vector field is externally applied. Such external motion vector fields may be extracted from a generic data atlas or from another modality (e.g. fluoroscopy). The elastic deformation could be calculated in real-time in parallel to motion vector acquisition.

This discrepancy in order to react with a sufficient dose correction during irradiation or for the next dose application session (fraction). All the mentioned ideas regarding hybrid DIR for 4D dose accumulation should be discussed carefully in future studies and developments.

### 4.5.2 Four dimensional IMRT

Furthermore, the 4D dose accumulation concept enables specific possibilities for certain dose application techniques. 4D IMRT is one of those concepts. First proposals were made by Li et al. [56] and Unkelbach et al. [103]. The idea is to consider the individual dose distributions of the breathing cycle during IMRT optimization. For this purpose, the total scope of functions included in the developed 4D software planning module of this work is necessary. This mainly includes the accurate DIR, the dose accumulation and the time dependent application of individual dose distributions. The following outline shows a basic approach to implement a possible 4D IMRT. The basis of IMRT is the optimization of a cost function $f_{\text{cost}}$ controlled by constraints [113]. Usually, the cost function is controlled by the difference of an optimal prescribed dose $D_p(x)$ and the delivered dose with a specific beamlet setup $D(x)$. Hence, $f_{\text{cost}}$ can be written as:

$$f_{\text{cost}} = \sum V I(\hat{x}) \cdot [D(\hat{x}) - D_p(\hat{x})]^2$$  \hspace{1cm} (4.4)
with \( \hat{x} \) being a voxel of the entire volume. \( I(\hat{x}) \) represents the importance of the respective voxel, i.e. \( I(\hat{x}) \) weights specific voxel differences to achieve clinical constraints. The optimization tries to find the best solution for the parametrization of the cost function. A 4D IMRT approach of such an optimization has to calculate precisely the 4D accumulated dose to obtain the applied dose of the object. For this purpose, \( D(\hat{x}) \) represents even the accumulated dose. It must be calculated for the reference set \( i \). The necessary dose operator \( D_{i\Sigma} \) is derived by formula \(^3\). Hence, \(^4\) can be written as:

\[
f_{\text{cost}} = \sum_{V} I(\hat{x}) \cdot \left[ D_{i\Sigma}(\hat{x}) - D_p(\hat{x}) \right]^2;
\]

\[
D_{i\Sigma} = \sum_{j=1}^{n} W_{ji}(v_{ji}) \ast D_j
\]

The formula illustrates the dependency of 4D IMRT on the dose transformation algorithm \( (W_{ji}) \) and on the motion vector field \( v_{ji} \) (DIR) calculated for all breathing phases \( n \). The disadvantage of the 4D method is also shown: The entire dose accumulation \( D_{i\Sigma}(\hat{x}) \) must be calculated before optimization, because single dose points could influence entire dose regions through deformation. Due to dose accumulation, the number of parameters of freedom increases significantly comparing 4D IMRT with static IMRT. Another disadvantage is the selection of time depending dose applications. The 4D concept, which considers beamlets that have to be applied for a specific breathing phase \( j \), require a precise respiratory patient monitoring system (real-time). Furthermore, the dose delivery time increases enormous due to repetition time (breathing cycle) of certain geometric tissue states. A further problem of the approach is the penalization of single voxel values during IMRT. The influence of certain voxels to whole neighborhood areas (set of different voxels) during dose accumulation impedes the weighting of single voxel differences \( D(\hat{x}) - D_p(\hat{x}) \). Therefore, \( Li et al. \) \(^5\) offers a practical solution that combines the static ITV concept with 4D dose accumulation for a robust implementation of 4D IMRT. The short outline demonstrates many new possibilities for 4D dose calculations. However, the power of the 4D concept is always accompanied with a large number of free parameters, which could lead to inflexible solutions. Therefore, all future implementations need a sufficient and comprehensive verification study.
Summary and Outlook

The aim of this thesis is to analyze the potential benefits of four dimensional (4D) dose planning for stereotactic body radiation therapy (SBRT) of lung cancer. Static concepts like the internal target volume (ITV) fulfill not longer the requirements of accurate dose planning. Due to the continuous development of the dose application machines (e.g. tumor tracking), the delivery of temporally varying dose distributions on deforming anatomies became possible. In order to fulfill the requirements of dose planning, an accurate 4D solution needs to be developed which is also suitable for clinical practice. This is the goal for this thesis.

For this purpose, a detailed investigation of the universal 4D dose planning workflow is necessary. The general steps are well known and widely used for clinical research, but a detailed analysis shows large potential for improvement. The present thesis discovers two major problems during 4D dose planning: the deformable image registration (DIR) of 4DCT data and the 4D dose transformation during dose accumulation (section 3, Fig. 1.1). These major topics are investigated separately. Due to the sequential concept of 4D dose planning, the present thesis is divided in three chronological chapters:

1. **Elastic image fusion for respiration induced deforming patient models:**
   → compares and analyzes the accuracy of DIR algorithms for 4DCT data (lung)

2. **4D dose calculation based on accumulation of time dependent dose distributions:**
   → defines the requirements for 4D dose accumulations
   → compares the accuracy of dose accumulation algorithms with regard to the defined goals

3. **Evaluation of the 4D treatment planning concepts:**
   → offers a practical 4D prototype planning solution
   → proves the clinical impact of the findings derived by 1 and 2
   → proves the clinical benefit of the 4D planning approach compared to established static methods

1. **Elastic image fusion for respiration induced deforming patient models:**
   The beginning of the process is an adequate imaging that records temporally sufficiently resolved image data. Therefore, section 2.1 gives an overview of proper respiratory correlated 4DCT image acquisition. There exist typical temporal requirements (section 2.1.2). The next step is the tissue motion calculation generated by DIR algorithms (section 2.2). There exist a large number of algorithms. At least, two major groups are established for 4DCT image fusion. The first group contains signal and image processing methods (section 2.2.1), so called information driven patterns (IDP). The Free-Form-Deformation (FFD) by Rueckert et al. is the best known algorithm. This work has proven the accuracy of two different FFD implementations. On the one hand, an implementation developed in this thesis based on the iPlan™ RT framework and on the other hand, the results of an implementation provided by the scientific POPI-model [105]. This model offers also a respiratory correlated 4DCT data set and 40 landmarks defined by medical experts. These anatomic coordinates are suitable to verify tissue displacements. They are distributed over the full 4DCT geometry and located in every breathing phase. The experiment of
this work used the landmarks to verify the two FFD implementations. The test reveals an acceptable accuracy for the IDP concept with similar results for both implementations (mean deviation about 1 mm). Facing global registration of 4DCT data, IDP has proven to be a very robust method. However, a further analysis of IDP has shown that motion estimation at lung borders is error prone. Here, the lung slipping effect occurs. For this purpose, 20 new landmarks are introduced that especially cover those areas. The second experiment achieved deviations up to 15 mm (iPlan™ RT) or 10 mm (POPI-model). Indeed, these results affect only a small part of the lung, but they are not acceptable.

The second group of deformation algorithms, so called physical elasticity models (PEM), is based on methods that simulate mechanic laws. They calculate the physics of lung tissue motion and deformation (section 2.2.2). This work uses a specific implementation of PEM combining finite element methods (FEM) and mass spring models (MSM). However, the complexity of such algorithms currently allows only the simulation of single organ deformations. Motion estimation for the entire 4DCT requires too many parameter definitions for the interaction of various tissue types.

For this purpose, the present thesis introduced a third method for DIR of respiratory correlated 4DCT, the hybrid approach. The aim of the hybrid approach is the combination of IDP and PEM using advantages of both to achieve a higher accuracy. The hybrid approach is a sequential series of algorithms. The robustness of IDP is used to achieve at first an accurate vector motion field. In a second step, the motion estimation inside the lung is getting optimized with PEM. The idea is, to use highly precise vectors (filter) of IDP to deform the full 3D lung object (Fig. 2.33). The filter vector set of IDP drives the elastic PEM simulation to calculate remaining vectors more realistically. The biggest challenge of IDP is the determination of a sufficient filter. Poorly chosen filters deteriorate the overall accuracy (section 2.3.1). For this reason, the hybrid approach was used for DIR to prove the general accuracy with global landmarks. The experiment achieved a slightly better results as the IDP concept. Therefore, the test confirmed the main suitability of the hybrid approach for DIR of 4DCT. To prove the benefit of the new method (section 2.3.1) the lung-slipping landmark test was repeated. The experiment achieved an important improvement. The hybrid approach significantly minimizes the maximum landmark error (Fig. 2.35): 15 mm → 9 mm (iPlan™ RT) and 10 mm → 5 mm (POPI-model); as well as the median landmark error: 7.5 mm → 4.5 mm (iPlan™ RT) and 5 mm → 2 mm (POPI-model); In conclusion, the hybrid approach offers the possibility for more precise DIR deformations accompanied with the robustness of the IDP solution. It should be noted, that also the hybrid approach has a small weakness. This is the effect of false positive lung slipping (Fig. 2.36). In such cases, the method predicts motion for non-deforming tissue. A better filter may improves these influences.

In summary, the analysis presented accurate methods for DIR of respiratory correlated 4DCTs. IDP offers a robust solution for global thorax registration, but the new hybrid approach is able to simulate the lung slipping effect more accurately. The validation has shown that both approaches are suitable for 4D dose calculations. Furthermore, the hybrid approach offers a lot of new future possibilities (section 2.4), e.g. the simulation of motion between defined breathing phases (inter-phase motion simulation).

Conclusions:

1. IDP offers a robust solution for global DIR of respiratory correlated 4DCT data.
2. IDP is weak at lung border areas (lung slipping effect).
3. The new hybrid approach significantly improves the accuracy for lung border areas.
4. The hybrid approach offers new possibilities (e.g. inter-phase motion simulation).
5. 4D planning using IDP or the hybrid approach must be decided individually with regard to the present influence of lung slipping and the technical effort.
2. 4D dose calculation based on accumulation of time dependent dose distributions: The second independent part of this thesis deals with the topic of 4D dose accumulation. For this purpose, general numerical approaches that are necessary for dose transformation are being introduced (section 3.1). The main concept is the calculation of several dose distributions that respectively depend on temporal CT geometries. With the aid of motion vector fields (result of DIR) all dose distributions are transformed to a reference geometry, which serves for clinical assessment (section 3.1.1). An important problem that occurs during dose transformation is the deformation effect (section 3.1.1). The numerical effect describes the unification of inhomogeneous dose distributions based on inhomogeneous densities. The question is: How to calculate a transformed voxel dose, if different deforming voxels with varying doses and varying masses are involved? The problem is currently not fully explored. For a better understanding, section 3.2 gives a detailed overview of biological dose dependencies that exist during dose transformation. It is proven that the tissue response directly depends on a combination of dose and mass (section 3.2.2), so called mass effect. Finally, the outline leads to the mass weighted dose average for final voxel dose calculations.

A list of algorithms for 4D dose transformation is described in section 3.3. For example, the dose interpolation model (DIM) neglects the mass effect. This thesis introduces a new algorithm, so called divergent dose mapping model (dDMM), that directly implements the mass weighted dose average (section 3.3.1). In contrast, several energy algorithms apply the indirect equation due to the determination of all mapped energies in relation to their masses (section 3.3.2). To find an accurate solution, the thesis presents a comprehensive 4D transformation error evaluation study (section 3.4). The study analyzes dose distributions in specific regions of interest (ROIs) before and after dose transformation. For comparison, the dose transformations are performed with all mentioned algorithms. To assess the quality of a certain ROI transformation, a new error metric is introduced (section 3.4.1). This metric is based on the analysis of the dose mass histogram (DMH). A good mapping approach, should not change the DMH during transformation, because the DMH inherits all dose-mass relations of the applied dose. The DMH error metric calculates the integral difference of the DMH before and after dose transformation. Other proposed metrics either consider average dose values (section 3.4.2) or integral energy mass ratios for the entire ROI. Therefore, coordinate specific dose mass relations are neglected in such cases. The DMH approach represents a real improvement for verification of the 4D dose transformations.

The 4D evaluation study of this work compared 900 small ROIs distributed in the dynamic thorax geometry of the POPI-model. All transformations are repeated for different algorithms, for different breathing phases, for different fluence distributions and for different voxel sizes (section 3.4.3). Evaluated by the DMH metric, all results revealed the highest accuracy for the dDMM model (section 3.4.4). Most significant is the comparison of the voxel size error dependency (Fig. 3.33). For example, dDMM received a median DMH error of 0.6 for a voxel size of 2 mm. The second best algorithm yielded only 1.2, achieved by the energy mass congruent mapping (EMCM). Any method except of DIM generated a reasonable voxel size dependency. However, DIM yielded especially for large voxel sizes bad results up to mean errors of 45 % (8 mm), in contrast to dDMM with only 19 %. This supports the correctness of the biological investigations of this thesis, since DIM neglects the mass effect. Further evaluations of this study investigated the 4D dose error and its spatial dependency, the behavior of dose gradients induced by inhomogeneous fluences and the influence of different breathing amplitudes. In general, dose transformations are more error prone for lung tissue areas due to their large density deviations and due to the more often occurring deformation effect. This conclusion was confirmed by a new method of error identification, the error localization map. Furthermore, it can be concluded that the dose transformation error is mainly driven by dose gradients. However, it does not matter whether these gradients are induced by density deviations or fluence manipulations, because different artificial fluences of this study yielded no significant change on the results, because the geometry includes already strong density
deviations. The investigation of the breathing amplitude revealed that some energy models are more error prone in case of large displacements. This was observable for the basic energy transformation models (bETM, pETM) (Fig. 3.30). For large amplitudes, more vector field artifacts are present. The mass energy discrepancy (MED) error is introduced whenever masses between source and target of the mapping strongly. For example, many energy deposition events are located in voxels with a high mass during dose calculation. Despite the high energy values, the voxel-result is an adjusted dose, because of the high voxel mass. However, if large energy values are mapped to voxels with a significantly lower mass, the result is a very large unrealistic dose. Since there is never an optimal vector motion field, such cases were directly proven in this study. In general, the MED error occurs only for energy models, dDMM and DIM are not affected. The MED error for the precise EMCM method is much smaller, because the model uses the similar mass values for energy and dose calculation. The results of EMCM are also acceptable. However, the numerical MED effect can not be completely excluded for EMCM.

This study presented several tests to investigate the capabilities of specific dose transformation models for dose accumulations based on different breathing phases for lung cancer patients (section 5.5). DIM implements a rather unsuitable approach. The basic energy models are prone to errors especially for energy mass displacements on high voxel resolutions with heterogeneous mass distributions. In contrast, dDMM as well as EMCM are best suited for practical applications. Their algorithm structure is consistent with the biological mass effect. EMCM is associated with a high technical effort and it implements the numerical MED error. However, dDMM is more straightforward, immune to MED errors and also more efficient.

Conclusions:

1. The mass weighted dose average is a precise formula for dose transformations.
2. The new DMH metric improves the investigation of the transformation quality.
3. DIM implements an error prone approach due to the negligence of the mass effect.
4. The MED error prevents precise results for basic energy models (bETM, pETM).
5. dDMM and EMCM are well suited for accurate dose transformations.
6. The new dDMM is the most efficient algorithm of this study.

3. Evaluation of the 4D treatment planning concepts: The fourth chapter presents an overall assessment of the entire 4D approach. For this purpose, an individual 4D planning prototype is developed in this work (section 4.1.1, Fig. 4.1). The software is an individual implementation of iPlan™ RT. Based on the findings of chapter two and chapter three, the prototype contains two different DIR algorithms (IDP, hybrid approach) and two dose transformation models (DIM, dDMM). The aim of this chapter is the investigation of clinical effects. Due to the scope of this study, all tests were simulated for one patient geometry derived by the POPI-model.

The first investigation (section 4.2) explains the influence of the DIR algorithm. For this purpose, 4D doses were generated using IDP or the hybrid approach with the same irradiation setup. The study shows (section 4.2.1) that these dose distributions are characteristically different. The new hybrid approach offers more realistic dose transformations. The differences are clearly visible at lung border areas, where the lung slipping effect occurs. This is confirmed by specific 2D gamma tests and demonstrated with the comparison of different dose line profiles (Fig. 4.6). However, the clinical effect of the differences is negligible small. The dose volume histograms (DVHs) for the clinical target volume (CTV) and the right lung are approximately the same. Motion optimization of the hybrid approach especially occurs at lung border areas, where the CTV is not located in the investigated patient geometry. Furthermore, the irradiated lung border area is very small in relation to the entire organ. Hence, no effect is measured for DVH of the lung. However, if a larger volume is treated, the effect becomes important. This is proven with a helping volume that only includes the irradiated lung border area. Here, significant different DVHs are generated (Fig. 4.9). The benefit of the hybrid approach
in relation to its technical effort must be estimated individually. Nonetheless, the hybrid approach calculates more realistic dose transformations.

The second part investigates the clinical influence of using different dose transformation models (section 4.3). For this purpose, the same dose transformations are repeatedly calculated using either DIM or dDMM. A dose grid size of 2 mm is used to ensure comparable results for DIM and dDMM (section 4.3.1). The experiment shows characteristic differences for the DVH of the CTV with deviations up to 12%. The results confirm the importance of the mass effect which is neglected by DIM. The deviations are either demonstrated for a single beam dose transformation or for a complex dose distribution. Meaningful differences are also observable for single dose line profiles or 2D gamma distributions. The DVHs for the lung are approximately the same, which is explainable with the small volume ratio. In conclusion, it is highly recommendable to use an efficient dose transformation model (e.g. the new dDMM approach) for clinical 4D treatment planning, since the resulting deviations of inaccurate methods are clinically not negligible.

The third investigation compares established static planning methods with the advanced 4D dose planning approach of this work considering the new hybrid approach for DIR and the new dDMM for dose accumulation. For this purpose, three different treatment modalities for lung cancer SBRT are explained (section 4.1.2): dynamic tracking, free-breathing accompanied with the internal target volume (ITV) and gating. In detail, the dose accumulation process using the dynamic tracking procedure (4.4.1) generated meaningful deviations compared to the static method. This is proven with several 2D gamma tests and dose line profile comparisons. The DVHs for the CTV show a characteristic overestimation when using static calculations. Hence deviations up to 9% are observable. Those results clearly confirm that static methods are not capable of simulating all temporal effects. Deforming geometries and adapting dose distribution during dynamic tracking require 4D methods for clinical precision.

In contrast to motion adaption, the concept of the ITV is an established approach that statically considers the motion uncertainty. The method is widely used for lung SBRT. The comparison of the ITV concept and the 4D approach serves for verification (section 4.4.2). The test compares the prescribed static dose of an ITV with a verification dose for the CTV generated by a full 4D dose accumulation. The results clearly show the robustness of the ITV concept. The prescribed dose for the target is delivered with a higher conformity (CTV) as simulated (ITV). However, the analysis of the lungs DVH reveals an underestimation up to 5% using the static method. Side effects may not be taken into account during static dose planning. Therefore, it should be recommended to use the 4D approach for verification of the ITV-concept.

The last test compares static planning and 4D dose accumulation for tumor gating (section 4.4.4). Assumed is an entire motion compensation due to the temporal dose delivery in a short time frame. However, the results show characteristic differences confirmed by a gamma test, by different dose line profiles and by the comparison of the DVHs of the CTV with deviations up to 5%. The conclusion is that also small tissue movements, as they occur during gating, can have important clinical effects. Therefore, an adequate planning approach like the ITV or the full 4D dose accumulation approach should also be used for gating. Conventional static planning is not sufficient for tumor gating.

1. The thesis presents a comprehensive prototype for 4D dose planning (iPlan™ RT).
2. The new hybrid approach optimizes the final 4D dose at lung borders.
3. The new dDMM improves the quality of 4D dose accumulations.
4. The full 4D planning approach is clinical more accurate than static methods.

This is shown for tumor tracking, gating and free breathing with the ITV concept.

**Conclusions:**
In summary, this thesis presents new algorithms and techniques to optimize the entire 4D dose planning concept. The final concept achieves a significant benefit for the dose planning process. All comparisons of static and dynamic 4D dose calculations revealed characteristic differences measured by clinical criteria. The variations are clinically significant. Hence, this thesis confirms the need of a comprehensive 4D dose planning approach, due to the uncertainties of static methods. Furthermore, the thesis shows that the quality of the 4D outcome directly depends on its sub-steps: the elastic image fusion and the 4D dose accumulation model. This thesis has shown that a new hybrid approach for DIR has a final impact on the 4D dose distribution with a more accurate dose simulation at lung border areas. Furthermore, the new dDMM method significantly improves the quality of the 4D dose distributions. Further improvements are, however, possible. New possibilities are shown, e.g. the simplified data acquisition or the 4D IMRT concept (section 4.5). Since this work uses only one patient data set, future comparison studies should investigate a large set of patients for general conclusions. The future will show if the mentioned algorithms will be used for clinical treatment planning. The continuous improvement of treatment application machines does, however, require at least a part of the demonstrated concept.
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