
Mapping an Embedded Hard Real{TimeSystems SDL Speci�cation to an AnalyzableTask Network | A Case Study?Thomas Kolloch Georg F�arberLaboratory for Process Control and Real{Time Systems, Prof. Dr.{Ing. G. F�arberTechnische Universit�at M�unchen, GermanyfThomas.Kolloch,Georg.F�arberg@lpr.e-technik.tu-muenchen.deAbstract. It is undoubtedly true, that the usage of a formal speci�ca-tion methodology in software design will reduce the development e�ort,particularly as embedded hard real{time systems show increasing func-tional complexity. We suggest the use of the language SDL even forthe design of real{time systems with hard timing constraints. Emerg-ing problems, caused by the non{deterministic semantics of SDL, canbe solved by adding EDF process activation to the SDL system model.This paper describes the di�erent steps necessary to map a SDL systemspeci�cation to an analyzable task network. Considering a SDL processas a typical server process, the mapping rules are resolving the result-ing interdependencies and delays, caused by possible priority inversionand blocking. Finally the study of an application example, the \MineControl System" proofs the usabilty of the introduced methods.Keywords: hard real{time, schedulability analysis, design methodol-ogy, Speci�cation and Description Language SDL, EDF1 IntroductionRapid prototyping of embedded hard real{time systems requires a speci�cationlanguage as the basis for an automated design process. The \Speci�cation andDescription Language" (SDL), originally developed for the design of telecom-munication systems, suits for this purpose. SDL [1] is very similar to ROOM[2], but is a standard of the ITU and has a larger user family. In contrast tothe telecommunication domain, hard real{time systems require the proof thatall timing constraints will be met even in a worst case scenario, because a dead-line miss may result in loss of money or even in loss of lives. Unfortunatelythe semantics of SDL includes non{determinisms like unpredictable ordering ofmessages or unpredictable process activation. The addition of earliest dead-line �rst scheduling (EDF) to the execution scheme of SDL can resolve thisdrawback. A survey of the rapid prototyping design methodology is given in? The work presented in this paper is supported by the Deutsche Forschungsgemein-schaft as part of a research programme on \Rapid Prototyping for Embedded HardReal{Time Systems" under Grant Fa 109/11-1.
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Fig. 1. Design MethodologyFig. 1: An extended MSC [3] speci�cation provides a description of the embed-ding process behaviour, i. e. describes the deadlines and the worst case scenarioof the triggering external events. The architectural and detailed design is builtwith SDL blocks and processes. These two single models, complemented withinformation about the target architecture, specify all aspects of the completesystem and have to be merged into the \RT{Analysis Model" (RTAM). In apartitioning and mapping step [4] the RTAM is linked to the target architecture[5]. Proceeding with HW/SW code generation [6], pro�ling should calculate theworst case execution times (WCET) of the single SDL state transitions. Now,all information, necessary for the schedulability analysis is available.This paper is organized as follows: The next section surveys related workin the research area of timing analysis in combination with formal speci�cationlanguages. Section 3 explains the schedulability proof based on EDF, followed bya description of the SDL to RTAM mapping rules. The \Mine Control System"case study (Sec. 5) evaluates the usability of the introduced methods. The lastsection gives a short conclusion and shows our future work.2 Related WorkThe design of embedded hard real{time systems requires a complete designmethodology, which allows both the expression of functional and non{functionalrequirements and supports the veri�cation of these system demands. HRT{HOOD [7] includes the explicit de�nition of application timing constraints andintegrates appropriate scheduling paradigms with the design process, but lacksof the capability of specifying the behaviour of HOOD objects in an abstractand formal manner, e. g. with hierarchical statemachines.Although ROOM [2] was developed for the design of real{time systems, thevalidation of timing properties is not included. [8] provide a heuristic, whichleads to an analyzable implementation of ROOM models.Supplementing SDL with a load and machine model, QSDL [9] uses queueingtheory to calculate job and message queueing times and processor peak andaverage workloads.
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Fig. 3. Event Function E(I) and Requested Computation Time C(I)3 Schedulability AnalysisThis section introduces the EDF based schedulability analysis for event drivenhard real{time systems [10]. First, the characteristics of the embedding processhave to be described, i. e. the timely behaviour of stimulating events using EventStreams (ES). ES describe the maximum possible number of events i of a certaintype within an interval ai [11]. Considering the occurrence of interrupts on theleft side of Fig. 2, the resulting ES1 is shown on the right. This leads to an EventFunction E(I), expressing the number of events per interval I (Fig. 3).Single tasks are characterized by their WCET cmax;j and a deadline dj forthe triggering event. The internal structure of an analysis task consists of atomicreceive and semaphore obtain operations at the beginning of each task, a pre-emptive task body without calls to operating system services and �nally atomicsend (non{blocking), semaphore release, timer and in, out operations.The C(I) Function is de�ned as maximum computation time requested anddue within interval I . For a single task Cj(I) can be calculated easily from Ej(I)by shifting by the deadline dj and multiplication with the WCET cmax;j (Fig. 3).While the resulting C(I) for a number of independent tasks on a computingnode is simply the sum of all Cj(I) functions, Gresser developed an algorithm1 there are no 2 simultaneous events, i. e. only 1 event occurs in interval 0, a maximumof 2 events in interval 1 and a maximum of 3 events in interval 3, repetition withcycle 7



to determine C(I) for a network of communicating tasks, taking into accountdependencies2 of the triggering events, precedence constraints, inter node com-munication and mutual exclusion. For EDF he proved, that all tasks on onenode meet their deadlines, if the resulting C(I) always runs under the bisectorwhich speci�es the available computing time in each interval.C(I) � I 8 I � 0 (1)One crucial point in schedulabilty analysis is the avoidance of priority in-version in critical regions. For the analysis of complex structures of mutualexclusion, i. e. several tasks in di�erent and overlapping critical regions, [10] ex-plains two strategies to resolve the edges of a \priority inversion graph": Eitherby shifting the deadline of the task to a new shorter, but during runtime �xeddeadline or by taking into account a dynamic deadline inheritance protocol.4 Mapping SDL to the RT{Analysis ModelThere are prerequisites, which have to be satis�ed for the translation of a SDLsystem to the RTAM: A static allocation of processes to processing units ismandatory and dynamic process instantiation can not be considered in the mo-ment, i. e. most of the object oriented language extensions of SDL{92 are for-bidden in a SDL model. Further language restrictions are: no usage of servicesand priority inputs, continuous signal trigger conditions and signal SAVE state-ments. A general requirement | valid for all real{time systems | is saveness.Saveness means, that in spite of any possible stimulation the system will regaina save (rest) state, especially there are no receive/send { receive/send loops. Fora save system the algorithm, described in Sec. 4.4 will terminate.4.1 SDL Process | Server BehaviourThe similarity of the analysis model (Sec. 3) and the statemachine structure ofthe SDL process allows an automatical RTAM generation. For this purposethe hierarchical SDL block composition is transformed into a network of com-municating (leaf) SDL processes. If there are no dependencies between theseprocesses, the simple addition of the WCET cmax;j will be allowed for the cal-culation of the overall C(I). Therefore the interferences within this processstructure have to be resolved.Unfortunately, a SDL process (statemachine) has usually server process be-haviour, with di�erent sources of incoming messages and di�erent destinationsof outgoing messages. The RTAM, corresponding to a server process, has theprocess duplicated and protected in an area of mutual exclusion (Fig. 4(a)). Du-plication takes into account a possible worst case delay, caused by an earliermessage, mutual exclusion protects the ordering of execution. Preemption of2 \event dependency matrix" (EDM)
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Fig. 5. Analysis Model | (a) di�erent and (b) same message sourcea state transition is not allowed in SDL semantics, but can occur in the im-plementation. Depending on the type of implemented task system (Sec. 6), atransaction may be even preempted by a state transition of the same SDL pro-cess with shorter deadline, therefore the access to common SDL state informationhas to be synchronized by mutual exclusion. Using \tight integration" for codegeneration, which maps to one task per SDL process and one message queueper task, the order of computation is managed by the queue and therefore themutual exclusion is not necessary in the implementation. But regarding thepossible delay, caused by the computation of a reaction to an earlier receivedmessage, the analysis must take into account a mutual exclusion too.4.2 Mapping SDL StatemachinesDepending on the source of the incoming messages (one single ES or serveraldi�erent ES), a statemachine has to be mapped to di�erent RTAM trees, eitherwith individual execution times ci and mutual exclusion (Fig. 5 (a)) or to onesingle task (Fig. 5 (b)) with c = cmax =Max(ci).If the same message triggers a transition in di�erent states (Fig. 6, statesA;B;C), the RTAM only takes into account the maximum computation timecmax = Max(ci). Depending on the destinations of the outgoing messages, thetarget analysis node can be derived. Assigning an asterix symbol to states andmessage receive statements, SDL syntax provides a kind of behavioural hierarchylike ROOMCharts [2]. This conforms to a state or a message enumeration andcan be translated using the former explained mapping rules.
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Fig. 7. Analysis Model | Dependent Timer4.3 Mapping SDL TimersSDL Timers are internal events, which can occur independently or dependentlyon external events. An example of a independent timer event is the cyclic ac-tivation of polling tasks in the case study (Sec. 5). A dependent timer event ise. g. the surveillance of a timely response to a server request. The �rst type hasto be mapped to an analysis node with its own, the timer behaviour describingES (2). The dependent timers mapping rule is identical to the former one, butsupplemented with additional event dependency information ([10], Fig. 7). Theminimum distance between the stimulating external event and the internal timerevent results from the sum of minimum computation times of the tasks in thesame precedence system plus the timer interval (3).ESTimer = ES1 = �z10� (2) EDM = � z1 cp + T0 z1 � (3)4.4 Mapping AlgorithmThe mapping algorithm starts the transformation at each triggering externalevent or each independent SDL Timer. Then, for each environment handling



Table 1. Mine Control System | Timing Constraints and Analysis ParametersP/S Cycle Interv. Deadl. WCET Deadl. WCET Deadl. WCETzi ai di ci di ci di;mutex ci;mutexCH4 Sensor P 1 s 0 s 1 s 0:350 s 1 s 0:350 sCO Sensor P 5 s 0 s 5 s 0:125 s 5 s 0:075 s 1 s 0:050 sAir Flow P 5 s 0 s 5 s 0:125 s 5 s 0:075 s 1 s 0:050 sH2O Flow P 3 s 0 s 3 s 0:075 s 1 s 0:075 sH2O Level S 100 s 0 s 20 s 0:150 s 20 s 0:025 s 1 s 0:125 sOperator S 10 s 0 s 1 s 0:175 s 1 s 0:175 sSDL process, the consecutive SDL processes are identi�ed by means of SENDstatements. In a next step dependent SDL Timers have to be detected andthe assignment of their own ES have to be prepared. Subsequently all statetransitions, triggered by the same message, are eliminated, and a replacementwith maximum computation time has to be de�ned. Finally, the analysis node,appropriate to the resulting dependent state transitions, has to be multiplied inan area of mutual exclusion. The algorithm continues with the next SDL processin the precedence system, until no more SEND statements can be found.Applying this transformation to a SDL system, the resulting RTAM willconsist of serveral independent analysis task precedence systems (Fig. 4 (b)),whereby each network is triggered by a di�erent type of ES. The single branchesof the RTAM tree are linked by regions with mutual exclusion. All analysis nodesin one precedence system have the same deadline, i. e. are �xed to the messages,sent through a precedence system. This leads to the fact, that di�erent SDLstate transitions in one SDL process may have di�erent timing constraints.5 The Mine Control SystemThe \Mine Control System" case study is originally described in [7, pp. 145{224]as an example of modelling a real{time system with HRT{HOOD. The purposeof the pump is to manage the water level in a mining environment.5.1 Functional and Non{Functional RequirementsThe pump monitors the water level in a sump. According to a high level detectoror to operator interaction, the pump is turned on and the sump is drained, untila low level detector responses or the pump is turned o� by the operator. Thepump should only be allowed to operate, if the CH4 concentration is below acritical level. The operator console and the level detectors communicate viainterrupts with the pump control station. Additional sensors for monitoring theenvironment are polled in di�erent cycles. Critical levels of CH4, CO or anunsu�cient air ow must be signalled to the operator as an alarm. In case ofan operating pump, the water ow in the pump can be measured. A critical
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Fig. 8. Complete Analysis ModelCH4 level must lead to an undelayed shut o� of the pump. A summary of thetasks characteristics, their cycle times, respectively the minimum distance of thestimulating external events and the appropriate deadline is listed in Tab. 1.5.2 Analysis Model and Analysis ResultsAs a representative, the analysis model of the pump control process (Fig. 9 (a))will be explained. Although six di�erent messages are consumed, the numberof di�erent message sources evaluates to three, therefore the analysis node mustbe tripled in an area of mutual exclusion. The upper left node in the pumpcontrol region of Fig. 8, triggered by an operators message, has three messageoutputs, whereby one is the response to the operators request. Since there areno further send statements in the consecutive processes, the forks of the analysisprecedence tree (mapping algorithm) end in the next nodes.The execution times are derived from the HRT{HOOD example [7, pp. 145{224]. To demonstrate the inuence of priority inversion avoidance, the valuesof the WCETs are multiple oversized, compared to the complexity of the pro-cesses. The WCETs of the individual SDL state transitions can be seen in theappropriate analysis nodes in Fig. 8. Summing up the WCETs ci of the nodesof one precedence system results in analysis parameters, summarized in Tab. 1.In a next step a possible priority inversion in critical regions is considered byshifting the task deadlines to the shortest deadline in the region. The stimulat-ing event stream remains untouched by this manipulation. The new deadlinescalculate to di;mutex = 1 s. The sums of the ci;mutex in the critical regions ofone precedence system are shown in the last column of Tab. 1.
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Fig. 9. (a) Pump Control SDL Statemachine and (b) Analysis ResultsThe result of the schedulability analysis can be seen in Fig. 9 (b). The dis-tance between the C(I) and the C(I)mutex functions shows the inuence of themanipulated deadlines. By shortening the deadlines, the analysis has to schedulemore computation time as possibly needed to meet all deadlines, i. e. the laxity,available for further tasks, may be lost. This leads to design rules to evade thise�ect: Keep computation times in critical region as small as possible; Minimizethe number of nodes in critical region, i. e. avoid SDL process server behaviour,and minimize the number of critical regions by combining similar processes, e. g.combine the cyclic polling processes.6 ConclusionIn this paper, we focused on the integration of a schedulabilty proof in thedesign ow for embedded hard real{time systems, based on the language SDL.This integration is done, by adding EDF semantics to SDL process activation toresolve non{predictable system behaviour and by mapping the SDL system toan analyzable task network.The introduced SDL to RTAM mapping rules and algorithm allow the au-tomation of this transformation and therefore the integration in a rapid proto-typing design environment. To cover the complete syntax and semantic of SDL,further mapping rules are necessary. Forced by server behaviour of SDL pro-cesses, the mapping creates many areas of mutual exclusion. For this reason thesystem designer should get support by design rules, which help to develop ane�cient and analyzable software architecture.A trade{o� appears, regarding the way of code generation,3done by the SDTCASE tool. Considering the �ne granularity of a SDL process, | the transitionsof a SDL statemachine are normally short | the generated task system is �negranular too. This leads to the phenomenon, that the resulting system willmainly do task switching, instead of processing real data. A solution for this3 tight integration to the \Real{Time Executive for Multiprocessor Systems RTEMS"
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