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Abstract— This paper introduces Gertie the Robotic Desk
Lamp, a novel research platform that has five degrees of
freedom, and is equipped with a camera and microphone in
its lamp shade. These features mean that Gertie is a flexible
and low-cost resource for conducting research into cognitive
products and human-robot interaction. It will be available as
an open hardware on http://www.opengertie.org/.

Gertie was designed from first principles, and assembled
using off the shelf electronic components and parts fabricated
using a 3D printer. In this paper, the design of Gertie is
presented, and its application as a research platform is de-
scribed. Gertie has already been used to investigate a problem of
simple object tracking, building on computer vision algorithms.
Furthermore, it has also been used to investigate and replicate
emotional body language.

By imitating human body language Gertie is capable of
expressing four of the basic Ekman emotions: 1) joy; 2) sadness;
3) surprise; and 4) fear. This work was validated using an
online study, which investigates how well the emotions expressed
by Gertie are recognized by human audiences. In total 84
participants were shown one video for each of the four emotions
and they were asked to choose from a list of seven emotions,
which they thought was displayed by Gertie. While joy and
sadness were recognized very reliably with 81% and 88% of all
people giving the correct answer, fear and surprise were more
commonly misinterpreted as surprise and disgust. However, all
emotions were recognized above the chance level percentage of
14%.

I. INTRODUCTION

Personal robots will play an ever more important role in

our society, for example, in assisting the elderly. Since a large

part of human communication takes place non-verbally, there

has been considerable research investigating robots capable

of communicating emotions. Several examples include the

robotic heads Kismet [1], Eddie [2] and Mask-Bot [3], which

display emotions by means of facial expressions. Kismet is

a very sophisticated social robot developed at the MIT in the

1990s. Eddie is a simpler alternative with a strong focus on

displaying emotions, developed at the Technical University

of Munich (TUM). Kismet and Eddie use mechanical parts

for animating elements of the face like lips, eyes or eyelids.

In contrast, Mask-Bot employs a semitransparent face mask
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Fig. 1. Gertie, the Robotic Desk Lamp.

as a screen for a talking head animation engine that is

broadcast from the projector mounted behind the mask. This

way the head becomes a life-size talking head in real space

as opposed to 2D flat screen space [3], [4].

Other research focused on whole-body humanoid robots,

like the NAO humanoid robot [5], which communicates

emotions by means of body language. Another whole-body

humanoid robot named Kobian was developed by Zecca et

al. [6]. In contrast to the other robots Kobian is capable

of displaying emotions both by body language as well as

by facial expressions. The research on Kobian shows, that

the body alone or the face alone do not have the same

expressiveness that the body plus the face can reach, thus

showing the importance of a holistic approach.

Closely related to our work, are the works of Hoffman

[7] and Kozima et al. [8]. Hoffman created AUR, a robotics

desk lamp that target the studies of quality of Human Robot

Interaction (HRI), whereas the works of Kozima et al., target

the clinical child psychology studies.

This paper presents Gertie the Robotic Desk Lamp. While

most of the robots mentioned above imitate human appear-

ance, Gertie looks like a common desk lamp and unlike most

robots which have many degrees of freedom (DOF), Gertie

only has five DOF. Despite its simplicity, it is capable of

expressing emotions, as will be shown by a study presented

in this paper.
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Gertie was inspired by the Pixar short film “Luxo Jr.”1

which stars two desk lamps that move and behave as if they

had a personality. The long term vision for this robot is to

create a convincing illusion of a cognitive lamp that inter-

acts with humans via speech recognition and by displaying

emotions.

Additionally Gertie can serve as a versatile research plat-

form for Cognitive Products [9]. It will be available as an

open hardware on http://www.opengertie.org/. This provides

students and research institutions with a cost-effective alter-

native for investigating human-robot interaction and many

other fields of research.

Section II of this paper, describes the design and fabri-

cation of Gertie. Section IV suggests several applications

of Gertie as a research platform. Gertie has been used to

investigate and replicate emotional body language. Further-

more, a survey on the recognizability of these emotions was

conducted. This research is presented in Section III.

II. DESIGN AND IMPLEMENTATION

A. DESIGN

All mechanical parts were modeled with SolidWorks by

Dassault Systèmes2. They were 3D printed, out of ABS

plastic using the fused deposition modeling machine Strata-

sys 16503. An important design criterion was to hide all

electronic components, in order to create the impression of

a common desk lamp. In its default configuration the lamp

has approximately the following dimensions: 550 x 420 x

220 mm (see Fig. 1).

Gertie’s actuators and sensors are connected to the USB

port of a PC, which performs all the computation. This PC

runs Ubuntu Linux Operating System. C++ and the Robot

Operating System (ROS4) are used for controlling the servo

motors and the OpenCV library is used for vision processing

and object tracking.

B. GRAVITY COMPENSATION

The Robotic Desk Lamp was designed to be manually

moved into an arbitrary posture when the motors are off.

It keeps this posture despite the force of gravity due to

a counterweight, as well as two spring mechanisms which

are used for gravity compensation, as shown in Fig. 2.

Gravity compensation was important for achieving the same

dynamic movements with small motors, while providing the

functionality of a common desk lamp.

Only joints 2, 3 and 4 are affected by gravity. Fig. 2 shows

that joint 2 and 3 are balanced by springs. To determine the

gravitational effects acting on the lamp, a MATLAB model

was created of the mechanical structure, distances and spring

properties could be dimensioned, such that the torque created

by a spring equals the torque created by the force of gravity

for every angle of the respective joint.

1“Luxo Jr.“ by Pixar Animation Studios (1986)
2http://www.3ds.com/
3http://www.stratasys.com/
4http://www.ros.org/
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Fig. 2. Gravity Compensation Mechanisms.

The gravity compensation mechanisms for joints 2 and 3

need to be independent of each other. Therefore the spring

balancing joint 3 is attached to the vertical arm of the lever.

Due to the parallelogram structure of lever, wire and rod 1

the right arm of the lever always keeps its vertical orientation

independent of the angle β.

Joint 4 is balanced by a counterweight which also serves as

a knob for manually positioning the lamp, when the motors

are off.

C. PART SELECTION

Once the kinematic structure of the lamp was defined

and the dynamics of the fastest lamp movement were ap-

proximated, the required motor torque and the required

angular velocity were calculated to be: Mmin = 0.70Nm

and ωmin = π rad

s
. These calculations neglected friction as

well as gear and motor inertia and assumed that the gravity

compensation mechanisms were working perfectly. Based

on these requirements the Dynamixel AX-12A servo was

chosen which provides twice the necessary torque. Another

advantage of these motors is their digital interface, which

provides feedback, for example position and temperature and

current. They can easily be connected to the USB port of a

PC and drivers were already available within ROS. Gertie is

equipped with a small USB-Webcam that is integrated below

the light bulb in the lamp shade, as can be seen in Fig. 1.

The Webcam can provide color images with a resolution of

360x480 px at 30 FPS. A microphone is integrated in the

camera. Just like the servo controller the camera is connected

to a USB hub in the lamp stand.

D. STRUCTURAL ANALYSIS

The mechanical structure of the lamp is required to be

very stiff in order to avoid undesirable oscillations. For

simplicity the rods were directly attached to the servo motors.

Additional bearings would have made joints even stiffer, but

the design would have become undesirably large.

Angular tolerance in the axis of the joints is a bigger

problem the earlier it appears in the kinematic chain. If for

example the α-axis of joint 1 has a slackness of ±1◦ this
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Fig. 3. FEM Simulation of the Connecting Rods Under Load.

creates a slack of ±8mm in the position of the end effector.

The same deviation in the ǫ-axis of joint 5 creates a slack of

less than one millimetre in the position of the end effector.

For this reason the axis of the first joint was equipped with

an additional bearing, which is integrated in the cap of the

lamp stand. This significantly increased the rigidity of the

structure.

The most stressed parts in the whole mechanical structure

are the connecting rods between joints 2 and 3 (rod 1) and

in between joints 3 and 4 (rod 2), see Fig. 2. For this

reason special attention was given to their dimensioning. Due

to the high cost of rapid prototyping material as well as

for aesthetic reasons, the rods are designed to use as little

material as possible while while at the same time maintaining

the necessary strength.

Each rod is required to withstand the maximum me-

chanical strain created by the spring and the servo motor.

Additionally, the elastic deformation under load may not

exceed one percent of the rods length. To meet these re-

quirements an finite element method (FEM) simulation was

carried out for each of the rods. Fig. 3 shows rod 1 on the

bottom and rod 2 on top. On the left side of Fig. 3 the

displacement under maximum mechanical strain is shown

for each of the rods. On the right side the von Mises stress

is depicted. The von Mises theory calculates a scalar stress

value from the three dimensional stress tensor, which can be

compared to the tensile strength of the material. The FEM

simulation showed that the von Mises stress of both parts

reaches a maximum value of 5 N

mm2 in the middle of the rods.

The tensile strength of Fused Deposition Modeling ABS is

35 N

mm2 . Consequently, both parts will bear the stress with a

security factor of S = 35

5
= 7. This value proved to make

the structure sufficiently rigid to avoid oscillations.

III. INVESTIGATING HUMAN-ROBOT

INTERACTION WITH GERTIE

A. IDENTIFYING AND REPLICATING EMOTIONAL

BODY LANGUAGE

In the context of the ageing population of Europe and

Japan, robots are expected to play an important role in

our society assisting elderly people [10]. Additionally, many

robots are developed for entertainment. A good example

for this is the dancing Sony QRIO robot. For both of

these application domains, Human-Robot Interaction (HRI)

is essential. Since a large part of human communication takes

place non-verbally, extensive research is being conducted on

providing robots with facial expressions and body language

to increase their acceptance among humans and make HRI

more intuitive and entertaining.

1) Anthropomorphisms: Much of the research mentioned

above is conducted on humanoid robots like Kobian [6]

and NAO [5]; as well as well as on humanoid heads like

Kismet[1] or Eddie [2]. Because of the close resemblance

to humans these robots make it relatively easy for a human

observer to decode the emotions displayed by these robots.

However, the look of a robot can strongly differ from

human appearance and its body language can still be un-

derstood easily. This is because of the human peculiarity to

anthropomorphize. The first study of this phenomenon was

by Charles Darwin [11]. Later the studies presented by Ca-

porael confirmed that humans constantly anthropomorphize

animals and inanimate objects [12].

According to Blake and Shiffrar[13] the human visual sys-

tem is tuned for the pickup of socially relevant information

and it needs surprisingly little information to do so. They

investigated point light videos, in which small light tokens

are attached to the limbs of a human actor. The videos only

show these light points, not the actor himself. Experiments

showed that a point light video of an arm knocking against

a door was enough information to determine the emotional

state of the actor.

In 1986 the Pixar Animation Studios created a short film

called “Luxo Jr.”. The only characters are two Anglepoise

desk lamps, one large and one small. Luxo Jr. (small) is

playing with an inflated rubber ball, chasing it and trying to

balance on it, as Luxo (large) reacts to these antics. The ball

eventually deflates due to Luxo Jr. jumping on it. Luxo Jr. is

admonished by Luxo, who then finds Luxo Jr. playing with

an even larger ball.

Anthropomorphisms are the underlying principle of this

short film. The shapes of the lamps in the movie have very

little resemblance to a human, but the audience nonetheless

interprets its lampshade as a head and the light bulb as

an eye. The movie only shows two lamps which move,

but humans interpret these movements as a body language

revealing information about the emotional state of the lamps.

If we are to anthropomorphize Gertie in much the same

way as the lamps in “Luxo Jr.”, its lamp shade is the

equivalent of a head, the light bulb resembles an eye and

the lever above joint 3 represents the shoulders. Additionally,
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rod 2 corresponds to its upper body, rod 1 is interpreted as

Gertie’s legs and the base plate is interpreted as Gertie’s feet.

These anthropomorphisms are the basis for the development

of Gertie’s emotional body language.

Next to this the importance of giving a name to the lamp

may not be underestimated, because it encourages humans

to anthropomorphize. The Robotic Desk Lamp was named

Gertie, in honour of one of the the first animated short films

“Gertie the Dinosour” from 1914.

2) Emotion Models: In psychology there are two popular

models which systemize human emotions. Russel describes

emotions as a point in space spanned by three axes: pleasure,

arousal and dominance (PAD) [14]. Paul Ekman categorized

all human emotions in six basic emotions: 1) anger, 2)

disgust, 3) fear, 4) happiness, 5) sadness and 6) surprise [15].

Russells PAD model was used to create an affect space

for the robotic head Eddie [2], as well as for a NAO robot

[5]. The advantage of this model of emotions is that it allows

smooth transitions from one emotion to another by planning

a trajectory through affect space over time. However, each

emotion is represented by a static pose of the NAO humanoid

robot or by a certain configuration of all of the variables that

define the facial expression of Eddie.

Gertie only has five degrees of freedom - considerably less

than, Eddie or a NAO. It also does not resemble humanoids.

These are two factors which constrain its expressiveness.

However, it has been shown that motion provides even more

reliable and compelling information about the affective state

than static pictures [13]. This is why in contrast to the works

on Eddie and NAO, dynamic movements were developed for

the desk lamp to communicate emotions instead of static

poses. These movements express four of the basic Ekman

emotions: fear, happiness, sadness and surprise.

3) Human Body Language: The research on human body

language was reviewed with a particular focus on the four

emotions, that are to be expressed by Gertie. Charles Darwin

investigated how emotions are expressed in the body lan-

guage of men and animals [11]. He found that happiness is

often expressed, by laughter, various purposeless movements

and jumping, while the body is held erect and the head is

in an upright position. In contrast sadness is expressed by

slow, passive motion and the head hanging on the contracted

chest.

Later a study by Beck et al. [5] confirmed that the head

position is an important body posture variable. Happiness is

connected to an upright head position, while a hanging head

is associated with sadness or anger. This is especially impor-

tant for the development of motion patterns of the Robotic

Desk Lamp, since its lamp shade is anthropomorphized as a

head. The rods that are connecting the base with the lamp

shade are perceived as the lamp’s body. A contracted chest

can thus be represented by a pointed angle between the rods

while an upright body position can be achieved by an obtuse

angle. Fig. 4 illustrates these postures.

Darwin also states that the body language of someone

experiencing fear is most often characterized by the attempt

to retreat [11]. The whole body is rapidly turned away and

Fig. 4. Upright Position Contrasted with Contracted Position.

TABLE I

DESCRIPTION OF THE MOTION PATTERNS FOR EACH EMOTION.

Happiness The head is bouncing up and down in fast movements.
The head is erect and looking in different directions
at the summit of each up phase.

Sadness The lamp is moving very slowly as if it was very
heavy. The head is bent. Then the lamp is sighing
and lets its head sink even more, while its body is
folding into a contracted position.

Fear The lamp is reacting to something very scary. While
always looking in the direction of this something,
the lamp is rapidly retreating. The angle between the
lamp shade and the second rod is chosen such that the
impression of the head sinking between the shoulders
is created.

Surprise The lamp is scanning the environment with its gaze.
All of a sudden something that was just seen, but not
immediately grasped surprises it. The lamp rapidly
turns back its head in this direction.

the head sinks between the shoulders.

Moreover, this research was strongly influenced by the

tremendous experience of animators in creating believable

behaviour. In the 1930’s animation grew from a novelty to an

art form at the Walt Disney Studio. Ever since the same basic

principles have been applied to classical as well as computer

animation [16]. While some of these principles are very

specific to animation, others proved to be very helpful for the

development of motion patterns for the Robotic Desk Lamp.

One of them is Timing. This principle states, that the speed at

which an action is performed carries emotional meaning. Fast

movements are associated with joy, aggression and surprise,

while slow movements are associated with sadness.

Another principle that was taken into consideration is

called Follow Through. It states that natural actions seldom

come to a sudden end, but instead are carried out past their

termination points. An example would be a hand throwing

a ball, where the hand continues to move after releasing the

ball.

4) Design of Motion Patterns: The research on human

body language presented so far was used to develop four

movements for the Robotic Desk Lamp. These movements

imitate the way humans tend to move, when they feel

happiness, sadness, fear or surprise.

Table I shows a description of the motion patterns. The

most difficult emotion to display was surprise. Surprise is
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TABLE II

FORCED-CHOICE PERCENTAGE (RANDOM = 14.3%).

Anger Disgust Fear Joy Interest Sadness Surprise

Fear 4.8% 15.5% 33.3% 0.0% 1.2% 0.0% 45.2%

Joy 0.0% 0.0% 1.2% 81.0% 10.7% 0.0% 7.1%

Sadness 1.2% 0.0% 9.5% 0.0% 1.2% 88.1% 0.0%

Surprise 17.9% 28.6% 16.7% 1.2% 10.7% 0.0% 25.0%

mainly displayed in facial expressions, as discovered by

Breazeal in her work on Kismet [1]. Since the Robotic

Desk Lamp does not have facial expressions, another way

of communicating surprise had to be found. In theatre the

same problem exists. Often the audience is so far away from

the actors, that facial expressions can hardly be recognized.

Surprise is then often expressed by a bigger gesture - the

double take - that can be seen from further away. A double

take is defined as a rapid and surprised second look at

a person or a situation whose significance had not been

completely grasped at first.

5) Trajectory Planing: Four movements were developed,

each of which communicates an emotion. This section de-

scribes how they were implemented.

In computer animation the standard procedure for planing

and calculating trajectories of any moving object is to define

key frames [17]. Each key frame defines a certain posture of

the object at a certain time. The motion is generated by using

splines to interpolate in between these key frames. While key

frame animation could have been adapted for the Robotic

Desk Lamp, it is a very abstract way of defining movements

without proper software for the simulation and visualisation

of the lamp’s movements.

Instead, another approach was chosen which is called Pro-

gramming by Demonstration [18]. In this technique Gertie

is manually guided along the desired trajectory. Meanwhile

all joint angles are recorded at 50Hz and saved to a file.

Afterwards the recorded trajectory can be replayed and the

lamp moves precisely the way it was taught. This way the

design of a new movement becomes very intuitive and fast.

B. EVALUATING THE EMOTIONAL EXPRESSIVENESS

After the movements for the four different emotions were

implemented an online survey was conducted in order to

evaluate how well the emotions are recognized by people

who have not seen Gertie before. The survey was designed

in the same way as Cynthia Breazeal’s video survey on the

recognizability of the emotions of Kismet to make the results

comparable [1].

In total, 84 people participated in the survey on Gertie. All

of them were shown four videos, each displaying one of the

four different motion patterns. Afterwards they were asked

to choose from a list of seven emotions, which they thought

was displayed by the Robotic Desk Lamp in the video. The

probability of choosing the right answer by chance is 1

7
·

100% = 14.3%. Participants were also asked how sure they

felt about their decision on a likert scale from 1 to 5, with

1 meaning very unsure and 5 meaning very sure.

TABLE III

RESULTS OF THE SURVEY.

Fear Joy Sadness Surprise

Percentage correct 33.3% 81.0% 88.1% 25.0%

Most common
misinterpretation

surprise
(45.2%)

surprise
(7.1%)

fear
(9.5%)

disgust
(28.6%)

Average level
of certainty

3.6 3.9 4.1 3.1

Percentage correct in
survey on Kismet [1]

86% 57% 86% 71%

Table II shows which percentage of participants selected

which emotion, after having seen the lamp move in the

respective video. The correct answers are highlighted. As

can be seen from the table each emotion was recognized by

a percentage above the chance level of 14.3%.

Table III summarizes the results of the survey. While

joy and sadness were recognized very reliably with 81%

and 88% of all people giving the correct answer, fear and

surprise were more commonly misinterpreted as surprise and

disgust. The average level of certainty also shows that people

felt considerably less secure about their answers, when they

interpreted the lamp’s movements for fear and surprise. This

might be due to the fact, that no context was given in the

videos that were shown to the participants of the survey.

While joy and sadness are emotions which do not necessarily

have their cause in the physical world, fear and surprise are

most often triggered as a reaction to events in the outside

world. Consequently, the absence of context could have a

stronger effect on the recognizability of the emotions fear

and surprise.

The results of the survey on the recognizability of Gertie’s

emotions were compared with the results of Breazeal’s

survey on Kismet. Gertie communicates joy more reliably

than Kismet. It is as good as Kismet when communicating

sadness and worse when communicating fear or surprise.

In summary, the study shows that a “simple” Robotic Desk

Lamp is capable of communicating emotions, despite the fact

that it does not exhibit any explicit human characteristics and

the fact that it only has five degrees of freedom.

IV. RESEARCH APPLICATIONS

This section provides various examples of how Gertie can

be employed in research as well as in education.

Due to the utilization of Programming by Demonstration

teaching Gertie a new movement takes only a few seconds

- even for people without any background in robotics.

Psychologists for example could use Gertie for studies on

body language or the nature of anthropomorphisms.

Furthermore, Gertie can be used to investigate how robots

need to behave to create a compelling illusion of being

alive and having a personality. Real living beings are never

completely stiff - they breathe for example - and they never

perform the same movement twice in the same numerically

precise manner. Additionally, they recognize speech, gestures

and faces. There are many challenges concerning cognitive

products which can be investigated using the Robotic Desk

Lamp.
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Fig. 5. Harris Edge Detection Algorithm.

Gertie is supposed to serve as an educational tool in hands-

on university courses. Students could assemble the lamp and

apply what they learned about inverse kinematics to a real

robot. They could make it respond to vocal commands by

including speech recognition software, or they could learn

about computer vision by implementing a face tracking

application for example.

In order to demonstrate how Gertie can be used as an edu-

cation and research platform for computer vision algorithms,

one sample object tracking program was written. It enables

Gertie to identify a black rectangle on a white paper. When

the paper is moved, Gertie follows the paper with its lamp

shade.

The Harris Edge Detection Algorithm [19] is used to

identify the four edges of a black rectangle on a white

background and their positions within the video frame. Fig. 5

shows the four edges found by the algorithm marked with

circles.

The geometrical centre of the rectangle is calculated from

the edge positions. Finally a P-controller uses the deviation of

the rectangle’s center position from the center of the camera’s

field of vision to command a new position for the lamp shade.

The inverse kinematics equations are used to calculate the

joint angles for each motor from the cartesian coordinates.

That way, the lamp shade always keeps the same orientation

and height. It moves in a two dimensional plane, hovering

at about 20cm above the black rectangle.

Students dedicated to computer vision can use Gertie

to test more sophisticated algorithms, which for example

recognize and track the hands of someone sitting at a work

desk in order to always shed light on the object that person

is currently holding in hands.

V. CONCLUSIONS

This paper introduced an open hardware platform for

conducting research into cognitive products, human-robot

interaction or psychology. For example, the paper described

two such explorations: the first introducing a simple visual

servoing program for tracking illuminated objects; the second

exploring the possibility of encouraging intuitive and natural

human-robot interaction via replication of emotional body

language.

Finally, this paper presented a study on the recognizability

of the four emotions displayed by Gertie. While joy and

sadness were recognized very reliably with 81% and 88%

of all people giving the correct answer, fear and surprise

were more commonly misinterpreted as surprise and disgust.

However, all emotions were recognized above the chance

level percentage of 14%. In summary, the study shows

that the Robotic Desk Lamp is capable of communicating

emotions, despite the fact that it does not dispose of explicit

human characteristics.
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