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Abstract—We consider the power minimization problem with
per-user minimum rate constraints for parallel multiple-input
multiple-output (MIMO) broadcast channels employing zero-
forcing beamforming. Recent results have shown that spread-
ing data streams across several carriers—so called carrier-
cooperative (CC) transmission—can lead to a reduction of the
sum transmit power in such a scenario. However, using state-
of-the-art power minimization algorithms based on zero-forcing,
only carrier-noncooperative (CN) solutions can be obtained. In
this paper, we derive a novel algorithm that is capable of finding
CC transmit strategies and can achieve a significant decrease in
sum transmit power compared to a conventional zero-forcing
power minimization method. The key point of the algorithm
is that it combines greedy allocation of data streams, which is
a popular technique to optimize zero-forcing strategies, with a
gradient-based update of the filter vectors, which is a way to
ensure that CC solutions can be obtained. Numerical simulations
show that the advantage of the new algorithm is most pronounced
in an environment where users have spectrally similar channels.

I. INTRODUCTION

In a communication system transmitting over a set of

orthogonal resources (e.g., carriers), we can distinguish be-

tween carrier-cooperative (CC) and carrier-noncooperative

(CN) transmission schemes [1], [2]. In the case of carrier-

cooperative transmission, the encoding of the data streams is

performed jointly on all carriers. This means that data streams

can be spread across carriers and be recovered at the receiver

by combining the signals received on all carriers. Contrarily,

carrier-noncooperative transmission schemes perform an allo-

cation of subsets of the data streams to certain carriers with

separate encoding and decoding on each carrier.

Although CN transmission is known to be capacity achiev-

ing in parallel MIMO broadcast channels (e.g., [3]), it was

shown to be potentially suboptimal if the transmit strategy is

restricted to linear transceivers [4]. In our companion work

[5], we show that this potential suboptimality also holds

in the case of power minimization using linear zero-forcing

(ZF) beamforming without time-sharing, i.e., the sum transmit

power necessary to fulfill a set of quality of service (QoS)

constraints (expressed in terms of minimum per-user rates)

using carrier-noncooperative zero-forcing might be higher than

the power needed with carrier-cooperative zero-forcing. Since

zero-forcing beamforming without time-sharing is much easier

to implement than the highly complex capacity achieving

dirty paper coding (DPC, e.g., [3]) and, therefore, much more

appropriate for use in practical systems, the result from [5]

motivates further research on CC ZF.

The problem of power minimization with minimum rate

constraints and zero-forcing constraints was studied for paral-

lel MIMO broadcast channels in [6] and for parallel multiple-

input single-output (MISO) broadcast channels in [7], [8].

However, the methods proposed in these papers treat all

carriers separately, i.e., they are CN schemes. As exposed

in [2], CC transmission schemes could be developed by

applying algorithms designed for MIMO broadcast channels

to an equivalent single-carrier channel (cf. Section II, where

the system model is introduced). However, doing so with

the algorithm from [6] still leads to carrier-noncooperative

solutions because this algorithm computes filter vectors based

on singular value decompositions of the channel matrices

[2]. Therefore, the efficient design of linear CC ZF transmit

strategies without time-sharing has been an open problem.

In this paper, we propose an efficient algorithm to find sub-

optimal solutions to this problem, and we show in numerical

simulations (cf. Section V) that conventional CN strategies

can be outperformed by these solutions. The key point of the

algorithm is that it breaks with the paradigm that no iterative

algorithms are needed to optimize zero-forcing strategies (e.g.,

[6]–[8] for power minimization and [9]–[11] for sum rate

maximization). As was shown in [2], iterative updates of the

transmit and receive filters are an appropriate way to optimize

CC strategies as long as a CC initialization is chosen. To apply

this result to the case of zero-forcing, where a stream selection

is inevitable, we combine an iterative gradient-based algorithm

(cf. Section IV) with the classical approach of successive

stream allocation used in [6]–[11] (cf. Section III).

Notation: We write IL for the identity matrix of size L, 0

for the zero vector, 1 for the all-ones vector, and ei for the

ith canonical unit vector (1 as ith entry and 0 elsewhere). We

use •T to denote the transpose, •∗ for the conjugate, •H for

the conjugate transpose, | • | for the absolute value as well as

for the cardinality of a set, and ‖ • ‖ for the Euclidean norm.

We write ∀(k, s) for ∀k ∈ {1, . . . ,K}, ∀s ∈ {1, . . . , Sk}.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a MIMO broadcast system with C orthogonal

carriers, M transmit antennas, and K users, where user k

has Nk receive antennas. All channels are assumed to be

frequency-flat within a carrier c, and perfect channel knowl-

edge is assumed. The channel between the base station and

receiver k on carrier c is characterized by a channel matrix

H
(c)
k ∈ C

Nk×M and a noise covariance matrix C
(c)
k ∈



C
Nk×Nk describing the additive circularly symmetric Gaus-

sian noise η
(c)
k ∼ CN (0,C

(c)
k ) at the receiver. We assume

C
(c)
k = INk

without loss of generality since in any other case,

a whitening filter C
(c),− 1

2

k could be applied and considered as

part of a whitened channel H
(c)
k,eff = C

(c),− 1

2

k H
(c)
k .

The data for user k consists of Sk ≤ min{NkC,MC}
streams of circularly symmetric Gaussian data symbols, i.e.,

xk = [xk,1, . . . , xk,Sk
]T ∼ CN (0, ISk

). These data streams

are transmitted by the base station using linear beamforming in

a way that data streams may be spread across several carriers,

i.e., part of the signal xk,s might be found on any carrier c.

Such a carrier-cooperative transmission can be written as

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where the beamforming matrices T̃j ∈ C
MC×Sj can be

decomposed into

T̃j =
[

tj,1 . . . tj,Sj

]

diag(
√
pj,1, . . . ,

√
pj,Sj

) (2)

with ‖tj,s‖ = 1 and pj,s ≥ 0 to get a stream-wise perspective

of power allocation and beamforming.

Note that (1) is equivalent to data transmission in a single-

carrier broadcast channel (cf., e.g., [1], [2])

yk = Hk

K
∑

j=1

T̃jxj + ηk (3)

with the equivalent single-carrier channel matrix

Hk = blockdiag
(

H
(1)
k , . . . ,H

(C)
k

)

∈ C
NkC×MC (4)

and the noise vector

ηk =
[

η
(1),T
k . . . η

(C),T
k

]T

∈ C
NkC . (5)

Applying a linear receive filter GH
k ∈ C

Sk×NkC to obtain

an estimate x̂k = GH
kyk, the rate of user k reads as [12]

rk = log2 det(ISk
+ T̃ H

k HH
k GkR

−1
k GH

kHkT̃k) (6)

with

Rk = GH
kGk +

∑

j 6=k

GH
kHkT̃jT̃

H
j HH

k Gk. (7)

In CC transmit schemes, the beamformers Tk and the

receive filters GH
k do not have any special structure. However,

when applying existing ZF-based optimization methods (e.g.,

[6], [9], [10]) to the equivalent single-carrier broadcast channel

(3), we obtain solutions that can be brought to the form

T̃k = blockdiag
(

T̃
(1)
k , . . . , T̃

(C)
k

)

(8)

GH
k = blockdiag

(

G
(1),H
k , . . . ,G

(C),H
k

)

(9)

matching the block structure of the channel matrices [2]. The

reason for this is that the abovementioned algorithms choose

the receive filters based on singular value decompositions of

the channel matrices. As the transmit filters in (8) allow us to

partition the data symbol vectors as

xk =
[

x
(1),T
k . . . x

(C),T
k

]T

(10)

where x
(c)
k contains symbols which are transmitted only over

carrier c, these filters correspond to a CN strategy.

As mentioned above, we consider the case of zero-forcing,

i.e., an estimate x̂k,s of the sth stream of user k may

not contain interference of any other data stream, including

streams of the same user. This is expressed by the constraints

gH
k,sHktℓ,t = 0 ∀(k, s) 6= (ℓ, t) (11)

where gH
k,s is the sth row of GH

k . As a consequence of the zero-

forcing constraints, we obtain Stot =
∑K

k=1 Sk independent

subchannels since no interference of users j 6= k is present in

(7) and since the per-user rate (6) decomposes into

rk =

Sk
∑

s=1

rk,s (12)

where the per-stream rates

rk,s = log2 (1 + γk,spk,s) (13)

can be expressed by means of the subchannel gains

γk,s =

∣

∣

∣
gH
k,sHktk,s

∣

∣

∣

2

gH
k,sgk,s

. (14)

The problem of minimizing the sum transmit power

P =

K
∑

k=1

Sk
∑

s=1

pk,s (15)

under QoS and ZF constraints now reads as

min
(Sk) ∀k

(pk,s≥0,gk,s,tk,s) ∀(k,s)

K
∑

k=1

Sk
∑

s=1

pk,s

s.t. rk ≥ ̺k ∀k
gH
k,sHktℓ,t = 0 ∀(k, s) 6= (ℓ, t) (16)

where ̺k > 0 is the minimum rate required by user k, and rk
is a function of the optimization variables as can be seen in

(12) through (14). Note that the constraint rk ≥ ̺k is always

active in the optimal solution since the per-user rates rk are

strictly increasing in the per-stream powers pk,s.

In order to fulfill both the ZF and the QoS constraints, it

is necessary that K ≤ MC, but there is no limit on the total

number of receive antennas
∑K

k=1 Nk.

III. GREEDY STREAM ALLOCATION

As we perform zero-forcing beamforming, the total num-

ber of streams that the base station can transmit is limited

to
∑K

k=1 Sk ≤ MC, but the number of channel outputs
∑K

k=1 NkC might be larger than MC. For this reason, a

stream allocation procedure is necessary.



To avoid the exponential complexity of an exhaustive

search, stream allocation is commonly performed by a succes-

sive scheme such as greedy allocation [6], [10], [13], where

the base station allocates streams one after another in a way

that the value of the cost function is decreased as much as

possible in each allocation step. For the allocated streams,

filter vectors have to be chosen, which is typically done based

on a singular value decomposition (SVD) for the receive filters

and based on channel inversion for the transmit filters (e.g.,

[6], [10]). However, it was shown in [2] that such schemes can

only find carrier-noncooperative transmit strategies. Therefore,

we combine greedy allocation with an iterative filter update

method with random initialization, which—according to [2]—

is capable of finding carrier-cooperative solutions.

Let P (s) with s =
[

S1 S2 . . . SK

]T ∈ N
K be the

sum power computed for a certain stream allocation s using

the iterative filter update method, which is presented in detail

in Section IV. In each step, the greedy algorithm, which is

summarized in Algorithm 1, computes P (s+ej) for all users

j with Sj < NjC and eventually allocates the stream such

that the sum power decreases most, i.e.,

s← s+ ej⋆ with j⋆ = argmin
j

P (s+ ej). (17)

The procedure is stopped if MC streams have been allocated

or no further decrease in sum power is achieved, i.e., if P (s+
ej⋆) > P (s).

Note that choosing the filters by means of an iterative

algorithm allows us to directly start with one data stream for

each user, i.e., Sk = 1 ∀k, while other successive allocation

methods usually start with no data streams, i.e., Sk = 0 ∀k.

Consequently, we do not face the problem discussed, e.g.,

in [6], [8], that the QoS constraints of the optimization (16)

cannot be fulfilled during the first allocation steps.

Algorithm 1 Greedy Power Minimization for CC ZF

1: set s← stmp ← 1, compute P (stmp) using Algorithm 2

2: while 1
Ts < MC do

3: for all j with eT
js < NjC do

4: compute P (s+ ej) using Algorithm 2

5: if P (s+ ej) < P (stmp) then
6: stmp ← s+ ej
7: end if

8: end for

9: if P (stmp) > P (s) then
10: break

11: end if

12: s← stmp

13: end while

IV. OPTIMIZATION OF FILTERS AND PER-STREAM RATES

In order to reduce the transmit power, we perform an

alternating optimization that consists of gradient descent steps

for the receive filters gk,s and a waterfilling-like optimization

of new variables ρk,s representing the per-stream rates.

Solving (13) for the per-stream powers, we can express

pk,s =
qk,s

γk,s
with qk,s = 2ρk,s − 1 (18)

explicitly as functions of the per-stream rates ρk,s and the

subchannel gains γk,s.

Furthermore, by introducing the projection matrix

P⊥
k,s = IMC −Qk,s

(

QH
k,sQk,s

)−1
QH

k,s (19)

with

Qk,s =
[

HH
1 g1,1 HH

1 g1,2 . . .

. . . HH
k gk,s−1 HH

k gk,s+1 . . .
]

(20)

we can write the optimal zero-forcing transmit filters as

functions of all receive filters (see, e.g., [14]–[16]):

tk,s =
P⊥

k,sH
H
k gk,s

‖P⊥
k,sH

H
k gk,s‖

. (21)

Since P⊥
k,s projects onto the nullspace of all effective channels

gH
ℓ,tHℓ with (ℓ, t) 6= (k, s), it is not a function of gk,s, and it

is invariant to permutations of the columns of Qk,s.

Combining (14) and (21), we get

γk,s =
gH
k,sHkP

⊥
k,sH

H
k gk,s

gH
k,sgk,s

(22)

which only depends on the receive filters and is invariant to

the scaling of these filters. Together with (18), this allows us

to rewrite the optimization problem (16) as

min
(ρk,s≥0, gk,s) ∀(k,s)

K
∑

k=1

Sk
∑

s=1

qk,s

γk,s
s.t.

Sk
∑

s=1

ρk,s = ̺k ∀k. (23)

Note that we could also use the beamforming vectors tk,s
as optimization variables and express the receive filters as

functions of the beamformers, i.e., perform zero-forcing at

the receivers. However, in most practical systems, the base

station has more degrees of freedom than the receivers, i.e.,

MC > NkC. Therefore, when we aim at supporting up to

MC data streams, at least part of the zero-forcing constraints

have to be fulfilled by means of an appropriate choice of the

transmit filters. A straightforward approach is to fulfill not only

some, but all of the ZF constraints by choosing the transmit

filters (21), which allows for arbitrary receive filters.

For fixed filters, the subchannel gains γk,s are constants, and

(23) reduces to a waterfilling-like optimization [17], which is

solved by

ρk,s = max

{

0, log2

(

λkγk,s

ln 2

)}

(24)

where the optimal water level is obtained from

λk = ln 2

(

2̺k

∏

s∈Sk,a
γk,s

)
1

|Sk,a|

(25)

with Sk,a being the set of streams of user k with ρk,s > 0.



For fixed per-stream rates, the scalars qk,s are constants, and

(23) reduces to an unconstrained optimization. Thus, the sum

power can be decreased by a gradient descent step

gnew
k,s ← gk,s − d

∂P

∂g∗
k,s

, gnew
k,s ←

gnew
k,s

‖gnew
k,s ‖

∀(k, s) (26)

where d is the step size, and

∂P

∂g∗
k,s

=− qk,s

γ2
k,s

∂γk,s

∂g∗
k,s

−
K
∑

ℓ=1

Sℓ
∑

t=1
(ℓ,t) 6=(k,s)

qℓ,t

γ2
ℓ,t

∂γℓ,t

∂g∗
k,s

(27)

with

∂γk,s

∂g∗
k,s

=
1

‖gk,s‖2
(

HkP
⊥
k,sH

H
k − γk,sINkC

)

gk,s (28)

∂γℓ,t

∂g∗
k,s

=
1

‖gℓ,t‖2
HkP

⊥
ℓ,tH

H
ℓ gℓ,tg

H
ℓ,tHℓQℓ,t

(

QH
ℓ,tQℓ,t

)−1
ej

(29)

where (ℓ, t) 6= (k, s), and j is the index of the column of

Qℓ,t containing the vector HH
k gk,s. The scaling of gnew

k,s to

unit norm in (26) is for numerical robustness and does not

change the subchannel gains [cf. (22)].

We choose the step size d as

d← dinit

max(k,s)

∥

∥

∥

∂P
∂g∗

k,s

∥

∥

∥

(30)

where the scaling operation is again for numerical robustness.

As the gradient step can guarantee an improvement only

locally, we implement a simple step size control: if the receive

filters gnew
k,s obtained from (26) lead to an increased sum power,

we divide the step size d by a factor of 2 and retry the gradient

step until a decrease is eventually achieved. If even a certain

minimal step size dmin does not lead to an improvement or

the relative improvement is smaller than a given value ǫ, the

algorithm terminates. In our simulations, we used dinit =
1
2 ,

dmin = 10−14, and ǫ = 10−3. Due to the step size control, the

method is robust to the choice of dinit.

As shown in Algorithm 2, we repeat the gradient step and

the waterfilling procedure in an alternating manner. Conver-

gence is guaranteed as the transmit power is bounded by the

optimal value and both steps can only decrease the power.

In order to obtain a CC solution, the initial filter vectors

have to correspond to a CC strategy [2]. Therefore, we choose

the initial receive filters of new streams by applying a Gram-

Schmidt orthogonalization to a set of random vectors. For

existing streams, we keep the solution obtained in the previous

outer iteration as initialization.

V. NUMERICAL ANALYSIS

In this section, we compare the average sum transmit

power of the proposed carrier-cooperative zero-forcing (CC

ZF) algorithm to the power achieved by the greedy allo-

cation (GA) discussed in [6], which is based on carrier-

noncooperative transmission. Moreover, we include curves for

the optimal sum transmit power achievable with DPC, i.e.,

Algorithm 2 Power Minimization for Fixed Stream Allocation

1: choose CC initialization gk,s, compute γk,s using (22)

2: while true do

3: compute ρk,s using (24), (25) and P using (15), (18)

4: compute ∂
∂g∗

k,s

P using (27)

5: compute d using (30)

6: while true do

7: compute gnew
k,s using (26)

8: compute P new from (15), (18) using gnew
k,s in (22)

9: if P new < P or d < dmin then

10: break

11: else

12: d← d
2

13: end if

14: end while

15: if d < dmin or P−Pnew

P
< ǫ then

16: break

17: end if

18: gk,s ← gnew
k,s

19: end while

with a nonlinear technique with time-sharing and without zero-

forcing constraints. Though it is carrier-noncooperative, the

DPC solution computed by means of the algorithm in [3] is the

global optimum of the power minimization problem in parallel

MIMO broadcast channels and, thus, a lower bound to any

suboptimal CC or CN transmission scheme. All simulations

are averaged in the dB-domain for 1000 channel realizations.

We consider a set of C = 5 parallel broadcast channels

with M = 2 transmit antennas, K = 5 users, and Nk = 2
antennas at each receiver.1 Fig. 1 shows simulation results

for i.i.d. Gaussian channel coefficients with zero mean and

unit variance. The simulations are performed with the same

minimum rate requirement ̺k = ̺ for all users k, and various

values of ̺ are considered.

We observe that the three curves lie close to each other

for small rate requirements ̺, i.e., CC ZF does not achieve

a notable gain compared to GA, and both suboptimal zero-

forcing schemes perform close to the DPC lower bound. As the

base station has more degrees of freedom than there are users

in the system, relatively low rate requirements can be fulfilled

without big effort, and neither the additional freedom obtained

by performing CC transmission nor the interference cancella-

tion by means of DPC leads to a significant improvement.

However, for higher ̺, serving all users at their required rate

gets more challenging, and there is a significant gap between

the GA method and the optimal DPC solution. The proposed

CC ZF algorithm is able to close at least part of this gap.

The gain of CC transmission gets more pronounced in a

different channel model. Let us assume that the receivers

encounter interference (e.g., from other cells) whose power

1Note that scenarios with such a small number of carriers C can occur in
a practical system, e.g., if groups of carriers within the frequency coherence
interval are combined and considered as one logical carrier.
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Fig. 1. Average power in dB for rate requirements ̺k = ̺ ∀ k: simulation
results for M = 2, N = 2, K = 5, C = 5, i.i.d. channel realizations.
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Fig. 2. Average power in dB for rate requirements ̺k = ̺ ∀ k: simulation
results for M = 2, N = 2, K = 5, C = 5, spectrally similar channels.

varies as a function of the carrier index c. Treating this

interference as additional noise, the average quality of the

whitened channels H
(c)
k,eff = C

(c),− 1

2

k H
(c)
k (cf. Section II)

depends on the carrier c. An easy way to model such a scenario

is using scaled versions H
(c)
k,eff = w(c)H

(c)
k of the i.i.d. channel

matrices H
(c)
k used above. For our simulations, we have

chosen w(c) = 0.1 + 0.9 c−1
C−1 . Adopting the nomenclature of

[5], we say that the users have spectrally similar channels.

As can be seen in Fig. 2, CC transmission is beneficial

even for low rate requirements in the case of spectrally similar

channels. This can be explained as follows. By deciding which

users to serve over the strongest carrier and which only over

weaker ones, the transmit power needed for some users is

traded off against the power needed for other users. While

CN ZF can only make extremal decisions, namely serving or

not serving a user on a carrier, CC transmission can implement

a middle course, which might be a better trade-off [5].

VI. CONCLUSION

An algorithm to optimize carrier-cooperative zero-forcing

transmission has to deal with the particularities of both con-

cepts. As zero-forcing limits the number of possible data

streams, a stream allocation has to be performed, and to

optimize carrier-cooperative transmit strategies, iterative filter

update methods are suitable. To derive a CC ZF power

minimization algorithm for parallel MIMO broadcast channels,

we have, therefore, combined greedy stream allocation with an

iterative procedure based on gradient steps and waterfilling.

Numerical simulations show that the proposed CC ZF

method can provide power savings compared to a state-of-

the-art zero-forcing method without carrier cooperation. In

particular, if the users in the system have spectrally similar

channels, CC ZF leads to a significant improvement compared

to conventional ZF. These results show that the suboptimality

of CN ZF studied in [5] is not only of theoretical nature, but

can indeed be observed in numerical simulations with random

channels (and not only in a constructed example as in [5]).
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