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ABSTRACT 

Rendezvous & docking is a quintessential capability for all on-orbit servicing and space debris 

removal activities. Considerable research and development effort has been expended to develop 

automated or even autonomous rendezvous & docking systems for these applications. Nonetheless, 

uncooperative targets which are not equipped with docking interfaces and sensor targets, and 

which might be rotating or tumbling, still require the involvement of a human operator to be cap-

tured successfully. 

This doctoral thesis investigates the two-pronged hypothesis that (1) a human operator is able to 

successfully conduct final approach and docking maneuvers of a generic, rotating target object, 

using a joystick, live video feedback, and a support suite consisting of a spacecraft attitude head-up 

display (HUD), and a trajectory prediction display; and (2) the operator’s performance is increased 

when the chaser spacecraft is equipped with a robotic camera arm called the ThirdEye, providing an 

auxiliary, flexible vantage point, and a graphical user interface integrating the HUD, trajectory 

prediction and multiple camera views into an accessible and intuitive operator interface. These 

approach and docking maneuvers are to be conducted under the impact of time delays representa-

tive of space communication links using a single geostationary relay satellite. 

The system components’ design and implementation is described, with their requirements being 

developed from existing human-machine interfaces in the underwater, ground and air vehicle 

teleoperation domains. This description is accompanied by a number of user studies testing and 

evaluating single system components in order to identify the most usable system configuration. The 

results of the development process are an attitude HUD based on the outside-in principle in an 

orbital-plane based coordinate reference system; a three-dimensional (3D) trajectory prediction 

display in the chaser spacecraft body coordinate system; the ThirdEye, a five degrees of freedom 

robotic camera arm with a virtual, 3D status display, controlled by means of a single joystick; and 

an operator interface integrating these features with two monoscopic video streams. 

Using this operator support system, a series of final approach and docking experiments was con-

ducted. The experiments showed that even inexperienced operators could successfully dock to 

rotating target objects using the combination of attitude HUD, trajectory prediction display and a 

single monoscopic video stream. With the introduction of the robotic camera arm and the auxiliary 

camera view, the success rates and the precision of the docking maneuvers was increased along 

with operator situation awareness, albeit at the cost of increased propellant and time consumption. 

Operator task load and docking safety were not influenced by use of the ThirdEye.  

Human operators can therefore be enabled to successfully complete the challenging approach and 

docking maneuvers of rotating, uncooperative targets. Teleoperation of this mission phase is thus 

an alternative to automated or autonomous systems, either as a contingency backup or as the nom-

inal approach. 
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ZUSAMMENFASSUNG 

Rendezvous & Docking ist eine essentielle Fähigkeit für alle On-Orbit Servicing und Space Debris 

Removal-Missionen. Daher wurde beträchtlicher Forschungs- und Entwicklungsaufwand im Be-

reich automatischer und autonomer Rendezvous & Docking-Systeme betrieben. Dennoch erfordern 

unkooperative Ziele, die nicht mit Docking-Schnittstellen und Sensorzielen ausgestattet sind, und 

eventuell rotieren oder taumeln, die Miteinbeziehung eines menschlichen Operators. 

Diese Dissertation untersucht die zweiteilige Hypothese, dass (1) ein Operator in der Lage ist, nur 

unter Verwendung eines Joysticks, Live-Videos, einem Lage-Head-Up-Display (HUD), und einer 

Flugpfadprädiktion erfolgreich Dockinganflüge eines generischen, rotierenden Zielobjekts durchzu-

führen; (2) die Leistung des Operators wird verbessert, wenn der anfliegende Satellit mit dem 

ThirdEye ausgerüstet ist, einem robotischen Kameraarm, der einen zusätzlichen, flexiblen Blick-

punkt bietet, sowie einer grafischen Nutzerschnittstelle, die das HUD, die Flugpfadanzeige und die 

beiden Kamerabilder integriert. Die Anflug- und Dockingmanöver sollen dabei unter dem Einfluss 

der Signallaufzeitverzögerungen stattfinden, die für Kommunikationstrecken übern einen geostati-

onären Relaissatelliten repräsentativ sind.  

Das Design und die Umsetzung der Systemkomponenten werden beschrieben, wobei die Systeman-

forderungen aus vergleichbaren Mensch-Maschine-Schnittstellen der Unterwasser-, Luft-, und 

Fahrrobotik entwickelt werden. Diese Systembeschreibung wird durch eine Reihe von Nutzerstu-

dien begleitet, die einzelne Komponenten testen und evaluieren, um die geeignetste Systemkonfi-

guration zu identifizieren. Dier Ergebnisse der Entwicklung sind ein Lage-HUD, welches auf dem 

„Inside-Out“-Prinzip und einem Orbitebenen-basierenden Koordinatensystem basiert; eine dreidi-

mensionale (3D) Flugpfadprädiktion im Körperkoordinatensystem des anfliegenden Satelliten; das 

ThirdEye, ein robotischer Kameraarm mit fünf Freiheitsgraden welcher über eine virtuelle, 3D 

Statusanzeige und einen einfachen Joystick gesteuert wird; und eine Mensch-Maschine-

Schnittstelle, die diese Komponenten mit zwei monoskopischen Videos kombiniert. 

Eine Reihe von Dockingexperimenten wurde durchgeführt. Die Experimente zeigten, dass auch 

unerfahrene Operatoren in der Lage sind, unter Verwendung des HUD, der Flugpfadanzeige, und 

Mono-Video an rotierende Zielobjekte anzudocken. Die Verwendung des Kameraarms und der 

zusätzlichen Kamera erhöht die Erfolgsraten, die Andockpräzision, sowie das Situationsbewusst-

sein der Operatoren, jedoch zu dem Preis erhöhten Treibstoff- und Zeitbedarfs. Die Arbeitsbelas-

tung des Operators und die Sicherheit der Anflüge wurden durch das ThirdEye nicht beeinflusst.  

Bodenoperatoren können daher in die Lage versetzt werden, die herausfordernden Anflüge unko-

operativer, rotierender Ziele erfolgreich durchzuführen. Die Teleoperation dieser Anflüge ist daher 

eine Alternative zu automatischen oder autonomen Systemen, entweder als Ausweichmöglichkeit 

für Systemfehlverhalten, oder auch als nominaler Operationsansatz. 
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Symbol Description 
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  (        )
 

  linear acceleration vector 

ai translation along x axis of joint i 

Ai direction cosine matrix 
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orbit inclination 
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THESIS SCOPE 

1. INTRODUCTION 

Rendezvous & docking of spacecraft has been one of the principal challenges of spaceflight. The 

capability of having one spacecraft perform what is essentially a controlled collision with another, 

establish a secure connection, and disengage after the completed mission has been quintessential 

for the Moon missions of the Apollo program, the servicing flights of the Space Shuttle, as well as 

assembly and supply of the space stations. It will furthermore be an enabling capability for future 

missions like satellite servicing, space debris removal, missions to Near Earth Objects (NEOs), 

sample return missions, as well as any crewed exploration of the other planets in the solar system. 

While the approach of cooperative objects like the ISS or the Hubble Space Telescope has been mas-

tered by both crewed and automated space systems, the advent of robotic on-orbit servicing (OOS) 

and space debris removal missions presents a new set of challenges for rendezvous & docking 

systems. The majority of servicing clients and debris objects are of uncooperative nature, meaning 

that they are not equipped with sensor targets and docking mechanisms and will in many cases 

rotate or tumble around their axes. The approach of such targets is a major challenge to any ren-

dezvous & docking system and is currently at the edge of the capability of automated robotic sys-

tems. 

This doctoral thesis therefore proposes to put a human operator into the control loop of the final 

approach and docking to increase the teleoperation system’s capabilities of motion recognition, 

docking point identification, path planning, and problem solving. The operator will thus perform 

the maneuvers in direct realtime teleoperation. Whether this approach is taken during nominal 

operations or as a last-ditch measure to rescue a mission is not of concern to this research. This is a 

decision to be taken by program managers and mission controllers. 

In order to enable the operator to perform this demanding task, two systems are developed and 

tested regarding their effect on operator situation awareness and teleoperation system perfor-

mance. One is a head-up display (HUD) designed to intuitively display the chaser spacecraft attitude 

and a projection of its flight path into the near future. This serves to enable the operator to under-

stand the motion of his own craft and thus to establish a baseline for estimation of all relative mo-

tion. The second system is the so-called ThirdEye. This system is to provide the operator with mul-

tiple, freely positionable vantage points that enable him to understand the relative motion between 

the involved spacecraft during final approach and docking. The system consists of a robotic arm 

carrying a camera, and an operator interface integrating the HUDs both with the primary and sec-

ondary camera views, as well as with a virtual representation of the camera arm. 

This doctoral thesis develops the necessity and the requirements for an operator support system 

facilitating teleoperated final approach and docking. It then describes the development of the 
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ThirdEye Situation Awareness Enhancement System, as well as the experiment campaign aimed at 

evaluating the system and verifying its functionality.  
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2. WORKING HYPOTHESES 

Presuppositions 

The docking approach to be simulated shall be a stable orbit approach from a distance of below 10 

meters, thus representing the final minutes in a rendezvous & docking scenario. 

The research hypothesis behind this doctoral thesis is two-pronged.  

Teleoperator Hypothesis 

A human operator, relying on video data and supported by an attitude HUD and a trajectory predic-

tion display, is able to accomplish safe and efficient final approach and docking of an uncooperative, 

rotating target spacecraft under the system limitations typical for space teleoperation. These limita-

tions concern the roundtrip time delay in the communication chain, which shall assume values 

demonstrated in literature, the quality and frame rates of available video data, as well as the quanti-

ty and quality of other available sensor data. 

Requirements 

The roundtrip time delay in the test setup shall be around 700 ms, with the jitter associated with 

Wide Area Network (WAN) transmissions. This reflects the measurements made for single-DRS 

communication chains in preceding research activities as detailed in sections 3.1 and 3.2. 

 

ThirdEye Hypothesis 

A robotic camera arm (so-called ThirdEye), guided independently of other manipulators and the 

satellite platform, enhances the operator’s awareness of the chaser satellite’s position and orienta-

tion relative to the target spacecraft sufficiently to improve his performance compared to the base-

line. 

Requirements 

The available sensor information shall only include attitude and position information about the 

chaser spacecraft and the amount of relative position and velocity information that would be avail-

able using laser rangefinders. It shall not include any information about target object orientation 

and motion. This will ensure that the system and the verification and evaluation experiments rep-

resent a realistic use case applicable to current robotic space systems capabilities and operational 

limitations.  

 

These hypotheses are to be investigated in mission simulations and experiments utilizing an exper-

imental setup specifically designed for this doctoral research. The results of these experiments shall 

prove or refute the hypotheses.  
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3. OBJECTIVES AND APPROACH 

Research Gap 

The survey of OOS applications and tasks in Chapter 1 shows that the prerequisite for any opera-

tional OOS and space debris removal system is the capability of rendezvous & docking with 

potentially uncharacterized and uncooperative target objects. Such rendezvous & docking systems 

must be adaptable and flexible in order to be usable on a wide range of missions and for a multitude 

of different targets, as well as being able to react to unforeseen events like unknown or unexpected 

target geometries or chaser subsystem failures. This places demanding requirements on robotic 

systems. 

The demonstrator missions flown thus far have all been limited in their realism in that the 

targets were all equipped with dedicated docking targets facilitating sensor acquisition and track-

ing. The targets furthermore were fully cooperative, i.e. expecting to be captured, equipped to be 

captured, and remaining in a stable position to be captured. It is explained in Chapters 1 and 4 why 

this behavior is not likely to be encountered on operational OOS and debris removal missions.  

For future operations in the context of OOS and space debris removal, the uncertain environment 

and anomalies encountered during rendezvous missions [1] will lead to a need for faster re-

sponses and more adaptability, flexibility and innovation [2]. Supported by the computer 

system, the operator will be asked to make critical decisions based on the data available [3]. So a 

human operator monitoring or guiding the robotic system is necessary or at least desirable. 

NASA conducted a number of risk assessment studies as part of the Exploration System Architecture 

Study [4]. In this study, based on historical data of U.S. and Russian rendezvous & docking missions, 

the probability of the failure of a rendezvous on a mission to Moon or Mars is given as 1 in 97 for an 

automated rendezvous & docking system like Kurs, and between 1 in 230 and 1 in 369 for human-

piloted rendezvous & docking [4]. NASA operations procedures therefore require that a human 

pilot be able to assume manual command over a vessel even for flight operations which will nomi-

nally be executed in automated control modes [5]. The assumption of human control is especially 

valuable in the OOS scenario with uncooperative targets, since astronaut pilots have repeatedly 

demonstrated their capability of successfully guiding spacecraft based on visual cues, even 

visually distinguishing tumbling motions [6]. 

Removing the pilot from the spacecraft and having him teleoperate the maneuvers will certainly 

increase the man-in-the-loop failure rates over an actual astronaut pilot. Nonetheless, teleoperat-

ed final approach and docking is expected to increase system flexibility and performance 

over automated or even autonomous systems, and thus to be a viable compromise between human 

spaceflight and fully automated systems. 

As is shown in the short survey of telerobotic systems in Chapter 2, teleoperation tasks of compa-

rable complexity and difficulty can be successfully achieved by robotic air, ground and sea systems. 

Technology demonstrator missions like ETS-VII have also proven the general feasibility of tele-
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operated docking, albeit with a cooperative target. There thus exists no reason to conclude that 

teleoperated final approach and docking should not be feasible within the limitations of teleopera-

tion in space. 

Control-loop simulations conducted for teleoperated docking have shown that the control perfor-

mance of the operator under the impact of time delay was within the requirements of safe proximi-

ty operations and docking [2]. These simulations however did not involve actual human-in-the-

loop experiments.  

Experiments for teleoperated docking of Gemini spacecraft showed that docking based on camera 

images alone is feasible, with no resulting change in operator technique and workload, and little 

degradation in vertical and lateral accuracy in docking [7]. These experiments were limited to 

fully cooperative targets. 

Further teleoperated experiments conducted in dive tanks showed that while teleoperated docking 

under time delay is fully feasible, adding some automated closed-loop functionality like attitude 

hold or autonomous trajectory following improves docking performance [8]. Facilitating the use of 

these automated systems would be a full 3D positioning sensor suite [8], as used in many high 

performance robotic systems and virtual reality laboratories (see Section 2.4). While this kind of 

setup is readily available in a confined laboratory environment, it cannot be realized in space. 

There, only the sensors mounted on the chaser are available to the operator. These sensors are 

of course subject to the same limitations restricting the effectiveness of automated systems.  

The key challenges of teleoperated orbital rendezvous are the accumulated time delay between 

successive ground-commanded maneuvers, navigation errors, maneuver execution accuracy, and 

environment modeling error [9]. Of these, the time delay is the major factor, albeit influenced by 

the other three. Time delay between telemetry data reception and a responding command uplink is 

on the one hand due the roundtrip signal travel delay between the ground station and the space-

craft (refer to Section 3). On the other hand, the time required by the operators to interpret the 

telemetry data, pass it up the command hierarchy, get a decision approved, pass this down the 

hierarchy and uplink it to the spacecraft is the dominating component [10]. Since the minimum safe 

approach distance is predetermined by the fact that in order to avoid a collision the station-keeping 

uncertainties must be less than the distance to the target multiplied by a safety factor [9], this time 

delay must be reduced so that correction commands are uploaded frequently enough to maintain a 

safe condition. If this is not possible, an automated system must be introduced for quicker response 

times.  

While the signal travel delay cannot be significantly reduced apart from some optimization in the 

data processing components of the communication chain, the status perception and decision-

making loop can be accelerated by immersing the operator in the remote environment and allowing 

him to directly guide the spacecraft on his own, without having to wait for approval for each ma-

neuver command to be executed. This requires the formatting and display of telemetry data so 

that the operator can more intuitively understand what is happening on orbit and rapidly issue 
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commands using intuitive man-machine interfaces. The lessons learned for HMI design in the 

other fields of telerobotics (see Section 2.4) can be applied to space teleoperation interfaces and 

thus lead to highly intuitive and efficient HMI designs. 

Objectives 

The objectives of this doctoral thesis are to design such a suite of space teleoperation displays using 

Head-Up Displays (HUDs) and virtual representations of the remote environment, as well as a 

robotic camera arm system providing flexible vantage points of the remote situation. This system, 

called the ThirdEye Situation Awareness Enhancement System, is to augment the operator’s inherent 

capabilities of image processing, pattern and motion recognition, and thus allow the operator to 

safely and efficiently control orbital rendezvous maneuvers with uncooperative targets under time 

delay. 

This system is to be tested in human-in-the-loop mission simulations. These simulations will 

have the operators control the final approach and docking of uncooperative, rotating target 

objects. The teleoperation control chain will be under the impact of a roundtrip delay of 700 

ms, which is representative of communication chains via a single geostationary data relay satellite 

(DRS). 

Situation Awareness 

The ThirdEye Situation Awareness Enhancement System is meant to enhance the operator’s situation 

awareness (SA). Following the general definition of SA (Section 2.4), SA for proximity operations is 

in this thesis defined as 

 knowledge of ownship position, attitude and motion 

 prediction of ownship state into the future for maneuver planning and time delay compen-

sation 

 knowledge of target object relative position, attitude and motion 

ThirdEye System 

These SA requirements will be addressed by the ThirdEye Situation Awareness Enhancement System 

as shown in Table 1-1. 

Table 1-1: Information requirement for operator SA during proximity operations and the corre-
sponding ThirdEye system components.  

Proximity operations SA requirement ThirdEye System component 

knowledge of ownship position, attitude and motion 

ThirdEye Proximity Operations HUD prediction of ownship state into the future for maneuver 

planning and time delay compensation 

knowledge of target object relative position, attitude and 

motion 
ThirdEye Robotic Camera Arm System 
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Knowledge of ownship position, attitude and motion will be provided to the operator by means 

of a ThirdEye Proximity Operations HUD. This HUD will convey information about ownship attitude 

in an intuitively accessible format. The HUD will furthermore contain a realtime trajectory pre-

diction display showing the chaser vehicle’s flight path in relation to the target object based on 

current user commands. 

Knowledge of target object relative position, attitude and motion will be provided by the 

ThirdEye Robotic Camera Arm System. This system will be mounted on the chaser satellite and 

provide visual information about the proximity operations maneuver from a flexible vantage 

point. This allows the operator to “look around the corner” and so observe the docking approach 

from above or the sides in addition to a first-person view. The camera views provided by this sys-

tem will be integrated with the attitude and trajectory prediction HUDs in the ThirdEye Proximity 

Operations Graphical User Interface (GUI). 

These systems are designed to increase operator SA and thus performance during the critical phase 

of rendezvous & docking, allowing safe and efficient teleoperation of proximity operations and 

docking maneuvers.  
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4. THESIS STRUCTURE 

This doctoral thesis is organized in three chapters and fourteen sections, plus an appendix provid-

ing supplementary information. 

Chapter A serves to summarize the state of the art in research and technology in the fields 

relevant to teleoperated rendezvous & docking in the context of on-orbit servicing. First, the differ-

ent applications of on-orbit servicing are discussed, as well as the planned, completed and cancelled 

missions in order to demonstrate the relevance of rendezvous & docking research to this emerging 

field (Section 1). The reader is then introduced to the applications in other fields of telerobotics and 

to the various interface design principles and lessons learned for human-machine interaction in 

realtime teleoperation (Section 2). The discussion is then continued in Section 3 with an overview 

of both the special considerations deriving from space communications and the resulting signal 

time delays, and the challenges of teleoperation in the orbital environment. Section 4 then proceeds 

to provide the basics of rendezvous & docking of spacecraft, as well as the limitations of current 

systems in the on-orbit servicing context.  

Chapter B covers the description of the research program. It starts in Section 5 with the descrip-

tion of the simulation environment used for testing the working hypothesis. Section 6 then de-

scribes the requirements for a proximity operations head-up display, its design and implementa-

tion, as well as the experiments evaluating the system and identifying the most beneficent system 

configuration. This treatment is repeated for the ThirdEye robotic camera arm system in Chapter 7. 

Section 8 closes the chapter with the discussion of the ThirdEye evaluation experiments and the 

analysis of the experiment data. Chapter B therefore covers the technical contributions achieved 

over the course of this doctoral thesis, as well as the measurements and statistical analyses made. 

Chapter C finalizes the thesis with a discussion of the experimental results and the confirmation 

of the hypothesis (Section 9). Section 10 describes a number of technical issues which must be 

considered before teleoperated rendezvous & docking and a system like the ThirdEye can be em-

ployed in operational missions, and provides pointers to future research directions in the field of 

spacecraft teleoperation. Finally, the thesis is summarized and concluded in Section 11.  
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TELEROBOTIC ON-ORBIT SERVICING – STATE OF THE ART 

 

 

 

If I have seen further than others,  

it is by standing upon the shoulders of giants. 

Isaac Newton 
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1 On-Orbit Servicing 

Telerobotic on-orbit servicing and space debris removal are considered the main application fields 

for the systems developed within this thesis, as well as for the research results generated. This 

section therefore serves to describe the state-of-the art in OOS systems, as well as their current 

limitations. Section 1.1 describes the main motivation factors behind the general idea of OOS and 

takes a critical look at the business case of OOS systems. Section 1.2 discusses the different tasks to 

be accomplished by operational OOS systems and provides examples of space systems that have 

demonstrated individual or multiple subtasks. The achievements and limitations of the major oper-

ational and demonstration systems are then discussed in Section 1.3. Section 1.4 serves to derive 

the requirements for operational OOS systems which are relevant for the ThirdEye Situation 

Awareness Enhancement System to be developed and evaluated in this doctoral thesis  

1.1 Motivation and Business Case 

Spacecraft are very expensive articles that must be operated for a long time in order to justify the 

investment by the owner/operator or to earn a profit [11]. A geostationary Earth orbit (GEO) com-

munications satellite costs around 100 million Euros [12, 13]. It is equipped with 60 – 80 [13, 14] 

radio frequency (RF) transponders that are leased to customers like TV stations or internet service 

providers. As a rule of thumb, each leased transponder earns an operator like Astra, Intelsat or 

Eutelsat around €1 million per year [13].  

Spacecraft Lifetime Trends 

During the 1980s and 1990s, the design life of GEO telecom satellites increased from an average of 

7 years to 15 years [15, 16]. Such long lifetimes increase the risk of system failure [17]. In the ab-

sence of an orbital servicing infrastructure this spawns a requirement for high system reliability 

[14]. High reliability can be achieved by a combination of redundancy in the system design and 

highly reliable and proven components [12]. Redundant components increase procurement cost, 

spacecraft mass, and thus launch cost and propellant requirements for on-orbit operations. The 

launch mass of a spacecraft is also increased by the higher propellant usage during a longer life, as 

well as increased demand on power generation and storage capabilities [11, 16]. Increasing the 

reliability of individual spacecraft components entails long and expensive testing and qualification 

processes. This makes it difficult to introduce modern, often cheaper commercial off-the-shelf 

(COTS) components [14], and thus limits the design capability and flexibility and increases the risk 

of technology obsolescence [12, 17]. The long design lives of spacecraft also increase the risk of 

commercial obsolescence, when the market the satellite was designed for disappears or new oppor-

tunities emerge that the spacecraft is unable to serve [16, 17]. 
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Spacecraft Failures 

In spite of the efforts spent in increasing satellite reliability and lifetime, on-orbit failure rates have 

increased substantially over the past decades, to 1-2 orbit insertion failures per year and 5-10 

failures per year during begin of life (BOL) and initial operations of a satellite [14].  Overall, approx-

imately 9% of all satellites experience critical failures before their planned end of life (EOL), with 

another 4-5% falling victim to launcher failures [12].  

The loss of a typical GEO telecom satellite costs $150 million for the spacecraft, plus $80 million for 

the launch [13], apart from the lost revenue. With on average 7.4 failures occurring per year, the 

economic cost caused by these failures has in the past been $748 million per year [13]. Satellite 

insurance rates have therefore also been rising steadily [14]. 

The most common failure types encountered by spacecraft are launcher failures, orbit insertion 

failures, mechanism deployment failures, attitude and orbit control system (AOCS) failures, as well 

as depletion of propellants or cryogens, degradation of power generation and storage capabilities 

towards EOL [14]. 40% of all failures are fatal for the spacecraft and/or the mission, while 65% 

resulted in a degradation of the spacecraft capabilities [18]. The majority of failures are caused by 

the AOCS and power subsystems, with the solar array deployment mechanisms being responsible 

for almost half of power failures [18].  

One total satellite loss per year occurs on average in the active GEO constellation [19]. About 40% 

of all failures occur during the first year of operations [18]. This number clearly shows the potential 

for saved revenue if some of the malfunctioning satellites could be restored to operating condition. 

This is furthermore emphasized by the fact that many failure modes are shared by a number of 

satellites of the same satellite bus, which in the past caused economic losses and thus insurance 

claims of up to $1400 million due to a single failure mode afflicting multiple satellites [13].  

Repair Options 

In the current engineering and business approach, satellite operators address in-orbit failures most 

commonly with software workarounds, if the communication system is still functioning [14]. This 

countermeasure succeeds in restoring about 17% of all failed spacecraft [14]. Alternatively, orbit-

ing spares or unused payload capacity on other spacecraft can be used [20]. In severe cases the 

operator can be forced to reconfigure a complete satellite constellation [17]. 

An on-orbit servicing (OOS) infrastructure would increase the number of options available to own-

ers/operators. The term OOS describes activities like inspection, replenishment, repair or modifica-

tions to a satellite’s position and orientation, which serve to improve a space-based capability [12]. 

The driving consideration behind OOS is to attain superior cost efficiency of space systems by 

extending their operational lifetimes, with lower cost than by replacing a satellite [21]. This can be 

achieved by correcting malfunctions, exchange defective units, or replenish depleted consumables, 

such as propellants [22, 23]. OOS capabilities could thus reduce lifecycle cost, increase payload 

availability, extend a spacecraft’s capabilities and orbital lifetime, as well as provide enhanced 
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mission flexibility and operational readiness [24]. OOS could also provide a measure of flexibility 

for satellite designer and operators [12, 24]. This could lead to a paradigm shift in the space busi-

ness towards shorter-lived satellites which can be upgraded or replaced as required by the market 

[12]. 

Technical and Programmatic Impact 

Due to this potential, OOS was studied as early as the 1960s [22, 25] and was the central idea be-

hind the Space Shuttle and the planned Space Station Freedom [23], which eventually evolved into 

the International Space Station (ISS). It is likely to be an important part in future architectures for 

sustainable activities in Earth orbits, as well as for space exploration [26]. Research & development 

activities for OOS systems have therefore not only be taken up in Europe and the U.S., but also by 

China [27]. 

In order for any of the servicing tasks defined above to be performed on a spacecraft, it must be 

“serviceable”. In general, a spacecraft is considered to be serviceable, if the benefits of OOS out-

weigh the associated cost [15]. To drive down servicing costs and to increase the performance gain 

by servicing operations, a number of novel system design requirements must be introduced [22–

25]. These design changes result in additional design complexity and considerable volume, mass 

and cost penalties of up to 20% [12, 22]. Hubble is a prime example for a serviceable space system 

[12]. 

The decision whether to opt for OOS for a given mission must therefore be made before the pro-

spective client satellite is designed, and is based on a number of programmatic, financial and opera-

tional parameters, as well as the technical feasibility of an OOS system [23] . 

Business Studies 

These considerations have been the subject of multiple government and industry studies [13, 15, 

26, 28–30]. The results of these studies are not conclusive. They mostly agree on the feasibility and 

general benefits of OOS and on the availability of a market [13, 20, 26, 30], but there exists a wide 

spread of conclusions on the economic viability of OOS for particular OOS tasks, systems and orbital 

ranges [13]. Most studies tend to ignore the risk of failure of the OOS mission and the uncertainty 

thus created in the cost-benefit models [13]. It was shown that for most LEO satellites, the cost 

advantages of OOS are smaller than the cost uncertainties of the venture, making longer design 

lifetimes more attractive than provisions for refueling [31]. For GEO, on the other hand, current 

satellite reliability is so high that even a single servicing vehicle would be underutilized [12]. 

Space System Flexibility 

The real value of OOS seems therefore not to be in reduced cost or increased revenue, but in the 

flexibility it allows system and mission designers  concerning market demands, technology levels, 

and satellite functionality [30, 31]. With OOS available, the uncertainties in these areas need not be 

addressed in the initial satellite design. Designers can therefore pursue the design considered the 
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optimum solution, and in case of malfunctions, technical obsolescence or changing market de-

mands, the operated spacecraft can be restored or adapted accordingly [31]. This could lead to a 

new paradigm in space business, meaning more flexible satellite designs with shorter lifetimes that 

are continuously being repaired, upgraded or replaced as necessary, using the rapid launch capabil-

ities offered by new generations of responsive commercial and military launchers [12, 20, 31, 32]. 

Government Customers 

The prime customer for more flexible space systems and thus OOS would obviously be the military. 

A major military application for OOS is in-orbit refueling, increasing the maneuverability of space-

craft and thus making them more survivable and their ground tracks less predictable [23, 33]. In-

orbit refueling could also serve to overcome launch vehicle constraints, allowing the launch of 

partially fueled satellites with a larger payload mass, thus making the system more capable [23]. In 

total, these measures would increase the utility of military space systems, which is the parameter to 

be optimized for military applications, as opposed to revenue in the commercial world [32]. In LEO, 

a large part of all servicing opportunities is thus formed by the refueling and upgrade of military 

satellites, in addition to other government-owned Earth observation and astronomy missions [14]. 

The OOS customer base in Medium Earth Orbit (MEO) is also formed by government (mostly mili-

tary) systems like the U.S. Global Positioning System (GPS) satellite fleet, its European counterpart 

Galileo, as well as the Russian and Chinese navigation satellites [14]. Servicing these systems in 

orbit could be more economical than continuously replacing them, albeit the concerning studies 

have not been conclusive [15].  

Commercial Customers 

The only viable commercial customer base seems therefore to exist in GEO. About 70% of the 398 

GEO satellites operational as of August 2011 are owned and operated by commercial companies 

[34]. All these satellites are potential OOS customers, with the most required OOS activity being 

refueling [14], but also in-orbit maneuvering and positioning, as well as deployment assist and 

mechanism repair being a possible market, as was shown before.  

1.2 OOS Tasks 

The tasks of an OOS system can be categorized in a number of groups [14, 20, 22, 23]: 

 Inspection 

 Assembly 

 Maintenance / Repair 

 Replenishment 

 Upgrade 

 Maneuvering 
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With combinations of these tasks all major contingencies arising during orbital operations of a 

client spacecraft can be addressed. Servicing missions can be performed based on a servicing 

schedule, comparable to the automotive or aviation sectors, for systems or components with a 

quasi-deterministic and thus predictable time between failures or time before depletion [31]. Other 

kinds of failures, either by components with a probabilistic behavior, or by unpredictable occur-

rences such as a micro-meteorite strike or solar flares must be addressed by on-demand servicing 

missions [31]. 

The following paragraphs provide details for the servicing tasks mentioned above, as well as for 

past and future demonstrator missions addressing the required capabilities. 

1.2.1 Inspection 

To conduct an inspection, an OOS satellite performs a fly-around of a target object while scanning it 

with cameras or other imaging sensors such as a laser scanner. During the initial deployment phase 

an inspection could confirm the proper deployment of spacecraft appendages like solar arrays and 

antennas [13]. Periodical health inspections could monitor the external condition of the spacecraft 

and check for solar array degradation or micro-meteorite damage [13]. In case of system failures, a 

visual inspection could help to identify the nature and cause of a failure. It could also be used by 

insurance companies to visually verify insurance claims [13]. In addition, inspection flights could be 

used to determine the physical state of a space object and its motion, in preparation for other OOS 

missions requiring rendezvous & docking/capture (RVD). For military purposes, a visual inspection 

of a foreign spacecraft serves to determine its tasks and capabilities. It can also set the ground for 

other, more hostile missions.  

Inspection craft must be able to safely and efficiently circumnavigate the target object. They must 

therefore be capable of teleoperated or autonomous orbital rendezvous, proximity opera-

tions and formation flight. The demonstration of this critical capability has therefore been the 

prime objective of the majority of demonstration missions. 

NASA in 1997 tested AERCam Sprint, a teleoperated small satellite designed to inspect the Space 

Shuttle and ISS for external damages [35]. A similar purpose had Mir-Inspector, a failed German 

inspection satellite intended to perform an external survey of space station Mir [13]. A military 

inspection vehicle was first studied in the 1960s in project SAINT (Satellite Interceptor) [19]. In the 

recent past the United States Air Force (USAF) tested two spacecraft specifically designed for au-

tonomous formation flight and inspection missions, called Experimental Space System (XSS) 10 and 

XSS-11 [13, 19, 36]. The lessons learned on these experimental missions probably influenced the 

operations of the unmanned space plane X-37 [37]. Little is known about the purpose and tasks of 

X-37, although on-orbit inspection is assumed to be one of its applications. In addition, the U.S. also 

operate the two spacecraft of the Micro-satellite Technology Experiment (MiTEx) in GEO [19], 

which have been used in 2009 to inspect a non-responding and drifting U.S. surveillance satellite 

[38]. 
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1.2.2 Assembly 

In-space assembly is the process of joining, construction or fabrication of spacecraft, space systems 

or space structures [23]. To date, this capability is realized by having self-contained modules ren-

dezvous & dock in orbit to form larger structures, as was done for space station Mir and the Russian 

components of ISS, or have modules be transported to orbit in a Space Shuttle and be joined to one 

another by means of robotic manipulators and extra-vehicular activities (EVAs). The highest possi-

ble level of space assembly would be to construct large space structures from component parts, or 

even to manufacture components from unique materials in the space environment [23]. In addition 

to crewed space stations, there are also visions to have robots construct large space-based solar 

power generators [39, 40] in GEO, as well as plans to assemble future crewed Mars spaceships in 

Low Earth Orbit (LEO) [41]. In most of these visions or plans, robots play a major role in assembly 

operations [35].  

Assembly operations require highly dexterous robotic manipulators. These have to be carried by 

spacecraft capable of very precise formation flight, positioning and maneuvering. Robotic rendez-

vous & docking is therefore considered a critical design driver in future space exploration 

systems [41]. 

1.2.3 Maintenance / Repair 

Maintenance is generally defined as the upkeep of facilities or equipment, either when necessary or 

by schedule [23]. In the context of OOS, maintenance describes any kind of repair, realignment, 

replacement of components, contamination removal or surface restoration [13, 23].  

Scheduled and unscheduled on-orbit repair and maintenance activities have been a necessary part 

of running the space stations Skylab, Salyut, Mir and ISS [23, 23] . Many of these repair missions 

were only possible due to astronaut/cosmonaut daring and improvisation [23]. 

The prime example for the benefits of in-orbit satellite maintenance and repair are the repair mis-

sions accomplished by the Space Shuttle, most notably to the Hubble Space Telescope. When Hubble 

was afflicted by numerous critical system malfunctions after its launch, the Space Shuttle and its 

crew performed an unprecedented repair mission which saved the spacecraft [21, 42]. On four 

further occurrences, Hubble servicing calls by Space Shuttle orbiters succeeded in restoring or 

replacing critical systems, thus extending the telescope’s lifetime substantially at lower cost than a 

replacement spacecraft. The cost for the first servicing mission was $500 million, while the space-

craft had cost $1 billion [17].  

Apart from Hubble, the Space Shuttle was also deployed to repair a number of government and 

commercial satellites [43, 44].  These repairs were either accomplished by the Shuttle crews on-

orbit, or by the manufacturers on ground, after the satellites were recovered by the Shuttle and 

returned within its payload bay [43]. 
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Studies show that up to one third of all spacecraft components could practically be repaired or 

replaced in case of a failure [24]. A higher percentage would be possible, if more modular bus archi-

tectures and payload designs were adopted [24]. This approach of course requires satellites to be 

designed for on-orbit maintenance or repair, which current spacecraft are not. In the near future, 

repair missions will therefore always be very complex missions, requiring a high dexterity of the 

robotic systems and human involvement. Servicer spacecraft must be able to rendezvous with 

and dock to mostly uncooperative client satellites and must be able to safely and effectively 

navigate around and on the client.  

Since the required level of robotic capabilities also entails high cost of servicing missions, client 

spacecraft will most likely be high-value space assets, such as expensive scientific spacecraft, valua-

ble military and intelligence-gathering missions, and commercial spacecraft suffering failures in the 

early years of their lives. Another repair opportunity with high impact and a lower level of complex-

ity is deployment support for spacecraft appendages, i.e. the mechanical deployment of solar arrays 

and antennas stuck in their folded launch configuration. In 2011 alone, there were multiple occur-

rences of such mechanism failures, degrading the performance of the afflicted spacecraft [45, 46]. 

1.2.4 Replenishment 

The term replenishment summarizes the replacement of spent spacecraft consumables [23]. The 

consumable mostly mentioned in OOS business studies is spacecraft propellants [13, 23, 32, 44, 47]. 

The majority of GEO satellites reach the end of their station-keeping propellants before other sub-

systems fail [13]. An on-orbit refueling system could therefore extend the life and revenue-

generation of these spacecraft. The duration of this extended lifetime is however uncertain, since 

failures in other critical subsystems beyond the design life cannot be predicted. Apart from lifetime 

extension, a refueling capability could allow a decrease of the initial fuel reserves, thereby allowing 

the launch of more payload and thus increased mission capability [44] or the launch of less mass on 

highly reliable and thus expensive launchers [47], with fuel being subsequently launched with 

cheaper launch vehicles. This basic idea has over the years spawned a number of technology devel-

opment and demonstration programs, most recently the German Smart Orbital Life Extension Vehi-

cle (Smart-OLEV) [48, 49], the Canadian Space Infrastructure Services (SIS) program [50, 51], with 

Intelsat as initial customer1, and the NASA Robotic Refueling Mission on ISS [53, 54]. The require-

ments of such systems regarding rendezvous & docking and proximity operations are the same as 

for the repair and maintenance missions.  

Refueling also offers benefits for military space activities. A refueling system would allow space-

craft to actually spend more fuel in orbit. This would allow operators to adjust or optimize satellite 

ground coverage for given requirements [14, 44] and it would also enable military spacecraft to 

                                                             

1 The agreement between Intelsat and MDA Canada was scrapped in January 2012. The stated reason was that the lack of 
interest in an orbital refueling concept by U.S. government agencies removed the biggest potential customer and de-
stroyed the economic viability of the SIS concept [52]. As of June 2012, the future of SIS is unclear. 
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employ evasion maneuvers to counter hostile action or to change their orbits to throw off adver-

sary activity scheduling [55]. This application was one of the main motivations behind the U.S. 

Defense Advanced Research Projects Agency (DARPA) Orbital Express OOS demonstration in 2007 

[47].  

The exchange of cryogenics [23] used in cooling space-based instruments is also a possible ap-

proach for extending the lifetime of high-value astronomy or Earth observation missions [13], or to 

reduce their launch mass and thus cost. In the case of Spitzer [56], the liquid Helium used to cool 

the main instrument was spent after 2.5 years, while the spacecraft bus and the instruments are 

still functioning [57]. A capability to replenish coolants in space could thus substantially increase 

the value of some space-based assets. 

1.2.5 Upgrade 

On-orbit satellite upgrade is a way to react against performance degradation and technological or 

commercial obsolescence [17]. New hardware utilizing technologies not yet mature at time of 

launch can be added to the space system to increase its capability, such as more capable sensors, 

instruments or other payloads [13]. This approach would reduce the time-to-market of new tech-

nology in space business, and thus improve mission performance in a more economical way than 

the replacement of whole satellites or even constellations [55]. This was demonstrated by the 

multiple servicing missions of the Space Shuttle to Hubble, during which the space telescope was 

upgraded with state-of-the-art scientific instruments, thus vastly improving its science output [17, 

42]. 

1.2.6 Maneuvering 

Upgrades of space-based capabilities can not only be achieved by upgrading individual satellites, 

but also by changing the architecture of a system of satellites. This entails a reconfiguration of a 

satellite constellation, changes of altitudes or inclinations, or the addition of new satellites [17]. 

Such space system architecture changes could be enabled by a capability of in-orbit refueling, which 

would however come at the cost of a change in spacecraft design and some mass penalty [22]. The 

alternative is to have dedicated in-orbit maneuvering spacecraft, also referred to as “space tugs”, 

rendezvous and dock with client satellites and position them in orbit as required, or take over 

station-keeping functions in order to save on-board fuel [49]. 

Rephasing or relocation maneuvers are common during the operational phases of GEO satellites 

[13]. During the orbit injection phase, a space tug could be used to transfer satellites from its initial 

launch orbit to its operational orbit [14], either in nominal operations as a cost-saving measure, or 

to salvage a mission after malfunctions of the launcher or the orbit transfer stage.  

At the end of their design life or after a malfunction, many spacecraft remain in orbit uncontrolled 

and thus become space debris objects [19], threatening the operational spacecraft in their vicinity 

[58]. In collisions with other debris objects or operational spacecraft [59], large clouds of minuscule 
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debris objects are created, which in turn form a collision hazard for other spacecraft [60]. This 

creates the potential for a runaway chain reaction, the so-called Kessler Syndrome, which could 

make Earth orbit inhospitable for spacecraft [61]. The reduction and removal of space debris [13] is 

therefore a priority mission for the spaceflight community in order to allow future use of space-

based assets [59]. One approach to achieve this task is to repair spacecraft in orbit and thus to 

reduce the number of failed satellites [14] becoming debris objects. In addition, spacecraft must be 

removed from the operational orbits after they become inoperable. For LEO satellites, this means a 

controlled de-orbit into the Earth’s atmosphere, for GEO an orbit transfer to a “graveyard” orbit 200 

km above the GEO belt [13]. Such maneuvers, especially de-orbit burns, require substantial 

amounts of fuel [31], which drives mass and cost of any debris removal system.  

Orbit maneuvering and debris removal have high significance for operators and legislators of space 

operations. With the Orbital Maneuvering Vehicle (OMV), a space tug was a component of the origi-

nal Space Shuttle/Space Station Freedom OOS program, until cancelled by budget cuts [23, 23]. ESA 

also in the early 1990s formulated plans for a Geostationary Servicing Vehicle (GSV), facilitating 

inspection, repair and maneuvering of GEO satellites [62]. Several recent technology development 

programs also have had the goal of demonstrating such capability, most notably the Naval Research 

Laboratory’s (NRL) Spacecraft for Universal Modification of Orbits (SUMO) [63, 64]. Germany is 

currently also pursuing a demonstration mission for the capture of uncooperative debris ob-

jects, called Deutsche Orbital Servicing (DEOS) missions [48, 65].  

A possible space debris removal spacecraft called Leopard was furthermore studied in two Master’s 

theses contributing to this doctoral research, identifying the main accumulations of discarded 

rocket stages and inoperable satellites in orbit and the maneuvers required to reaching them [66], 

as well as designing the removal spacecraft itself [67]. 

1.3 Lessons Learned 

Above sections show that there have been numerous technology demonstration mission related to 

OOS research. However, only a small number of them have addressed actual final approach, docking 

& capture of two spacecraft and are therefore of interest for the research presented in this doctoral 

thesis. These systems are the NASA Space Shuttle, the University of Maryland Ranger, the Japanese 

ETS-VII, as well as DARPA’s Orbital Express. These spacecraft are considered to be full-spectrum 

OOS systems in that they are capable to approach and capture client spacecraft, and perform a wide 

array of repair, upgrade and replenishment tasks. The USAF X-37 is not included in this chapter, 

due to the uncertainties about the nature of its mission [37]. 

The above-mentioned systems and their missions shall be briefly described in more detail and 

henceforth be used to derive requirements for future operational telerobotic OOS systems. 



On-Orbit Servicing 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 21 - 

 

1.3.1 Space Shuttle 

As of June 2012, the Space Shuttle had been the only operational OOS system. OOS requirements 

were the core of its design. Its three design reference missions (DRMs) were (1) rendezvous with a 

space tug returning GEO satellites for servicing, (2) servicing of an orbital science platform (Skylab), 

and (3) short-notice launch or retrieval of military reconnaissance satellites from LEO [43]. In order 

to achieve the flexibility in rendezvous and proximity operations required for this variety of mis-

sions, the Shuttle relied on manual piloting by its crew. For satellite deployment and retrieval, in-

space assembly, as well as support of astronauts on EVAs, the Shuttle was equipped with the re-

mote manipulator system (RMS), also called Canadarm [68]. The RMS has six degrees of freedom 

(DOF) and is controlled by a crew member from the aft flight deck, using a combination of hand 

controllers, video cameras and the view out of the aft flight deck and overhead windows. This arm 

proved a highly reliable and flexible tool and subsequently evolved into the Space Station RMS 

(SSRMS) aboard ISS. However, the RMS had to be supported by free-flying astronauts using manned 

maneuvering units (MMUs) to successfully capture spinning or tumbling satellites [13]. 

Using the RMS and also extensively relying on the flexibility and ingenuity of the astronaut crew 

(see Figure 1-1), the Shuttle was able to successfully repair, reboost or return to Earth a number of 

scientific and commercial satellites [23, 43, 44]. It also conducted experiments addressing future 

options of in-orbit refueling, as well as in-orbit construction and space telerobotics [13]. These led 

to the successful assembly and maintenance of the ISS [43].  

  

Figure 1-1: Astronauts working on the Hubble Space Telescope fixated in shuttle Discovery’s pay-
load bay [69]. Hubble is supported by a rotating table in the payload bay. The RMS supports the as-
tronauts in their repair tasks. This view shows the complex coordination between Shuttle, RMS and 
astronauts to accomplish servicing missions 
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Projections early in the Shuttle program assumed that space program costs could be reduced by up 

to 50% if spacecraft were designed to be refurbishable and modular [23]. This philosophy was 

successfully demonstrated with the Hubble Space Telescope [21]. The Hubble design was to create a 

space-equivalent of an observatory on Earth, at a price of $1.5 billion (1993) [23] . Its spacecraft 

bus and instrument suite was therefore designed and required to be serviced by astronauts in 

three-year intervals [21], to modernize the science instruments and restore and update short-lived 

bus components in order to reach a design life of fifteen years [23] , at servicing costs of about 50% 

that of a replacement spacecraft [17]. To allow effective servicing operations, Hubble was designed 

and built with standardized and EVA-compatible component interfaces, standardized access doors, 

electrical connector maps, instruction labels, sockets for foot restraints, as well as hand rails [42]. 

The associated cost and mass penalties paid off when four of six gyroscopes failed shortly after 

commissioning [21], a flaw was discovered in the primary mirror, and a solar array did not fully 

extend and lock [23] . These catastrophic component failures and a number of less-critical malfunc-

tions were addressed on the first Hubble servicing mission by the Space Shuttle [42, 70], thus saving 

the spacecraft and the mission. Four subsequent servicing missions continuously upgraded the 

science instrument suite, replaced bus components and reboosted the telescope in order to extend 

the original design life of fifteen years to over twenty years [42, 70]. Over the years, a number of 

technical problems were encountered that were not considered during the initial design of the 

telescope, including accelerated degradation of thermal blankets, disturbance of observations due 

to oscillations of the flexible solar panels, and the premature failure of gyroscopes [21]. Without the 

provisions for OOS, the space telescope would not have fulfilled its design life.  

The complexity of OOS is demonstrated that for each of the servicing missions typically 150 differ-

ent tools were carried aboard the Space Shuttle [42]. In order to prevent fitting problems in orbit, 

more than 3500 flight tool fit-checks were conducted prior to a mission [42]. In addition to the pre-

planned servicing tasks, the Shuttle crews were also confronted by previously unknown technical 

problems. Instrument covers and thermal insulation patches had to be fabricated and installed, 

Multi-Layer Insulation (MLI) was repaired [42]. Even a power unit box never designed to be ser-

viced was repaired successfully [21]. This clearly demonstrated the value of human ingenuity, 

flexibility and improvisation for complex OOS operations. 

1.3.2 Ranger 

Ranger is an OOS robotics system developed at the Space Systems Lab at the University of Mary-

land. It was originally conceived as a competitor to NASA’s Flight Telerobotic Servicer concept [23] 

and was thus designed to increase the Space Station Freedom/Space Shuttle servicing resources by 

providing a relatively low-cost, lightweight, free-flying satellite servicing robot [71]. On-orbit 

experience indicated that the most important servicing tasks were not the ones planned for during 

mission preparations [8]. Since all spacecraft are built by humans on ground, a servicing robot must 

therefore have human-sized components, human levels of strength and dexterity, and human-

equivalent visual acuity to be able to reach into constrained spaces and successfully repair or re-
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place satellite components [8]. Ranger design goals were therefore for the robot to be as capable as 

an astronaut in a pressure suit, to be able to use standard EVA interfaces, and for the design to 

incorporate the lessons learned during HST servicing missions [72]. The resulting system was 

equipped with two dexterous manipulator arms, a grappling arm, and a video arm carrying a stereo 

camera pair and providing the motion envelope of a human torso and neck [72]. The original Rang-

er Telerobotic Flight Experiment (TFX) mission concept (illustrated in Figure 1-2) called for a robot 

mounted on a propulsion module to perform visual inspections, rendezvous and grappling opera-

tions on its launcher’s third rocket stage, while being teleoperated from the ground via the NASA 

ground station network or the Tracking and Data Relay Satellite System (TDRSS) [71, 73]. For 

budgetary reasons this plan was then modified into the Ranger Telerobotic Shuttle Experiment 

(TSX), with the manipulator suite being mounted in the Shuttle payload bay and the robot being 

operated either remotely from the ground or by the Shuttle crew [74].  

 

Figure 1-2: Concept art of the Ranger Telerobotic Flight Experiment (TFX) [75] 

In the reorientation of NASA after the loss of Columbia, Ranger was removed from the Shuttle mani-

fest. Nonetheless, it represents a major step in the development of dexterous space robotics sys-

tems and resulted in numerous publications which laid the ground work for later OOS research, 

including the fields of interface design [74, 76] and teleoperation under time delay. An interesting 

system tested in a neutral buoyancy facility as part of Ranger experiments is the Secondary Camera 

and Maneuvering Platform (SCAMP), which is a small free-flying camera platform used for external 

views of the worksite for Ranger control and monitoring [72]. It is used to increase operator and 

observer situation awareness and has been utilized to verify object alignment during docking tasks 

[8]. The research results generated with this system therefore laid the foundation for some of the 

research contributions of this thesis. 
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1.3.3 ETS-VII 

The Engineering Test Satellite (ETS) VII was launched in 1997 by the Japanese Space Agency 

(JAXA). Its mission was to develop and verify automated rendezvous & docking and space robotics 

technologies needed for the HTV and the Japanese Experiment Module (JEM) manipulator aboard 

ISS, as well as for future OOS missions [77]. The space segment of the mission consisted of the 

chaser satellite Hikoboshi and client satellite Orihime [48]. Hikoboshi had a mass of 2500 kg and was 

equipped with a 2 m manipulator arm, a docking mechanism, as well as an inter-satellite link an-

tenna for communication via a GEO data relay satellite (DRS) [77] (refer to Figure 1-3).  

 

Figure 1-3: Representation of ETS-VII mission. Chaser Hikoboshi extends manipulator to capture 
target Orihime [78] 

Orihime, with a mass of 400 kg, was usually docked to the chaser when not in use as target for 

rendezvous & docking experiments [77]. The experiments accomplished during the mission includ-

ed remote piloting during final approach and docking [77], autonomous and ground controlled 

capture of the target satellite [13, 77], visual target inspection, ORU exchange, manipulator tool 

exchange, liquid and gas transfer, as well as experiments addressing the dynamics of the coupled 

multi-body system [77]. The teleoperation experiments were conducted under a time delay of up to 

7 s [77], which was accomplished by using techniques such as shared control, predictive displays 

and visual operator guidance [48]. The mission also encountered problems which can be consid-

ered characteristic for teleoperated space robotics systems. There were computer malfunctions, 

loss of attitude control, and subsequent loss of DRS communications [77]. One incidence demon-

strated the effects of operating a manipulator system on a small servicing platform, when the 

torque induced on the chaser vehicle overwhelmed the AOCS and manipulator movement had to be 

terminated in order to prevent the antenna to lose contact with the DRS [79].  

The accomplishments of ETS-VII are most relevant for this research, since the mission demonstrat-

ed the general feasibility of teleoperated final approach and docking [77]. 
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1.3.4 Orbital Express 

DARPA envisions an OOS infrastructure with satellites being equipped with standard mechanical 

and electrical interfaces, enabling the automated transfer of fuel and cryogens as well as upgraded 

electronics components by unmanned servicing vehicles [55]. The Orbital Express program was 

launched to demonstrate the ability to autonomously approach, rendezvous and capture a space-

craft, and then service the target robotically [80].  The servicing tasks were the initiation of electri-

cal and fluid couplings, the transfer of hydrazine fuel between the spacecraft, as well as the auton-

omous transfer of one battery and one high-speed computer ORU using a robotic manipulator [80]. 

The space segment consisted of the Autonomous Space Transfer and Robotic Orbiter vehicle (AS-

TRO), equipped with an antenna for contact with the Air Force Satellite Control Network (AFSCN) 

and TDRSS and a 3.3 m manipulator, and the target Next Generation Satellite and Commodities 

Spacecraft (NEXTSat), carrying passive docking reflectors, a passive docking mechanism and a 

capture fitting [55] (see Figure 1-4). The orbit was selected to maximize communications time via 

the AFSCN [47].  

 

Figure 1-4: Artwork of Orbital Express. ASTRO (left) is approaching NEXTSat with the manipulator 
in stowed configuration [81] 

Orbital Express successfully demonstrated automated system capabilities crucial for OOS missions. 

These include automated approach, soft capture and mating, autonomous circumnavigation of the 

target, the first autonomous capture of a satellite by another satellite exclusively using a robotic 

manipulator, autonomous removal and re-insertion of a sensor flight computer, autonomous ex-

change of a battery, as well as pressure-fed and pump-fed hydrazine transfer from one satellite to 

another [82]. 

While the emphasis was placed on system autonomy, Orbital Express still required the services of 

approximately 50 ground-support personnel performing mission planning, orbit analysis, subsys-

tem management, rendezvous and proximity operations planning and execution, arm berthing and 

grappling operations, as well as the hydrazine propellant transfer [47]. The extensive ground sup-
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port team was elementary in recovering the system from a number of failures in the AOCS, flight 

computer, guidance and sensor subsystems [47, 83].  

This exemplifies the fact that autonomous space systems, especially robotic systems, have to rely on 

the human ground controllers’ flexibility, adaptability and ingenuity to enable mission suc-

cess. The fact that such a substantial commitment of ground support was required for a mission as 

thoroughly scripted and tested as Orbital Express leads to reason that a similar effort will be re-

quired for any operational OOS mission, and that contingencies during the mission will require 

continuous monitoring and also commanding by ground operators during critical mission 

phases. The ground operators therefore must be enabled to know and understand the state of 

the chaser vehicle and the situation in the remote orbital environment [83]. They must further-

more be provided with the interface devices necessary to quickly and efficiently interact with 

the spacecraft in case of off-nominal system behavior and situations. 

1.4 OOS Requirements 

The servicing missions of the Space Shuttle have demonstrated repeatedly that OOS of complex 

space systems is feasible and that it also is a valuable proposition for high-value space assets, 

such as expensive scientific satellites or commercial satellites with BOL failures. These missions 

also showed the immense complexity of OOS missions. On the first Space Shuttle servicing mis-

sion, the Solar Maximum Mission (SMM) satellite was the client. In order to prepare for the mission, 

a high-fidelity model of SMM was set up on the ground and astronauts practiced on it for one year 

prior to mission launch [23] . And even after this extensive preparation, the mission plan had to be 

adapted on orbit to reflect actual circumstances. On Hubble servicing missions, the actual situation 

encountered on orbit also required the servicing astronauts to adapt, improvise and overcome 

technical and operational challenges that were not anticipated during mission preparation. 

However, the Space Shuttle with its combination of capable rendezvous & docking systems, robotic 

components and a well-trained human crew was able to successfully complete all its servicing 

missions to commercial and scientific satellites, as well as the ISS. 

Cost of Manned OOS 

While this clearly demonstrated the capabilities of a crewed OOS system, it also showed the cost 

associated with it. Apart from the lives lost with Challenger and Columbia, the Space Shuttle pro-

gram was too expensive for any long-term OOS effort. The servicing cost for the SMM mission was 

reported as $60 million, in order to restore a $230 million satellite [23] . The typical repairing cost 

for Hubble is set at $70 million for every four years of operation of the $1.6 billion telescope [21].  

However, if all the factors contributing to the cost of a Space Shuttle mission are included in the cost 

model, each Hubble servicing mission carried a price tag of $2.3 billion [21]. These high costs arise 

from the increased complexity of a crewed spacecraft over an unmanned vehicle, resulting from 
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requirements for a life-support system, radiation protection, crew-training, increased reliability, 

etc. [24], which makes a crewed OOS servicing system impractical, while also highly capable. 

Limitations of Robotic Demonstrator Systems 

ETS-VII and Orbital Express, as well as the research & development flowing into Ranger, have 

demonstrated that telerobotic and supervised autonomous systems can accomplish basic OOS 

tasks.  Due to the current limitations of any robotic system, highly-automated robotic OOS missions 

are only efficient for servicing operations that have been planned in advance and for which both the 

client and the servicer have been specifically designed [21]. If any failure or problem occurs that 

has not been anticipated during mission preparation and indeed satellite design, a robotic system 

will have difficulties in accomplishing its mission [21]. The technologies demonstrated on ETS-VII 

and Orbital Express are limited to capturing satellites that are cooperative and attitude-

stabilized [84]. The majority of client satellites or space debris objects will however be of 

uncooperative nature, meaning that their body rotation rates will not be available a priori (albeit 

the measurement and estimation by ground-based radar is possible [60]) and that they will not 

carry equipment to support relative navigation and attitude estimation, such as reflectors or bea-

cons [85], not to mention docking or capture interfaces. Human operators will therefore be a 

critical part of an OOS system, in order to augment the robotic systems in areas of challenged 

capabilities. This will obviously be the case in unexpected situations and for non-routine tasks 

during rendezvous & docking and well as servicing [86, 87], but might also be necessary in the 

fields of visual object recognition and pattern discrimination in the challenging visual environment 

of space, where human capabilities might be a valuable addition to computer vision. 

Size and Mass of Servicing Targets 

Another aspect in which the OOS demonstrations so far lacked realism is the mass and size ratio 

between servicer and client.  An important measure for the disturbance created by the manipulator 

and the captured client is the vehicle-to-arm mass ratio, which is between 200 : 1 (RMS only) and 

7.8 : 1 (Hubble extended on RMS) for the Shuttle, and 6.25 : 1 for ETS-VII [79]. On ETS-VII, Orbital 

Express, as well as the planned DEOS, the client has always been significantly smaller than the 

servicer. This facilitates computer vision tasks such as edge detection, allows the use of a relatively 

compact robotic manipulator, and reduces the disturbance torque enacted upon the servicer by the 

motion of the robot manipulator.  

In an operational OOS scenario the servicer will however face satellites that are significantly 

larger than current experimental OOS vehicles. Figure 1-5 shows the launch mass development of 

major GEO satellite fleet (defined as larger than twenty satellites) owners/operators for the 1994-

2010 time span. A trend towards larger satellite launch masses is evident for each fleet, with the 

majority of GEO satellites launched since 2000 having a launch mass of over 4000 kg, with the 

biggest approaching 6200 kg. Figure 1-6 plots satellite launch mass versus the semimajor axis of 

the orbit in the LEO realm.  While the large majority of LEO satellites are below 2000 kg, there are a 

number of spacecraft in the 4000+ kg area. These satellites represent the high-value space assets 
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most suitable for future servicing operations and also important targets for any debris removal 

system. The biggest officially known objects in LEO are the ESA Envisat with a mass of about 8000 

kg, the Hubble Space Telescope with about 11000 kg, as well as the U.S. signals and imaging recon-

naissance satellites of the Lacrosse (14500 kg) and Keyhole (18000 kg) systems. The very size of 

these systems rules out the use of the servicing schemes tested on the demonstrator mis-

sions. ETS-VII and Orbital Express both captured the target object using a 2-3 m long robotic arm, 

then attached it to a docking port on the servicer bus and reused the manipulator for servicing 

operations.  

 

Figure 1-5: Active GEO communications satellites launch mass development for the satellite fleets 
of major operators. An upward trend in launch mass is visible, accompanying the trend towards 
larger, more capable satellites (based on data from [88]) 
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Figure 1-6: Active LEO satellites launch mass versus mean orbital altitude. The commercial, gov-
ernment and military high-value satellites suitable for OOS show launch masses of 5,000 – 18,000 
kg (based on data from [88]) 

A GEO telecom satellite in the 6000 kg area has body dimensions of about 7 m x 4 m x 3 m and a 

solar array span of 48 m [89]. Hubble is almost 16 m long, has a diameter of 4.2 m, and a solar panel 

span of 12 m [42]. It is unrealistic to assume that such large spacecraft can be serviced using the 

same scheme. The servicer must be equipped with multiple robot arms or a robotic manipulator as 

big as the Shuttle RMS (with a reach of 15.2 m and a mass of 410 kg [68]) or the servicing opera-

tions must be performed by a free-flying platform, performing multiple capture and release 

operations at different points of the target object in the course of a servicing mission.  Even if a 

degree of autonomy comparable to Orbital Express should be available on an operational OOS sys-

tem, the difficulty of the associated guidance, navigation and control (GNC) task and the unpredict-

ability of many servicing tasks will make involvement of human operators on the ground man-

datory. Any OOS system will therefore be a telerobotic system. 

  



On-Orbit Servicing 

 

 

- 30 - Visual Augmentation Methods for Teleoperated Space Rendezvous 

 

1.5 Summary 

Section 1 provided an overview over the motivations behind on-orbit servicing, as well as the appli-

cations and potential customers of an operational OOS system. It furthermore briefly described the 

- as of 2012 - only OOS system to have been used operationally, the Space Shuttle, as well as three 

robotic OOS demonstrator missions that are deemed the most sophisticated and influential OOS 

experiments so far.  

Space Shuttle experience established that OOS can be a valuable risk-reduction and capability-

enhancing measure for high-value space assets, as well as that the cost and risks of human OOS 

are too high for any future system. The experimental robotic systems proved that telerobotic 

systems are capable of basic OOS tasks. However, the experiments all assumed servicing targets 

which had smaller size and mass than the chaser and were furthermore of a cooperative nature. 

The scenarios were therefore not representative of any OOS missions to current high-value orbital 

assets and left a number of questions unanswered, especially in the fields of relative GNC and tele-

operated proximity operations.  

The experience of Orbital Express shows that the involvement of human operators in off-

nominal situations and during system malfunctions is mandatory for the successful conclusion 

of robotic OOS operations. An involvement of the human operator in nominal situations might serve 

as a risk reduction measure. 

Human operators must therefore be enabled to gain situation awareness during rendezvous, 

proximity operations and docking, and must be provided with effective and efficient operator 

interfaces to rapidly issue control commands to the chaser spacecraft. 

  



Human Issues of Teleoperation 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 31 - 

 

2 Human Issues of Teleoperation 

The tasks and many system characteristics of an OOS system are similar to other fields of mobile 

telerobotics. This chapter provides the basic definitions for the most important terms of telerobot-

ics. It then proceeds to explore similarities between terrestrial telerobotics and OOS, as well as the 

major considerations of human-robot interface design which are relevant to this doctoral thesis. 

2.1 Definitions 

Robot 

A robot is by definition a system functioning according to the sense – think – act paradigm [90] 

(see Figure 2-1). In order to sense its surroundings, a robot must be equipped with a sensor sys-

tem appropriate for its environment. The sensor data must be processed and future actions must 

be decided upon by a processing unit, in order to achieve task goals. To enable the robot to achieve 

its goals, it must furthermore possess the ability to manipulate its environment. Depending on 

the task, this manipulation capability can be realized by complex manipulators and tools, or by 

simple locomotion systems like wheels, tracks or thrusters.  

 

Figure 2-1: Defining capabilities of a robot, exemplarily shown for the NASA Mars Science Labora-
tory (MSL) (MSL image from [91]).   
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System Autonomy 

The autonomy and thus on-board intelligence of a robotic system can be rated within Sheridan’s 

ten levels of automation [86, 92] (see Table 2-1). 

Table 2-1: The ten levels of automation as defined by Sheridan [86, 92]  

Level Human/computer task distribution 

1 Human makes all decisions and performs all actions 

2 Computer offers a complete set of alternatives 

3 Computer narrows selection to a few alternatives 

4 Computer suggests one alternative  

5 Computer executes suggestion after human approval 

6 Computer executes automatically if human does not veto within restricted time 

7 Computer executes automatically, then mandatorily informs human 

8 Computer executes automatically, then informs human only if asked to 

9 Computer executes automatically and only informs human if it decides to 

10 Computer makes all decisions and performs all actions, ignoring human 

 

A truly autonomous system is therefore void of any human involvement. The automated systems of 

reality however usually provide the option of human oversight [86]. These systems are per defini-

tion controlled in teleoperation.  

Teleoperation Systems 

A teleoperation system combines the human capabilities of perception and problem-solving with 

the capabilities of a machine [93]. Such a machine extending a person’s sensing and/or manipula-

tion capability across “a barrier of distance, time or inconvenience” [92] is generally referred to as a 

teleoperator or a telerobot [92].  

A teleoperation system thus consists of a human operator (or just operator for short), a human-

machine interface (HMI), a communication link to bridge the barrier between operator and 

teleoperator, and the teleoperator [94, 95] (see Figure 2-2). The human operator contributes his 

inherent capabilities of sensory integration, pattern recognition, reasoning, adaptability, problem 

solving, learning, innovation, improvisation and decision-making [23, 87, 95, 96].  The teleoperator 

compensates for the human’s weaknesses in sensory spectrum, strength, endurance, environmental 

tolerance, patience, speed, consistency and precision [87].  
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Figure 2-2: Schematic overview of the components of a teleoperation system. The human operator 
acts in response to sensor information provided by means of the human-machine interfaces (HMI). 
The HMI transforms his inputs into commands, which are transmitted via the communication link, 
in order to bridge the distance, time, matter or scale barrier between human operator and tele-
operator. Based on the commands, the teleoperator interacts with the remote environment and re-
transmits sensor feedback to the operator.  

A well-balanced teleoperation system utilizes both human operator and teleoperator in their opti-

mum capacities. The human then fuses and interprets multiple sensor data streams, defines strate-

gic goals and plans high-level task sequences to accomplish these goals, while the on-board com-

puter performs closed-loop control like maneuvering, articulation of appendages, or collision 

avoidance [97]. Experience in military systems has shown that humans have always added the 

critical margin of performance when being part of the robotic system [96].  

The teleoperation mode in which the human operator issues directives for the teleoperator to 

accomplish in closed loop and then receives a summarized results report is called supervisory 

control or supervised autonomy [92] . Supervised autonomy broadly covers all Sheridan levels 

between 2 and 8. Four levels of supervised autonomy were for example used on Orbital Express, 

from requiring ground approval before execution to fully automatic execution with ground analysis 

only in case of failure [55]. 

One way to improve the performance of a teleoperation system is to increase the teleoperator level 

of autonomy. This leads to greater system complexity since more sensors are required to gather 

information about the remote environment, and more processing power is needed to handle the 

increased amount of information [98]. Another option is to improve the human-machine interac-

tion to show the human operator a more accurate teleoperation environment and so enable him2 to 

better bring his capabilities to bear [98].  The ultimate goal of teleoperation interface design is 

                                                             

2 For reasons of readability, the male singular is used for the operator or pilot throughout this dissertation. 
3 The rival theory for the causes of motion sickness is the postural instability theory. This theory states that situations 
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therefore to provide the human operator with the capability to act and perform as if he was present 

at the remote location [99, 100]. This concept, commonly referred to as telepresence, would greatly 

benefit system flexibility [100].  

Telepresence 

Presence is defined as the ability to move through an environment and manipulate it at will [101]. 

The term telepresence therefore broadly describes being present at a remote location. The exact 

definition of the term however varies in the technical and psychological disciplines. For robotic 

systems, telepresence is usually defined as high-fidelity remote control which allows the projection 

of natural human capabilities to the remote work site [101]. The capability mostly utilized is the 

human sensory apparatus [97, 102]. Since vision is the dominant sense for perception of the envi-

ronment, the human operator requires high-quality visual information in order to feel present and 

to effectively and efficiently complete the remote task [95, 103]. The cameras in telepresence sys-

tems are then often configured as anthropomorphic stereo pairs [10]. With such a system visual 

telepresence can be achieved [104]. Other modalities such as auditory, tactile or kinesthetic feed-

back can also be included in order to improve the operator’s perception of the remote environment 

[95]. When the operator receives sufficient sensory cues to be able to successfully conduct remote 

operations, this is also called functional presence [105]. Functional presence does not require the 

operator to have the feeling of actually being situated at the remote location.  

The alternative definition of telepresence is a sense of actually being physically present at the 

remote location [92, 95, 104, 106]. This mental state is also called experiential telepresence [100].  

The definition of telepresence used in this doctoral thesis is clearly that of functional presence. 

Achieving experiential telepresence in an environment as foreign and hostile as space would be 

very demanding of the human-machine interface, as well as counterproductive to operator perfor-

mance, since the very nature of the environment limits astronaut performance. It is therefore pref-

erable to have the operator situated in a familiar, comfortable working environment with a human-

machine interface that provides sensory cues in sufficient quantity and quality to enable the opera-

tor to accomplish the complex task of rendezvous & docking. 

2.2 Applications  

Teleoperation systems are commonly used if humans are not able to occupy the physical space of 

the work environment, if humans would adversely affect the environment, of if human life and 

health could be compromised by the environment [95]. The classical application areas for teleoper-

ated systems have therefore been space and deep undersea applications, work in nuclear power 

plant radioactive “hot cells”, toxic waste clean-up, telesurgery, long-endurance or high-risk aerial 

surveillance, disaster site search & rescue, as well as mine-clearing and bomb disposal [95, 104, 

106, 107].  
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All deep-space probes and all planetary probes and rovers like the Lunokhods, the Vikings, the 

Mars Exploration Rovers, Mars Phoenix Lander, as well as the Mars Science Laboratory, have essen-

tially been telerobots [94, 108, 109].  

Civilian ground telerobots perform search & rescue duties after disasters like landslides, earth 

quakes, Tsunamis or terrorist attacks like on September 11, 2001, or conduct damage assessments 

in toxic or radioactive environments like Chernobyl or Fukushima [110].  

Military unmanned ground vehicles (UGVs) are used for mine clearing, explosives disposal, and 

increasingly also in combat operations [90, 110].  

Unmanned aerial vehicles (UAVs) in sizes from birds to passenger planes are used to survey wild 

fires on one end of the spectrum, to military reconnaissance, target acquisition and actual combat 

on the other end [90, 110].  

Unmanned underwater vehicles (UUVs) exist in sizes from micro UUVs lighter than 3 kg to heavy 

work class UUVS equipped with two and more heavy manipulators and capable of operating at 

depths of up to 3500 m [111]. They are extensively used in autonomous or remotely operated 

vehicle (ROV) configurations for deep ocean science, environmental monitoring and inspection, 

military applications, but above all in the natural gas and oil industry [110, 112]. Drill-heads, pipe-

lines and oil platforms are constructed, inspected and maintained often solely by ROVs, and in 

contingencies such as the Deepwater Horizon oil spill in 2010, ROVs are the primary tool of damage 

control and mitigation [94, 113]. These tasks require high dexterity of the teleoperator and consid-

erable skills and training of the human operators, who usually teleoperate the “free-flying” UUV via 

a fiber-optic tether. Figure 2-3 shows typical representatives of UUVs, UAVs and UGVs.  

 

Figure 2-3: Typical representatives of the major mobile telerobotic classes. From left to right: 
Oceaneering Millenium Plus ROV at work at an undersea oil well [114], General Atomics Reaper 
UAV [115], iRobot Warrior UGV [116] disarming an IED.  

Analogies to OOS Robots 

The requirements placed on telerobot dexterity and teleoperation system transparency of OOS 

activities are certainly far beyond the capabilities of heritage space telerobotic systems. The fields 

of ground, air and underwater robotics however provide many examples for highly complex tele-

operation tasks under similar environmental conditions as encountered by an operational OOS 

system. The solutions developed for these fields are therefore often applicable to the problems of 

OOS.  
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The operation environment of UUVs is in many respects comparable to the orbital worksite [117, 

118]. A free-floating UUV must constantly be navigated and control in all six degrees of freedom 

[117, 119].  When manipulators are used, the disturbance torque perturbs the platform vehicle 

from its intended attitude, impeding station-keeping and reducing end-effector precision and accu-

racy [120]. Coordinated control schemes using dynamic models of the underwater robotic system 

are therefore needed to account for the coupling effects [120]. Other than dynamic models of space 

systems, these must also include hydrodynamic parameter uncertainties, ocean currents, as well as 

the effect of hydrodynamics of each link of the manipulator on vehicle motion [112]. The operator’s 

awareness of the telerobot’s surroundings is furthermore impeded by the oftentimes poor quality 

of video images, due to color distortion by the water and highly unfamiliar illumination conditions 

[117, 120]. The worksite environment is also often unknown, due to the lack of detailed, accurate 

and current maps of the sea floor [117]. This situation is reminiscent of OOS operations on an un-

cooperative target object. 

The similarity of the underwater realm and space has therefore not only been used for astronaut 

training, but also during the development of operating procedures for Deep Submergence Rescue 

Vehicles (DSRVs) for which the rendezvous & docking procedures of the Gemini project were used 

as a prototype [118, 119]. UUVs have also been used in experimental scenarios for space and plane-

tary exploration. In 1993, NASA guided the Telepresence Remotely Operated Vehicle (TROV) during 

exploratory trips in the Ross ice sea, Antarctica, in functional telepresence via a data relay satellite 

(Intelsat 178W) from NASA Ames Spaceflight Center [102, 121]. While the tasks accomplished by 

TROV were not complex, the system nonetheless proved the feasibility of telepresent operation via 

a geostationary data relay satellite and thus under the impact of the associated time delay. 

Another class of vehicles that operate under similar operational constraints as an operational 

OOS system, albeit not with comparable task complexities, is formed by modern UAVs. In the skies 

over current military theaters of operations, multitudes of UAVs are used for reconnaissance, target 

acquisition and actual combat. While take-off and landing is usually commanded locally, surveil-

lance, acquisition and target engagement is controlled in case of the USAF from Nellis Air Force 

Base near Las Vegas, Nevada [122]. The commands are then routed via fiber-optic cables to com-

munication hubs in Europe and then via data relay satellites to the skies over Afghanistan, Iraq or 

other theatres [90, 110].  For this purpose these UAVs are equipped with steerable satellite anten-

nas to close the communication chain. 

2.3 Limitations  

In order to achieve the high degree of control required for telepresence systems, the human-

machine interface must be transparent. Factors contributing to interface transparency are display 

quality, consistency of the presentation of the environment, the ability of the operator to interact 

with the environment and receive feedback, as well as clarity of causal relationships between user 

actions and the reactions in the remote environment [100]. Due to the demand for high transparen-
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cy, telepresence systems are substantially afflicted by the general limitations of teleoperation sys-

tems: limited sensory information, degraded depth perception, time delay, sensor data fusion and 

integration, confidence in sensor data, knowledge of teleoperator activity, and failure detection [96, 

123, 124].  

The problem of limited sensory information is created by the limited availability of sensors on the 

telerobot, the restricted fields of regard of most sensor types, the lack of proprioceptive infor-

mation about the teleoperator and its environment, as well as the limited bandwidth of the com-

munication channel usually resulting in low definition and degraded quality of the sensor data 

presented to the human operator [105, 125]. This problem has been referred to as the keyhole 

effect [123] or as driving while “looking through a straw” [126].  

Visual Information 

Humans derive over 90% of sensory information from visual stimuli [111]. This is referred to as 

visual dominance [127]. The human visual system is capable of full, precise mapping in three di-

mensions and typically overrides auditory and somatosensory spatial information [127]. Most 

orientation cues are thereby derived from ambient vision, while focal vision provides object recog-

nition and identification [127].  

Low quality visual information and the increased scene distortion associated with video compres-

sion not only impede object detection and identification, they can also lead to increased cognitive 

workload and motion sickness symptoms [123]. In addition, a narrow field of view (FOV) can also 

lead to the loss of important distance cues, thereby degrading depth perception. Bandwidth limita-

tions often force teleoperation systems to rely on monocular vision. In this case the operator must 

rely on depth cues like interposition, relative object size, relative object or texture density, light and 

shadow, angular elevation or motion perspective [106, 127–129]. In an unfamiliar environment 

depth perception can thus be challenging because of a lack of size cues. Stereo vision therefore 

facilitates navigation in unfamiliar environments by enhancing operator performance in depth 

perception and obstacle detection and identification [123]. The price for this performance increase 

is increased bandwidth requirements for real binocular stereo vision and increased operator 

stress ratings and motion sickness symptoms for artificially induced stereo vision [123]. 

A further impediment to depth and egomotion perception is a reduced frame rate of the visual 

channel [123]. Studies have shown that for operating UAVs, the frame rate of the video feed is more 

important for object identification and tracking tasks than image resolution [130]. A similar result 

was found for manipulation tasks [130]. Below a frame rate of 5 frames per second (fps), a loss of 

presence occurs. The operator dissociates from the low update rate and views the video as a series 

of screenshots [130]. An update rate of 10 fps is generally considered the minimum for effective 

and efficient teleoperation [92, 123, 130]. 
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Signal Delays 

Beyond the restrictions on sensory information, the time delay inherent in long-distance commu-

nication channels also severely impacts operator performance. Humans are capable of detecting 

latencies as low as 10-20 ms [123]. The total system latencies in complex teleoperation systems can 

reach up to multiple seconds, which substantially degrades performance. The higher the communi-

cation system latency, the higher is the level of automation required of the system in order to ena-

ble it to accomplish its task. The issue of communication time delays, which are of premier signifi-

cance for space telerobotic systems, will be discussed in more detail in Section 3.1. 

Situation Awareness 

The limitations of teleoperation systems described above combine to limit the level of situation 

awareness (SA) the operator can achieve [117, 131], as well as to increase the mental workload 

placed on the operator [124, 132]. This workload is highest in direct control modes (Sheridan level 

1), since the operator is required to divide his cognitive resources between sending commands to 

the teleoperator and interpreting returning information [133]. Indirect control, i.e. a higher level of 

teleoperator autonomy, reduces the operator workload but can also lead to reduced SA because 

active human involvement in teleoperator action is removed [133].  

Situation awareness is defined as “[…] the perception of elements in the environment within a 

volume of time and space, the comprehension of their meaning, and the projection of their status in 

the near future” [134]. In other words, SA means being aware of what is happening around oneself 

and understanding what the occurring events mean with respect to current and future goals [127]. 

SA is therefore the result of a chain of cognitive processes dealing with the perception of the world 

surrounding a person and the interpretation of those perceptions [100].  

For general robotics systems, SA therefore consists of location awareness (allows user to locate 

robot within the scenario) and surroundings awareness (recognition of immediate environment 

of the robot, which is essential for obstacle avoidance)[135]. In terms of navigation, which is of 

primary interest for this thesis, SA means determination of the actual chaser position, determina-

tion of the target position, and path and resource usage planning [136]. This subset of SA is in 

literature also referred to as spatial awareness or hazard awareness [137]. 

The main challenge of gaining and maintaining SA in teleoperation is that humans are used to a 

wide FOV (provided by the human eyes), coupled to a fast and flexible scanning system (the human 

neck). This allows them to quickly generate an accurate model of their surroundings within which 

to operate the vehicle [10]. This restriction leads to the fact that 30% of teleoperation time is com-

monly spent on gaining and maintaining SA [138, 139], thus severely limiting task performance. 

The use of advanced user interfaces and displays such as discussed in Section 2.4 can therefore 

increase operator SA and performance [138]. 

In order to overcome the general limitations of teleoperation, the human-machine interface must 

be designed to compensate for the weaknesses in teleoperator equipment and communication link 
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bandwidth. The overall goal is to increase operator SA while at the same time reduce his cognitive 

as well as physical workload. If a high level of SA in the remote environment is achieved, accompa-

nied by a loss of SA in the local environment, telepresence as defined above is achieved [100].  

2.4 Human-Machine Interfaces 

The human-machine interface provides the human user of any technical system with the means 

to interact with its mechanical and electronic components. The HMI transforms the data received 

from the mechanical and electronic system components into output comprehensible for the human 

visual, auditory and tactile senses. At the same time, it provides the user with input options to 

change the system state.  An example for an HMI encountered in everyday life is the combination of 

monitor, keyboard and mouse of personal computers (PCs). The monitor translates the digital 

electronics signals of the computer into graphical or textual visual output. The keyboard and mouse 

allow the user to react to the displayed data and to change the processes running on the computer. 

A human-machine teleoperation interface thus consists of data displays and control interfaces, 

allowing the human operator to monitor and interpret sensor data from the teleoperator, and to 

transmit commands to the teleoperator.  

2.4.1 Basic HMI Design 

The display must be designed in order to support the operator in making decisions. The infor-

mation content must be presented in a way that allows easy and quick acquisition, as well as effi-

cient analysis [140]. The goal is for the display to present the operator with appropriate imagery 

and sufficient data to enable SA, realtime control and payload operations [96, 141]. In many situa-

tions, operators are not provided the data essential for gaining and/or maintaining SA, while at the 

same time they must mentally integrate a large amount of dispensable information about the mis-

sion state displayed over several monitors [133]. The displayed realtime data must be appropriate 

to enable the operator to transition seamlessly between supervisory and teleoperation control 

modes without significant loss of SA [96].  The format of the data must avoid any cognition conflict 

or monopolization of mental resources [96].  

Control Functionality 

The control and data input devices provided to the operator must be appropriate for remote con-

trol as well as subsystem and payload operation tasks [96]. Manual control devices should ideally 

only have a single function and must be easily located, grasped and manipulated [96]. Information 

and control devices needed for a particular set of activities should be situated within close proximi-

ty of each other and ideally be available with less than two key presses [96]. The HMI should fur-

thermore support both high-level and low-level commands, to allow the operator maximum flexi-

bility in sending efficient command sequences [10]. Rapid feedback to control inputs is needed to 

let the operator know whether his commands have been acknowledged, whether the actions are 
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performed properly or whether problems are occurring [96, 133]. An ideal display will furthermore 

attempt to predict the future results of an operator’s commands by displaying possible constraint 

violations or predict the probability of a certain outcome [140]. This would enhance the probability 

of mission success.  

The importance of HMI design does not diminish with increasing levels of teleoperator autonomy. 

Independently of a robot’s autonomous operation capability, the human operator must still know 

where the teleoperator is, what it is doing, and how it is doing this [110]. However, as robots be-

come more autonomous, the focus of the interfaces shifts from actual control to monitoring and 

diagnosis [110]. Nonetheless the quality of the HMI determines the quality of the system perfor-

mance. A good interface can help the operator to gain and maintain SA, enhance goal setting under 

dynamic vehicle and mission conditions, as well as optimize human analytical processes and deci-

sion-making [96]. An HMI also has the potential of negatively influencing operator performance and 

thus degrading mission effectiveness [99]. 

Human Error 

The HMI therefore has influence on the occurrence and magnitude of human error. In a badly 

designed HMI, the complex recognition of information during high-stress conditions increases the 

operator’s mental and physical workload and thus also increases the likelihood of misrecognition 

and misoperation [142].This statement is supported by the statistics of UAV mishaps. UAVs suffer 

100 times more mishaps per 1000 flight hours than manned aircraft [127]. More than half of these 

mishaps are attributed to problems with human-systems integration [138].  

Typical Designs 

A typical control station design presents the operator with a sensor view and/or telemetry data 

transmitted from the teleoperator, the health status of the teleoperator, a map display to main-

tain SA and facilitate navigation, as well as a history of the commands issued to the teleoperator 

[123]. HMIs have therefore been largely unchanged since the invention of underwater robotics in 

the 1970s [143]. Figure 2-4 shows examples of common control station layouts.  

Current HMI designs present the operator with difficult-to-interpret camera imagery, as well as 

numeric robot telemetry data. The data is not provided in any integrated or intuitively accessible 

form [127]. The operator is thus overburdened with detailed, low-level data and must continuously 

scan the interface and cognitively integrate the data into a mental model of the vehicle’s state and 

the situation [127]. A display providing direct presentations of high-level vehicle state projections 

could therefore greatly benefit operator SA [127]. 
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Figure 2-4: Exemplary views of unmanned vehicle control stations. Left image shows Predator UAV 
control station in 2007 [144]. Right image shows science UUV control station in 2009 [145]. 

2.4.2 Visual Displays 

Due to the human’s visual dominance, the majority of information is conveyed visually, including 

digital values, status displays, 2D computer simulations, and camera images [142]. These displays 

are mostly not designed for operator immersion. The human generally has a horizontal FOV of 

180°, and a vertical FOV of 120°. For operator immersion in the remote environment, a minimum 

horizontal FOV of 80° is adequate [146], while the sensation of reality usually saturates at around 

100° horizontal FOV [147]. The spatial resolution of an immersive display is desired to be 60 pixels 

per degree [147]. These FOVs and resolutions cannot be realized using common on-board cameras 

and displays.  

Field-of-View Compensation 

The limited FOV of a camera can be overcome by using a pan-tilt camera head. Such a camera 

head is most useful in situations in which significant visual information exists to the side of the 

teleoperator, but if it is inefficient or difficult to rotate the robot to see it [126]. Using a camera that 

is controlled independently of the vehicle motion increases the operator’s immersion and thus 

sense of telepresence [124]. At the same time the adjustable camera orientation can lead to confu-

sion about the state of the robot and the orientation of the camera, thus increasing operator mental 

workload in navigation and delay compensation and thus resulting in poor SA [124, 126]. The 

difference between camera view point and expected motion can furthermore induce simulator 

sickness [124]. 

Pan-tilt cameras are most effective when combined with a head tracker in the HMI. Experiments 

have shown head-aimed vision to increase teleoperation mission performance by between 200% 

and 400% [131]. Head tracking thus increases operator performance more than stereovision or an 

increased camera FOV [130]. The cost of this performance increase is additional time delays be-

tween the motion of the head and the motion of the video, which can result in loss of visual stabil-

ity and simulator sickness symptoms [96, 130]. This delay results from the need to track the head 
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motion and translate it into sensor motion, the update rate of the tracker, and the refresh rate of the 

display [148]. 

Head-Mounted Displays 

Head tracking is usually combined with head-mounted displays (HMDs). An HMD is basically a 

pair of small LCD monitors that are suspended like goggles in front of the operator’s eyes. HMDs 

thus offer an egocentric augmented reality display throughout the full FOV and therefore potential-

ly offer increased spatial awareness and SA [148]. HMDs have the potential of providing opera-

tors with meaningful cues for SA, good workspace visibility and vehicle behavior feedback for 

effective performance [96].  In control studies of unmanned air, ground and underwater systems, 

HMDs were shown to have a positive impact on some control tasks. Experiments for control of 

helicopter UAVs using omni-directional cameras demonstrated that HMDs promote operator im-

mersion, thus resulting in an enhanced feeling of telepresence and in quicker and more accurate 

task completion [96]. In precision target identification, designation and prosecution tasks, however, 

fixed display monitors with joystick-controlled cameras resulted in higher accuracy, shorter search 

times, lower workload and higher SA ratings [96]. In addition, all operators using HMDs com-

plained of discomfort and simulator sickness symptoms like nausea, disorientation and eyestrain 

when using the HMD for extended periods of time [96]. An HMD can therefore actually increase 

operator visual workload, induce simulator sickness and disorientation, and decrease SA [148]. 

Stereo Vision 

An advantage of HMDs is their natural capability to be used for stereoscopic vision, also referred 

to as stereo vision. Compared to monoscopic vision, stereovision facilitates remote manipulation 

tasks that involve ballistic movement, recognition of unfamiliar scenes, analysis of three-

dimensionally complex visual scenes and the accurate placement of manipulators or tools within 

these scenes [123]. Stereovision is furthermore useful when image quality, task structure and 

predictability, user experience, and manipulator dexterity are suboptimal [123]. Higher levels of 

stereopsis have proved to be helpful to determine depth in teleoperation scenarios [130]. Stereovi-

sion is therefore ideally suited for the complex tasks of telerobotic OOS, including rendezvous & 

docking.  

Human operators generally prefer stereoscopic displays over monocular vision [123]. In general, 

the advantage of stereoscopic displays in depth perception becomes greater with larger stereopsis, 

i.e. larger inter-camera distance [130]. Since the amount of stereopsis a human is able to fuse is 

limited, the best performance in depth-matching is achieved when the inter-camera distance is 

still less than the inter-ocular distance [123]. An ideal stereovision system uses a camera that 

recreates the functionality of the human vision system. Such a camera pair is able to adjust camera 

convergence and focus, in order for the convergence point and focal distance to remain on the 

same plane [113]. To maintain camera convergence, range measurements to the target object are 

necessary, requiring appropriate on-board sensors [113].  Experiments with UUVs have shown 

such camera systems to be effective in improving the visual perception [113]. 
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The improved depth perception of stereovision systems must be traded off with their inherent 

disadvantages: increased communication bandwidth demand, system complexity, as well as a 

high incidence of user discomfort [146]. Artificially induced binocular stereo vision has the ten-

dency to cause increased operator stress ratings, as well as simulator sickness symptoms [123]. In 

corresponding experiments, the majority of test subjects complained of increased eyestrain, ghost-

ing images and a loss of resolution, making the displayed environment appear fuzzy and less real 

[146].  Eyestrain and the occurrence of simulator sickness are less when using stereoscopic dis-

plays with shutter glasses, instead of HMDs [130]. However, using a setup with a fixed monitor 

and shutter glasses limits the possible range of head tracking, therefore only minor head rotations 

and translations are allowed [130]. 

2.4.3 Data Fusion 

The fusion of sensor information into a comprehensible data product is critical for HMI design. 

Sensor fusion is defined as the process of collecting data, combining it through a variety of meth-

ods and with a variety of sensing technologies, and presenting it as an integrated product, either to 

a human operator or to a machine [149]. The general idea behind this process is that combining the 

individual strands of data results in a richer, more intelligible output that is functionally greater 

than the sum of its parts [149]. Sensor fusion has long been used to improve automatic mapping 

processes, but can also be used to create capable and compelling user HMIs, enabling better under-

standing of the remote environment [150]. In military aviation, sensor fusion is used to combine 

live information from sensors and stored information from databases in order to improve cockpit 

efficiency during target acquisition and tracking, tasks which require high levels of SA and cognitive 

decision-making [150]. Figure 2-5 depicts an augmented reality sensor fusion display used for 

controlling military UAVs. 

 

Figure 2-5: Augmented Reality display used for UAV operations [125, p.224]. The real camera view 
is surrounded by synthetic terrain imagery. Important information such as mountain peaks or 
danger zones are marked within the synthetic environment. Reproduced with permission of Gloria 
Calhoun (Air Force Research Laboratory) and the International Society for Optics and Photonics. 
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Sensor fusion can also be used in civil aviation to create enhanced or synthetic vision systems 

[150]. These would enhance the pilots’ ability to detect runway features and incursions during 

landing, as well as obstacles and traffic in taxis, and would enable air traffic controllers to better 

operate in conditions of restricted visibility, e.g. through clouds or fog [150].  

Augmented and Virtual Reality 

Such systems providing artificially created visual information alongside realtime video data are 

called synthetic vision systems, augmented reality (AR) systems, or with growing artificial con-

tent, virtual reality (VR) systems. These systems can potentially overcome some of the percep-

tional limitations of teleoperation systems by ameliorating video characteristics and enhancing 

operator image interpretation [127] . In a 3D VR display, the operational space can be visualized 

synthetically, merging visualization data from multiple sources [133]. Within this display, the oper-

ator perspective can be changed between internal and external vantage points, thus providing a 

spatial perspective beyond the immediate vehicle camera view [121]. Vehicle state information like 

attitude, flight path or velocity vectors as well as environmental information like danger zones or 

flight paths of surrounding objects can be directly integrated into the main display [133]. In order 

for the VR system to be beneficial to the operator, an extremely accurate world model as well as 

highly accurate CAD models of the surrounding objects are required [141]. Otherwise, VR displays 

can be useless or actually damaging, by causing time-consuming and confusing conflicts between 

virtual imagery and realtime video [141]. In addition to this problem, too much visual information 

can also overload the operator with unimportant information [124], thus actually decreasing his SA. 

If no accurate model of the work environment is available, VR displays are of limited use [113] and 

can be detrimental. This is exactly the kind of operating environment of most OOS missions to 

uncooperative client satellites, and of all space debris removal missions. 

2.4.4 Time Delay Compensation 

In addition to serve as a means to enhance the operator SA of the remote environment, AR and VR 

displays can also to some degree compensate for low bandwidth or long time delay in the commu-

nication channel [121]. Due to these delays, the human operator is always late in perceiving and 

controlling the teleoperator. He is therefore unable to generate an accurate mental representation 

of the remote situation [106]. This limitation can be countered by the use of predictive displays or 

commanded displays [2, 124]. 

Predictive Displays 

A predictive display is a mathematical simulation of the system behavior, propagated forward in 

time to generate a prediction of system movement over the time delay [151].  A predictive display 

thus requires an accurate model of the teleoperated system as well as the environmental parame-

ters acting upon it. Creating a predictive display of an unknown environment is therefore a consid-

erable challenge. A commanded display, on the other hand, merely shows the position of the 

teleoperator as commanded, without any mathematical modeling of the system behavior [151].  
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Predictive displays have been shown to reduce task completion times by 50% to 150%, compared 

to operator performance using live video alone [123]. Studies conducted during the Ranger pro-

gram have furthermore shown that predictive displays provide 15% to 25% improvement in task 

performance when working with 1.5 s, 3 s and 5 s time delays  [151].  

Commanded Displays 

Extensive studies concerning the utility of commanded displays have been conducted and pub-

lished as part of the Ranger research and development effort.  The results show that commanded 

displays are effective in reducing the increased task completion time due to communication time 

delays by 91% at 1.5 s delay, by 88% at 3 s delay and by 84% at 6 s delay [130] .  The commanded 

display furthermore also reduced the task completion time by 22% without the presence of time 

delay. The reason for this is that the commanded display is used by the operators as a planning 

tool for more efficient manipulation [130] . In addition to reducing completion times, the use of a 

commanded display also reduced the number of collisions in a peg-in-hole task by 95% [130] . 

These studies showed that commanded displays are overall twice as effective as predictive dis-

plays in alleviating the effects of time delays on teleoperation performance [130] .  

2.4.5 HMIs for Space Teleoperation 

The teleoperation HMIs in use are a tradeoff between the various capabilities and limitations of 

representations and display elements stated above. The telepresent underwater vehicle TROV used 

the Virtual Environment Vehicle Interface (VEVI) for teleoperation via relay satellite, with a stereo 

monitor or a HMD displaying live stereo video or the off-line generated 3D model of the ROV and its 

environment [102]. The Ranger operator interface provided the operator with a mix of live video, 

VR simulations and control station panels. The stereo video was streamed from external and 

onboard cameras to stereo monitors using LCD shutter glasses [76]. The VR simulations allowed 

the operator to visualize the telerobot in its environment, displaying things that could never be 

observed from live video. The display offers multiple windows to allow simultaneous viewing of 

different views, while each view can be freely configured to allow the operator to move his van-

tage point freely about the virtual environment and to adjust the field of view [152]. Primary views 

are attached to each manipulator arm, the vehicle body and the worksite to improve SA by provid-

ing several frames of reference [152]. Telemetry data is continuously used to update the VR model 

and highlight changed system states to direct the operator’s attention to important information 

[152]. Virtual graphics filters can be used to observe power consumption, temperature values and 

the global status for each manipulator joint by providing gradient of colors to indicate various 

levels. Within the VR display, the operator can furthermore produce a virtual cockpit with gauges, 

controls and sensor packages being placed in various positions on the display [76]. In addition, the 

operator uses two hand controllers to directly control the robot [152]. Figure 2-6 provides an 

overview of the Ranger operator control station and the VR control display. 



Human Issues of Teleoperation 

 

 

- 46 - Visual Augmentation Methods for Teleoperated Space Rendezvous 

 

 

Figure 2-6: The Ranger operator station and the virtual control interface [152, p. 50, fig. 2 and3]. 
Reproduced with kind permission of Springer Science and Business Media. 

Similar AR and VR user interfaces were also used for ETS-VII [153], as well as for the ROTEX robotic 

demonstration mission aboard the Space Shuttle [48]. 

While not a teleoperation HMI per se, a system sharing many characteristics was introduced aboard 

the Space Shuttle to facilitate rendezvous & docking operations. It is therefore highly relevant for 

this research. This Rendezvous and Proximity Operations Program (RPOP) is run on a laptop com-

puter aboard the Shuttle to display relative position and attitude information [154, 155]. The Shut-

tle’s approach trajectory in relation to the docking port is provided in a graphical representa-

tion (see Figure 2-7).   

 

Figure 2-7: The Rendezvous and Proximity Operation Program (RPOP) run on a laptop in the Shut-
tle cockpit to facilitate the control of the final approach during rendezvous & docking. Range and 
range rate measurements, as well as attitude information is provided in numerical form, while the 
approach trajectory in relation to a docking port is represented graphically [155, p. 447]. Repro-
duced with permission of the American Astronautical Society Publications Office. 
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2.5 Spatial Disorientation and Simulator Sickness 

A problem shared by all teleoperation HMIs is that of visual-vestibular mismatch and spatial 

disorientation, often leading to symptoms of simulator sickness. UAV operators mostly suffer 

from visual-vestibular mismatch, because their focal vision receives cues from the displays convey-

ing motion, while ambient vision, vestibular and non-vestibular proprioceptive cues convey that 

the operator is at rest [127] . This can lead to spatial disorientation, reduced SA and simulator 

sickness symptoms. In rare cases, the effects of spatial disorientation can incapacitate the operator 

[127]. 

Spatial Disorientation 

Spatial disorientation (SD) is the failure to correctly sense the vehicle’s attitude, motion and/or 

position within a reference frame [127] . Frequent disorientation thus hinders the development of 

SA regarding the location of the robotic system [127] . Literature defines two types of SD: SD un-

recognized or recognized by the operator. In unrecognized SD, the operator is unaware of changes 

in ownship motion or attitude. This is mostly caused by sub-threshold motion or inattention and 

accounts for about 90% of all SD-related accidents [127]. Recognized SD manifests itself in a no-

ticeable difference between actual ownship motion or attitude and any one of the visual, auditory, 

tactile or vestibular senses [127]. 

Simulator Sickness 

This sensory conflict or cue conflict is theorized to be the primary cause for motion sickness and 

simulator sickness [156, 157]. According to the cue conflict theory, motion sickness ensues when 

the sensory information about body motion provided by the eyes, the vestibular apparatus and 

other senses conflicts with the inputs that the central nervous system expects to receive [156]3. 

This causes head ache, drowsiness, mental disorientation, pallor, cold sweating, nausea and even-

tually vomiting [156]. Simulator sickness is a form of motion sickness that does not require true 

motion of the body to create cue conflicts, but rather a visually induced sense of self-motion, called 

vection [156] . Vection is caused by the eyes detecting a change of position or a velocity in the 

periphery of the visual field. When the entire field moves (i.e. in the presence of high visual flow), 

subjects soon begin to feel they are moving themselves instead of the scenery around them. This is 

vection. If vection and the other senses conflict, motion sickness signs and symptoms can be the 

result, plus another major effect of simulator exposure: eye strain [157]. The incidence of simulator 

sickness is therefore dependent on the level, detail and density present in the simulator system 

[156] . Visual flow is mainly perceived by peripheral vision. A minimum FOV of 60° is therefore 

necessary to experience a sensation of motion exclusively from visual information. A wide-angle 

display therefore means both higher operator immersion and higher probability of incidence of 

                                                             

3 The rival theory for the causes of motion sickness is the postural instability theory. This theory states that situations 
that produce motion sickness are unfamiliar to the subject. This leads to an inability to maintain postural control, 
which in turn causes motion sickness until the subject adapts to the new motion [156] . 
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simulator sickness symptoms, both brought along by vection. Another factor contributing to high 

visual flow is the maneuver intensity and velocity in the simulation. Rapid maneuvering causes 

high velocities of the objects in the environment. Since this is accompanied by no tactile or vestibu-

lar cues, cue conflict can ensue. Other factors are stereoscopy, display flicker, time delays and posi-

tion tracking errors. Kolasinski [157] provides a detailed discussion of the signs and symptoms of 

simulator sickness, as well as their causes.  

Simulator sickness must therefore be a prime consideration when designing a simulation or 

AR/VR system. In the experimental setup to be described in this doctoral thesis, neither HMDs nor 

a stereovision system are used. The video streams and graphical overlays are projected onto a 

planar 1.92 m x 1.05 m screen with 1280 x 720 pixels resolution, viewed from a distance of approx. 

1.5 m. This generates a FOV of about 64°, which is barely sufficient for vection to occur. The visual 

scene displayed however contains little visual flow, since the object density of the final approach 

and docking scenario is low, as are the associated rotation rates and translation velocities. There-

fore no occurrence of simulator sickness was expected, nor was any incident noticed during the 

evaluation experiments. 
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2.6 Summary 

The use of telerobotic systems is common in the air, ground and underwater domains. The tasks 

accomplished by ground and underwater systems are in their complexity comparable to OOS oper-

ations. The communication links used for UAV control are in their capabilities and limitations simi-

lar to the links used for space teleoperation. There exists therefore no reason to expect the tele-

operation of OOS tasks, especially rendezvous & docking and proximity operations, not to be feasi-

ble. 

The HMIs used in these fields of telerobotics furthermore contain important lessons for the design 

of OOS operator interfaces. This concerns primarily the suitability of different display methods and 

modalities for high immersion and SA and low susceptibility to spatial disorientation and simulator 

sickness, as well as the use of AR and VR elements to deal with the effects of time delays in the 

system.  

The use of HMDs is not practical for space teleoperation systems, because the long delay between 

head motion and motion of the camera will result in operator discomfort and possibly in simulator 

sickness symptoms.  

Stereoscopic cameras are of limited value during the final approach and docking phase of an 

OOS mission. While they would greatly improve depth perception by the operator, they would also 

need to be designed to operate from far range to very close range. This can only be accomplished by 

using multiple stereoscopic cameras with different camera baseline, or by a system that mimics the 

human eyes’ capability of convergence and focus. Such a camera system would be very complex and 

require precise pointing mechanisms, which are hard to qualify for the harsh conditions of the 

orbital environment.  

VR and AR systems can be used to increase the amount of information available to the operator and 

to increase his SA. However, in the case of rendezvous & docking to an uncooperative target, the 

amount of information available about the target object might not be sufficient to create an accu-

rate virtual model. And as it was discussed above, an inaccurate VR representation can be worse 

than no VR at all. 
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3 Space Environment  

The major challenge for space telerobotics as compared to terrestrial applications is the orbital 

operating environment. It differs in many critical characteristics from Earth’s air, land and sea 

environments. The main differences from a teleoperation perspective are the long distances to be 

bridged by the communications link, and thus the resulting signal travel delays, and the fact that 

Earth’s environments are familiar to the operator from firsthand experience, whereas space is 

foreign in a number of aspects. 

These peculiarities of the orbital environment are addressed in the following sections. 

The time delays inherent in any teleoperation scenario were shown in Section 2.3 to be one of the 

major inhibitions to task performance of the teleoperation system. While the effects of the delay can 

be alleviated to some extent by HMI design, the delays must nonetheless be reduced to a minimum 

in order to achieve acceptable task effectiveness, efficiency, as well as safety. The main source of 

delay in space teleoperation is the communication link, introducing long signal travel delays due 

to the large distances between the system components.  

While these delays affect the act of teleoperation per se, and thus in any environment, operator 

performance is further degraded by the characteristics of the space environment. On Earth, the 

operator knows about moving and working on ground, in the air and in water from everyday expe-

rience. He therefore instinctively understands the effects his commands will have on the motion of 

the vehicle and he will be able to monitor the effects relying on natural references in the environ-

ment. At the same time, the environment serves to stabilize the system behavior. This is not the 

case in space, as will be discussed in this chapter. 

This chapter will provide a general overview over the effects of time delay on the operator as well 

as on system performance. It will then proceed to explore the different options existing for a space 

teleoperation communication chain to create a bridge between terrestrial and space applications. 

The final four sections will then focus on the characteristics of the orbital environment that have 

direct and special impact on teleoperated OOS system: relative motion in the involved coordinate 

systems, spacecraft dynamics, available references in the environment, as well as lighting condi-

tions during OOS operations.  

This discussion about the orbital environment ignores the environmental parameters that chal-

lenge every space system, like gravitational disturbances, electromagnetic and particle radiation, 

drag due to residual atmosphere, and thermal issues. An overview of the general space environ-

ment can be found in [158–160]. 
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3.1 Roundtrip Time Delay 

The time delays encountered in teleoperation can be classified into four distinct areas [161] (see 

Table 3-1).  

Table 3-1: Classification of the behavior of teleoperation systems according to the roundtrip time 
delay [161].  

Time Delay [s] Teleoperation System Behavior 

< 0.1 s true realtime 

< 1.0 s near realtime 

< 10 s virtual realtime 

> 10 s autonomy 

 

In the true realtime and near realtime domains, the operator feels a direct context between con-

trol inputs and the system response. He therefore performs the teleoperation tasks continuously. At 

time delays around 1 s, operators switch their control strategy from continuous commanding and 

compensating for delay effects towards a move and wait strategy in order to not suffer a loss of 

control [152, 162, 163]. If the time delay is in the range of several seconds, therefore within the 

virtual realtime domain, operators transmit a whole series of commands before awaiting the 

results and issuing the next command series [163]. While this approach allows to trade time for 

accuracy in the performance of tasks under delay [162], it significantly increases the time demand 

for teleoperation tasks [163], is very inefficient in terms of teleoperator usage, and can cause opera-

tor fatigue [10].  

Impact of Time Delay 

This tendency towards move and wait is evident in all teleoperation applications. The impact of 

time delay upon operator performance however differs in its details between different applications. 

In teleoperation systems using bilateral control, i.e. a control loop with haptic feedback from the 

teleoperator to the human operator, time delay in the communication channel can cause the system 

to become unstable [164, 165]. Stoll found in his doctoral research [161] that roundtrip delays in 

the haptic and visual channels substantially decrease task performance and the feeling of 

telepresence. This effect is aggravated if the delays are variable. Operators also systematically tend 

to overestimate the delay, which furthermore impacts their performance. Stoll had test participants 

grab a servicing target object and perform a bayonet closure opening task under time delays of 0 s 

and 0.622 s. The long delay was generated by transmitting the haptic feedback data over the DRS 

Artemis. In order to represent the delay in the communication chain from a ground station via a 

DRS to an OOS vehicle and back, the feedback signal was transmitted via Artemis to its control 

station in Redu, Belgium, and then mirrored back via Artemis to the ground station in Munich. Using 

this experiment setup, Stoll determined that the mean completion time for the grabbing task tripled 
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between 0 s and 0.622 s delay, while the bayonet closure opening task time increased to 360%. 

Despite these performance reductions, participants were able to complete their assigned tasks and 

thus Stoll proved that telepresent OOS operations are feasible via a DRS communication chain and 

the associated roundtrip time delay of over 0.6 s. 

Similar experiments were conducted during the Ranger program, albeit without haptic feedback. 

When positioning a 2-DOF manipulator, completion times increased with time delay. Compared 

to zero delay, the increase was 260% at 1.5 s of delay, and 580% at 6 s delay [151]. It was also 

determined that a short, variable delay can be more detrimental to operator performance than a 

longer but fixed delay [130]. 

Experiments on human-in-the-loop UGV control showed no noticeable effect of time delays on user 

performance between 0 s and 0.5 s, followed by a sharp decline in performance between 0.5 s and 

1.0 s [96]. These studies also produced the interesting result that the impact on performance not 

only depends on the time delay, but also on the control modalities. So it was found that update 

delays following head movement in a head-tracking setup had a more profound effect on perfor-

mance than delays in a hand-controlled setup [96]. This is another reason why no HMD is used in 

the teleoperation system described in this thesis. 

Experiments concerning the remote guidance of free-flying space vehicles were conducted for 

Ranger. With operators guiding the SCAMP vehicle through an underwater obstacle course, no 

statistically significant difference in performance was found at 0 s, 0.1 s, 0.3 s, 0.7 s and 1 s time 

delay [163]. At 1.5 s delay, there was a marked increase in completion times, with the transition to 

move and wait becoming evident. While there was no significant difference between 1.5 s and 2 s, 

another increase in completion time occurred at 3 s delay [163]. During these experiments, the 

free-flyer was also successfully controlled over the internet at a roundtrip delay of 0.8 s. The com-

munication time delay does therefore not speak against teleoperation of spacecraft proximity 

operations. 

Further results were that operator training can alleviate the effects of time delay [163], and that 

operators generally prefer longer fixed delays over any variable delays [8]. Variable delays are 

common when sending commands over the internet [163], with internet delay measurements 

ranging between 0.8 s and 1.8 s [94]. This must be considered in planning space teleoperation 

communication chains using remote ground stations or access nodes to ground station or satellite 

networks. 

Humans possess internal information processing capabilities which act intrinsically to compensate 

for system delays, as well as for the combined human perceptual delays of about 0.2 s [2]. The 

human operator can furthermore be supported in coping with the delay by the HMI, as was dis-

cussed in Section 2.4. However, in order to maximize system performance, the roundtrip time 

delays should be minimized at their sources. 
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Sources of Time Delays 

The sources of signal time delays lie in data synchronization and limited data transmission capaci-

ties, data sampling and processing, the distance to be travelled, data routing via one or multiple 

DRS, and the ground station not being collocated with the operations center [2]. The demand for 

reduced roundtrip time delays therefore has substantial impact on the planning and organization 

of the communication chain for an OOS mission. 

3.2 Space Communications 

There exist two alternatives for communicating with a spacecraft in Earth orbit. Either direct 

contact between a ground station and the spacecraft, or contact via a DRS. Direct contact can only 

exist when the spacecraft is within the FOV of a ground station. The timing of these overflights can 

be inappropriate for effective and efficient mission operations [2], and the duration of direct passes 

is very brief, for LEO satellites in the range of eight to ten minutes. If this duration is to be extended, 

there exists either the option of involving a ground station network spanning large parts of the 

globe, or to use one or multiple DRS [2, 161]. Either option introduces communication time delays 

into the teleoperation system. 

Mission Examples 

A notable teleoperation experiment using a single ground station setup and thus benefiting from 

minimum time delays is DLR’s ROKVISS (Robotikkomponentenverifikation auf der ISS – robotic 

component verification on the ISS). ROKVISS’ main component was a small robotic arm with two 

torque-controlled joints mounted on the outside of the Russian module Zvezda [48] from 2005 to 

2011. The arm was equipped with a stereo camera and a lighting system and was used for experi-

ments with a mechanical contour device to verify the robotic system’s function and performance 

[48]. The experiment received commands and transmitted haptic feedback data and the stereo 

video stream during direct downlink passes with a duration of eight minutes [48]. It used its own S 

band antenna, thus achieving data downlink rates of 4 Mbit/s and uplink rates of 256 kbit/s [166], 

which is sufficient for the setup using a stereo video stream plus a haptic channel operating at a 

sample rate of 500 Hz [48]. Due to the short direct link, the roundtrip time delay was below 0.02 s 

[166].   

Orbital Express serves as an example for a telerobotic mission utilizing a ground station network. 

Since its systems were highly automated, the ground operators were mostly relegated to monitor-

ing duties, instead of active realtime teleoperation, as was discussed in Section 1.3.4. In order to 

achieve complete communications coverage of the mission, the spacecraft were placed in a circular 

492 km orbit, at 46° inclination [47]. This orbit created favorable coverage windows with the AF-

SCN [167]. 

Extended or even continuous coverage of an orbital mission can also be achieved by using one or 

multiple DRS in GEO. Using one DRS, uninterrupted contact times of minimum 42 minutes can be 
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achieved, although multiple hours are theoretically possible, if the LEO orbit is selected accordingly 

[161]4. If beyond this period continuous coverage is required, multiple satellites must be used, such 

as the GEO constellation of the NASA TDRSS [168]. The use of TDRSS however increases the signal 

travel delays by the distance to be travelled between the individual satellites, as well as by routing 

the signals via the internet through NASA TDRSS station in White Sands, New Mexico for upload to 

the satellites. Delays between 3 s and more than 11 s can therefore be encountered [71]. 

ETS-VII used a communication architecture involving TDRSS relay links in S band [169]. The result-

ing downlink data rate was 1.5 Mbit/s, with roundtrip time delays accumulating to up to 7 s, neces-

sitating the use of predictive VR displays for effective teleoperation [77, 170]. Another space robot-

ics experiment working with a TDRSS link was ROTEX, the first remotely controlled space manipu-

lator system. It was flown in 1993 aboard Space Shuttle Columbia as part of the Spacelab-D2 mis-

sion [48]. The system’s most notable achievement was the capture of a free-flying object within its 

enclosed work cell. This feat was accomplished despite time delays of 5 s to 7 s via TDRSS by 

providing the operators with predictive VR displays.  

OOS Communication Chain Tradeoffs 

The single DRS solution can therefore be advantageous for OOS missions if the contact time of 

about 45 minutes is sufficient, which is the case for properly planned and executed final approach 

and docking maneuvers. Using the experimental setup with the Artemis link, Stoll [161] measured a 

mean roundtrip delay of 0.622 s, with a standard deviation of 0.066 s. Other quality of service 

criteria influencing operator immersion, such as delay jitter, bit error ratio and packet loss, were 

also found to be within acceptable ranges. As was discussed above, the relayed communications 

setup enabled stable bilateral control of a manipulator during typical OOS tasks.  

A thorough study of communication architecture options was conducted during Ranger mission 

operations preparations [71]. It shows that more than the time delay and communication link 

characteristics must be considered when selecting the communication architecture for an OOS 

mission. Other factors such as ground station location, data security requirements, facility availabil-

ity, mission priority, manpower demand, and organizational effort can have a higher impact on 

mission planning for telerobotic missions than link quality of service. While this serves as an exam-

ple for similar studies to be conducted for future operational OOS systems, it is beyond the scope of 

this thesis and therefore not described in more detail. 

3.3 Orbital Coordinate Systems 

The trajectories of spacecraft in Earth orbits are commonly defined within the Earth Centered 

Inertial (ECI) coordinate frame, often also called the ijk system after its axes. Axis i points from the 

                                                             

4 Such a deliberate orbit selection is of course not possible in OOS scenarios, since the chaser’s orbit is dictated by its 
target object. 
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center of Earth towards the first point of Aries, which is the direction in which the Sun is seen on 

March 21. Axis i is therefore parallel to the line of intersection between Earth’s equatorial plane and 

the ecliptic plane of the solar system. Axis k points towards geographic North, while j completes the 

right-handed coordinate system. Within ECI, a spacecraft’s state vector can be defined in Cartesian 

coordinates. However, more intuitive and thus more commonly used are the Keplerian elements, 

which define the position and motion of a spacecraft by establishing first the orientation of the orbit 

in space in relation to the ECI axes, and by then specifying the position of the spacecraft within the 

orbit in reference to notable points on the orbit (see Figure 3-1). 

 

Figure 3-1: Earth Center Inertial coordinate system and the Keplerian elements [171, p. 149]. Axis i 
points towards the vernal equinox, i.e. the position of the Sun as seen from Earth during spring 
equinox (March 21). Axis k points toward geographic North, while j completes the right-handed 
coordinate system. Four Keplerian elements serve to define size and orientation of the orbit in 
space. The semimajor axis a is half the distance between the point closest to (periapsis) and the 
point farthest from (apoapsis) the central body. The right ascension of the ascending node Ω is 
the angle between axis i and the line of nodes connecting the points in which the orbit ascends and 
descends through the equatorial plane. The argument of periapsis ω is the angle between the line 
of nodes and the apsidal line connecting periapsis and apoapsis. The inclination i is the angle be-
tween the orbital plane and the equatorial plane. The position of the spacecraft in the orbit is de-
fined by the radius r giving the distance between the spacecraft and the central body, and the true 
anomaly θ, i.e. the angle between r and the line of apsides. Reproduced with permission of Wiley-
VCH. 

While the ECI system and Keplerian elements are suitable for the major part of satellite operations, 

they are impractical to use during rendezvous & docking. During this mission phase the chaser 

spacecraft motion is commonly described in the Local-Vertical Local-Horizontal (LVLH) coordi-

nate system of the target object [160, 172] (refer to Figure 3-2).  
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Figure 3-2: The Local-Vertical Local-Horizontal (LVLH) coordinate system for (near-)circular or-
bits. Axis x points along the orbit velocity vector and is therefore also called V-bar. Axis z points 
toward the center of the central body and is also referred to as R-bar. Axis y completes the right-
handed coordinate system and is called H-bar; x and y define the local horizontal plane, x and z the 
local vertical, also referred to as orbital plane.   

LVLH is convenient in that it only describes the relative motion between the spacecraft involved, 

and therefore only the motion components relevant for rendezvous & docking. The drawback of 

LVLH is that it is no longer an inertial system and any maneuvers within it are therefore subject to 

external disturbances (centrifugal force and Coriolis force) due to the coordinate frame’s accelerat-

ed motion around the central body.  

Clohessy-Wiltshire Equations 

Within LVLH, the relative motion of two spacecraft in a circular orbit can be derived from Newton’s 

equations [173]. The x and z components describe the motion within the orbital plane of the target 

spacecraft, while the y component is the out-of-plane motion.  

 ̈     ̇     Eq. 3-1 

 ̈         Eq. 3-2 

 ̈     ̇          Eq. 3-3 

The parameter ω is the mean motion of the target spacecraft on its orbit, calculated from the semi-

major axis a and Earth’s gravity parameter µ⨁. 
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  √
  
  

 Eq. 3-4 

In addition to the coordinates x, y, z and their derivatives, these equations further contain the angu-

lar rate ω of the target vehicle orbit, as well as the components ax, ay, az of the acceleration acting on 

the chaser spacecraft. After their developers, these equations are commonly called Clohessy-

Wiltshire (CW) equations [174, 175]. In the case of impulsive maneuvers, i.e. instant velocity 

change as opposed to long thrust arcs, and the absence of external accelerations the CW equations 

can be solved [171, 176] and thus result in a set of CW targeting equations for maneuver planning:  
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The vector of initial maneuver velocities ( ̇   ̇   ̇ )
  is the impulsive velocity change Δv generated 

by the spacecraft’s thrusters added to the initial relative velocity between the spacecraft vi. The 

vector (        )
  is the initial position of the chaser relative to the target, while ( ( )  ( )  ( ))

 
 

is the relative position at time t. 

Relative Trajectories 

The targeting equations show that the out-of-plane motion component (y) is decoupled from the 

component (x, z) within the orbital plane. The resulting out-of-plane motion is therefore a harmonic 

oscillation around the initial position of the chaser, while any maneuver in x and z direction results 

in complex geometric trajectories. Figure 3-3 shows the relative trajectories resulting from a 0.1 

m/s impulse in V-bar direction and an impulse of equal magnitude in R-bar direction at x = -200 m 

behind the target. If during docking approach an impulse is commanded straight towards the tar-

get, the resulting trajectory will actually lead the chaser “above” and away from the target. An 

impulse directed away from the target will result in the chaser passing underneath the target. In 

contrast, a “downward” impulse will actually take the chaser into an elliptical trajectory, initially 

downwards and then towards the target. An upward impulse from a position behind the target will 
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take the chaser up and away from the target. This ellipse can be used for fly-around maneuvers or 

for safe-return trajectories during docking approaches. Refer to [176] for a detailed discussion of 

the relative motion resulting from different initial conditions. A study concerning the optimization 

of CW transfers regarding propellant consumption, maneuver time, and line-of-sight to the target 

object was conducted in a Bachelor’s thesis contributing to this doctoral research [177]. 

 

Figure 3-3: Chaser trajectory in relation to target. The upper trajectory results from a 0.1 m/s im-
pulse along the V-bar (in direction of flight) at a position of 200 m behind the target. The lower 
trajectory is the result of a 0.1 m/s “downward” impulse along the R-bar.  
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The CW equations are derived for circular orbits but can be used as a first guess for elliptical orbits 

up to an eccentricity e = 0.4 [178]. Further analytical derivations of the relative motion exist for 

higher eccentricities [179]. These derivatives of the CW equations for eccentric orbits are often 

referred to as Tschauner-Hempel equations [180]. 

Finite-Thrust Relative Maneuvers 

The other major limitation of the CW equation is their assumption of perfectly impulsive maneu-

vers. While these assumed impulsive maneuvers are beneficial to human control [174], rendezvous 

maneuvers during the terminal phase can nonetheless almost never be considered to be ideally 

impulsive [181]. Usually, numerical approaches need to be resorted to in order to solve the space-

craft trajectories resulting from finite thrust maneuvers [181], but there also exist some analytical 

approaches useful for maneuver planning. Van der Ha [181], for example, developed a set of CW 

state transition and force matrices for time-variant control forces. Using these equations, the finite-

thrust levels required for rendezvous within a prescribed interval can be calculated. Additionally, 

an analytical solution to the fuel-optimal rendezvous problem under finite, circumferential thrust 

conditions has been formulated, i.e. for finite-thrust maneuvers with the propulsion acting along 

the orbit tangent [181].  

Williams and Tanygin [175] describe CW targeting equations for low-thrust maneuvers. Their 

approach introduces acceleration   (     )
  into the in-plane CW equations: 
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Eq. 3-11 
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Eq. 3-12 

For use in the simulations run over the course of this research, these equations were differentiat-

ed in order to derive the in-plane velocity components of a spacecraft during a thrust maneuver. 
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Using these equations, the trajectory resulting from finite-thrust arcs during relative maneuvers 

can be computed. This can be used for predicting a spacecraft’s trajectory resulting from the ma-
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neuver command. If ax = az = 0, these expressions are reduced to the standard CW equations and 

describe the natural drift of the chaser due to the existing relative velocity.  

3.4 Spacecraft Dynamics 

The motion of objects on Earth is substantially influenced by their environment. Gravity pulls all 

objects down and thus creates a natural direction of motion in absence of other external forces. All 

objects are furthermore surrounded by gaseous, liquid or solid media. Motion within these media 

generates resistive forces acting upon the moving object in the form of friction or pressure. While 

these forces counteract every form of propulsion, they also serve to stabilize an object’s motion. 

In the example of an underwater vehicle, which is in its degrees of freedom similar to a spacecraft 

[118, 119], the resistance of the surrounding water dampens any angular motion due to disturb-

ance torques created by manipulator motion. The equilibrium of gravity and buoyancy furthermore 

creates a stable attitude into which the vehicle returns after commanded or disturbed motion.  

A spacecraft, on the other hand, cannot rely on external stabilizing forces. Its attitude control 

system must therefore at all times compensate for the disturbance torques of appendages like 

robotic manipulators, pointing antennas, or moving solar arrays [79, 182–184]. If these disturbance 

torques overwhelm the attitude control system, the result can be a loss of signal due to the anten-

na losing contact with the ground station or DRS [79], or the uncontrolled spacecraft motion can 

lead to collisions and thus mission failure or loss of spacecraft.  The continuous control of the 

spacecraft attitude is therefore a major requirement for teleoperated space systems.  

3.5 Orientation in Orbit 

The terrestrial environment is abundant with visual references for relative position determination 

and orientation during teleoperation. The major attitude reference is the local horizon, which can 

either be the actual Earth horizon or other objects with known or assumed orientation, e.g. build-

ings, trees, etc. With these references, both the target attitude as well as the chaser attitude, for 

control purposes also referred to as ownship attitude, can be visually estimated. Other natural or 

artificial objects in the environment serve as references for relative position and velocity estima-

tion. The distance of familiar objects can be judged by comparing their apparent size to their real 

size. This real size is known or can be assumed with confidence for objects like trees, buildings, 

roads, etc. These then serve as the references against which a target object’s size and distance can 

be judged by cast shadows, size comparison, as well as occlusion [129]. Teleoperation becomes 

challenging in the absence of such references, for example in adverse visual conditions (e.g. dark-

ness, fog) or in the case of unstructured environments such as encountered underwater. 

The only natural references generally available in Earth orbit are the limb of the Earth, the Sun, the 

moon and stars. The Sun and stars are commonly used for spacecraft attitude determination 
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with sensors measuring the angle between the spacecraft body coordinate system and the vector 

towards the reference object [185]. The human operator, however, cannot use the celestial objects 

in the background of a scene to estimate a target object’s attitude with confidence. If the Earth’s 

limb is within the FOV of the camera used, it is as valuable a reference as the horizon in a terrestrial 

setting. It can therefore be used to judge target attitude and rotation rates.  

These references do not convey any information about target motion in relation to ownship [186]. 

If target dimensions are known, this can serve as a first indicator of target distance. As the next 

section will discuss, lighting conditions in orbit can cause part of the target object to be in shadow 

and thus invisible to visible light sensors. Any distance estimate based on apparent target size is 

therefore likely to be afflicted by a considerable error [186]. Radial approach rates can be esti-

mated by the apparent change in target size. Whether the operator perceives this change depends 

on the target distance, the rate of change of that distance, as well as on the viewing duration [187]. 

Angular line-of-sight motion, on the other hand, can be detected by the unaided human eye with 

high accuracy, allowing target tracking during rendezvous operations [188, 189].  

The visual scene furthermore contains no information regarding the target’s position in relation to 

ownship orbit, which is critical for maneuver planning. 

Figure 3-4 shows a direct comparison between terrestrial and orbital environments and thus 

demonstrates the limited availability of references in orbit. 

 

Figure 3-4: A typical terrestrial setting compared to an orbital setting. In the terrestrial environ-
ment, numerous natural and artificial references are available to estimate target orientation, size, 
distance and velocity. In the orbital environment, the target is not completely visible. Furthermore, 
there are no ambient references which can be used to estimate its distance, hence velocity, and its 
position within the orbit.  
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3.6 Lighting Conditions 

Most terrestrial environments are naturally illuminated by soft, diffuse light5. Sunlight is scattered 

by the atmosphere and reflected by objects in the environment. The natural illumination is there-

fore multi-directional, which leads to reduced contrast and soft shadows.  

This difference between lit and shaded areas is substantially more extreme in the orbital environ-

ment. The dominating light sources in orbit are the Sun and Earth albedo, i.e. sunlight reflected 

from the Earth’s surface.  

Contrast 

Direct sunlight is an intense point-source light creating glaring illuminated surfaces and hard 

shadows [190, 191]. This combination creates contrasts which are often beyond the dynamic 

ranges of camera sensors, thus resulting in the loss of scene data [190] (see Figure 3-5). Earth 

albedo lighting is similar to terrestrial illumination in being an extended, diffuse and thus almost 

shadow-less light source [190]. 

 The illumination conditions in orbit change rapidly over the course of an orbit [191]. Varied illumi-

nation conditions have been shown to adversely influence distance estimation performance by the 

unaided human eye [186]. 

 

Figure 3-5: Two views of Soyuz spacecraft on final approach to ISS [192]. These views are exempla-
ry for the lighting characteristics encountered during proximity operations, particularly the con-
trast between lit and shaded sides of spacecraft. These contrasts can be beyond the dynamic range 
of camera sensors and can furthermore impede the determination of object dimensions, as well as 
the visual tracking of structural features.  

 

                                                             

5 The great exception to this is the underwater environment, in which the absorbing, color-distorting and back-scattering 
medium water causes non-uniform and multi-directional illumination and hence poor visibility [117, 120]  
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Spacecraft Surfaces 

The illumination conditions during proximity operations are furthermore influenced by the surface 

properties of the target object. The insulation material covering spacecraft bodies commonly 

consists either of highly reflective metallic foils or featureless white blankets that loosely cover 

the spacecraft structure [193]. Such surfaces cause glare as well as specular reflections and a lack 

of distinct and visually stable features such as lines or corners [190]. Figure 3-6 provides an exam-

ple for the optical properties of Multi-Layer Insulation (MLI) surfaces. 

 

Figure 3-6: Multi-Layer Insulation covering the Huygens lander [194]. Highly reflective surfaces 
such as these are common on spacecraft and can cause intensive light reflections and glare, as well 
as hide spacecraft structural features important for relative navigation.  

Sun Angle 

The poorest viewing conditions are encountered when the sun is directly behind the target, which 

means that the observer (or sensor) must look directly at or near the sun in order to view the target 

[189], which can hurt eyes and damage cameras. On one of the Hubble servicing missions, the Shut-

tle crew had to use welding goggles in order to be able to discern the space telescope against the 

sun [70]. Similar adverse viewing conditions result from the target being within line-of-sight of the 

Moon or near Earth’s horizon on the lit side of the Earth [189]. Another extreme occurs if the Sun is 

directly behind the approaching chaser spacecraft, which can result in blinding reflections on the 

target surfaces, or in shadows cast by the chaser body, making the use of artificial lighting neces-

sary. The preferred position of the sun is therefore behind and above/below or to the sides of the 

chaser vehicle. This ensures illumination of the docking target while preventing shading by the 

chaser, as well as glare by specular reflection of the sunlight. 
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3.7 Summary 

Time delays have been shown to have a substantial detrimental effect on teleoperation system 

performance. While the usual impact is the increase of task completion time, delays can also lead 

to instabilities in control loops if haptic feedback is used.  

The main source of delay in a space teleoperation scenario is the communication link between the 

human operator and the spacecraft. When selecting the communication architecture for an OOS 

mission, there therefore exists a tradeoff between communication window duration, roundtrip 

time delay, as well as other considerations like cost, availability, reliability and system complexity. 

Preceding research demonstrated that the use of a single DRS results in continuous contact times of 

approx. 45 minutes per orbit of the OOS spacecraft, while resulting in mean roundtrip delays of 

0.622 s. While this certainly represents an optimum number resulting from optimum system set-

tings and no data security and verification requirements whatsoever, it shows that relayed commu-

nications links can be optimized to meet the requirements of realtime teleoperation. 

It is therefore expected that the roundtrip delay in a DRS setup will not be a challenge for tele-

operated rendezvous & docking. 

The characteristics of the space environment, especially the relative trajectories resulting from 

the motion in accelerated coordinate frames, the complex dynamics resulting from the absence of 

external dampening and stabilization forces, the near-absence of external references, as well as 

the lighting conditions create a challenging environment for robotic systems. Combined with the 

general limitations of telerobotic systems and the additional challenge of the delayed communica-

tions link, the environment has severe impact on the relative navigation and positioning task 

which must be mastered for teleoperated rendezvous & docking. 
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4 Rendezvous & Docking 

Rendezvous & docking of spacecraft, as well as associated proximity operations, represent some of 

the most complex maneuvers to be accomplished in spaceflight. In order to accomplish successful 

rendezvous and mating of two spacecraft, absolute and relative navigation on orbit, sensing of a 

target object in space, precise attitude determination and control, maneuver planning and the use 

of highly complex mechanisms must be mastered. This chapter describes the purpose of rendez-

vous & docking, the mission steps to be taken to achieve that purpose, the sensors employed and 

the different strategies pursued in operational and experimental systems. Finally, limitations of the 

currently (2012) existing systems and requirements for any future developments are provided.  

4.1 Purpose 

The purpose of any rendezvous & docking mission is to establish physical contact between two or 

more spacecraft. After a mechanical connection has been established, electrical and fluid couplings 

can follow. Therefore rendezvous & docking is a prerequisite for any OOS mission to satellites in 

Earth orbit.  

As the term rendezvous & docking implies, the involved operations are divided into two distinct 

phases, each with their individual goals. During the rendezvous part of the mission, the involved 

spacecraft are guided to meet in the same volume of space, at the same time. In most applications, 

the target object is inert, and the chaser performs all maneuvers, in order to arrive at the right spot 

in the right time. However, there exists an exception to this rule, called a control box rendezvous. In 

this variant, the target spacecraft executes a number of maneuvers after the chaser is launched in 

order to enter the targeted volume of space at a designated time. This reduces chaser vehicle pro-

pellant consumption, naturally at a cost to the target. It therefore can only be performed with tar-

gets having orbit maneuvering capabilities, which usually rules out space stations and a large num-

ber of satellites. Nonetheless, this type of rendezvous was performed on some Space Shuttle mis-

sions (STS-49 to service Intelsat VI, as well as STS-72 and also planned for the contingency mission 

to Atlantis’ rescue during Hubble Servicing Mission 4, STS-400) [70]. 

The goal of the docking phase of the mission is to establish physical contact between the involved 

spacecraft. Although commonly the term docking is used for this phase, there actually exist two 

distinct cases: docking, or capture and berthing. During docking, the chaser approaches the target 

with non-zero relative velocity, brings its docking tool into alignment with the target’s counterpart, 

and establishes a firm structural connection by using its own momentum. Docking therefore only 

relies on the maneuvering capabilities of the two spacecraft and on functioning docking tools. This 

approach was used during Gemini and Apollo, and still is in use with the Soyuz/Progress, the Space 

Shuttle and ATV missions to ISS. In capture and berthing, the interceptor is maneuvered into close 

proximity of the target and an initial mechanical connection between both is established by a robot-

ic manipulator. This manipulator can either be situated on the chaser (as is the case with the Shuttle 
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RMS used for capturing the Hubble Space Telescope), or on the target vehicle, which is the approach 

taken with the SSRMS on ISS capturing the HTV [195] and the Dragon capsule. The choice of the 

manipulator’s location is on the one hand dependent on the involved sizes and masses of the space-

craft, with the attitude of a heavier spacecraft being less influenced by the disturbance torques 

caused by the movement of the manipulator. On the other hand, a space manipulator is a very 

complex, and hence expensive, mechanism. It will therefore be mounted on the spacecraft with the 

longer lifetime and/or reentry capability, and thus not on disposable spacecraft like HTV. The cap-

tured spacecraft is moved by the manipulator to a berthing position, which is a feature similar to a 

docking port. There, the final structural, electrical and fluid connections are established and the 

chaser performs its servicing mission or forms an additional propulsion stage for orbit maneuver-

ing.  

4.2 Mission Phases 

In the general case, rendezvous & docking missions involve the chaser spacecraft, which begins the 

mission on the launchpad, and the target spacecraft, which is usually already in orbit by the time of 

the chaser launch. Exceptions include the OOS demonstration missions, in which both chaser and 

target were launched on the same rocket, then separated in orbit, and performed rendezvous & 

docking maneuvers from various distances [47, 77]. This approach was primarily chosen to reduce 

system complexity and launch cost, and also to ensure minimum mission success even if compo-

nents of the rendezvous & docking system failed.  

The main phases of such rendezvous missions are: launch, phasing, far-range rendezvous, close-

range rendezvous, and docking [196]. Since this doctoral thesis is concerned with the performance 

of teleoperated rendezvous & docking systems during final approach, this section focuses on the 

mission steps far-range and close-range rendezvous, as well as docking. A summary of launch 

window selection as well as phasing issues can be found in [176]. 

4.2.1 Far-Range Rendezvous 

The objective of the far-range rendezvous phase is to transfer the chaser from the phasing orbit to a 

first aiming point in the vicinity of the target, where close-range rendezvous begins. In order to 

accomplish the transfer, the target must be acquired by the relative navigation sensors of the chas-

er [196]. The range at which the target is acquired depends on the target size and supportive 

equipment, and the chaser’s sensor suite. For the Space Shuttle, mission control hands over rendez-

vous guidance to the orbiter’s crew at 74 km from the target [197], at which point a target like ISS 

can be tracked using star trackers or radar. The far-range approach ends at a range of the order of 

hundreds of meters. At this point, the close-range rendezvous and proximity operations begin. 
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During far-range rendezvous the relative approach velocity must be reduced to a safe level. Addi-

tionally, the dispersions in position, orientation and angular rate must be reduced to meet the 

conditions required for proximity operations [196].  

There exist two general approaches to far-range rendezvous maneuvers: coelliptic rendezvous and 

stable orbit rendezvous.  

Coelliptic Rendezvous 

Coelliptic orbits are coplanar elliptical orbits with a common occupied focus. The arguments of 

perigee ω are equal, meaning that the lines of apsides of the orbits are congruent. In addition to 

this, the differences in perigee and apogee radii are equal [198]. In the LVLH frame, coelliptic orbits 

appear as two parallel lines (see Figure 4-1). This allows for easy, intuitive, and robust maneuver 

planning by means of so-called trigger angle targeting. This technique was developed during the 

Gemini program and allows astronaut pilots to reliably achieve rendezvous by pointing the chaser 

spacecraft at the target at a certain trigger angle τ relative to the direction of flight, using a cueing 

device similar to a sextant, and engaging the orbital maneuvering thrusters [199]. 

 

Figure 4-1: Coelliptic orbits in inertial and spacecraft reference frames (based on [199, p. 496]).  

The coelliptic rendezvous approach facilitates manned rendezvous missions and enabled the suc-

cessful rendezvous & docking missions during the Gemini, Apollo, Skylab and early Shuttle programs 

[155, 200, 201]. For these manned rendezvous missions trigger angle targeting was particularly 

attractive, because it allowed the use of the astronauts’ eyes and simple elevation cueing for ma-

neuver triggering in case of the failure of the rendezvous radar system. After applying the initial 

velocity change Δv along the line-of-sight at terminal phase initiation (TPI), the pilot performed one 

or two mid-course correction maneuvers, before finally approaching the target for docking. During 

final approach, the pilot benefitted from a low inertial line-of-sight approach rate during final brak-

ing and approach, as well as from good visibility of the target against the star background [43].  

Due to its simplicity and robustness trigger angle targeting can also be beneficial for robotic 

missions like OOS. Since the TPI maneuver is applied along line-of-sight, in which direction the 

robotic spacecraft is most likely already pointed in order to aim its sensors at the target, the atti-
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tude control system must only send a trigger signal once the right angle to the line of flight is 

reached. This can also easily be accomplished in teleoperation by a human operator, since all that is 

needed for successful rendezvous is a camera image and an attitude reference. This makes it a 

simple system, which is also robust concerning the failure of individual sensors. For current space 

station operations, this approach was however replaced by the so-called stable orbit rendezvous. 

Stable Orbit Rendezvous 

Stable orbit rendezvous profiles have the interceptor spacecraft achieve a naturally stable station-

keeping point ahead or behind the target object in the same orbit (see Figure 4-2). In the LVLH 

coordinate frame centered on the target this stable position lies along the positive or negative V-

bar. From this point, the final intercept maneuver is initiated. 

 

Figure 4-2: Stable orbit rendezvous with station-keeping behind target on V-bar.  

Such a stable orbit rendezvous supports inertial approaches with lower relative velocity than the 

inertial approaches of the coelliptic profile [70]. In addition, a stable orbit profile desensitizes the 

mission timeline from trajectory considerations, as the chaser could theoretically remain at the 

holding point for indefinite periods of time. Stable orbit station-keeping at multiple kilometers of 

distance to the target (15 km for Space Shuttle ISS approaches [202]) was also preferable to the 

close-range (at distances of tens of meters) station-keeping associated with coelliptic approaches, 

due to the need for continuous crew monitoring and the resulting propellant expenditure at such 

close distances. This is especially important in the case of spacecraft teleoperation, in which no 

continuous control or monitoring communication link might be available during the mission. 

Therefore crew and mission control procedures were expected to be less complex. However, simu-

lations and operational experience proved that the complexity in operations remained unaltered 

[43]. 
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Figure 4-3: ISS stable orbit approaches (figure adapted from [196, pp. 145 and 156]). The R-bar 

approach can be used by the Space Shuttle, while the ATV rendezvous is along the V-bar. ISS safe-

approach procedures introduce waiting points, a keep-out zone around ISS and an approach cor-

ridor which approaching spacecraft must use. Reproduced with permission of Cambridge Universi-

ty Press. 

Stable orbit rendezvous thus allows the chaser spacecraft to hold the approach at a safe distance 

to the target in order to assess the situation and plan the final approach maneuver. From this sta-

tion-keeping point, docking is initiated by additional tangential or radial thrust maneuvers, depend-

ing on the direction of final approach and safety considerations (see Figure 4-3 for ISS stable orbit 

approaches).  
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The advantages of stable orbit profiles over coelliptic approaches are lower propellant consump-

tion and stable station-keeping points on V-bar, leading to less demand on crew (or robot) posi-

tion monitoring and correction [43]. Hence, the stable orbit rendezvous has become the standard 

for ISS operations for Space Shuttle, Soyuz and ATV, as well as for other rendezvous operations, such 

as with the Hubble Space Telescope [70]. 

At the stable holding point, the final approach maneuver is initiated. This forms the transition into 

close-range rendezvous, also referred to as proximity operations. 

4.2.2 Close-Range Rendezvous 

The close range rendezvous phase of the mission, also called proximity operations, comprises the 

chaser closing in on the target, and the final approach until immediately before docking or capture 

[196]. This phase begins within hundreds of meters from the target (600 m for the Space Shuttle 

[43]) and ends at a distance of a few meters, either when docking is imminent or when the target is 

within capture distance of the manipulator. Proximity operations can be considered the most criti-

cal part of the rendezvous mission. During this phase even minor control errors can cause acci-

dents. During ISS approaches, the Shuttle crew takes manual control over the orbiter once its 

passes underneath the station on its inertial V-bar approach. From this point forward, the pilot 

“flies” the Shuttle on final approach [202]. For Progress and ATV, the crew aboard ISS closely moni-

tors the arriving spacecraft’s behavior during closing, with the ability of either commanding an 

autonomous abort and evasion maneuver for ATV, or of manually flying the Progress to the docking 

port.   

Final Approach 

Final approach is usually conducted either along the target’s V-bar, R-bar, or in rare cases along the 

orbit normal, referred to as H-bar (see Figure 4-4). In order to facilitate human monitoring and 

control, final approach trajectories are planned to be as close to straight lines as possible. This is 

realized by so-called hopping or forced translation trajectories.  
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Figure 4-4: Space Shuttle proximity operations approaches [43, p. 948]. The Space Shuttle was de-
signed to mainly utilize V- and R-bar approaches. However, H-bar approaches have also been simu-
lated.  

A hopping approach along the V-bar is realized by employing short radial thrusting maneuvers. The 

spacecraft’s natural motion as expressed in the CW equations will cause the vehicle to make a short 

hop before returning to the centerline where an opposite maneuver must be used in order to stop 

the motion. Without this maneuver, the spacecraft would complete an ellipse and return to its 

starting point. In order to optimize this approach for astronaut pilots, who exclusively have an 

aviation background, the multipulse glideslope transfer was developed [174, 203]. In this ap-

proach, the individual pulses are commanded in order for the end points of the semi-ellipses to 

follow a glideslope towards the target, comparable to the glideslope leading to a runway (see Figure 

4-5).  

 

Figure 4-5: Multipulse glideslope approach. The final approach to the target is split into a number 
of individual hops. The individual pulses are commanded in order for the chaser motion to follow a 
glideslope towards the target. This facilitates human control.  

For a forced translation along the V-bar, the spacecraft’s thrusters in the tangential direction are 

fired to produce forward motion. As was shown with the CW equations, this also causes the space-

craft to move upwards from the intended line of approach. This is countered by almost continuous-
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ly engaging the thrusters in the radial direction, which forces the vehicle back onto the line. Thus 

any distance can be traversed in a quasi-straight line, while at high propellant consumption [174]. 

Forced translation can also be achieved along the R-bar, with tangential thrust to compensate for 

the coupled motion.  This approach was originally designed for docking with Mir and can be used 

for docking with ISS [43]. It was also used on Hubble servicing mission STS-82 [70]. This closing 

“from below” not only allows precise approach of a docking port, it also provides natural braking 

due to orbital mechanics since the spacecraft moves against the local gravity vector. This reduces 

reaction control system (RCS) thruster activity, and thus propellant consumption as well as the risk 

of plume impingement on the target spacecraft [70]. For more details on plume impingement and 

its impact on approach and mission planning, refer to Appendix A.1. 

Out-of-Plane Maneuvers 

In this section only approaches within the orbital plane have been described. This is not to imply 

that only these approaches exist (an out-of-plane approach is shown in Figure 4-4) but that these 

are unusual, due to the high propellant cost of out-of-plane maneuvers and the high probability of 

collisions in case of control systems’ failure. However, there exist examples for out-of-plane prox-

imity operations. During the Shuttle’s first mission to Mir, the station’s crew separated the Soyuz 

and flew it to a safe distance out of the orbital plane in order to be able to film the Shuttle’s separa-

tion and departure [155].  Such out-of-plane maneuvers can also be required when the rendezvous 

target is in a spinning or tumbling motion. 

Tumbling Targets 

The rendezvous approaches described to this point all assumed either a target with stable attitude, 

either through gravity gradient stabilization or active attitude control like the ISS or Hubble, or 

slowly spinning or tumbling targets like Earth observation or communications satellites that were 

captured by a significantly larger interceptor, namely the Space Shuttle [43]. A different situation 

presents itself when a rapidly spinning or tumbling object, such as a three-axis stabilized satellite 

with a malfunctioning AOCS, or freely tumbling space debris objects, must be captured by a chaser 

spacecraft of comparable mass and size. This can be the case on robotic OOS missions. In this case, 

no fixed approach profiles can be defined in advance, but the approach maneuvers must be planned 

in situ, either by an autonomous robotic system or by the human operators.  

To do this, the robotic chaser would take up a stable holding position at 30 m – 100 m from the 

target to observe the target’s motion and estimate its dynamic states such as the quaternion and the 

angular velocity vector, using active or passive sensors and image pattern recognition techniques. 

Using these estimated parameters, the robot or ground operators create a capture plan and ap-

proach trajectory considering target motion, lighting conditions, collision avoidance, error compen-

sation ability, etc. [84]. In the case of realtime teleoperation investigated in this research, the hu-

man operator can also be used to estimate target motion and thus plan the final approach. 



Rendezvous & Docking 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 73 - 

 

One option is to position the chaser on an extension of the target’s angular momentum vector and 

spin-up the chaser until it matches the target’s rotation rate [204]. The manipulator of the intercep-

tor would then grapple the target, and after a rigid mechanical connection is achieved, the intercep-

tor’s AOCS would gradually reduce the rotation rate of the coupled spacecraft [204].  

Another option is for the chaser to approach the chaser on a fly-by trajectory in a plane perpendicu-

lar to the target’s axis of angular momentum using CW guidance laws. This trajectory would be 

scaled such that at the point of closest approach, the chaser velocity would match the velocity of the 

targeted grasping point on the target object [84]. This allows for easy capture by the manipulator 

and subsequent detumbling of the spacecraft. Alternatively, if capturing cannot be achieved, the 

chaser’s trajectory would allow it to escape from the target without any additional collision avoid-

ance maneuver [84].  

Since the target’s angular momentum vector will be oriented arbitrarily in space, the resulting 

terminal trajectories will require out-of-plane maneuvers, involving the disadvantages stated earli-

er. Additionally, the chaser’s AOCS must be designed to be able to dampen the tumbling motions of 

potential target satellites which can be large Earth observation satellites like Envisat with a mass of 

8000 kg [205], or GEO telecommunications satellites with masses of up to 6000 kg and solar array 

spans of up to 46 m [89]. During the de-tumbling phase, such large solar arrays or large unfolded 

antennas are drivers regarding the maximum deceleration since at too high stresses these could 

break off and thus prematurely end the repair mission and enter the ranks of uncontrollable space 

debris objects. Additionally, the manipulators used to capture and stabilize such behemoths must 

be able to withstand the resulting shocks and forces, which appear to be specifically challenging on 

the fly-by approach. Some concepts thus envision capture mechanisms like harpoons or nets, but 

such systems either seem unlikely to ever reach operational maturity or have already been discard-

ed in detailed design studies [206].  

Another approach to the problem of tumbling targets is to de-tumble them before commencing 

capture operations. One method studied used mechanical impulses and in both numerical simula-

tions and actual experiments proved to be effective to reduce the target object’s angular momen-

tum [207].  

4.2.3 Docking 

The docking phase is the conclusion of the rendezvous & docking process. It encompasses capture 

of the target by the chaser (or vice versa), establishment of a rigid structural connection [196], 

and the subsequent connection of fluid, gas, electrical, propellant and communication lines, as well 

as the establishment of a pressurized passageway, if crew transfer is part of the mission goals. As 

stated in Section 4.1, this can be achieved either by docking or berthing, where docking means 

that the active spacecraft positions itself and establishes the physical connection using its own 

momentum; in berthing either the target or chaser is captured, positioned and connected by a 

robotic manipulator to a berthing mechanism. Berthing thus allows contact to be made at a near-

zero closure rate, which means a higher level of control for the operator and avoids the process of 
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one vehicle basically flying into the other [208]. It is therefore the generally preferable approach 

[209] but comes at the cost of requiring a complex, heavy and expensive manipulator system [208]. 

In addition, for capture and berthing with a manipulator on small chaser satellites, the disturbance 

torques caused by the manipulator might either overwhelm the chaser AOCS capability to compen-

sate, or AOCS maneuvers might hinder precise capture by the manipulator. In these cases, the 

chaser may deactivate its AOCS in order to become a free-floating platform [210].  This requires 

precise models of the chaser spacecraft’s dynamics in order to be able to capture the target and 

avoid collisions, as well as either considerable on-board processing power or a mission timeline 

that permits computing the dynamic model on the ground and uploading resulting manipulator 

commands. The choice between docking and capture/berthing therefore brings significant trade-

offs in mission and spacecraft design. 

Whichever choice of mating approach is made, the complex task requires the use of specifically 

designed docking or berthing mechanisms. These have to absorb the impact of two colliding vehi-

cles, dampen any relative motion, achieve a stable structural connection, make an exchange of 

consumables, electrical power and/or crew possible, and after completion of the mission unlatch 

and separate the two vehicles reliably [211].  

Docking System Capture Envelopes 

The choice of docking/capture mechanism drives the precision required during final approach, also 

called the docking envelope, and thus the capabilities of the rendezvous & docking control system. 

Table 4-1 provides typical capture envelopes of the currently used docking systems for docking 

maneuver planning [211–214]. A detailed overview of the docking systems listed in the table is 

provided in Appendix A.2. 

Table 4-1: Docking system capture envelopes (based on [211–214])  

Docking System 
Radial 

Offset [m] 
Roll [°] 

Pitch/Yaw 

[°] 

Transla-

tion Rate 

[m/s] 

Roll Rate 

[°/s] 

Pitch/Yaw 

Rate [°/s] 

Contact 

Rate 

[m/s] 

Androgynous Peripheral 

Attachment System  

(Space Shuttle/ISS) 

± 0.24 ± 4 ± 4 0.06 0.4 0.4 0.40 

Apollo Docking System ± 0.31 ± 10 ± 10 0.15 1.0 1.0 0.31 

ATV Docking System ± 0.10 ± 5 ± 5 0.02 0.4 0.15 0.05 – 0.10 

Common Berthing System 

(ISS/HTV/Dragon) 
± 0.025 n/a n/a 0.0 n/a n/a 0.0 

Orbital Express Capture 

System 
± 0.05 ± 5 ± 5 n/a n/a n/a < 0.03 

Russian Docking System  

(Soyuz/Progress) 
± 0.30 ± 7 ± 7 0.10 0.7 0.6 0.30 
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For the experimental studies conducted for this thesis, the docking envelope of the Orbital Express 

Capture System (OECS) will be assumed. Where no data on OECS is available, the ATV Docking 

System values are adopted. 

Natural Capture Interfaces 

The lack of suitable capture interfaces is one of the main technical obstacles for OOS. The only 

feature that can be seen as some kind of interface standard is the launch interface on every satellite, 

as well as the nozzle of the apogee kick motor on geostationary satellites. Therefore, these interfac-

es feature most prominently in OOS concepts. The U.S. Naval Research Laboratory’s SUMO design is 

equipped with interfaces for most fielded launcher adapter rings [63], while Kayser-Threde’s 

Smart-OLEV is designed to be equipped with a DLR docking mechanism designed to capture motor 

nozzles [48]. 

The preceding sections depicted the physical and methodical baselines of rendezvous and docking, 

plus the tolerances such maneuvers must be designed to meet. The following section proceeds to 

explore the sensor systems necessary to acquire the target object amid the celestial background 

and determine the relative position and velocity with sufficient accuracy to allow proximity opera-

tions of two spacecraft. 

4.3 Sensors 

Rendezvous & docking sensors must enable the chaser to acquire the target at distances of tens of 

kilometers and then reliably track it down to ranges of centimeters. This large distance spread 

cannot be covered by any single sensor, so the chaser carries an array of different sensors, referred 

to as a sensor suite. 

In general, sensors can be classed into two categories: active and passive. Active sensors detect and 

track a target by actively transmitting and receiving signals. Passive sensors rely on the target’s 

emissions to discern position and motion. Combinations of sensors using both principles are usual-

ly employed on rendezvous spacecraft. An overview of these systems is provided in the following 

sections. For more details, refer to Appendix A.3. 

4.3.1 Active Sensors 

Active sensors emit signals and then process the echo received from the target to determine the 

range and range rate as well as angular position and motion. The laser ranging systems commonly 

used are scanning laser range finders or lidar (light detection and ranging). Radio-based systems 

either use radar or radio frequency (RF) guidance principles, as with the Russian Igla/Kurs guid-

ance system. 
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Lidar 

Laser rangefinders transmit laser in visible or invisible wavelengths and use the light bounced back 

from a target’s surface or dedicated reflectors to determine the distance to the target. Scanning 

laser rangefinders, called lidars, use an articulated sensor head in order to scan a target with mul-

tiple laser pulses. They are thus able to either generate an image of the target or track surface 

features or reflectors. A number of different lidar systems are in use aboard spacecraft, most nota-

bly on the Space Shuttle, ATV, HTV and some of the recent robotic rendezvous & docking demon-

strators [43, 155, 215]. 

The limitation of most lidars is the dependency on retro-reflectors on the target, as well as small 

FOVs [215]. 

Radar 

The principle behind radar is the emission of a series of radio waves against a target, with the 

time-of-flight between transmission and the detection of the reflected waves being measured to 

determine distances. The range rate is determined by measuring the Doppler shift between out-

going and incoming waves. The range and accuracy of radar can be increased by having a tran-

sponder aboard the target actively transmit a response pulse whenever it receives a radar wave. 

Radar is the original active sensor used in rendezvous & docking, seeing use during Gemini and 

Apollo [197], as well as by the Space Shuttle [43, 197]. 

Radio navigation: Igla/Kurs 

Apart from radar, radio waves can also be used for another sensing approach, called RF direction 

finding. The basic explanation of this approach is that a radio transmitter on the target continu-

ously broadcasts a homing beacon, and the chaser uses one or a number of antennas to determine 

the direction of the signal’s maximum intensity and follows it to its source. This approach is com-

mon in aviation where it is used to guide aircraft between waypoints and towards airports.  

The only space RF homing system in operational use is the Russian Kurs (course) system, with its 

predecessor Igla (needle) [202, 216]. While the Kurs system has successfully served Mir and ISS, 

there are some limitations restricting its usability for OOS systems. Using automated mode only, i.e. 

without intervention by crew aboard chaser or target, Kurs has a rendezvous success rate of only 

85% [4]. Apart from reliability issues, the major limitation to the use of Kurs in OOS systems is its 

high impact on both the chaser and target mass and power budgets. The total mass of the Kurs 

equipment on Soyuz/Progress is about 85 kg, while consuming 270 W of power. On the target side, 

total mass ranges at about 80 kg, with a power consumption of 250 W. This is far beyond the capa-

bilities of OOS spacecraft which must be small and cheap in order to be commercially viable. 
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Although active sensor systems make acquiring and tracking targets independent of ambient light-

ing conditions, provide high measurement accuracies over a wide range envelope and enable rela-

tively simple automatic approach procedures, they share some significant limitations for their use 

in OOS systems. As discussed, these systems combine high power consumption with often signifi-

cant mass. In addition, they also are expensive and have a rather small field of view [217], which 

means that the chaser spacecraft can be forced to perform sweeping motions in order to support 

the sensor’s scanning of the sky. 

These limitations render active sensors less attractive for OOS missions than passive systems. 

4.3.2 Passive Sensors 

Passive sensor systems use freely available emissions of the target in order to sense the target’s 

position, attitude or even geometry. Since spacecraft usually (in the absence of the Kurs/Igla ren-

dezvous system) do not emit omnidirectionally at radio frequencies, only optical sensors in the 

visual or infrared (IR) spectra are used to directly acquire and track target objects. These optical 

systems comprise star tracker cameras and video systems. While often spotlights or laser diodes 

are used to illuminate the scene in order for these systems to work in the dark, they are nonethe-

less classified as passive systems in this context. 

The chaser can furthermore utilize a global navigation satellite system like GPS in order to deter-

mine its own position, and by means of a data link to a similarly equipped target satellite also ac-

quire and track the target with sufficient precision to perform rendezvous maneuvers. 

Optical Sensors 

Optical systems, also referred to as space vision systems, in general provide three-dimensional 

information about the observed object’s position and orientation in space [190]. These systems 

utilize ambient light reflected by the target’s surfaces, or the IR emissions due to the target’s surface 

temperature, to sense a bright object against the dark background of space. Therefore, space vision 

systems are sensitive concerning the environmental optical conditions in space, which place strin-

gent requirements on space vision systems. Nonetheless optical systems have numerous ad-

vantages making them sensors of choice for current and future rendezvous & docking systems, 

especially in the context of robotic OOS. 

At long ranges, optical sensors can detect and track objects before these can be acquired by radar. 

Star trackers, which are otherwise used for aligning inertial measurement units, were used for that 

purpose aboard the Space Shuttles [43].  

During the rendezvous missions of Gemini, Apollo, the Space Shuttle and also Soyuz, the pilot’s eyes 

have been one of the primary sensors during close-range proximity operations.  For final approach 

and docking, the crews relied heavily on visual observations of the docking targets [197]. These 

docking targets are special geometrical features within or adjacent to the target spacecraft’s dock-

ing ports, enabling the approaching pilot to judge his relative distance, radial displacement, as 
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well as yaw, pitch and roll angles. A visual docking target basically consists of a base plate marked 

with linear or angular scales, and a cross mounted on a standoff above the base plate. The size of 

the cross as seen by the pilot is an indicator of range to target, the displacement of the cross in 

relation to the base plate delivers cues regarding the chaser’s lateral and angular relative position. 

Figure 4-6 illustrates the visual docking targets’ concept, as well as the view of the target installed 

on Mir as seen from a Space Shuttle. 

 

Figure 4-6: Visual docking target concept and as installed within APAS ring on Mir (adapted from 
[196, p. 216] and [192]). Left picture reproduced with permission of Cambridge University Press. 

In order to support the pilot to judge his position and orientation relative to the target, NASA intro-

duced the Crew Optical Alignment Sight (COAS) [43]. COAS essentially is a reticle projected onto a 

glass plate within the pilot’s field of view, similar to a HUD (see Figure 4-7). Using the angular cues 

provided by the reticle, the pilot can orient the vessel and fly the docking maneuver.  

Concept Mir
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Figure 4-7: COAS during an approach of ISS [192]  

In addition to COAS, the Shuttle crew is supported by a Closed-Circuit Television (CCTV) system. 

The centerline camera is positioned at the center of the orbiter’s docking mechanism and pointed 

straight “up” [197]. Another camera is pointed at the docking system from the side. Using visual 

rulers on the flight deck screens, the crew can accurately determine the distance to the docking 

targets, with the COAS used for deriving the guidance angles [43]. 

Machine Vision Systems 

Apart from using camera systems simply as a means to supplement the human eyesight, they also 

form the center of any machine vision system. These systems, since long crucial to terrestrial 

robotics, are becoming central to unmanned space rendezvous missions, with HTV operationally 

using a system based on the ETS-VII experiences [218]. Machine vision systems use monoscopic or 

stereoscopic, visual or IR cameras to determine a target’s position and pose in space.  

At long ranges (approx. 100 m – 20 m) the vision system must determine bearing and distance of 

the target, as well as its approximate orientation and motion. These parameters are to be further 

refined and determined accurately and with high confidence at medium ranges of 20 – 2 m. Within 

short range below 2 m, artificial lighting is available to illuminate the scene and well-defined fea-

tures on or around the capture interfaces can be used to obtain a position and motion solution 

with sufficient accuracy to permit a final docking or capture maneuver [190].  

Machine vision systems use the acquired video data in image processing algorithms in order to 

determine target distance, pose and motion. These algorithms can be broadly categorized into three 

approaches: target-based, model-based, and non-model-based. 

Most current space vision systems are target-based, i.e. they rely on the installation of easy-to-

detect and high-contrast visual targets on satellites and payloads [219]. Such targets are shaped 

similarly to the visual docking targets for manually guided rendezvous. Figure 4-8 provides an 

exemplary illustration of such a target pattern for automated rendezvous & docking. 
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Figure 4-8: Target pattern for automated docking [196, p. 274]. The relative position between the 
reflector on the stand-off and the reflectors in the plane, as well as the geometry of the reflectors as 
observed by the sensor system, conveys information about the relative position and orientation of 
sensor and target. Reproduced with permission of Cambridge University Press. 

Since visual targets are limited in their utility by distance and viewing angles, they can only be used 

in specific tasks. This requires the definition of all operations of interest concerning a satellite 

during the design phase and precludes any unexpected tasks [219]. Nonetheless, target-based 

vision systems have been fielded on operational and experimental spacecraft. Examples are the 

Video Guidance System (VGS) tested aboard the Space Shuttle [197, 215], the Advanced Video Guid-

ance Sensor (AVGS) used on NASA’s Demonstration of Autonomous Rendezvous Technology (DART) 

mission and Orbital Express [220], and the AutoTRAC Computer Vision System [220]. 

Model-based techniques do not require the a priori installation of any artificial targets, since they 

rely on existing geometry and structure to obtain position and orientation data. Instead, these 

techniques require a priori knowledge of the target’s geometry, so a CAD description containing 

the known structure, shape, textures, transmittance and reflectance is required [217]. While obtain-

ing this data for any kind of future commercial OOS missions is assumed to be without major prob-

lems, it can be challenging for debris removal missions and close to impossible for military rendez-

vous missions. In addition to a geometric model of the target, the chaser spacecraft needs the 

capability to reliably detect natural object features for matching the model to the sensor data. This 

feature detection can be difficult at certain distances, viewing angles and illumination conditions 

encountered on orbit. In general, model-based vision systems using natural object features are 

most suitable for close range operations, when these features can reliably be tracked, and when 

an initial pose is approximately known [217, 219]. 

A vision system using that approach is Boeing’s Vis-STAR (Vision based Software for Track, Attitude 

and Ranging), flown on Orbital Express [80]. A special target plate mounted over the capture inter-

face is used in addition to an edge tracker algorithm, as an aid to precisely align both vehicles. 

Another model-based state estimation system using video images is Natural Feature Image Recog-



Rendezvous & Docking 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 81 - 

 

nition (NFIR) [220]. This system also shows performance problems when the target is moving too 

fast or is mostly outside the field of view, and under harsh illumination conditions.  

Machine vision algorithms that require no a priori knowledge of the target’s shape, textures or 

other visual attributes are referred to as non-model-based techniques. These techniques use arbi-

trary surface features of the target object and do not require establishing and maintaining direct 

correspondence between small numbers of high level target and model features [219]. Basically, 

such a technique works like the human brain. It detects and tracks prominent features on the tar-

get, establishes a pattern of the feature’s motion and maps this motion onto a template in memory 

or a mathematical function. The challenge in these systems lies in the frequent failure of target 

tracking for feature points which change shape due to perspective projection, appear and disappear 

due to occlusion, or move against a changing background [217].  

 

As of June 2012, it can be stated that no non-model-based vision system matches the pattern recog-

nition and tracking capabilities of the human eye/brain combination, making human involvement 

a requirement for rendezvous & docking to unknown or unfamiliar target objects. 

A limitation shared by machine vision systems is that they have difficulties when trying to identify 

spacecraft on orbit. While it is assumed that for many future OOS missions the target’s design 

documents and CAD models will be available [219], a number of solar arrays and antennas will 

nonetheless be rotating about one or multiple axes relative to the central body of a satellite to be 

serviced, which can significantly alter the spacecraft’s appearance from one moment to the next 

[209]. In addition to this, spacecraft surface characteristics and the illumination conditions 

discussed in Section 3.6  pose challenging problems for imaging cameras and the algorithms of 

vision systems [221]. 

Global Navigation Satellite Systems (GNSS) 

Global Navigation Satellite Systems like the American GPS, Russian GLONASS, European Galileo and 

Chinese COMPASS-Beidou consist of large fleets of satellites in multiple orbital planes at mainly 

medium Earth orbit (MEO) altitudes (around 20000 km of altitude). Using GNSS, a spacecraft can 

determine its position and thus its orbit to within 0.1 m [222]. If both target and chaser spacecraft 

are equipped with GNSS receivers and furthermore an intersatellite data link, they can share their 

position data and the interceptor can thus compute its rendezvous maneuvers. Such systems based 

on GPS were tested on ETS-VII [77, 202] and were a factor in the failure of DART [202]. GPS is now 

being operationally used for HTV [195], as well as ATV [223]. The use of GNSS for operational OOS 

missions is not feasible, since the current generation of target satellites is commonly neither 

equipped with GNSS nor the required intersatellite link systems. 
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Each single sensor system has its own advantages and disadvantages, as well as an optimum 

operational envelope. Currently no single sensor is able to provide relative position and posture 

data with the required precision over the complete approach from far range rendezvous down to 

contact. Rendezvous spacecraft therefore use a combination of different sensors, also referred to 

as sensor suites. The complex sensor suites used by the Space Shuttle [43, 155], ETS-VII [77], Or-

bital Express [80], ATV [224] and HTV [195] are good examples.  

Passive rendezvous & capture sensor systems have many advantages in the areas of system 

mass and power consumption over active sensors. Coupled with the human brain’s powerful 

capabilities of object and pattern recognition, they have formed the backbone of human-guided 

rendezvous & capture. With the growing capabilities of computer hard- and software, space vision 

systems, combined with GPS and some active sensor systems, will be the center of future rendez-

vous sensor suites. However, the current sensor and computer vision technology still requires 

dedicated sensor targets on target objects or extensive a priori information about target geome-

try. Neither of these might be available on operational OOS mission, particularly for space debris 

removal scenarios. In these cases monitoring and analysis of sensor data, above all video data, by 

human operators will still be an essential part of teleoperation. 

4.4 Target Behavior 

Target behavior, both expected and actually encountered, plays a fundamental role in the design 

of rendezvous & capture systems. This behavior can be characterized as the product of three fac-

tors: the target’s equipment, its character and its attitude profile. This product determines 

whether the target is to be considered cooperative or uncooperative for rendezvous & capture and 

also subsequent OOS. 

In order to be cooperative, an object must be equipped with some kind of beacon or sensor target 

and a docking fixture [225]. This allows the interceptor to acquire, track, approach and capture 

the target. If no such active or passive equipment is available, the target is considered uncoopera-

tive [225]. 

The character of a target is cooperative, when it wants to be approached and will do anything in its 

power to assist the chaser. It would be unfavorable for mission success if the target performed any 

active attitude control maneuvers while the chaser is in close proximity. Another interesting event 

would be when the target fired a thruster after the chaser attached itself to its nozzle. The clearest 

example for a cooperative character is ISS. Hubble also arrested its solar arrays, folded its high gain 

antenna and closed its instrument cover when the Shuttle approached, triggered by ground com-

mands [70]. Future satellites designed to be serviced might be commanded by the chaser to shut 

down their AOCS and move their antennas and solar arrays into resting positions to allow the 

chaser a safe approach.  
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An uncooperative target does not offer these options. It will continue to perform as before regard-

less of the chaser’s approach. Furthermore, it is not equipped with sensor targets, reflector or 

beacons which would facilitate relative attitude estimation [85]. Malfunctioning satellites of the 

current generation can fit into this category, as well as space debris objects.  

The target’s attitude profile is also a decisive factor in judging cooperativeness. When the target is 

in a stable attitude, i.e. either inertially stable in all three axes or stable in the LVLH frame, it can 

easily be approached and captured. If it is however rolling or tumbling due to residual spin or 

uncontrolled atmospheric torquing, magnetic torquing from satellite eddy currents, solar radiation, 

etc. [226], the capture and docking process becomes significantly more complicated or even impos-

sible. For most target objects to be approached during OOS missions, the body rates of the target 

will not be available a priori [85]. 

The product of target equipment, character and attitude profile determines whether rendezvous & 

capture and OOS is at all feasible and what kind of approach, docking interface and sensor array is 

required to perform the mission.  
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4.5 Summary 

Rendezvous & docking is the critical capability for any operational OOS and space debris removal 

system. It involves precise relative guidance, navigation and control from far ranges down to final 

approach and docking. The maneuvers flown during far-range and close-range rendezvous are 

dictated by the relative motion of the spacecraft as described in Section 3.3. The precision of the 

final approach maneuvers is mainly dictated by the operational envelope of the docking and 

capture system. 

Spacecraft use a number of active and passive sensors for relative navigation and maneuver 

planning. For robotic OOS missions, the performance of most active sensor systems is limited by the 

power and mass restrictions of small spacecraft. Passive, camera-based machine vision systems 

are limited by either requiring the a priori installation of sensor targets, the a priori knowledge of 

target geometry, or substantial sensing and computing capabilities for feature detection and 

identification on uncooperative targets. The capabilities of machine vision systems are therefore 

currently inferior to human pattern recognition and spatial modeling capabilities. 

As of early 2012, the only operational spacecraft able to rendezvous with and capture uncoopera-

tive targets is the U.S. Space Shuttle (see Section 1.3.1 for an overview of Shuttle OOS operations). 

The considerations going into the Shuttle’s design (refer to [23, 43] ) thus need to be regarded when 

an operational servicing infrastructure is being designed. Servicer spacecraft must be adaptable to 

a wide range of different target geometries, masses, and behavior, flexible enough to be able to 

change approach procedures in the face of changing circumstances, and robust enough to recover 

from initial failures and thus be able to try again. In all past and current space systems, only 

manned systems possess this kind of flexibility. So if future OOS systems are to be unmanned, they 

either require enormous leaps in robotic sensing and decision-making technology in order to 

work, or they will require the active involvement of human operators; as situational aware ob-

servers when possible, but as telepresent controllers when necessary. 



 
 

 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 85 - 

 

 

 

 

 

 

 

 

 

 

CHAPTER B:  

AUGMENTATION METHODS AND EVALUATION 

 

 

 

If we knew what we were doing, it wouldn't be called research, 

would it? 

Albert Einstein 
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5 Evaluation Environment  

The technologies and methods developed in the course of this doctoral thesis must be evaluated in 

representative environments and scenarios in order to confirm or refute the research hypothesis. 

The verification tests will be user studies in which test participants will be tasked to complete 

rendezvous & docking scenarios which are designed to evaluate individual system components and 

finally the integrated, complete ThirdEye system. These tests thus require a simulation environ-

ment which is able to recreate the relative motion between a realtime teleoperated chaser space-

craft and its target. In order to achieve a high visual fidelity of the simulation and in order to be 

able to utilize hardware components developed in the course of the research program, it was 

necessary to create a hardware simulator instead of spaceflight simulation software. 

For this purpose, an integrated hardware-in-the-loop (HIL) proximity operations simulation 

testbed called RACOON (Realtime Attitude Control and On-Orbit Navigation) laboratory was creat-

ed in cooperation with other research projects. The development, implementation and integration 

of the simulation environment were a major part of the technical work for this doctoral thesis. 

The evaluation environment consists of three components. First, an operator interface represent-

ing a teleoperation ground control station; second, a simulated space segment in which the rela-

tive motion between the involved spacecraft as well as lighting conditions can be simulated; third, a 

communication setup simulating the properties of a ground-to-space communication chain via 

single DRS. These individual segments were implemented by students under my supervision, as 

well in cooperation with a number of my colleagues.  The implementation details are described in 

the following sections. 

5.1 Teleoperation Ground Control Station 

A satellite mission control center (MCC) was available at the start of this research project. Its 

original purpose was to serve as ground control segment for small-satellite Earth observation 

missions, as well as for CubeSat missions. This original setup was thus optimized for small-

satellite operations and team interaction and had an elliptical layout (see Figure 5-1). 
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Figure 5-1: Original mission control center layout. The MCC was optimized for small-satellite oper-
ations and team interaction and thus had an elliptical layout.  

For the realtime teleoperation simulations run for this doctoral thesis, the setup was changed to a 

more traditional, forward-oriented layout, in order to maximize the operators’ awareness of the 

remote situation. During the redesign, the existing furniture and much of the existing computer 

hardware was reused, while additional computers, an additional projector and new network wiring 

were introduced. The adapted setup is illustrated in Figure 5-2. 

 

Figure 5-2: Overview of the RACOON lab mission control center. Only the front row of work stations 
is used for the ThirdEye experiments. Projection screen 1 displays mission and status information 
for the mission observer/ experiment supervisor working at work station 4. The operator on work 
station 5 uses projection screen 2 as main display. The status of the communication link can be 
monitored and controlled on work station 3.  
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Operator Station 

In the new setup, the operator and the experiment supervisor sit side-by-side in front of two pro-

jection screens and a number of monitors. The operator is seated in front of the right-hand projec-

tion screen which shows the operator display. While only monoscopic video was used during the 

ThirdEye evaluation experiments, the operator’s projector is a stereoscopic projector designed to 

be used with liquid crystal shutter glasses. The operator workstation is accordingly equipped with 

a high-performance nVidia graphics card capable of stereo vision. The interface devices used by the 

operator to control the chaser spacecraft are a keyboard and multiple HMI devices such as joy-

sticks and a 6DOF space mouse. A custom computer program called ControllerAdapter is used to 

interface to the input devices joystick, space mouse, keyboard and WiiMote. It was specifically 

developed for this doctoral research program and serves to read the button and axis activity of the 

devices and to convert these actions into network data streams. 

 

Figure 5-3: Operator sitting at his workstation. The main output is displayed by a video projector. 
The small monitor is used for auxiliary data. The main input devices are keyboard, joystick and 
space mouse, which are interfaced by a custom-built computer program.  

Supervisor Station 

The experiment supervisor controls the mission simulations from his workstation, which is posi-

tioned to the left of the operator workstation. The heart of the supervisor station is the simulation 

control computer. This computer is equipped with a 24 in. touchscreen for intuitive and efficient 

data input. For the ThirdEye mission simulations and evaluation experiments, a simulator control 

GUI was developed. It allows quick and easy setting of the simulation parameters orbit altitude, 

simulation scale factor, roundtrip time delay, maximum linear and angular accelerations, maximum 

velocities and rates, initial relative position and velocity, as well as initial chaser and target attitude 

angles and rates. These parameters can be set individually, or as a group by selecting pre-defined 

test scenarios. The position, velocity, attitude and rate values computed by the relative motion 

simulation software, as well as the feedback values returned from the space segment realtime 



Evaluation Environment 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 89 - 

 

motion controller, are displayed as numbers as well as a position plot to the right of the input fields. 

Furthermore, the GUI can be set to write all relevant maneuver data to log files. These files consti-

tute the main source for the objective performance data analyzed in the course of ThirdEye evalua-

tion. Figure 5-4 shows a screenshot of the GUI during a simulation run. 

 

Figure 5-4: Simulator control GUI developed for the ThirdEye experiments. The top input area al-
lows setting the simulated roundtrip time delay, activating data logging, selecting manual or pre-
programmed scenario definition, and defining scenario number, test participant number, as well as 
test run number. The orange fields on the left side serve for manual setting of the simulation pa-
rameters orbit altitude, scale factor, as well as initial relative position and velocity, and chaser and 
target attitude and rates. The telemetry data display occupies the center of the GUI. The left col-
umn displays the commanded position, velocity, attitudes and rates as computed by the relative 
motion simulator software, whereas the right column shows the real values as returned by the 
realtime motion controller. Nominal values are shown in green, while off-nominal and potentially 
dangerous values are printed red. The right side of the GUI shows a plot of the relative position, 
which facilitates situation monitoring during simulation runs.  

Data Exchange 

The operator and supervisor workstation exchange data with each other as well as the simulated 

space segment mainly by means of the Real-Time Innovations (RTI) Data Distribution Service (DDS) 

[227]. Control station architectures based on DDS have earlier been used in Ranger [228] and 

NASA’s Robonaut 1 [229], and thus have a heritage in space systems simulation and control. The 

DDS middleware handles all network connections and also manages data exchange between pro-

grams running on the same computer. This capability greatly enhances the flexibility of the control 

station and simulator setup, while at the same time making programming more efficient. Any of the 

HMI software and control programs developed for this doctoral thesis can be run on any computer 
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within the simulation setup without loss of functionality. This flexibility enables its use for other 

current and future research programs. 

5.2 Simulated Space Segment 

The space segment simulation must provide a reasonably realistic representation of the relative 

motion of two spacecraft during proximity operations, final approach, and docking. The simulation 

must furthermore be able to receive user maneuver commands via input devices like keyboard, 

joystick or space mouse, and to convert these inputs into translation and rotation maneuvers in real 

time. In order to increase the credibility of the verification experiments as well as to allow the 

inclusion of real sensor hardware into the simulation, the development of an HIL simulation 

environment was started at the beginning of this research project. However, as this HIL setup 

would not be available from the start, it was decided to utilize spaceflight simulation software for 

prototyping and testing of the HUD elements of the ThirdEye system, as well as to investigate alter-

native means of HIL simulation in case the RACOON simulator would not become operational in 

time. 

5.2.1 Orbiter Spacecraft Simulator 

Orbiter is a realtime spaceflight simulation and visualization software. It was developed by Martin 

Schweiger at the University College in London, UK for spaceflight demonstration and education 

[230]. It is available for free download [231]. Orbiter combines a Newtonian physics engine and a 

3D visualization with an application programming interface (API), allowing users to create vessels, 

scenarios and user-interface modules for the simulation. This makes it an ideal choice for quickly 

setting up space mission scenarios for user studies. Figure 5-5 provides an example scene from 

Orbiter showing the available simulation and visualization capability. 

Orbiter natively supports command input by keyboard and joystick. Software add-ons for free 

configuration of joysticks and for usage of six degrees-of-freedom devices like a space mouse are 

available on the Internet and have been used in this research project. 

Orbiter was used for prototyping and testing the proximity operations HUD described in Section 6. 

For the purpose of maneuver data logging and exchange, a software plug-in was developed that 

allowed broadcasting spacecraft state data from Orbiter via DDS to other applications, primarily 

Matlab/Simulink.  
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Figure 5-5: Example scene from Orbiter, showing Space Shuttle Atlantis in proximity operations 
with ISS.  

5.2.2 RACOON Proximity Operations Simulator 

The development of a proximity operations simulator for ThirdEye evaluation was initiated at 

the onset of my doctoral research in 2008. The desired goal was to have a simulator represent 

relative motion in all three axes of translation as well as about three axes of rotation for both the 

chaser and target vehicles. Two student research theses were conducted under my supervision to 

design the mechanical layout of such a simulator [232], as well as to implement the required con-

trol electronics and software [233]. Due to budget and manpower reasons, this simulator project 

was put on hold after two years of research and development. In early 2011 it was restarted in 

cooperation with my colleague Andreas Fleischner and named Realtime Attitude Control and On-

Orbit Navigation (RACOON) laboratory. With the support of a number of staff and students, it be-

came operational after six months of final development and construction, by August 2011. RACOON 

is designed for joint use over multiple research projects and will be developed in a number of capa-

bility increments.  

Mechanical Design 

For the initial configuration, designed to be used for the ThirdEye evaluation experiments, it was 

decided to only simulate relative motion between two spacecraft within the orbital plane. This is 

usually considered sufficient for most proximity operations simulation purposes [234]. The core of 

this simulator configuration core is a 5 m x 4 m motion platform which allows translation along 

the horizontal x and y axes, and rotation about the vertical z axis. This is supplemented by an addi-

tional two degrees-of-freedom (azimuth and elevation) slewing mechanism (refer to Figure 5-6)6. 

                                                             

6 Later versions of the simulator will feature an additional rotary three degrees-of-freedom mechanism, designed to allow 
the simulation of tumbling target objects.  
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This configuration was completed by August 2011, after which it was used for the ThirdEye evalua-

tion experiments. 

For the ThirdEye experiments, all active mechanical and electronic components of the experimental 

system were concentrated in the chaser satellite model carrying the ThirdEye hardware. The 

target satellite was a lightweight structure mainly constructed of wood and had no electronic 

components and no mechanisms and thus did not need power and data connections. The target 

satellite was therefore placed on the platform while the chaser satellite model with the ThirdEye 

hardware (see Section 7.3.1) was mounted on the slewing mechanism. This setup requires the 

inverse simulation of the target’s motion relative to the chaser in order to generate realistic video 

data for the operator, thus increasing the computation and programming demands, while reducing 

the necessary amount of wiring and the mass to be supported by the motion platform. 

 

Figure 5-6: RACOON hardware-in-the-loop proximity operations simulation setup. The setup com-
bines a 3 DOF motion platform (2 DOF translation, 1 DOF rotation) with a 2 DOF slewing mecha-
nism. It therefore allows the simulation of docking approaches within the orbital plane. The motion 
envelope for the platform is 5 m in x direction and 4 m in y direction, with unlimited rotation about 
the z axis. The mechanical limits of the slewing mechanism envelope are ±90° in elevation (about y 
axis) and ±180° in azimuth (about z axis). However, this envelope is further restricted by the shape 
and dimensions of the object mounted on the mechanism. For the ThirdEye experiments, the azi-
muth angle was limited to ±90°, the elevation to ±20°.  

The relative motion simulation setup is enclosed by a cage supporting black curtains in order to 

eliminate the optical references in the environment and thus create almost realistic optical condi-

tions. Lighting is provided by a single 50 W halogen lamp which can be placed arbitrarily within 
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the cage7. While this lamp is certainly not sufficient to represent the approx. 1400 W/m² intensity 

of direct sunlight, it nonetheless suffices to create stark contrasts between lit areas and shadow on 

the target, and also causes surface glare in the camera images (see Figure 5-7). For the ThirdEye 

experiments, the lamp was positioned to the right and behind the chaser satellite mockup on the 

slewing mechanism, and was directed at a point approx. 1 m in front of the chaser’s yaw axis. 

 

Figure 5-7: Glare on the target object, generated by the combination of highly reflective surfaces 
and intense lighting. Such glare is typical for optical conditions during final approach and docking 
and represents one of the major challenges for machine vision systems.  

Software 

The five axes of the simulation setup are actuated by stepper motors controlled in open loop by a 

realtime controller running on a National Instruments CompactRIO (compact realtime in-

put/output) system. This realtime controller accepts position and velocity input via UDP/IP con-

nection from any control software. This controller is the backbone of the RACOON simulation setup 

and was designed and implemented by Andreas Fleischner. 

The control software for simulation of in-plane relative motion between two spacecraft was cus-

tom-implemented by me for the ThirdEye experiments. The software uses the initial conditions set 

in the simulator control GUI (described in Section 5.1) and the user commands gained with Control-

lerAdapter to derive the relative position and velocity via the CW equations for constant-thrust 

maneuvers (equations 3-11 - 3-14). Current attitude angles and rates are computed in real time by 

a set of attitude rotation operations. As this control software is identical to the prediction software 

used for the attitude and trajectory prediction HUD, it will be described in detail in Section 6.5. 

                                                             

7 Later versions of the simulator setup are to include a realistic lighting simulation. One side of the setup will be equipped 
with a Sun simulator providing a high-intensity, parallel-beam light source, while the other side will feature an Earth 
albedo simulator with soft lighting. 



Evaluation Environment 

 

 

- 94 - Visual Augmentation Methods for Teleoperated Space Rendezvous 

 

Satellite Models 

The target object used in the experiments is a cubical satellite mockup (see Figure 5-8). Its top and 

two of the sides are covered by blue panels representing solar arrays. These panels were initially 

intended to be used in an extended position during ThirdEye experiments, but were after initial 

simulation runs folded down in order to prevent damage to the simulator hardware. The other 

sides of the satellite model are covered by highly reflective gold and silver foils representing MLI 

surfaces. On the front, the satellite carries a slanted antenna. This creates a collision hazard dur-

ing approaches of the rotating target and thus requires collision avoidance. On the back, a conical 

nozzle serves as the docking interface. In order to prevent damaging the simulator during failed 

docking attempts, the nozzle was fabricated from flexible plastic. Near the throat of the nozzle rests 

a target plate with a diameter of 30 mm. When the experiments are run at the scale factor of 0.3, the 

size of the target plate thus recreates the ±50 mm positioning tolerance of the Orbital Express Cap-

ture System (refer to Table 4-1 and Appendix A.2.5). 

 

Figure 5-8: Target satellite used in the ThirdEye evaluation experiments. The cubical satellite 
mockup is covered by blue panels representing solar arrays on the top and two sides. All other sides 
are covered by silver and gold foil representing MLI. On the back, the satellite features a conical 
nozzle serving as a docking interface. On the front, a slanted antenna creates a collision hazard 
during approaches of the rotating target.  

The chaser satellite mockup is built around a support structure mounted onto the 2DOF slewing 

mechanism. This structure is composed of standard aluminum profiles which carry the ThirdEye, a 

camera and a docking probe. This docking probe corresponds to the nozzle on the target object 

(see Figure 5-9). It is positioned directly in front of the pitch and yaw axes of the 2DOF slewing 

mechanism. This position corresponds to being directly in front of the center of mass on a real 

spacecraft. The docking probe has a length of 120 mm and a base diameter of 20 mm. Its conical tip 

carries a small switch which engages once the docking probe hits the target surface. On this cue, the 

realtime controller of the setup halts all motion, which concludes an experiment run. For safety 

reasons, the system must be reset manually before the next run can begin.  
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Figure 5-9: Front of the chaser satellite mockup. The docking probe is positioned directly in front of 
both yaw and pitch axes. It carries a small switch which engages at contact to target and halts the 
simulator motion. A Bumblebee2 camera is mounted above it so that its right lens is directly over 
the docking probe. This camera serves as the main sensor during the docking experiments. The 
black cylinder on the left of the camera is a laser pattern generator. It was not used in the ThirdEye 
evaluation experiments.  

A Point Grey Research Bumblebee2 stereo camera [235] served as the main sensor during the 

ThirdEye experiments. The right lens of the camera is positioned directly over the base of the dock-

ing probe. The probe is therefore in the middle of the video images the operator sees. The cameras 

streamed 8 bit grayscale video at a resolution of 640 x 480 pixels at a frame rate of 15 fps, which is 

within the acceptable boundaries for teleoperation [151]. The video compression method used was 

a Joint Photographic Experts Group (JPEG) standard with 50% loss. 

The design of the target satellite and its construction from standard aluminum profiles allows for 

rapid integration of additional or alternative sensor hardware. This makes it flexible enough to 

serve in other current or future research projects. 

Figure 5-10 provides an overview of the RACOON configuration for the ThirdEye experiments. 
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Figure 5-10: ThirdEye evaluation experiment setup. The target satellite with its antenna and the 
docking cone is mounted on the 3DOF motion platform. The chaser satellite setup with the primary 
camera, the ThirdEye and the docking probe is mounted on the 2DOF slewing mechanism. The sce-
ne is illuminated by a 50 W lamp positioned to the right and behind the chaser satellite, with the 
light pointed right in front of the chaser.  

5.2.3 Alternative Fallback Options 

The availability of the RACOON simulation setup for the ThirdEye experiments was not certain at 

the beginning of this research project. In order to ensure the availability of an adequate evaluation 

environment, a number of alternative solutions were investigated. These were required to provide 

the degrees of freedom of the RACOON setup, but with lower accuracy and precision, and also lower 

mass bearing capability. 

Slewing Mechanism 

An alternative 2DOF slewing mechanism was designed and implemented in student research 

projects. In one student project [236] under my supervision, a 2DOF pointing mechanism [237, 

238] originally developed in the course of the Lightweight Intersatellite Antenna (LISA) develop-

ment project [239] was adapted to carry the Bumblebee2 stereo camera, a laser rangefinder, and a 

laser pointer equipped with a diffractive pattern generator [240]. The control software, developed 

in the course of a Master’s thesis [241], is able to teleoperate the mechanism via UDP/IP connection 

and to interface to a joystick. It furthermore has provisions to transmit the azimuth and elevation 

angles and rates to the 3dSVK version of the attitude HUD (refer to Section 6.3.3).  



Evaluation Environment 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 97 - 

 

This pointing mechanism, as shown in Figure 5-11, allows a motion envelope of ±30° in elevation 

and ±90° in azimuth. The elevation limit is due to the maximum torque sustainable by the coupling 

in the elevation drive. The azimuth angle is limited by the power supply and control wires leading 

to the elevation motor. While this pointing mechanism does not allow the mounting of the ThirdEye 

robotic camera arm, it would still provide a motion envelope sufficient for limited docking experi-

ments.  

 

Figure 5-11: The LISA 2DOF antenna pointing mechanism as adapted to the needs of ThirdEye 
evaluation. A laser range finder is mounted above the Bumblebee 2 stereo camera. Note the ab-
sence of the laser pattern generator, which was not yet included in the initial design stage depicted 
here. It can be attached to the mechanism underneath the range finder, directly atop the right-
hand lens of the camera.  

Since the RACOON simulator became available in August 2011, the alternative 2DOF mechanism 

was never used for rendezvous & docking experiments. It was also planned to be used in an exper-

iment series investigating the projection of laser patterns onto the target surface during final ap-

proach, and its impact on alignment precision between chaser and target. These experiments were 

however also conducted in the RACOON setup, once it became available [240].  

The alternative 2DOF was used for a student thesis investigating the performance and functionality 

of a laser rangefinder on highly-reflective MLI surfaces under different surface conditions and 

incidence angles [236]. 

Omnidirectional Platform 

Another alternative solution was investigated to provide the three degrees of freedom (translation 

in the horizontal plane, rotation about the vertical axis) required for the target object. The prime 

requirement was to provide linear motion independent of the rotation rate and angle about the 

vertical axis, which is characteristic for motion in space. The solution was to use a small robotic 
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platform moving on omnidirectional wheels. The mechanical design and control software im-

plementation was completed in the course of a student thesis [242]. The resulting target platform is 

able to perform linear movements in the horizontal plane while rotating independently about the 

vertical axis (see Figure 5-12). The three wheels are actuated by direct current (DC) motor units 

equipped with an encoder and a closed-loop controller that receives wheel rate commands by I2C 

bus.  

These motor units, above all the encoders with a resolution of 1°, did neither provide sufficient 

precision to allow the operator using a joystick to reliably command trajectories and velocities, nor 

did dead-reckoning using the combined encoder signals of the three wheels represent the true 

motion of the platform.  

In order to create a system fully usable for rendezvous & docking experiments, the omni-platform 

must be operated on a perfectly level surface providing sufficient grip for the smooth plastic wheels 

to prevent wheel slip, and additional external or internal orientation or position sensors are re-

quired. These could be absolute sensors mounted above the simulator, tracking target points on the 

platform. An alternative would be to increase the accuracy and precision of the dead-reckoning 

approach by mounting additional sensors on the platform. A possible design is to use the optical 

sensors of computer mice. Such a system is discussed in [243]. 

 

Figure 5-12: Omnidirectional target platform designed for simulation of satellite in-plane motion. 
The three omnidirectional wheels allow translation motion within the horizontal plane independ-
ent of the rotation state about the vertical axis. The platform is controlled by serial communication 
via RS232 cable or radio interface.  

While the RACOON setup was equipped with a rubber floor in order to accommodate the omni-

platform, it was decided to use the RACOON simulator instead of the omni-platform for target 

object simulation due to its higher accuracy and precision, as well as due to its ability to carry 

heavier objects. 
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5.3 Communication Setup 

The communication setup of the simulation environment has two different tasks. First, the compo-

nents of the ground control segment and the simulated space segment must be able to communi-

cate with each other within the respective segments. This task is accomplished by the use of RTI 

DDS as mentioned above, plus a small number of peer-to-peer UDP and TCP/IP connections.  

Second, the communication setup must also provide means to simulate the teleoperation communi-

cation chain from ground operator to chaser spacecraft via DRS. The RACOON simulation environ-

ment provides two approaches for this task.  

The first approach, which was used in the ThirdEye evaluation experiments, is to simulate the 

signal roundtrip delays encountered in the teleoperation chain by buffering the command and 

telemetry data streams. Following the reasoning of Stoll [161, 244], who showed that the exact 

location of the roundtrip delay in the communication chain is not relevant to operator perception, 

the video and telemetry signals were both buffered by the full roundtrip delay directly before dis-

playing them to the operator.   

Due to the high data volume of the video streams, a special program was written (in cooperation 

with my colleague Jan Harder) to buffer them for the delay time. The telemetry is buffered in the 

ThirdEye Proximity Operations GUI program before generating the HUD displays. 

For the ThirdEye experiments, the simulated delay was set to be 650 ms, which again follows Stoll’s 

measurements (refer to Section 3.1). Including the additional time delays in the local network, this 

results in total roundtrip time delay of about 700 ms. 

The second approach is to actually send the command and telemetry data streams over a DRS for 

the simulations. For this purpose, the DDS data streams are bundled and translated into standard 

UDP/IP streams which are then transmitted via a High Data Rate Modem (HDRM) and the Ka band 

communication infrastructure available at the institute [245]. DRS available for such experiments 

are ESA Artemis and Eutelsat Hotbird 6. While this setup is more realistic than the simulated round-

trip time delay, it nonetheless restricts experiment times to the availability of the relay satellites 

and introduces the satellite link as critical component.  

Since the exact nature of the communication link and signal delays are not the focus of this research 

project, it was decided to use the simulated delay approach, which causes no limitation of the 

significance of the research results.  
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5.4 Summary 

An end-to-end simulation and evaluation environment was established for the experiments 

described in this doctoral thesis. It consists of a teleoperation ground control center, a proximity 

operations testbed, and a communication link simulation.  

While some parts of the ground control center were available at the start of the research project, 

the layout was optimized for realtime teleoperation and all HMI interface software including 

input device interface and simulator control software was created for this thesis by me and a 

number of students working under my supervision. 

The HIL proximity operations simulator was created in the course of my doctoral research in 

cooperation with other research projects and colleagues, foremost Andreas Fleischner. The result-

ing RACOON simulator configuration is tailored towards the requirements of the ThirdEye experi-

ments. The simulation software computing the relative position and velocity, as well as chaser and 

target attitude angles and rates was designed and implemented specifically for the ThirdEye 

experiments, although it can easily be configured to serve other research projects. A number of 

alternatives to RACOON were studied in the course of student research projects. Two of these, an 

alternative 2DOF slewing mechanism and an omnidirectional positioning platform were built 

and tested. Since RACOON became available in time and had substantially better performance, they 

were never used in actual rendezvous & docking experiments. 

Preceding research had measured the roundtrip time delays to be expected in a teleoperation 

communication chain via a single DRS, and had also shown that the exact location of the delay in 

the communication chain has no impact on operator performance. It was therefore decided to 

utilize a simulated roundtrip time delay of approx. 0.7 s in the ThirdEye evaluation experiments. 

A dedicated program was written in cooperation with my colleague Jan Harder to buffer the video 

streams, while the telemetry was buffered in subroutines of the ThirdEye Proximity Operations GUI 

program.  

The exchange of video, commands and telemetry data via network per DDS, UDP and TCP also 

makes it possible to integrate a real DRS into the communication chain. Due to availability issues, 

this real satellite link setup was never used in the ThirdEye experiments, but could be used in 

future research projects. 
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6 Proximity Operations HUD 

Knowledge of ownship position, attitude and motion, as well as the prediction of this state into the 

future for maneuver planning and time-delay compensation are the first two elements necessary to 

achieve operator SA during teleoperated rendezvous & docking. A Head-Up Display was designed to 

provide the necessary information in an accessible way, in order to facilitate intuitive understand-

ing of critical state data. Based on different designs for attitude representation, different display 

coordinate reference systems and different versions of a trajectory prediction display, a HUD con-

figuration was identified in a series of experimental user studies which offered best user perfor-

mance in attitude maneuver command, relative position estimation and translation maneuver 

command tasks. The results of the design process and the evaluation studies were published over a 

span of four years [246–248].  

This section provides an overview of the motivation behind the choice of an HUD to augment opera-

tor SA. It then proceeds to discuss general requirements of HUD design. Subsequently, the specific 

design of the ThirdEye Proximity Operations HUD is discussed. The Chapter then proceeds to de-

scribe the evaluation experiments and analyze their results. The final Section describes the changes 

made to the HUD in its final implementation for the integrated ThirdEye Proximity Operations GUI. 

6.1 Motivation 

During final approach and docking in the course of an OOS mission, the operator needs a maximum 

of knowledge about ownship orientation and motion within the LVLH reference frame, as well as 

about target motion. As was discussed in Section 3.5, the orbital environment does not provide 

sufficient natural references for the operator to be able to deduct this information from video imag-

es alone. Such references must therefore be provided in a synthetic display alongside critical 

ownship information such as roll, pitch, yaw angles and velocity. The proper integration and 

presentation of such vital information provides an enhanced understanding of the ownship state 

within its operational environment and thus enhances operator SA [99]. In order to be of maximum 

use to the operator, this information must be presented in an accurate, accessible and easily inter-

pretable manner [99]. An integrated display then reduces operator scanning time as well as the 

need to integrate spatial information from multiple sources and therefore facilitates attention focus 

and management [125]. A well-organized display can convey self-motion cues without occluding 

the primary sensor image [125]. 

Head-Up Display Functionality 

Head-up displays display orientation, position and velocity data as a graphical overlay over live 

video or a real outside view. They constitute therefore a simple form of an AR display that does not 

require a detailed graphical model of the environment and its elements, which is difficult to attain 

during rendezvous & docking operations. HUDs provide a clear advantage in the detection of events 



Proximity Operations HUD 

 

 

- 102 - Visual Augmentation Methods for Teleoperated Space Rendezvous 

 

in the HUD symbology as well as in the environment [249], as compared to the display of infor-

mation on separate screens or the classical “head-down” aviation displays. This capability to dis-

play critical information within the primary sensor display without a need for modeling the chaser 

spacecraft’s environment as required for more elaborate AR or VR displays, makes a HUD especially 

useful for the purpose of conveying the ownship state information critical during final approach 

and docking, as well as to provide a trajectory prediction display. 

HUD Development 

The basic idea leading to HUDs is to reduce a pilot’s workload by integrating important state infor-

mation directly into his field-of view. In this manner, the pilot does not need to shift his gaze and 

focus from the outside world to the instrument board and back. This results in reduced workload 

and increased situation awareness during mission phases with high attentive requirements, 

especially during takeoff and landing, and in combat situations. The idea was first formulated in the 

late 1940s, and since the 1960s, HUDs have become a standard feature of combat airplanes [250]. 

Over time, the displays have evolved both in representation and content. In the beginning, mostly 

basic flight data (artificial horizon, altitude and velocity) and a projected gunsight were displayed. 

Later HUD versions are much more complex, showing trajectory predictions, threat information or 

even three-dimensional (3D) representations of the environment [251]. Figure 6-1 provides an 

exemplary view of a common aviation HUD. 

 

Figure 6-1: Head-Up Display as commonly used in aviation [252, p. 3]. The HUD displays infor-
mation critical to the piloting task, such as the horizon line, heading, altitude, air speed, pitch angle 
and flight path. Similar symbology is to be used in the ThirdEye Proximity Operations HUD.  

The benefits of the HUD have not gone unnoticed by the commercial aviation, telerobotics and 

automotive communities. Therefore, they have been introduced into the cockpits of commercial 

airliners, business jets, cars and also robotic vehicles, most prominently UUVs. 
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Space Teleoperation HUDs 

Besides the benefits of the information displayed in the HUD, the HUD symbols furthermore pro-

vide stable alignment features against which the movement of objects in the FOV can be meas-

ured. This prevents the illusion of stationary objects in the environment having a radial motion 

[187], which increases operator SA during proximity operations of spacecraft  

However, no publication could be found treating the usability of different HUD designs and display 

methods for space teleoperation. The aim of the research summarized in this chapter was therefore 

to develop a proximity operations HUD displaying ownship attitude data as well as a realtime 

trajectory prediction overlaying a life video stream. In order to identify the combination of the 

HUD elements attitude representation, coordinate reference system, and trajectory prediction 

display method most usable for in-orbit teleoperation, the experimental version of the proximity 

operations HUD was designed and implemented to include multiple attitude representations, coor-

dinate systems and trajectory prediction displays in order to evaluate the individual elements in 

user studies. These studies both serve to fill the research gap identified in literature research, as 

well as to identify the HUD to be used in the Third Eye Situation Awareness Enhancement System. 

6.2 Design Considerations 

Head-up displays serve to integrate essential state information with a view of the environment. 

Compared to “head-down displays” common in automobiles and civil/commercial aircraft, as well 

as to the display of information across multiple screens, as still widespread in the fields of mobile 

telerobotics and space operations, HUDs can minimize scanning and the effort required to access 

and monitor all information elements.  

Display Clutter 

The integrated display of information can however also lead to display clutter, if too much infor-

mation is drawn to the screen. Information clutter may inhibit the processing of fine detail in the 

sensor imagery because of overlay clutter and can thus cause loss of occlusion cues, which in 2D 

displays are important for perceiving depth [125]. Display clutter can also lead to important ele-

ments of the environment being obscured by synthetic display elements [249], thus leading to 

reduced SA and operator effectiveness. This can be prevented by different means of “decluttering” 

displays. The most effective decluttering method is to limit the amount of information to be dis-

played in the graphical overlay. Alternatively, gauges and state information can be designed to 

change color or pop up if important thresholds are crossed in order to gain operator attention 

[141]. Pop-up gauges are successfully employed in collision warning and steering guidance systems 

in the automotive sector [141]. Such alarm displays should always be grouped together and must 

be labeled appropriately; there also should be a central system error and health summary [141].  
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Symbol Colors 

The individual display elements of a synthetic vision system can furthermore be optimized in 

shape, color, brightness, size, transparency and style; font size, color and background; as well as in 

the degree of information content [125]. Symbol color and size and thus the usability of a display 

are obviously dependent on the background color of the sensor view, as well as scene clutter and 

the light level [125].  

Since, when not directly looking at Earth, the space environment is devoid of most colors, the choice 

of symbol contrast is most important for symbol discernibility and readability in the ThirdEye 

Proximity Operations HUD. This is especially the case if the video stream from the chaser vehicle is 

in grayscales. During close-range proximity operations, the hues in the sensor imagery range from 

black over shades of grey (MLI surfaces) to bright white. The HUD symbols were therefore imple-

mented in bright green, since this color makes symbols discernible both in front of black and white 

backgrounds. Bright green is furthermore the color used in the majority of aviation HUDs and is 

thus in its appearance familiar to many potential operators.  To account for operator preferences 

and the use of color video, the user interface is to incorporate the function of manually switching 

the HUD to other colors, most importantly white and yellow (for dark backgrounds) and dark blue 

(for bright backgrounds). The color red is to be reserved for emergency messages and time delay 

displays. 

Attitude Representation 

In addition to selecting the appearance of the individual symbols, it is important to determine in 

what geometry these symbols are displayed. This decision is dependent by the operator’s frame of 

reference. The underlying question is, whether the operator perceives the display as representing 

the vehicle within the external world (outside-in, exocentric or world-referenced view) or rather 

the external world moving around the vehicle (inside-out, egocentric or vehicle-referenced view) 

[99]. The answers to this question lead to the outside-in and inside-out HUD representations. 

Figure 6-2 shows an example of both HUD representations for an attitude display.  
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Figure 6-2: Outside-in and inside-out attitude representations. The top image shows the spacecraft 
attitude with respect to Earth horizon. On lower left, this situation is represented in an outside-in 
HUD. The attitude reference remains fixed in place, while the ownship symbol is displaced and ro-
tated according to the spacecraft attitude. This represents the view an external observer would 
have of the spacecraft within its environment.  In the inside-out HUD (lower right) the ownship 
symbol remains fixed, while the attitude references are displaced and rotated around it; thus rep-
resenting the view a pilot in the spacecraft would have of the situation.  

The cost and benefits of both outside-in and inside-out displays have been researched in the field of 

aviation [253] as well as underwater robots [99]. In aviation [253], the inside-out display showed 

advantages, if the HUD was used as the primary flight reference. Its disadvantages, on the other 

hand, were found to be that pilots need more training to master the moving-horizon display; pilots 

encounter difficulty in maintaining spatial orientation during instrument flight, especially in terms 

of aircraft roll angles; pilots experienced “roll-reversal” errors during recoveries from unusual 

attitudes. These weaknesses of the inside-out display were shown to be actual strengths of the 

outside-in display. Outside-in displays reduced roll-reversal errors with novice pilots and pilots 

with minimal training when recovering from unusual attitudes; experienced pilots also preferred 

the use of outside-in displays and showed better performance using them. There are also indica-

tions that many pilots actually use an outside-in mental model, even when using inside-out dis-

plays [253].  

The results of the display comparison for UUV operators [99] show that outside-in displays are 

generally suited for teleoperation of vehicles, while replicating findings of the aviation study. The 

inside-out display performed worst in control reversal occurrences, and operators expressed a 
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clear preference for the outside-in display. It was however also stated that not all principles of 

display design employed in aviation are readily applicable to the underwater environment. The 

outside-in display was found reasonable to employ in the UUV application, since the operators are 

actually physically and psychologically outside the vehicle, a situation that applies to all kinds of 

teleoperation and thus also to teleoperated proximity operations. 

Some explanations were offered to why outside-in displays performed better. The higher incidence 

of control-reversal errors with the inside-out display was attributed to the fact that the inside-out 

depiction of pitch and roll supports the principle of pictorial realism (displaying what a pilot would 

see) but violates the principle of the moving part [99]. A movement of a control input device 

causes movement of the display elements in the opposite direction, which is counter-intuitive to the 

operator’s mental model and thus increases the likelihood of control reversals. Another explanation 

for outside-in superiority was offered by Previc [253]. He states that a moving horizon symbol is 

less likely than the actual Earth to be the ground against which the vehicle moves, since to meet 

operator/pilot experience ground figures should ideally be relatively formless, lie behind the figure 

and yet appear uninterrupted by it.  

Cognitive Tunneling 

When using HUDs with either presentation method, operators tend to use the HUD for primary 

control and the outside view only for monitoring purposes [252]. The reason given for this is that 

the symbology is more compelling than the outside scene, with more immediately perceivable 

change going on, thus calling for greater attention [252].  This can lead to a condition called cogni-

tive tunneling, when the operator is so focused upon the synthetic displays or single elements of it 

that important events in the outside scene or other important objects in the synthetic scene are no 

longer attended [125]. HUDs particularly induce a narrowing of attention to processing the rou-

tine information in the symbology under high workload conditions [249]. These factors must be 

considered when using HUDs to increase operator SA.  

6.3 Implementation 

The proximity operations HUD was implemented in three different environments in order to allow 

a wide range of experiments.  

The initial implementation was as a plug-in for the Orbiter 2006 spaceflight simulator, which was 

used for the HUD evaluation experiments.  

This implementation was then migrated to stereo-video display software produced by Point Grey 

Research, Inc. called 3d Stereo Video Kit (3dSVK), where it was used for the display of the azimuth 

and elevation angles of the teleoperated 2DOF mechanism carrying a stereo camera described in 

Section 5.2.3. The HUDs for both Orbiter 2006 and 3dSVK was implemented in a student research 

project under my supervision [254].  
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After the evaluation experiments, the final version of the HUD was incorporated into the ThirdEye 

Proximity Operations GUI and used during the ThirdEye evaluation experiments (see Section 8). 

These versions of the proximity operations HUD differ in their implementation code and in details 

of the display, owing to the evolutionary nature of their development. The general elements of the 

HUD, attitude display, coordinate reference systems and trajectory predictions are however equiva-

lent for all versions and will be explained in this Section. 

6.3.1 Attitude and Trajectory Prediction Displays 

The attitude of a vehicle is usually expressed by the roll, pitch and yaw angles of the vehicle rela-

tive to a reference frame. The pitch angle (also referred to as elevation) is the angle between the 

vehicle’s longitudinal x axis (usually pointing in the viewing direction of the pilot or the main sen-

sor) and a reference plane. The roll angle (also referred to as bank) is measured between the ves-

sel’s transversal y axis (for the purpose of the ThirdEye Proximity Operations HUD defined as point-

ing from the center of mass of the spacecraft along the solar arrays of a generic satellite) and the 

reference plane. The yaw angle (also azimuth) is measured within the reference plane and relative 

to a reference direction, for example the direction of flight.  

Attitude Sphere 

For use of a HUD, the vessel is surrounded by a fixed virtual attitude sphere, within which yaw, 

pitch and roll angles are displayed using a ladder representation (see Figure 6-3). Angles can either 

be defined in the interval [       ] or [          ]  The latter interval is used in the ThirdEye 

Proximity Operations HUD, with the yaw angle being measured about the reference z axis (pointing 

down), the pitch angle about the spacecraft body y axis (pointing right) and the roll angle about the 

spacecraft body x axis (pointing forward). Yaw angles are therefore positive for clockwise rotations 

within the reference plane, roll angles for clockwise rotation within the spacecraft y-z plane, and 

pitch angles are measured positive for upward-tilting motion of the spacecraft. 
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Figure 6-3: Satellite attitude sphere used for the attitude HUD. The sphere is fixed in space. The 
satellite’s attitude as measured within this sphere is displayed by the HUD.  

Reference Frames 

For terrestrial applications, the obvious choice of reference plane for an attitude display is the local 

horizontal plane. Against this, the pitch and roll angles of aircraft are commonly measured. The 

azimuth is measured relative to the North vector of the geographic coordinate system8. This reflects 

the operator’s intuitive natural reference. 

This reference frame is not practical for space vehicles. Since a spacecraft does in general not signif-

icantly change its global direction of flight, which is determined by the orbital movement, this 

direction along the velocity vector, V-bar in the LVLH system (refer to Section 3.3), is a practical 

reference direction for azimuth determination.  

Three reference planes were identified as suitable for space operations: the orbital plane (local 

vertical plane in LVLH), the local horizontal plane, and a plane defined by the x and y axes of the 

target satellite’s body-fixed coordinate system (also referred to as Vessel system). These planes 

have different characteristics and advantages.  

The orbital plane is spanned by the velocity vector v and the chaser spacecraft’s radius vector r. 

Since plane-changing maneuvers are very expensive in terms of fuel expenditure, most orbital 

maneuvers occur within this plane. It is therefore almost a static reference and comes closest in 

meaning to the operators’ natural reference frame. However, there exist no natural cues for this 

reference plane and when the Earth’s horizon is within the spacecraft’s field of view, this can lead to 

                                                             

8 Yaw angles are in aviation commonly defined in aerodynamic terms as the angle between the airflow vector and the 
aircraft’s longitudinal x axis. Azimuth is the angle between direction of flight and geographic north.  
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a sensory conflict and thus to confusion and degradation of operator SA.  Simulator sickness is not 

expected to arise from this mismatch, as the visual flow encountered is low (refer to Section 2.5).  

The local horizontal plane, spanned by the velocity vector v and the orbit normal n, is therefore 

the more “intuitive” reference, but has little significance for orbital maneuvering. It is nonetheless 

implemented as part of this investigation, in order to compare it to the orbital plane in terms of 

operator performance. 

Once the chaser spacecraft has approached the target vehicle and final approach and docking ma-

neuvers are imminent, navigation is no longer performed relative to Earth but to the target vehicle. 

It may therefore be beneficial for the operator to have attitude information presented in a reference 

frame with the principal reference direction being the vector from the chaser’s center of mass to 

the target’s center of mass. This reference system is called the docking reference system. Since 

chaser and target need not necessarily be within the same local orbital or local horizontal plane, 

these planes are unsuitable choices for reference plane of this docking system. Instead, the chaser’s 

body y axis is suggested to be used in addition to the chaser-target vector to define the reference 

plane. Within the docking reference system, no roll angles can therefore be measured. In the case of 

coaxial docking, which will be assumed within this thesis, the roll angle is mostly relevant for inter-

face positioning at actual contact and not during intermediate-range approach and proximity oper-

ations. The limitation of the docking reference system to a pitch and yaw display is therefore ac-

ceptable for the purpose of the ThirdEye Proximity Operations HUD. 

Limitations of the Docking Reference System 

The docking reference system is easy to establish when using a software simulation like Orbiter, in 

which full state vectors are available for all objects in the environment. For real-world applications, 

the relative vector between chaser and target center of mass must be determined with high accura-

cy in order for the docking reference system to be useful. This requires a powerful suite of on-board 

sensors in combination with ground-based target observations. Since the purpose of this research 

is to reduce the demands on on-board sensors by introducing the human operator into the rendez-

vous & docking system, the docking reference system will be relegated to basic research purposes 

only. 

Trajectory Prediction 

As discussed in Section 3.3, the relative maneuvers between two spacecraft occur in a rotating 

reference frame and result in counterintuitive trajectories described by the CW equations (equa-

tions 3-5 to 3-10). Since these trajectories are difficult for the operator to propagate into the future, 

and since teleoperation in space involves communication roundtrip time delays, the ThirdEye Prox-

imity Operations HUD is to include a trajectory prediction based on the actual control inputs. This 

trajectory prediction display is to provide the operator with a simple, accessible and clear graphical 

representation of the trajectory the chaser spacecraft will follow in the near future. Since the basic 
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assumption of this research is sparse available information about the environment, this prediction 

display must be able to work with chaser state information and periodic range measurements only. 

6.3.2 Implementation in Orbiter 

The Orbiter simulation core cannot be manipulated by module developers. However, it can be 

accessed by functions provided in object classes. For the HUD development in the 2006 version of 

Orbiter, the concerning class is called VESSEL2. This class is used to define spacecraft to be included 

in the simulation. It provides functions to define, among others, propulsion systems, mass proper-

ties, orbital elements, multi-function displays (MFDs) and HUDs. The HUD method, called 

clbkDrawHUD is manipulated to create the OOS HUDs. The drawing functions for the predictive 

display and for the attitude display are called by this method. The basic functional structure of this 

system is depicted in Figure 6-4. 

 

Figure 6-4: Functional structure of the Orbiter Proximity Operations HUD. The Vessel2 object held 
by the Orbiter core calls the clbkDrawHUD method for display of a HUD. This method then calls 
the Prediction, insideOutHUD and outsideInHUD methods according to user selection. These 
methods receive the orbit parameters from the Orbiter core upon request.  

Since Orbiter processes a spacecraft’s position, velocity, angular rate, and angular position as a 

twelve-element state vector within the Geocentric Ecliptic Inertial (GEI) reference frame, the first 

step in the HUD generation is to create the transformation matrix between GEI and the Orbit, Hori-

zon or Docking coordinate systems.  

This task is facilitated by the fact that this investigation is focused on circular orbits. The velocity 

vector vi is therefore the normalized ( ̇  ̇  ̇)  vector in the GEI frame. The radius vector ri is given 

by (     ) . It is important to note that for unknown reasons Orbiter uses left-handed coordinate 

systems. The base vectors eO,x, eO,y and eO,z of the Orbit system are therefore derived from following 

equations [254]. 
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|  |

 Eq. 6-1 

     
  
|  |

 Eq. 6-2 

               Eq. 6-3 

These base vectors define the transformation matrix   
  from GEI to the Orbit system [254]. 

  
  [            ] Eq. 6-4 

Using these three vectors, both the orbital plane and the local horizontal plane are defined (see 

Figure 6-5). 

 

Figure 6-5: Orbital and horizontal plane as defined by the local inertial radius and velocity vectors  

Orbit system 

In order to derive the roll angle φ within the Orbit system, the z axis of the Orbit system must be 

transformed from the GEI system to the spacecraft’s Vessel coordinate system. The Orbiter API 

offers the dedicated function GetRotationMatrix for this purpose, computing the transformation 

matrix        
 . The transformed base vector for the z component is therefore calculated by [254]: 

                   
       Eq. 6-5 
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The cross product of the vessel’s z axis and             yields the auxiliary vector   (        )
 

 

[254]. 

  (
 
 
 
)              Eq. 6-6 

The spacecraft roll angle φO is then the result of the arctangent of the y and x components of c [254]. 

          (
  

  
) Eq. 6-7 

 

Since the attitude angles follow the rotation sequence yaw (ψ) – pitch (ϑ) – roll (φ), the spacecraft 

velocity vector within the vessel system must be rotated around the vessel x axis by –φO in order to 

follow the reverse rotation sequence, before the pitch and yaw angles can be calculated. 

The pitch angle is defined as the angle between the Vessel system’s z axis and the Orbit system x-y 

plane. After the spacecraft velocity vector has been transformed from GEI into the Vessel coordi-

nate system by the corresponding Orbiter function, ϑO can be calculated from the velocity compo-

nents [254].  

          

(

 
         

√         
           

 

)

  Eq. 6-8 

The yaw angle is calculated in a similar fashion. For ψO it is important to include a case switch for 

positive and negative x component of the velocity vector [254]. 

          

(

 
         

√         
           

 

)

  Eq. 6-9 

 

Horizon system 

The calculations for the Horizon system can largely be copied from the Orbit system. As Figure 6-5 

shows, the Horizon system’s coordinate axes are derived from the Orbit system’s axes in rotating by 

-90° around the shared x axis. The pitch angle in the Horizon system is therefore the negative yaw 

angle in the Orbit system; the Horizon yaw angle is equal to the Orbit pitch angle.  
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          Eq. 6-10 

       Eq. 6-11 

      Eq. 6-12 

 

Docking system 

The Docking system is based on the relative position vector between the target and the chaser. 

Since no natural reference plane is available for this coordinate system, the chaser Vessel x-y plane 

was chosen to assume this role. The roll angle within the Docking system is therefore by definition 

zero. The pitch and yaw angles are derived by rotating the relative position vector, which is provid-

ed by Orbiter in GEI coordinates, into the chaser Vessel system. The angles can then be calculated by 

Eq. 6-8 and Eq. 6-9 by using the components of the relative position instead of the velocity. 

An additional feature of the Docking system HUDs is that they position a rectangle around the 

target object to facilitate target acquisition and tracking by the operator. The position of this rec-

tangle within the operator FOV is calculated by the relative position in Vessel coordinates and a 

correction factor for the projection of the scene onto the screen (see page 118 for more details on 

this factor). 

The availability of the relative position vector is only given if high-precision position data is 

available for the target object. This is the case in any simulation environment and for approaches of 

active satellites in OOS scenarios, but is not expected to be the case for uncooperative targets in 

debris removal scenarios. The Docking system can therefore be used for fundamental research 

purposes only, but not for actual realistic mission simulations. 

Velocity indicator 

Since the HUD is to be used in proximity operations and capture/docking scenarios, a valuable 

piece of information for the operator is the chaser spacecraft’s momentary deviation vΔ from the 

circular orbit velocity vc. This is derived by Eq. 6-13 and Eq. 6-14 [254]. 

   | |     Eq. 6-13 

   √
  
 

 Eq. 6-14 

A value of              
  

  
 was used for Earth gravitation parameter μ⊕, and r is the absolute of 

the spacecraft orbit’s radius vector.  
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For the Docking system HUDs, vΔ is defined as the relative velocity between chaser and target. This 

is derived from the inertial relative velocities plus a corrective vector vcor accounting for the rota-

tion rate ω of the Docking coordinate system. The elements of vcor are dependent of the relative x 

and z positions of chaser and target in the Orbit system, as explained by the CW equations (equa-

tions 3-5 to 3-10) [254]. 

     (

           
 

          
) Eq. 6-15 

The velocity deviation vΔ is depicted in the HUD by a set of concentric circles (see Figure 6-6).  

 

Figure 6-6: Exemplary view of an inside-out HUD with the velocity deviation indicator. The indica-
tor displays the deviation of actual velocity to the circular velocity at the current spacecraft alti-
tude. This display can be used for maneuver planning purposes during orbit transfers and proximi-
ty operations.  

The number of circles contains information about the value of the deviation, in order to convey 

intuitive knowledge about the spacecraft’s motion to the operator. Since the Orbit/Horizon and 

Docking coordinate systems are expected to be used in different mission phases and thus also to 

contain different information in vΔ, the HUD also uses different scaling for the velocity circles be-

tween these displays (see Table 6-1).  
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Table 6-1: Scaling of velocity deviation display. The number of concentric circles indicates the devi-
ation from circular velocity in the Orbit and Horizon HUDs and the relative velocity between chaser 
and target in the Docking HUD [254].  

Number of circles vΔ in Orbit/Horizon HUD [m/s] vΔ in Docking HUD [m/s] 

2 5 0.2 

3 10 0.5 

4 20 1 

5 50 5 

6 100 20 

 

Trajectory prediction 

The trajectory prediction display visualizes the relative motion between the spacecraft based on 

the CW equations (equations 3-5 to 3-10). The base values for the computations are the relative 

position and velocity vectors provided by the Orbiter core. These are first transformed into the 

LVLH system for circular orbits by the appropriate coordinate transformation (equations 6-1 to 

6-3). Since the LVLH system is rotating around Earth with the target, the velocity correction vcor 

(Eq. 6-15) must be used. As the Orbiter core continuously updates the spacecraft state vectors by 

taking into account all acting forces, including the commanded maneuver thrust, the continuous 

propagation of the CW equations yields the prediction of the relative trajectory based on current 

maneuver command inputs. The prediction time can be implemented arbitrarily. In order for the 

predictive system to be usable as an orbital maneuvering aid during final approach, the timescale is 

set to 1000 s.  

The resulting trajectory curve can then be displayed in either a 2D or 3D representation (see Figure 

6-7). The 2D display shows two views of the CW trajectory in the Horizon system: once as seen 

“edge-on” along the negative y axis (representing the coupled motion within the orbital plane), and 

once as seen from “above” along the z axis (representing the motion within the horizontal plane). 

For the 3D display, two coordinate systems are available: the Orbit system and the Vessel system. In 

the 3D Orbit system, the trajectory is shown independent of the chaser spacecraft’s attitude in 

space and thus also of maneuver thrust directions. In the 3D Vessel system, the trajectory is provid-

ed in relation to the spacecraft’s orientation and thus the viewing direction of the operator. The 

Vessel display requires the transformation of the CW path coordinates from Orbit to Vessel system, 

which is achieved by an Orbiter function (refer to Eq. 6-5). 
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Figure 6-7: The three trajectory prediction displays used in the Orbiter Proximity Operations HUD. 
The 2D display shows the trajectory in the Horizon system as seen “edge-on” along the negative y 
axis and “from above” along the z axis. This results in two separate displays providing the motion 
within the orbital plane and the motion within the local horizontal plane. The upper 3D display 
shows the trajectory in the Orbit system without providing an indication of the chaser spacecraft 
attitude and thus the operator-centric maneuver direction. The lower 3D display shows the trajec-
tory after transformation into the Vessel system. The trajectory is thus shown in the chaser space-
craft body coordinate system, which gives the gives the operator a clear indication of the flight 
path in relation to maneuver directions.  

Since the trajectory prediction is based on the original CW equations, it is limited in its use to (near-

)circular orbits and cannot take into account external disturbance forces. The prediction does 

therefore not account for the effects of the inhomogeneity of Earth’s gravity field and the drag due 

to the remaining atmosphere. It is furthermore not usable for low-thrust maneuvers, since the CW 

equations assume impulsive velocity change.  

Drawing Functions 

After the relative attitude angles and the velocity deviation have been calculated by the method 

clbkDrawHUD, these parameters are then passed to the selected display method InsideOutHUD or 

OutsideInHUD to actually draw the HUD to screen. These methods utilize standard Windows Graph-

ical Device Interface (WinGDI) functions, namely lines, ellipses, polygons and rectangles. The pitch 

and yaw angles are represented by ladder scales, the roll angle is either depicted by banking the 

vessel symbol in the outside-in display or rotating the azimuth/elevation representation around 

the vessel in the inside-out display. 
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For the outside-in method OutsideInHUD, the first step in the implementation is to draw the coordi-

nate system. The position and size in this operation is dependent on the screen’s resolution, since 

the display should always cover the same area, independent of the individual screen’s settings. The 

horizontal (yaw) axis is labeled from -180° to 180°, the vertical (pitch) axis from -90° to 90°, both in 

20° increments. The second step is to draw the actual attitude indicator symbol (in the following 

also referred to as ownship symbol). This symbol is defined by a point array, which is generated 

around a specific center point. The scale of this symbol in relation to screen resolution is identical 

to that of the coordinate axes, in order to achieve a visually consistent display. The spacecraft’s roll 

angle is indicated by the ownship symbol’s rotation around this center point, while the yaw and 

pitch angles are expressed by the symbol’s displacement along the horizontal and vertical axes. The 

velocity circles are positioned at the intersection of the azimuth and elevation axes. Figure 6-8 

shows the resulting outside-in attitude HUD as implemented in Orbiter. 

 

Figure 6-8: Outside-in attitude HUD as implemented in Orbiter. The roll angle is indicated by the 
ownship symbol’s rotation within the display. Pitch and yaw angles are expressed in ownship sym-
bol displacement along the vertical and horizontal axes. The velocity deviation indicator circles are 
drawn at the crossing point of the horizontal and vertical axes, since this is by definition the direc-
tion of orbital velocity in both Orbit and Horizon system.  

The inside-out drawing method InsideOutHUD is more complex and thus requires more processing. 

The only object drawn statically within the representation is the ownship symbol in the screen’s 

center. This is the same symbol as in the outside-in HUD, but without any rotational or translational 

manipulation. The pitch and yaw coordinate axes however are not fixed on the screen but translate 

and rotate in order to display the spacecraft attitude. The first step to draw these scales is to trans-

late the lines to the correct position by a value linearly dependent on the pitch and yaw angles. At 

the intersection of the axes is the spacecraft’s current attitude. From this center point, the axes are 

drawn to a distance of 4/9 of the vertical FOV. The angular scales are defined by an array of lines, 

orthogonal to the axes’ direction, labeled in 10° intervals. For the pitch axis two unlabeled lines, and 
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for the yaw axis four unlabeled lines are interposed between these for orientation purposes. Since 

the basic idea of a HUD is for the vessel to be surrounded by an attitude sphere (see Figure 6-3), the 

coordinate axes form loops, which means that theoretically their ends are connected to the begin-

nings. This is practically achieved by extending both ends by half the maximum FOV, which is in the 

range of 45°. If this computational step is missing, the display will not work correctly near the limits 

of the axes. 

In order for the inside-out display to be of maximum use for the operator, the displayed angle scales 

must correspond to the real visual angles of the scene. This means that an object which is seen at a 

visual angle of 30° from the center of the image must coincide with the 30° pitch or yaw angle line. 

The HUD drawing function must therefore account for projection deformation. Since a camera 

picture is always a projection from the three-dimensional world to a planar surface, in this case the 

monitor, there will inevitably occur distance errors on the screen. In the description of the imple-

mentation so far, the axes are positioned on the screen with linear scaling, which means that one 

degree of rotation corresponds to a certain number of pixels by which the axis scale is moved. Due 

to the projection errors, this is only valid near the center of the screen. In order to exactly position 

the angular scales in relation to objects in the environment, a correction must be performed, which 

is dependent on the projection method used. This correction allows the operator to reliably esti-

mate the angular position of an object, even when it is situated at a high viewing angle, where opti-

cal deformation is at its maximum. In Orbiter, the used projection model is that of a “pinhole cam-

era”.  

The correction is performed for each line by means of a correction factor Scorr, calculated with the 

line displacement angle αline and the spacecraft pointing angle αvessel, which is a combination of the 

roll, pitch and yaw angles [254].  

                                  Eq. 6-16 

The Orbiter core uses a pure pinhole camera model in the horizontal x direction of the monitor. The 

correction factor is therefore the quotient of the actual position in the projection and the linear 

approximation of this position [254]. 

        
            

         
 Eq. 6-17 

In the vertical y direction of the screen, an additional cosine factor must be introduced in the de-

nominator to account for vertical and horizontal deformation [254]. 

        
            

                      
 Eq. 6-18 

The corrected point coordinates of the scale lines are then given by [254] 
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           (
       
       

)      Eq. 6-19 

 

After this correction is performed, the lines can be rotated around the screen’s center to display the 

roll angle. The points which define the line are transferred from Cartesian to polar coordinates. The 

polar angle is incremented with the roll angle and the coordinates are transformed back to Carte-

sian coordinates for drawing. Figure 6-9 shows the resulting attitude HUD. 

 

Figure 6-9: Inside-out attitude HUD as implemented in Orbiter. The roll angle is indicated by the 
rotation of the pitch and yaw angle scales around the fixed ownship symbol. Pitch and yaw angles 
are indicated by a translation of the angular scales. In order to account for HUD projection defor-
mation, a correction factor is used in drawing the symbols. The velocity deviation indicator and 
thus the direction of flight is outside the FOV. Its direction is indicated by the triangle in the lower 
portion of the figure.  

The method Prediction for drawing the trajectory prediction displays is straightforward. The trajec-

tory spline is approximated by a high number of lines drawn between the CW data points. A red 

square symbol always represents the chaser, with a blue square serving as target symbol. 

The 2D display elements are positioned at the right side of the screen, next to the attitude HUD, and 

are framed by rectangles. If the chaser approaches the target from “behind”, its symbol is drawn in 

the vertical center of the left border of the upper display, and in the horizontal center of the lower 

border of the lower display. If the approach is from “in front” of the target, the chaser symbol is 

drawn on the right border and the upper border, correspondingly. The blue target symbol is posi-

tioned along the borders of the rectangles, depending on its actual relative position to the chaser. 

The scale of the display is continuously varied in order to always keep the target symbol within the 

confines of the rectangles. 
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The 3D displays require more space than the 2D display in order to be usable. They are therefore 

drawn to the screen in place of the attitude HUD. The coordinate axes as well as the trajectory are 

drawn in an oblique projection. Dashed auxiliary lines are drawn from each of the axes to both the 

center point and the end point of the trajectory in order to increase the usability of the projection 

(see Figure 6-7). 

The display is always scaled such that the target symbol is drawn at the maximum of one of the 

axes. Furthermore, parts of the trajectory spline exceeding the drawing area defined by the axes are 

cut off. While this dynamic scaling maximizes the use of the available space, it also removes any 

information regarding the distance between chaser and target. It is assumed that the operator will 

have the target within sight and that therefore either visual distance cues or other distance meas-

urements are available. However, relative velocity and the time required to reach the end point of 

the trajectory are provided in two rectangles at the left side of the display (see Figure 6-7).  

Display Configuration 

The attitude and trajectory prediction HUDs can be configured prior to use by means of a configu-

ration file and during use by keyboard commands.  

The configuration file is named hudconfig.txt and must be placed within the folder of the executable. 

Table 6-2 provides a summary of the configuration file parameters9. 

Table 6-2: Overview of the Proximity Operations HUD configuration file for Orbiter. The configura-
tion file settings determine the total prediction time and prediction time step of the trajectory pre-
diction display, the onset of the mid-point auxiliary line, as well as the scaling of the HUD display 
[254].  

Parameter Meaning Range 

PredictionTime Maximum propagation time [s] for the trajectory prediction  [1 5000] 

PredictionStep Propagation increment [s] for the trajectory prediction [1 100] 

AuxiliaryLine 

Minimum prediction time until an auxiliary line is drawn to 

the mid-point of the trajectory. If set to -1, no auxiliary line if 

displayed 

[-1 5000] 

HUDScale Size of the entire HUD display in relation to screen width [0.5 1.5] 

 

During use, the operator can switch between attitude HUD modes, coordinate systems and docking 

targets, and can switch the trajectory prediction display on or off and switch through the prediction 

display modes by a number of control keys. Table 6-3 provides a list of the control keys and the 

associated functions. 

                                                             

9 There further exists the parameter GroundMode which, when active, makes two more HUD modes available which can 
be used for flight operations near the planetary surface. These are not discussed here since they are not related to 
proximity operations. Details can be found in [254] 
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Table 6-3: Overview of the keyboard commands for proximity operations HUD configuration in Or-
biter. Using these command keys, the operator can select docking targets, switch between attitude 
HUD modes, active the trajectory prediction and switch between prediction display modes during 
operations.  

Key Action 

1 select next docking target 

2 select previous docking target 

Q switch attitude HUD modes 

W toggle trajectory prediction 

E switch trajectory prediction modes 

 

The basic idea behind the configurability of the Proximity Operations HUD by keystroke was that it 

allows the operator to change the HUD configuration reflecting the requirements of the mission 

phase or situation and also his preferences. The side effect is that it facilitates the evaluation exper-

iments. 

6.3.3 Implementation for 3dSVK 

In addition to Orbiter, the proximity operations HUD needed also to be implemented for a “real-

world” proximity operations simulation setup in order to run hardware-in-the-loop ThirdEye eval-

uation experiments. The HUD must therefore be implemented as an overlay for live video streams 

and be able to receive attitude and position data from external sources via network connection. 

The camera used in the ThirdEye experiments is a Point Grey Research Bumblebee2 stereoscopic 

camera. Its stereo video stream can be displayed by stereoscopic projectors or monitors, using 

nVidia or CrystalEyes liquid crystal shutter glasses. The software used for stereoscopic display is 

the Point Grey 3d Stereo Visualization Kit (3dSVK). It forms a direct interface between the camera 

and an nVidia graphics card and creates a stream compatible to DirectX, which can then be dis-

played in the stereo video setup. 

The 3dSVK HUD was designed to be used with the alternative 2DOF slewing mechanism described 

in Section 5.2.3. The 3dSVK attitude HUD functions purely as a visualization device, which means 

that the correct attitude data must be provided to the display in the coordinate system of choice. 

The trajectory prediction method, on the other hand, contains the CW propagation algorithm as 

well as the coordinate transformation functions necessary to draw the 2D, 3D Orbit and 3D Vessel 

displays. The nominal data interface to the 3dSVK HUD is via UDP (User Datagram Protocol). The 

definition of the UDP packet format is provided in [254]. 

The implementation of the HUD in 3dSVK is almost identical to the Orbiter HUD. The major differ-

ence is that the 3dSVK HUD incorporates attitude prediction functionality, since it is designed to 

be used in realistic realtime teleoperation scenarios which include roundtrip time delays. The 
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3dSVK HUD therefore does not display the actual pitch and yaw angles as received via UDP, but 

rather predicted attitude angles propagated from the actual angles by using the actual attitude 

rates and the time delay set in a configuration file. 

The angles are then converted into the HUD representation by means of DirectX drawing functions, 

which are compatible to the 3dSVK/nVidia interface. When using the shutter glasses, the resulting 

HUD is then seen as 2D image overlay hovering in front of the 3D scene. This requires the operator 

to constantly switch his focus when working with the HUD, which can lead to increased eye strain, 

headache, etc. The goal for future versions of this HUD should therefore be to integrate the symbols 

into the 3D scene, making the HUD an element of the environment at the distance of other major 

display elements, like the target object during proximity operations. 

6.3.4 Implementation for the ThirdEye Proximity Operations GUI 

The proximity operations HUD as developed and tested in Orbiter was then implemented for the 

ThirdEye Proximity Operations GUI (more in Sections 6.5 and 7.3.4). While this GUI does not offer 

stereoscopic projection of the camera video streams, it integrates ThirdEye status displays with live 

video, the attitude HUD, as well as the trajectory prediction. The calculation and drawing functions 

developed for Orbiter were converted into a stand-alone application. This application directly 

receives attitude angles and relative position data in LVLH coordinates from the proximity opera-

tions simulator. Major coordinate transformations are therefore not necessary. The data interface is 

provided by using DDS, as explained in Section 0.  

The WinGDI drawing functions used within Orbiter were replaced by open graphics library 

(OpenGL) functions. This facilitates the integration of live video and AR elements into one display. 

OpenGL is furthermore available on the majority of computers, supporting the migration of the 

display to different operating environments. In the initial HUD implementation for ThirdEye Prox-

imity Operations GUI, the appearance of neither the attitude HUD nor the trajectory prediction was 

changed from the Orbiter implementation. The HUD was however adapted subsequently after the 

HUD evaluation experiments as well as the ThirdEye pilot evaluation experiment series. 

6.4 Evaluation 

The final goal of the ThirdEye Proximity Operations HUD development project was to design and 

implement a HUD with high usability for the ThirdEye Situation Awareness Enhancement System.  

Usability in this context is defined as the positive impact the HUD has on operator performance 

during proximity operations. This performance is measured in terms of task success rate, task 

completion times, maneuver velocity change (Δv) demand, as well as maneuver precision.  

The basic display features influencing operator performance were the attitude representation 

method (inside-out vs. outside-in), the reference coordinate system used (Orbit vs. Horizon vs. 

Docking), as well as the trajectory prediction display mode (2D vs. 3D Orbit vs. 3D Vessel). Since no 
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literature could be found concerning the evaluation of different HUD designs for teleoperation of 

spacecraft proximity operations, the Orbiter proximity operations HUD as detailed above was used 

for such a study.  

6.4.1 Experiment Setup 

For the HUD evaluation experiments, the Orbiter spaceflight simulation environment as described 

in Section 5.2.1 was used. 

Orbiter and the HUD module were run on a Windows 7 office desktop computer. The video was 

projected onto a 192 cm x 105 cm screen with 1280 x 720 pixels resolution. The test participants 

were seated with their eyes approx. 1.5 m in front of the screen. The computer was equipped with a 

Saitek Cyborg Evo Force joystick and a 3DConnexion SpaceExplorer for input devices.  

 

Figure 6-10: Input devices used during the HUD evaluation experiments. The Saitek Cyborg Evo 
Force joystick is shown to the left, with the 3DConnexion SpaceExplorer 6DOF input device to the 
right.  

Attitude and position data was extracted from Orbiter by another custom module which uses DDS 

to publish the maneuver data to a Simulink data-logging model. While this setup was originally 

designed for the transmission of the data via Ethernet and therefore data-logging on a remote 

computer, the data-logger was run in background on the simulation computer for these experi-

ments. Figure 6-11 provides a schematic overview of the experiment setup. 
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Figure 6-11: HUD evaluation experiment setup. The operator had the option of joystick and 
SpaceExplorer to control the spacecraft. The control inputs were propagated by Orbiter and the re-
sulting scene is projected onto a screen. Selected maneuver data was transmitted via DDS to a Sim-
ulink data logger.  

Experiment Structure 

The evaluation experiments were divided into three separate experiment series. Series I tested the 

general utility of an attitude HUD for space operations, as well as the differences in user perfor-

mance in attitude maneuvering and estimation of relative positions generated by the inside-out and 

outside-in attitude representations. Series II tested the impact of the orbit and horizon reference 

systems on estimation of relative positions for approach maneuvers. The subject of series III was 

the usability of the trajectory prediction modes.  

Participants 

The participants for each series were recruited from the students and researchers at TU Munich’s 

Institute of Astronautics (LRT). The reasoning behind this selection is that this group represents 

the pool from which operators of future telerobotic space systems will most likely be recruited: 

aged 20-60, with technical education and above-average experience using computers and simula-

tion systems.  

The participants were all male, aged between 25 and 57. Their average spaceflight simulation 

experience, subjectively rated between 1 (low) and 5 (high), was between 1.73 and 2.00 for the 

three series. Average flight simulation experience ranged between 2.10 and 2.91. The input device 

experience was only asked for in series I. Its average value was 3.00 for the joystick and 1.55 for the 

SpaceExplorer.  

The following sections provide the analysis of the data obtained during the three experiment series. 
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6.4.2 Attitude HUD Evaluation  

Experiment series I had 11 participants. Each of these had to complete three tasks: an attitude 

correction task, a series of attitude maneuvers and a series of relative position estimations.  

For each of these tasks, the independent variable was the type of attitude HUD used.  

The objective dependent variables were task success/failure, the time to complete the task, as 

well as the cumulative magnitude of the control input. This magnitude is a representation of the 

intensity of the commanded thrust maneuvers, and thus of propellant consumption. By multiplying 

the completion time and the control input magnitude, a number indicating total expended impulse 

is computed.  

In addition to these objective measures, the participants also answered a number of questions. 

These concerned the participants’ confidence about their orientation in space and the direction in 

which they had to steer, their ability to control the spacecraft rotation rates, as well as the required 

concentration for the control task. At completion of the experiment series, the participants were 

further asked which HUD they preferred in the attitude correction and maneuvering tasks, as well 

as the relative position estimation task. 

Prior to the actual experiment run, the participants individually completed approx. 20 minutes of 

training, during which they were introduced to the different HUD modes as well as the input devic-

es and had to complete a number of maneuvers representative of the experiment tasks. At the end 

of the training, each participant had to select the input device he would use for the experiment. 

73% opted for the joystick, 27% chose the SpaceExplorer. This distribution was expected, given the 

low familiarity the participants professed with the six-axis input device. 

Attitude correction 

In the attitude correction task, the spacecraft was initially in an arbitrary attitude with the Earth 

outside the field-of-view. The participants had to return the spacecraft to a 0° roll, 0° pitch, 0° yaw 

attitude in the Horizon reference system. This means that it was to point in the direction of flight, 

with the x-y body plane parallel to the local horizontal plane. The tolerance bands were ±5° in pitch 

and yaw and ±2.5° in roll, which was based on the capture envelopes of existing docking mecha-

nism, in particular the OECS (refer to Table 4-1). The participants had to accomplish this task once 

without HUD assistance, then with each of the inside-out and outside-in HUDs. 

Figure 6-12 shows the average success rates for the three situations. Without the HUD, only 27% 

of correction maneuvers were successful, whereas the use of the inside-out HUD or the outside-in 

HUD improved operator performance to 82% and 72%.  
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Figure 6-12: Attitude correction success rate in experiment series I. The use of any HUD substan-
tially increases the maneuver success rate.  

This jump in performance due to the use of a HUD is also evident for the average time to complete 

a successful maneuver, as well as the total impulse spent during a successful maneuver (see Figure 

6-13).  

 

Figure 6-13: Maneuver times and total impulse demand for the attitude correction task. The mean 
maneuver times are reduced by about 50% with the use of an attitude HUD. The total impulse is 
reduced by 60% using the inside-out HUD and by 75% with the outside-in HUD.  

The total impulse is here defined as the product of cumulative control input magnitude and time to 

complete, and is therefore given in seconds. The low number of data points available for successful 

task completion in the case without HUD results in insignificant differences between the HUD 

activity modes in analysis of variance (ANOVA) and Tukey honestly significant difference (HSD) 

tests (refer to [255] for more information on ANOVA, and to [256] for Tukey’s HSD test). The plots 

nonetheless show that both the time and the impulse required for a successful attitude correction is 

substantially lower with an HUD than without it.  
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This trend is also visible in the participant ratings of the correction maneuver difficulty and the 

concentration required during the task (Figure 6-14). The plots show that test participants rate 

the task difficulty lower using any of the attitude HUDs, while simultaneously stating that the re-

quired concentration during the task is higher without HUD.  

This clearly shows the utility of an attitude HUD for teleoperated attitude maneuvering.  

 

Figure 6-14: Attitude correction task difficulty and required concentration. The mean participant 
rating of task difficulty is lower for active attitude HUDs than without HUD. At the same time, the 
concentration required during the task is rated higher without HUD than with any of the attitude 
HUDs.  

The data also indicates better operator performance with the outside-in HUD as compared to the 

inside-out HUD. This trend is weak and must therefore be confirmed in the second test of the series.  

Attitude maneuvering 

In the attitude maneuvering task, the participants had to achieve six different attitudes in series. A 

maneuver was considered successful if the operator managed to keep the spacecraft within ±5° of 

pitch/yaw and ±2.5° in roll angle of the commanded attitude for the duration of 5 s. 

Of the data obtained by testing the 11 participants, one participant’s data set had to be discarded 

for the outside-in test, since it was discovered after the experiment series that the Simulink data 

logger had experienced memory issues. 

The mean success rate in the attitude maneuver series is given in Figure 6-15. Its average over all 

participants is 21% for the inside-out HUD and 65% for the outside-in HUD.  
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Figure 6-15: Mean success rates for individual maneuvers in the attitude maneuvering task. The 
mean success rate using the outside-in HUD is 65%, compared for 21% using the inside-out HUD.  

This indication of higher utility of the outside-in representation is reinforced by the statistics for 

maneuver time and total impulse per successful maneuver (Figure 6-16). These are determined 

by dividing the time and impulse spent by each participant for the complete maneuver series by the 

number of successful maneuvers.  The mean time spent for each successful maneuver using the 

outside-in HUD is about 1/3 that for the inside-out HUD. Using the outside-in HUD the participants 

furthermore used on average 31% of the impulse required with the inside-out HUD. It can therefore 

be stated that an outside-in attitude presentation enables the operator to show superior perfor-

mance in attitude maneuvering compared to using an inside-out HUD. 

 

Figure 6-16: Maneuver times and total impulse expenditure per successful attitude maneuver. Both 
measures indicate higher operator performance using the outside-in HUD compared to the inside-
out HUD.  
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The participant ratings of confidence in attitude knowledge, required concentration during the 

attitude maneuver task, control direction confidence, and controllability of attitude rates, provid-

ed in Figure 6-17 are an interesting comparison to the objective performance data.  

 

Figure 6-17: Participant feedback data for attitude confidence, control direction confidence, re-
quired concentration, and rate controllability during the attitude maneuvers. The participant rat-
ings show that test participants had less confidence of attitude knowledge using the outside-in 
HUD, but at the same time more confidence in which direction they had to guide the spacecraft to 
reach the commanded attitude. The required concentration was rated higher with outside-in HUD, 
and the controllability of the rotation rate lower.  

Based on this user feedback it can be stated that while the outside-in HUD generated higher opera-

tor performance, it was also perceived as less practical and intuitive. One reason for this might be 

that the inside-out HUD was more familiar to many participants, since it is widely used in flight 

simulations. The outside-in HUD uses an unfamiliar display method, which probably requires a 

longer familiarization period than provided during training prior to experiments. 
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Relative position estimation 

The third experiment in series I addressed the question whether a difference exists between inside-

out and outside-in displays for the task of judging a target’s position in relation to the chaser’s 

body coordinate system as well as to the local orbital system. For this purpose, the participants 

were confronted by four scenarios in which a target object was within close range of the chaser 

spacecraft. The four cases were defined by whether or not the Earth was within the FOV, and by 

using the inside-out or outside-in HUD. Using visual information only, the participants had to judge 

the target’s relative position within the body-fixed and orbital coordinate frames and mark it quali-

tatively in the questionnaire. 

With Earth in view, the inside-out HUD allowed the participants to correctly judge the target’s 

position in the body-fixed coordinate system in 73% of the cases, compared to 45% using the out-

side-in system (compare Figure 6-18). The opposite performance is evident for the position in the 

local orbital coordinate system. The outside-in HUD intuitively depicts the chaser’s attitude within 

the orbital coordinate system. The participants thus find it easier to estimate the targets’ relative 

positions within this system.  

 

Figure 6-18: Success rates in the relative position estimation task with horizon in view. The inside-
out HUD was most helpful in the body-fixed coordinate system, while in the local orbital coordinate 
system the participants benefitted most from the outside-in HUD.  

The overall low performance with the body-fixed coordinate system, as well as the difference be-

tween the HUDs however forms a surprise. The relative position in the body-fixed system can be 

discerned by looking at the simulator image and marking in what quadrant of the picture the target 

is situated. Apparently the HUD confused the participants so that 27% for the inside-out and 55% 

for the outside-in display were overwhelmed by this task. This could be due to the cognitive tunnel-

ing effect described in Section 6.2. 

Another cause for confusion within the body-fixed system seems to be the presence of Earth within 

the FOV. When Earth is not within view, the participants judge the target position correctly in 91% 

using the inside-out display, and 82% using the outside-in display (see Figure 6-19). Compared to 
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the results with horizon in view, this indicates better operator performance if the HUD is the only 

attitude reference available. However, without Earth as a natural reference, none of the participants 

was able to position the target within the orbital coordinate system using the inside-out HUD, while 

36% were successful with the outside-in HUD. 

 

Figure 6-19: Success rates in the relative position estimation tasks without horizon in view. For the 
body-fixed coordinate system the inside-out HUD shows slightly better performance than the out-
side-in HUD. In local orbital coordinates, only the outside-in HUD enabled participants to estimate 
the target’s relative position.  

Experiment series I therefore showed that an attitude HUD significantly increases operator 

performance during attitude maneuvers. Furthermore, an outside-in representation is superior 

in performance compared to an inside-out attitude display, in that it enables the operator to per-

form attitude maneuvers more successfully and efficiently. For estimating relative spacecraft posi-

tions, the outside-in display is of higher utility when the orbital coordinate system is used as a 

reference. Since this coordinate system is used for maneuver planning during proximity operations, 

this therefore shows that the outside-in HUD is the superior attitude representation for a proximity 

operations HUD. These results backed by the objective data are furthermore supported by the 

experiment questionnaire. At the end of the experiment series, the participants were asked which 

HUD they preferred in attitude correction/maneuvering and position estimation tasks, and which 

HUD was easier to use in each of these tasks (see Figure 6-20). For attitude maneuvering, the out-

side-in HUD was strongly preferred and considered to be easier to use. For the position estimation 

tasks the inside-out display was preferred and considered easier to use. This reflects the data 

logged during the experiment. It must be noted that the ratio of indifferent responses is higher for 

the questions concerning the positioning tasks than for the attitude maneuvering tasks. 
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Figure 6-20: Participant HUD preferences after experiment series I. The outside-in HUD ranks 
foremost in preference and ease-of-use for the attitude maneuvering task. In the position estima-
tion task, the inside-out HUD is ranked in participant preference and ease-of-use.  

6.4.3 Reference System Evaluation  

Experiment series II tested for the different effects the orbit and horizon reference systems have 

on the relative position estimation task.  

The independent variable in this experiment series was the coordinate reference system.  

The dependent variables were user preference, determined by questionnaire, and in-plane, out-

of-plane and total position estimation success rates. 

The 11 participants received about 15 minutes of training to familiarize themselves with the out-

side-in attitude HUD and the coordinate systems of the HUD. After training the participants an-

swered the question which coordinate system they preferred (Figure 6-21).  
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Figure 6-21: Preferred coordinate system after training session. Right after training, 67% of partic-
ipants preferred the Horizon coordinate system over Orbit and Docking.  

The responses show a strong preference for the Horizon reference system, which was expected, 

since with Earth in view, this reference system is the most intuitive of the three. The Docking refer-

ence system was only used during the training session and was not part of the ensuing experiment 

run, since by its nature is not capable of assisting the operator in estimating positions relative to the 

orbital plane.  

The participants were then shown a PowerPoint slideshow with 20 scenarios similar to the ones 

used in the third experiment of series I. In order to reduce experiment complexity, the attitude HUD 

used was exclusively the outside-in representation, reflecting the results of experiment series I. 

In ten scenarios, the Orbit reference system was used, in the further ten the Horizon reference 

system. The participants had to qualitatively estimate the target’s position in relation to the chaser 

within the orbital plane (forward/aft, left/right), as well as in relation to the interceptor’s local 

orbital plane (above/below or within the plane), and mark the positions on the questionnaire. 

Figures 6-22 and 6-23 show the mean results of these estimations separately for in-plane position 

component, out-of-plane position component, as well as the total position estimation. In order for 

the total position estimate to be correct, both the in-plane and out-of-plane components must be 

estimated correctly.  

For in-plane position, a maximum estimation success rate of 100% was achievable using the 

Horizon reference system, whereas merely 60% were the maximum using the Orbit reference 

system. The mean success rates are 42% for the Orbit reference system, compared to 54% for the 

Horizon reference system. 
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Figure 6-22: In-plane and out-of-plane relative position estimation results. Both plots indicate 
higher mean participant performance with the Horizon reference system, as compared to the Orbit 
system.  

For the more difficult out-of-plane position estimation task, the maximum success rate in both 

reference systems was 70%. However, the mean success rate shows a slight superiority of the 

Horizon reference system, with 44% as compared to 36% for the Orbit reference system. This is 

surprising, since it was expected that estimating the out-of-plane component would be facilitated 

by the system using the actual orbital plane as the main reference. The fact that the Horizon refer-

ence system corresponds with the natural attitude references available in the scenario seems to 

increase the participants’ ability to orient themselves in space and thus also enhance their situation 

awareness. 

This trend is also visible in the statistics for total estimation success (Figure 6-23). Using the 

Horizon reference system, participants were more often able to correctly identify the relative posi-

tion of the target, with a maximum of 60% and a mean of 25%. These low numbers also show the 

difficulty of the task and the need for other assistance systems beyond the attitude HUD for proxim-

ity operations maneuver planning. 
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Figure 6-23: Total relative position estimation results. In the Horizon reference system, 25% of 
participants were successful in estimating relative position, compared to 17% in the Orbit system.  

6.4.4 Trajectory Prediction HUD Evaluation  

The third experiment series comprised the most complex task for the participants. The chaser 

spacecraft was placed at distances of 200 m and 500 m from a target (represented by a model of the 

Hubble Space Telescope). The participants had to approach the target, being supported by the 2D, 

3D Orbit and 3D Vessel trajectory prediction displays. Each participant had to complete five ap-

proaches with each of the prediction displays. An approach was considered successful if the chaser 

was stopped within a sphere with radius 20 m surrounding the center of mass of the target, with 

the rotation rates being reduced to zero. The relative velocity tolerance was ±0.05 m/s, the rotation 

rate tolerance ±0.0285°/s. 

The independent variable was thus the type of trajectory prediction display used.  

Dependent variables were user preference, approach success rate, approach completion time, 

accumulated translation and rotation maneuver impulses, as well as the approach velocity when 

entering the 20 m sphere. 

The test was run with 12 participants (the maneuver data of two of them was lost due to a malfunc-

tion of the Simulink logger and could not be recovered). The participants first individually trained 

using a single scenario, in order to get familiarized with the translation controls of the joystick, the 

trajectory prediction displays, as well as the maneuvering task.  

User Preference 

At the end of the training session, the participants were asked their prediction display preferences 

(see Figure 6-24). 64% of the participants preferred the 3D Vessel display over the others. This 

preference was expected since the 3D Vessel display was considered to be the most intuitively 

accessible display. After the experiment runs, the participants were again asked to state their pref-
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erences. The 3D Vessel display was still preferred over the 3D Orbit display, but came in second 

after the 2D system. This difference in user rating is not reproducible from the maneuver data. 

 

Figure 6-24: Prediction display preferences after training session and experiment session. Partici-
pants initially showed a strong preference for the 3D Vessel display, in which the trajectory predic-
tion is drawn in a 3D representation rotating with the spacecraft attitude. After the experiment, 
operators prefer the 2D display over the 3D Vessel display and the 3D Orbit display. This subjective 
ranking is not supported by the maneuver data.  

Maneuver Data 

During the actual experiment runs, the Simulink logging model again developed problems which 

were not noted until after the completion of the experiment series. This resulted in varying data 

sampling rates. In order to obtain comparable results, it was decided to discard all approaches 

during which the maximum time between samples was larger than 0.2 s, resulting in a minimum 

sampling rate of 5 Hz. For the 2D display, 11 out of 50 runs were thus discarded, for 3D Orbit 14 of 

50, for 3D Vessel 11 of 50. The remaining maneuver data was furthermore separated according to 

the initial distance to target. The 200 m and 500 m runs were randomly distributed for each predic-

tion display, resulting in a distribution of 200 m: 500 m cases of 27:12 for 2D, 23:13 for 3D Orbit, 

and 19:20 for 3D Vessel. 

The first surprising result of the experiment series was that on the 200 m approach, every partici-

pant was able to successfully complete every approach maneuver. On the 500 m approach, there 

was one failure both using the 2D and 3D Vessel prediction displays. Figure 6-25 shows the times 

required to complete the 200 m and 500 m approaches. The mean times are almost equal between 

the three display options, both for the short and the long initial distances.  
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Figure 6-25: Mean maneuver completion times for the 200 m and 500 m approaches. The plots 
show that the difference between the three display modes is negligible. Total maneuver completion 
times furthermore do not differ between 200 m and 500 m approaches.  

It is also interesting to note that it took the participants almost exactly as long to complete the 500 

m approach as it did the 200 m. This is explained by the fact that the participants accelerated longer 

in the long-range scenarios, resulting in average and maximum relative velocities of almost twice 

the value for the 500 m approaches.  

The data for the total translation impulse expended during the approaches (Figure 6-26) show a 

slightly worse performance for the 2D display at 200 m. Such an effect is not evident at 500 m 

initial distance, at which the total translation impulse for all three display versions is almost equal.  

 

Figure 6-26: Mean total translation maneuver impulse expenditure for the 200 m and 500 m ap-
proaches. While at 200m the 2D display appears to cause higher mean total impulse, the general 
trend shows there to be no difference between the display modes.  
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The measured data for total impulse for rotation maneuvers (Figure 6-27), as well as relative 

velocity at the 20 m mark (Figure 6-28), which is an indicator for the required braking thrust and 

thus the severity of plume impingement, is just as inconclusive. 

 

Figure 6-27: Total rotation maneuver impulse expenditure for the 200 m and 500 m approaches. 
The differences in mean values do not allow any ranking of the display variants.  

 

Figure 6-28: Approach velocities at 20 m distance mark for the 200 m and 500 m approaches. The 
differences in mean values do not allow any ranking of the display variants.  

It is therefore concluded that there exists no difference in operator performance due to the trajec-

tory prediction display version.  

Participant Comments 

Participants stated that the advantages of the 2D display were its clear presentation and the fact 

that the attitude HUD was in view alongside it. The 3D displays had the general disadvantage of 

being more difficult to understand due to the 3D content being projected onto the 2D plane and due 

to the low resolution of the Orbiter drawing functions. With the 3D Orbit display, it was not possible 
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to discern the spacecraft attitude rates. These were however visible in the 3D Vessel display. A 

problem the 2D and 3D displays shared was missing scale indicators with which to measure dis-

tances. 

Based on these comments, the maneuver data, and the user rankings, it was decided that the 3D 

Vessel display had the biggest growth potential in order to overcome the shortcomings of the 3D 

displays implemented in Orbiter, and to introduce the advantages of the 2D displays. The 3D Vessel 

display was therefore to be refined based on participant comments and own observations, before 

integrating it into the ThirdEye user interface. 

6.4.5 Conclusions 

The user studies show that the availability of an attitude HUD greatly facilitates teleoperated atti-

tude maneuvering in an orbital environment. An outside-in attitude representation is furthermore 

superior to an inside-out display in supporting operator attitude maneuvering performance.  

This result is in agreement with findings for the comparison of inside-out and outside-in display for 

unmanned underwater vehicles [99]. The results presented have also shown the outside-in display 

to be the superior HUD for estimating target relative positions within the orbital plane, which is 

important for long-range approach maneuvers. At short ranges, when the target position in the 

chaser body coordinate system is more relevant, the inside-out display is the better option. For 

such position estimation tasks a coordinate reference system based on the local horizontal plane is 

indicated to be preferred over an orbital plane reference system. This could be due to the agree-

ment between artificial and natural attitude cues for the Horizon reference system. However, the 

differences in operator performance measured during these experiments are too small for a defini-

tive statement. More research in this field is therefore needed. 

The trajectory prediction display variants designed for supporting approach maneuvers generated 

no differences in operator performance when compared against each other. However, operator 

perception accredited the 2D and 3D Vessel displays with higher usability than the 3D Orbit dis-

play. The 3D vessel display was therefore to be further detailed and refined for integration into the 

ThirdEye system. 

6.5 Integration into the ThirdEye Proximity Operations GUI 

The HUD elements developed and evaluated were intended to be included in the integrated Third-

Eye Situation Awareness Enhancement System. Following the results of the evaluation study de-

scribed above, this final version of the HUD will have the following characteristics. First, the Third-

Eye Proximity Operations HUD system will use an outside-in HUD referenced to the local orbital 

plane. Although the Horizon reference system proved superior in the experiments, the Orbit sys-

tem was selected for the reason that the current RACOON simulation environment only supports in-

plane movement (see Section 5.2.2). Second, due to participant comments during the experiment 
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runs, pitch and yaw rate indicator strips and numerical displays were added, as well as a roll 

angle and rate indicator, and a numerical display for the approach velocity and distance relative to 

the target. Third, the trajectory prediction display is provided in a separate window to the left of 

the camera views. The 3D Vessel system is implemented with some changes compared to the 

experimental version in Orbiter. The 3D axes are no longer projected onto the 2D plane but actually 

drawn in 3D using OpenGL drawing functions. The display scale is changed with target distance in 

order to fully use the available drawing space. The horizontal and vertical planes are visible in light 

gray, with the scale indicated on the borders. The target symbol size is changed with the distance to 

target. 

The following sections provide the details of the implementation of the attitude and trajectory 

prediction displays. 

6.5.1 Attitude Display 

The HUD experiments run in Orbiter did not account for the effects of the roundtrip time delay. 

The compensation of the time delay is however a requirement for the ThirdEye system. The Third-

Eye attitude HUD therefore incorporates two attitude representations. One, drawn in red, depicts 

the spacecraft attitude angles as received in spacecraft telemetry. This telemetry is delayed by 

half the roundtrip time delay once it reaches the operator. Maneuver decisions and commands 

based on this output do therefore not reflect the delayed reality and can thus entail future correc-

tive actions, which leads to increased energy consumption and potentially also a loss of control.  

The HUD therefore provides a prediction of the spacecraft attitude based on the current command 

input. This commanded attitude display (refer to Section 2.4) is drawn in green. Using this dis-

play, the operator is immediately made aware of the effect of his command inputs, without having 

to wait for the telemetry feedback. For this prediction, the operator inputs made by joystick or 

space mouse are interpreted as angular accelerations, which is the case if user commands directly 

articulate thrusters or control-moment gyros. These accelerations are derived from the deflection 

of the control device and the maximum angular acceleration of the system, which in the case of 

ThirdEye simulations is set in the simulation control software. Throughout the ThirdEye experi-

ments, a maximum angular acceleration αmax = 2 °/s² was used. 

Prediction Algorithm 

At each time step of the prediction algorithm, which was set to 10 ms for the experimental ThirdEye 

system, the recent attitude vector with respect to the Orbit system θi,0 is computed from the atti-

tude and rate vectors θi-1,1 and ωi-1,1 at the end of the preceding time step. 

     (

    
    
    

)               Δ  Eq. 6-20 
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This attitude vector θi,0 present at the beginning of time step i is used to derive a direction cosine 

matrix (DCM) Ai,0. 
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]  Eq. 6-21 

The commanded angular accelerations αi are integrated twice to derive the change angles Δθi and 

hence the DCM Ai,Δ. 
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  Eq. 6-22 

The DCMs Ai,0 and Ai,Δ are then multiplied to derive the total DCM Ai,1  for time step i.  

               Eq. 6-23 

This combination of rotation matrices for constant rotation rates and angular accelerations ac-

counts for any guidance commands issued while the spacecraft is in a rotary motion. In this case, 

the base coordinate frame in which the acceleration commands are issued must be pre-rotated by 

the existing rotation, prior to including the accelerations. 

The final DCM Ai,1 yields the updated attitude angles (φi,1, ϑi,1, ψi,1)T and the associated angular 

rate vector ωi,1 (see equations 6-24 - 6-27) after time step i. These values serve as input for the 

next time step. 
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Prediction Accuracy 

The accuracy of the predictive display obviously depends on the quality of the spacecraft model 

used for the propagation of spacecraft states. While this is no problem for the ThirdEye prototype 
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and its evaluation, since both prediction and simulation are based on the same model, it will require 

frequent synchronization and recalibration during a real space mission. Synchronization can only 

occur when the spacecraft attitude is stationary, since then the commanded and predicted attitudes 

and rates should be equal. Any operations plan for a teleoperated rendezvous & docking mission 

must therefore incorporate such synchronization stops in order to minimize the drift between 

commanded display and reality. 

Visualization 

The pitch and yaw angles are visualized on the screen just as in the outside-in HUD evaluated in 

Orbiter (compare figures 6-8 and 6-9). Following user remarks during the HUD evaluation experi-

ments, a dedicated roll angle indicator was added. This indicator is a circular angle scale sur-

rounding the ownship symbol.  

Further additions to the HUD induced by user comments are roll, pitch and yaw rate indicators. 

These are realized as combinations of strip indicators and digital displays and thus provide both a 

quick-to-understand graphical display and a precise read-out. It is important to note that the digital 

value displayed is the value derived from the attitude predictor. It was decided to display the com-

manded rate rather than the real attitude rate since the commanded display is supposed to be used 

in commanding the spacecraft, while the telemetry feedback display is to be used for monitoring 

purposes. The maximum length of the indicator strips was set to 10% of the vertical screen size, in 

order to not overly clutter the display. This maximum length represents a rotation rate of 2 °/s, 

which in the ThirdEye experiments was the rate attained after 1 s of maximal angular acceleration. 

The roll rate indicator is integrated into the roll angle indicator. When a positive roll rate is com-

manded, a green ring segment appears which extends in clockwise direction10. As the existing rate 

of the spacecraft is received from telemetry, another concentric ring segment is drawn in red, out-

side the commanded rate ring.   

The pitch and yaw rate indicators function analogously. The pitch rate indicator is situated at the 

right-hand end of the yaw angle scale. The commanded pitch rate is drawn in green, the actual rate 

in red, positive in the upward direction. The yaw rate indicator is drawn at the top end of the pitch 

scale. The strip indicators for positive yaw rates extend to the right.  

The participants of the HUD evaluation experiments furthermore remarked the utility of an ap-

proach rate display when flying approach and docking maneuvers. A graphical display for the 

approach rate was considered, but in order to reduce display clutter, a digital display was selected. 

This was initially positioned in the upper left corner of the HUD, so as not to interfere with the pitch 

and yaw rate indicators. The approach rate is provided in meters per second. This unit should be 

evaluated in future studies, because it causes deceptively low display values during a typical final 

approach. A display in centimeters per second might therefore be more valuable to the operator. 

                                                             

10 Negative roll rates are visualized in counterclockwise direction. 
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Figure 6-29 shows the attitude HUD as implemented for the ThirdEye system.  

 

Figure 6-29: Attitude HUD implemented for the ThirdEye system. Note the roll angle indicator, the 
pitch and yaw rate indicators, as well as the approach rate display, which show both commanded 
attitude values provided by a predictive algorithm, as well as actual attitude information gained 
from telemetry. These features differentiate the ThirdEye HUD from the HUD implementation eval-
uated in Orbiter. In the lower right corner of the figure the additional video image provided by the 
ThirdEye robotic camera arm is shown.  

6.5.2 Trajectory Prediction Display 

In the Orbiter implementation, the trajectory prediction system could use the spacecraft velocity 

vector computed by the Orbiter core as input for propagation with the CW equations. This simula-

tion core is not available in the ThirdEye system. The propagation of the relative trajectory is there-

fore based on the modification of the CW equations for continuous thrust motion discussed in 

Section 3.3 (equations 3-11 to 3-14). Since the RACOON simulation environment does at this stage 

only support in-plane motion, the out-of-plane z components of the position, velocity and acceler-

ation vectors are ignored. This restriction of the simulation environment is also the reason why the 

Orbit reference system is used in the ThirdEye implementation, instead of the Horizon reference 

system as indicated by the results of the HUD evaluation experiments. 

Prediction Algorithm 

The coordinate transformation between the LVLH coordinate frame used in equations 3-11 to 3-14 

and the Orbit coordinate frame used in the ThirdEye trajectory prediction is given by 
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The initial position (     ) 
  of the chaser spacecraft in relation to the target is set in the simula-

tion control GUI, along with the initial relative velocity ( ̇   ̇ ) 
 .  

Accelerations acting upon the chaser are computed by multiplying the controller input, which in 

the case of translation control can be -1 and 1, with the maximum acceleration set in the simulation 

control GUI. Throughout ThirdEye experiments, the maximum linear acceleration in all axes was 0.1 

m/s, with a maximum relative velocity of 0.3 m/s. The accelerations (        ) 
 

 commanded by 

the operator11 must be transformed from the spacecraft body-fixed coordinate system into the 

Orbit system. This is accomplished by the DCM   
 , which rotates the body-fixed coordinate system 

by the roll angle φ, the pitch angle ϑ and the yaw angle ψ. 
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The position and velocity at each time step resulting from the initial position and velocity and the 

accelerations commanded by the operator are then propagated forward in time for drawing by 

means of the standard CW equations (Eq. 3-5 - Eq. 3-7), analogously to the Orbiter implementation. 

The propagation time can be set by the operator to the following values: 1 min, 10 min, 30 min, 60 

min, as well as the orbital period of the target object. For the ThirdEye evaluation experiments 

described in the next chapter, the default trajectory propagation time was 10 min.  

                                                             

11 A direct acceleration control mode was adopted for the HUD and ThirdEye experiments instead of velocity control. This 
represents a realistic case in which operator commands directly cause thruster firings. A pioneer study in teleopera-
tion of docking maneuvers [7] found that the acceleration control mode was acceptable to the operators and caused 
low propellant consumption. The same study also found that rate command, attitude hold control of the spacecraft 
attitude is preferable over direct rate command or acceleration command modes. However, a direct acceleration 
command mode is used for attitude maneuvering in this doctoral research, because then operator performance can-
not be confused with controller performance.  
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Visualization 

The drawing function of the 3D Vessel prediction display was modified to reflect user comments 

regarding display accessibility. Figure 6-30 shows the resulting display. The majority of changes 

aimed at improving the perception of target distance in the display. The scaling of the display is 

dynamic in order to fully utilize the available drawing space at all times. The scale is set so that half 

the width, height, and depth of the drawing space represent the major component of the relative 

position vector. The horizontal and vertical planes of the display are then filled with a distance 

grid. The scaling of this grid is detailed in Table 6-4.  

 

Figure 6-30: ThirdEye trajectory prediction display. The display follows the principle of the 3D Ves-
sel display evaluated in Orbiter. The display is scaled dynamically to fully utilize the available 
drawing space. Ownship is symbolized by a blue ball in the center of the display. The position of the 
target is indicated by red and green crosshairs as well as three triangular position indicators run-
ning along the x, y and z axes. The crosshairs are sized dynamically with target distance. Operator 
perception of the distance is furthermore supported by distance grids in the horizontal and vertical 
planes. These grids are also scaled dynamically in order to maximize utilization of drawing space 
as well as readability. The commanded trajectory is drawn in green, the predicted trajectory based 
on telemetry feedback in red.  

Table 6-4: Scaling of ThirdEye trajectory prediction display distance grid. The scaling of the dis-
tance grid is adjusted dynamically, depending on the distance to the target. This provides a display 
fully utilizing the available drawing space and readable distance information.   

Target Distance Distance Grid Scale 

> 1000 m  1000 m 

> 100 m 100 m 

> 10 m 10 m 

> 1 m 1 m 

> 0.001 m 0.1 m 
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The distance of the target is furthermore indicated by triangular position indicators running 

along the edges of the horizontal and vertical planes, and by the size of the target symbol. On the 

one hand, the OpenGL drawing functions used for the HUD automatically change object sizes with 

their depth. Due to the dynamic scaling described above, this effect had to be augmented in order to 

arrive at a steady change of target size with distance. The size s of the target symbol is therefore 

derived by the following equation, with x being the x component of the target relative position 

vector. 

     
 

   
 Eq. 6-32 

In order to make the operator aware of the effects of time delay on his control inputs, the predicted 

trajectory is drawn twice. The green trajectory represents the commanded flight path immediate-

ly propagated based on command inputs. The red trajectory is the flight path propagated from 

spacecraft telemetry values. 

The trajectory prediction display is displayed to the left of the camera view and the attitude HUD, as 

shown in Figure 6-31. This is again supposed to reduce display clutter and to maximize the visibil-

ity of the live camera video, which is the main sensor information available to the operator during 

the docking approaches. Note the ThirdEye Robotic Camera Arm status display in the upper left 

corner, as well as the secondary camera view provided by the arm-mounted camera in the lower 

right corner (refer to Section 7.3 for more details). 

 

Figure 6-31: Attitude HUD and trajectory prediction display integrated into the ThirdEye proximity 
operations GUI.  
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6.6 Summary 

A proximity operations HUD integrating ownship attitude information and a trajectory prediction 

into the camera video stream was hypothesized to enhance operator performance during final 

approach maneuvers. 

In order to test this hypothesis and to identify the HUD configuration most beneficial to the opera-

tor, an experimental proximity operations HUD was implemented to be experimentally evaluat-

ed in the Orbiter spaceflight simulator. The experiments to be conducted were an evaluation of 

the general effect of an attitude HUD on operator performance, the comparison of inside-out 

and outside-in attitude representations in attitude maneuvering and relative position estimation 

tasks, the comparison of two different coordinate reference frames in a relative position esti-

mation task, as well as the comparison of three different trajectory prediction display modes 

in their effects on operator performance in a close-range approach task. 

The results of this experimental study show that (1) an attitude HUD has significant impact on 

operator performance in spacecraft attitude maneuvers, (2) an outside-in HUD is superior to an 

inside-out HUD, (3) a reference system based on the local horizontal plane is to be preferred if 

possible, and (4) there exist no measurable differences between the tested trajectory display 

modes. 

Based on these evaluation results, the ThirdEye Proximity Operations HUD was implemented. It 

used the evaluated outside-in attitude HUD based on the local orbital coordinate system, with 

the addition of a roll angle indicator and an angular rate indicator display. It was furthermore 

enhanced by an attitude prediction algorithm to account for the signal travel delays encountered 

in space teleoperation. The trajectory prediction algorithm was changed to reflect the fact that 

less information about the spacecraft state is available in real applications than in spaceflight simu-

lation software. The display visualization was furthermore changed to reflect the participant com-

ments during the evaluation experiments. The prediction display is drawn next to the video stream 

and attitude HUD in order to declutter the display. Additional distance cues are provided by means 

of a dynamically scaling distance grid, position indicator symbols, plus dynamically scaling 

target symbols. In addition to the flight path and target marker based on received spacecraft te-

lemetry, a flight path projection based on current maneuver inputs is shown. 
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7 The Third Eye 

The proximity operations HUD enables the operator to understand and predict the ownship motion 

in space. It does not provide any information regarding the target object. The operator can there-

fore not gain information about the relative state of chaser and target by the HUD alone. Another 

source of information is hence necessary to achieve the SA required for efficient and safe final 

approach and docking. 

As discussed in Section 2.4, a common approach in the field of robotics is to create a virtual model 

of the chaser, the target, and their relative motion in order to gain full SA. This approach requires 

detailed knowledge of the geometry and motion of the target object. In OOS scenarios, especially 

the space debris removal use case, such information may not be readily available, thereby limiting 

the utility of such a VR or AR display.  

It is therefore proposed to provide the operator with additional camera vantage points. These 

enable him to look at the situation from different directions and thus generate a complete mental 

model of the relative position, orientation and motion between chaser and target spacecraft. The 

option selected to provide these additional, independent vantage points is to use a robotic camera 

arm, referred to as the ThirdEye. 

The following sections provide the background behind the development of the ThirdEye, as well as 

the essential details of its design and construction12. It then proceeds to describe the experiments 

conducted to select the control input device, and the experiment series evaluating the utility of the 

ThirdEye system during final approach and docking of a generic, uncooperative target object.  

7.1 Motivation 

Teleoperated docking of spacecraft was investigated as early as during Project Gemini. Studies 

looking into the feasibility of docking with a camera mounted in the nose of a Gemini spacecraft 

showed that this approach is feasible, but very difficult due to insufficient visual information of the 

relative position [7]. Visual targeting aids installed on the target object were therefore found to be 

necessary in order to reduce pilot error during teleoperated docking [7]. Since such beacons or 

markings are not available on the majority of OOS targets, especially in space debris removal sce-

narios, other means of supporting the operator in the relative navigation task during the final me-

ters of approach are necessary.  

Existing Systems 

One of the technically easiest and most flexible approaches is to provide the operator with multiple 

camera views showing the target object from different vantage points. The differential views con-

                                                             

12 An overview of the ThirdEye design has also been published [257] 
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vey the critical information about relative position and orientation. A limited realization of this 

approach was employed on the Space Shuttle. The Shuttles used CCTV cameras mounted in the 

payload bay and looking at the docking mechanism from the side [1]. The Shuttle crew could use 

these additional camera views to judge relative distances by means of laying acetate distance scales 

onto the camera screens [1]. Such a fixed secondary camera was sufficient for the Space Shuttle 

since it could be mounted at the proper distance from the APAS docking system in the extensive 

payload bay, and, since both Shuttle and the docking targets Mir/ISS featured stable attitude in 

LVLH, it served only to determine relative position, not orientation. For smaller vehicles, especially 

ROVs or servicer satellites that approach target objects in varying attitudes and non-zero rotation 

rates, a camera mounted on an extendable manipulator arm can serve to provide a third-person 

viewpoint from any direction of interest. This can be beneficial for perception of size, distance and 

direction, and thus support cognitive map formation and navigation [127] .  

In telemanipulation tasks, observer cameras have frequently been used to provide such external 

viewpoints. A so-called Roving Eye, which is a mobile robot equipped with a pair of cameras, has for 

example been developed to support the crane operator during construction work [258]. ETS-VII 

used the combination of a hand eye camera and a shoulder camera for controlling the telemanipula-

tion tasks [170].  

Ranger was equipped with a camera arm carrying a stereo camera pair. This arm mimicked the 

degrees of freedom of a human torso and head [72]. Ranger furthermore used the SCAMP free-flying 

camera platforms to provide external views of the worksite for Ranger control [72]. It is not known 

whether SCAMP was solely used during servicing operations or also during final approach and 

docking.  

Limitations 

The main limitation of such multiple vantage point systems is that in general, the growing amount 

of available information can lead to degraded operator performance as the cognitive effort of con-

trolling the additional entity providing the information can deflect the operator from the main task 

of controlling the primary vehicle [127] . The extra information itself, e.g. when displayed across 

multiple monitors, can lead to diffusion of attention disrupting operator performance [127, 187] . 

This effect can furthermore be aggravated if movable cameras are used, as this leads to the addi-

tional confusion about the orientation of the camera in relation to the vehicle [126]. 

The ThirdEye 

To my knowledge, none of the existing systems have been dedicated to the purpose of enhancing 

operator SA during teleoperated final approach and docking. Furthermore, no mention of experi-

mental verification of such a system could be found in literature research. This research gap is to be 

closed by the ThirdEye system and evaluation experiments. This system consists of a robotic cam-

era arm providing the flexible vantage point, and an operator interface allowing efficient and 
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intuitive control of the camera arm, plus providing the additional camera views and information 

about the arm’s posture and viewing direction. 

7.2 Requirements 

The ThirdEye is to be used primarily during final approach and docking. After successful docking, 

the system is to serve inspection purposes and support manipulation tasks of the spacecraft main 

manipulators. Based on the manipulator characteristics of ETS-VII and Orbital Express, and driven 

by any spacecraft component’s requirement of minimizing mass and power budgets, the ThirdEye 

shall have a range of about 3 m. Since the evaluation experiments in the RACOON lab will be run at 

a scale factor of 0.3, in order to represent a the final 10 m of approach, the laboratory mock-up 

version of the ThirdEye shall have a range of 1 m. 

In order to be able to fully utilize the ThirdEye, the operator needs to have full control of the camera 

arm system, without being distracted from his main task [146]. He must therefore be able to posi-

tion the ThirdEye camera and to align its FOV, while simultaneously controlling the approaching 

spacecraft. The ThirdEye operator interface shall therefore provide an intuitive one-hand input 

device allowing the operator to precisely control the arm using the left or right hand, while operat-

ing the spacecraft using another one-hand input device. Since the cognitive workload of integrating 

the secondary camera images into the mental model of the operator is to be minimized, a three-

dimensional virtual representation of the arm is to be provided to the operator. This ThirdEye 

situation display shall depict both the commanded display of the arm as well as the actual position 

as reported in telemetry, in order to compensate for roundtrip time delays. The spacecraft attitude 

HUD shall furthermore overlay the secondary camera image, so that the operator is enabled to keep 

awareness of the spacecraft attitude motion at all times. 

In order to prove the utility of the ThirdEye in the teleoperated final approach and docking scenario, 

a demonstrator system based on these requirements must be implemented within the RACOON 

simulation environment and its utility be verified in a series of user studies. 

7.3 Implementation 

The highest operational flexibility for a flexible vantage point system would be provided by a free-

flying subsatellite carrying a camera and other sensors, similar to SCAMP (refer to Section 1.3.2), 

AERCam (see Section 1.2.1), or the Jet Propulsion Laboratory’s (JPL) Micro-Inspector [259].  

Free-Flyer System Study 

A design for such a free-flying sensor platform has been in studied in a Master’s thesis contributing 

to this doctoral thesis [260]. In order to meet the requirements, the free-flyer must be equipped 

with an AOCS, a sophisticated automatic controller for station-keeping and collision avoidance, 

docking sensors and interfaces to connect to the chaser satellite, the sensor payload required for 
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the ThirdEye, sufficient on-board computing power to accomplish the navigation, maneuvering and 

data-compression tasks, a communication link to the chaser spacecraft, and an electrical power 

system (EPS) capable of supplying the subsatellite with sufficient power for any required duration. 

The chaser spacecraft must be equipped with the appropriate intersatellite communication system, 

a docking interface, as well as the power supply system required to recharge the subsatellite after 

use. Another requirement for extended missions is the capability of refueling the subsatellite when 

it is attached to the docking interface.  

The requirements for a stand-alone EPS, intersatellite communications system, on-board compu-

ting power, docking interface and replenishment by the chaser spacecraft could be simplified by 

using a tethered subsatellite instead of a free-flyer, similarly to the ROV Jason Jr. being controlled 

from the submersible Alvin [261]. This would however introduce the dynamics of the tether, which 

could lead to the additional risk of collisions as well as to entanglement of the tether with both the 

chaser spacecraft and the target object. 

Robotic Camera Arm Solution 

The choice was therefore made to realize the ThirdEye as a robotic camera arm. This brings some 

disadvantages, such as a reduced motion envelope and limited range, as well as disturbance tor-

ques acting upon the chaser spacecraft. The overall system complexity is however reduced and 

operations do not have to account for three vehicles acting independently in six degrees of freedom. 

The robot arm’s posture is known at all times, substantially reducing the effort for ThirdEye posi-

tion and FOV control and monitoring, as well as for collision avoidance. ThirdEye system mass, cost 

and complexity is considered to be lower using the robot arm, compared to a free-flyer. System 

capability in the final approach and docking applications will not be reduced substantially by select-

ing the robotic arm concept. 

As no commercial robotic arm meeting the required combination of payload mass, reach and finan-

cial budget could be found (as of 2008), it was decided to custom-build it at LRT. The ThirdEye 

laboratory version was implemented in a number of student projects [262, 263]. Furthermore, a 

prototype automatic target pointing algorithm was developed and tested in computer simulations 

[264]. The following sections provide an overview of the mechanical design as well as the control 

software implementation and the pointing algorithm. Details on the mechanical design are provid-

ed in [263]; the ThirdEye Control software is described in [262], along with the experiments evalu-

ating the input devices. Meschede’s thesis [264] provides the details on the automatic pointing 

algorithm, as well as on the corresponding software implementation and computer simulations  

7.3.1 ThirdEye Camera Arm Mechanical Design 

The ThirdEye robotic camera arm is a robotic arm with five degrees of freedom carrying a Bum-

blebee2 stereo camera (see Figure 7-1). Figure 7-2 illustrates the kinematic layout of the robotic 

camera arm, with a picture of the arm as integrated into the RACOON simulation environment 

provided in Figure 7-3.  
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Figure 7-1: CAD model of the ThirdEye robotic camera arm. Note the belt-driven elbow and camera 
head elevation joints. This design was chosen to reduce the mass of the limbs and thus the motor 
torque requirements. The CAD model does not show the secondary electronics box which is mount-
ed to the right side of this view.  

 

Figure 7-2: Kinematic alignment of the ThirdEye robotic camera arm. Shoulder azimuth (ϑ1), 
shoulder elevation (ϑ2), and elbow elevation (ϑ3) angles serve to position the camera head within 
the envelope of interest during final approach and docking. The camera head elevation (ϑ4) and 
azimuth (ϑ5) angles orient the camera FOV.  
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Figure 7-3: The ThirdEye camera arm as integrated into the RACOON simulation environment. The 
arm is fully retracted. This pose can be used for short-range operations. Note the housing of the 
shoulder and elbow elevation motors sitting atop the cylinder housing the shoulder azimuth axis. 
This housing is mounted atop the primary electronics box containing the embedded control com-
puter. The secondary electronics box containing the motor controller cards is occluded by the arm.  

Kinematic Layout 

The shoulder azimuth and elevation angles (ϑ1 and ϑ2), as well as the elbow angle (ϑ3), serve to 

position the camera head anywhere within the envelope of interest during final approach and 

docking (see Figure 7-4). This envelope is defined by the length l1 = 0.562 m of the upper arm, and  

l2 = 0.583 m of the lower arm. The camera head itself is pointed towards any target by the joint 

angles ϑ4 and ϑ5. This design therefore provides the required motion envelope, while its inverse 

kinematics, i.e. the calculation of the individual joint angles based on the desired final position and 

orientation of the camera head, can be solved analytically.  
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Figure 7-4: ThirdEye positioning envelope for final approach and docking. For clarity, some parts 
of the complete envelope have been omitted, only showing those sections most interesting for prox-
imity operations. The camera head can be positioned so that the camera can be pointed at the 
docking interface from above, both sides, and at an angle from below. The exact size and shape of 
this envelope depends on the relative dimensions of camera arm and spacecraft, as well as on the 
position of the camera arm’s base joint. This figure assumes approximately equal arm and space-
craft lengths.  

Drive System 

The elbow and the camera head elevation stage are belt driven with the motor mounted near the 

shoulder, respectively the elbow joints. This serves to reduce the mass of the limbs and thus the 

required motor torques, which then allows the use of smaller and lighter motors. All motors are 

stepper motors. The arm is therefore stable as long as power is supplied to the motors. Due to the 

use of stepper motors it was originally intended not to use joint encoders, but as it turned out 

during the initial testing phase of the arm, step-loss in the motors occurred, making precise control 

of the arm’s posture impossible. Differential optical encoders were therefore retrofitted onto the 

driven shafts of the joints. In addition, the drive shafts of the shoulder azimuth and elevation joints 

were equipped with anti-backlash gears to increase their precision. 
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Electronics 

The original arm design included custom-designed and custom-built control electronics located in 

the electronics box at the base of the arm. With the introduction of the encoders, two commercial 

Trinamic Motion Control encoder cards were added in order to be able to reliably read the encoder 

data in all five axes. After additional problems with the home-built electronics surfaced, it was 

decided to fully replace them with the Trinamic cards. This also led to a complete reprogramming 

of the arm’s control software in order for it to properly interface with the controller cards. A major 

problem was to establish a stable and reliable connection between the Linux operating system and 

the controller cards via USB. In total, the development and implementation of the arm took 2.5 

years, with multiple students contributing to the project under my supervision.  

Computer 

The finished arm is equipped with an embedded control computer contained within the electron-

ics box underneath the housing for the shoulder azimuth axis. The computer uses a Fedora Linux 

operating system and was specifically designed to interface with the custom-built motor control 

electronics. The control software RControl running on this computer receives joint position com-

mands via TCP/IP. These joint positions are then converted into numbers of motor steps and 

transmitted to the two motor controller cards mounted in a secondary electronics box attached to 

the back of the robot arm’s base. Actual joint positions are measured by the controller cards via the 

differential optical encoders on the driven shafts. The encoder counts are converted into joint 

angles by the RControl software and then transmitted via TCP/IP. Since differential and not abso-

lute encoders are used, the zero reference position for axis 5 must be set manually prior to startup.  

The encoders for axes 1 through 4 are initialized using magnetic switches right after control pro-

gram start.  

The embedded computer was configured to automatically start RControl on startup. No further user 

input is required. The ThirdEye camera arm is thus a self-contained unit, only requiring 220 V 

electrical power and an Ethernet connection. It is therefore very flexible and can easily be integrat-

ed into any HIL simulation setup such as RACOON. 

Design Assessment 

In retrospective, and with better understanding of the system and its complexity, it can be stated 

that the decision to custom-build the arm, including its electronics and software, should not be 

repeated.  

The problems experienced with the electronics and the software set back the research project by 

over one year. While the mechanical design became sound with the introduction of the encoders 

and anti-backlash gears for the shoulder azimuth and elevation drives, there now exist simpler and 

more powerful systems on the market. The use of the Trinamic motor controller cards proved to be 

a simple and elegant solution. Since they interface to any computer via USB, no dedicated, embed-

ded control computer is necessary. The communication and control function should therefore be 
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delegated to a more powerful desktop computer. This would in no way impede the camera arm’s 

functionality, nor its integration into a simulation environment. 

7.3.2 ThirdEye Control Software Design 

The camera arm’s hardware control software RControl receives its command inputs from the 

ThirdEye Control software running on the operator workstation. ThirdEye Control accepts user 

commands from a variety of input devices and converts these into joint angle commands using 

forward and inverse kinematics. Details about ThirdEye Control design and implementation are 

provided in [262]. 

In forward kinematics, the user inputs individually control shoulder azimuth and elevation, as 

well as camera head azimuth and elevation. The elbow angle is changed in concert with the shoul-

der elevation when the operator commands a stretching motion of the arm.  

With inverse kinematics, the operator commands the position of the camera head. The individual 

joint angles needed for the arm to reach this position are computed by the control algorithm. For 

arms with a higher number of DOFs, including axis redundancies, this often yields a mathematically 

over-determined set of equations, which cannot be solved analytically. Since DOFs 4 and 5 do not 

influence the camera head’s position in space but only its orientation, this leaves three joint angles 

for three translations of the camera head. This set of equations can be solved analytically and be 

computed in real time. 

The generated joint angles are transmitted to the RControl software via TCP/IP. The data packets 

have a length of 50 bytes and consist of a 6 byte header, the joint angle and velocity commands for 

all five axes multiplied by 1000 and transmitted as integer values, and an integer timestamp in 

milliseconds. After executing the motion commands and reading the arm’s actual position from the 

encoder feedback, RControl retransmits an identically formatted packet containing the real joint 

positions and velocities, along with a timestamp. The detailed definition of packet formats is pro-

vided in appendix A. 

Status Display 

This command and feedback data is used by ThirdEye Control to provide a graphical representa-

tion of the camera arm showing both commanded and actual pose, as well as the view cones of the 

spacecraft-mounted and arm-mounted cameras (see Figure 7-5). This display is drawn to screen 

using OpenGL drawing functions, which makes it easily adaptable for different system platforms 

and also easily modifiable for additional content or future purposes. 
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Figure 7-5: Graphical representation of ThirdEye posture provided by ThirdEye Control. The dis-
play shows the commanded posture in green, with the actual posture based on encoder feedback in 
red. The view cones of the primary, spacecraft-mounted camera, and the secondary, arm-mounted 
camera are indicated by white and orange shading. The view cone of the camera shown in the big 
primary display is shaded in orange, the camera shown in the small secondary display in white. For 
inverse kinematics control, the camera head’s position in space is provided within a three-
dimensional grid. The chevrons drawn into the upper left corner indicate the activity of the input 
device. The upper four chevrons show commands for the camera head. Green chevrons indicate ac-
tive rotations, red chevrons signal that the axis limits have been reached. The lower six chevrons 
show the active motion commands for azimuth and elevation of the shoulder joints, as well as for 
extension of the arm. The text on the bottom notifies the operator whether the TCP/IP connection 
to the ThirdEye hardware control software has been established.  

 

 

Figure 7-6: ThirdEye Control training mode. A series of three red balls is displayed consecutively. 
The operator must bring the blue ball within the FOV of the camera into contact with the red balls 
in order to accomplish the training task. The distance to target is provided in order to facilitate the 
operator’s comprehension of the three dimensional task [262].  
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Training Mode 

In addition to the features shown in Figure 7-5, the ThirdEye Control status display also has a train-

ing mode in which a series of three balls is consecutively positioned within the motion envelope of 

the arm (see Figure 7-6). The operator needs to overlay these balls with another ball within the 

ThirdEye camera’s view cone in order to successfully accomplish the training task.  

This training mode was used in a study aimed at determining which input device provided the best 

operator performance in positioning the ThirdEye. 

Control Modes 

Four forward kinematics control modes were initially implemented for the camera arm: 

 Keyboard 

 Joystick 

 WiiMote and head-tracking 

 SpaceNavigator and head-tracking 

With keyboard and joystick, individual joint angles and arm extension are commanded by keys, 

joystick axes or joystick buttons. The WiiMote control mode uses the accelerometers of a Nintendo 

Wii remote controller (WiiMote) to command shoulder azimuth and elevation angles, while the 

movement of the WiiMote towards or away from the screen extends or retracts the arm. The 

WiiMote’s position is determined by the controller’s infrared camera tracking a set of stationary IR 

LEDs mounted underneath the projection screen in the mission control center. Since experiments 

conducted for Ranger showed that head-tracking can lead to increased operator performance in 

telerobotic applications [130], it was decided to implement and test a simple head-tracking sys-

tem also based on the WiiMote. For this purpose, the operator wears a goggle frame supporting IR 

LEDs on both sides of the head. The vertical and horizontal motion of these LEDs is tracked by a 

WiiMote positioned underneath the screen. Tilting the head thus results in azimuth and elevation 

motion of the camera. 

This head-tracking system was also combined with a 6 DOF SpaceNavigator. The operator uses 

rotation of the “puck” around the vertical axis for commanding shoulder azimuth, rotation about 

the lateral axis for shoulder elevation, and translation towards and away from the screen for arm 

extension. 

To support the operator in the camera positioning task, two viewpoint stabilization modes were 

implemented. With active tilt stabilization, the camera head’s elevation angle will be automatically 

controlled to counteract the up and down motion resulting from arm extension/retraction and 

shoulder elevation motion. The camera head will therefore always retain the elevation angle com-

manded by the operator. Analogously, the pan stabilization mode holds the camera head’s azimuth 

angle steady during arm shoulder azimuth motion. These stabilization options thus serve to decou-

ple camera head position and orientation control. 
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Control Mode Evaluation 

The usability of the four input modes and the utility of the camera stabilization modes were evalu-

ated in an experiment series with 13 participants, whose results have been published in [265]. For 

these tests, the ThirdEye Control training mode was used. Each participant had to complete the 

series of three positioning and targeting tasks using each of the input modes and each of the stabili-

zation modes.  

The independent variables of this experiment series were thus the combinations of input modes 

and stabilization modes.  

The dependent variables were task completion time and input mode user intuitiveness rating. 

The time to complete each experiment run was measured and serves as operator performance 

indicator. Each participant was furthermore issued a questionnaire in which he could provide 

criticisms and recommendations for system improvement, as well as rank the intuitiveness of the 

input modes from 4 (most intuitive) to 1 (least intuitive)13.  

Figure 7-7 shows the task completion times for the 16 different combinations of input mode and 

stabilization mode.  The results of the participant ranking are provided in Figure 7-8. The compari-

son of task completion times between the input modes shows that the WiiMote and head tracking 

mode generates an overall mean 95% higher than for the other input modes. Not shown is that 

using this input mode, four participants were not able to reach even one of the three targets, while 

two more participants aborted the test runs after successfully hitting the first target. They per-

ceived the WiiMote input mode as uncontrollable. The completion times for keyboard, joystick, and 

SpaceNavigator with head tracking are almost equal. The joystick shows the lowest mean comple-

tion times for unstabilized control, 23% lower than keyboard and 44% lower than SpaceNavigator.  

The stabilization modes do not cause significant changes in task completion times. For keyboard 

and joystick, the modes without head tracking, both pan stabilization and pan & tilt stabilization 

caused an increase in completion times. Using tilt stabilization, completion times were decreased 

for keyboard but actually increased for joystick. For WiiMote with head tracking, all stabilization 

options increased completion times. The stabilization modes only caused consistent improvement 

in operator performance for the SpaceNavigator with head tracking input mode. The decrease in 

task completion time compared to unstabilized control was 18% for pan stabilization and about 

25% for tilt and pan & tilt stabilization.  

Overall it can be stated that tilt stabilization seems to have the most beneficial or least detrimental 

impact on operator performance. Due to the differences between unstabilized mode and tilt stabili-

zation being not statistically significant, it was decided to use the unstabilized control mode in all 

further ThirdEye experiments. 

                                                             

13 In the questionnaire issued to the participants during the experiments, the ranking was defined in opposite direction 
from 1 (most intuitive) to 4 (least intuitive). For reasons of clarity and accessibility, the ranks were converted into the 
ranking system used in this thesis (see Figure 7-8). This conversion did not change the relative rankings of the control 
modes.  
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Figure 7-7: Task completion times of the ThirdEye input mode evaluation experiments. The 
WiiMote control mode generates overall 95% longer task completion times than the other input 
modes. The completion times for keyboard, joystick, and SpaceNavigator are almost equal, with the 
joystick showing the lowest mean completion time for unstabilized control, 23% lower than key-
board and 44% lower than SpaceNavigator. The stabilization options do not cause significant 
changes in task completion times.  

Further information for the selection of the most beneficial control mode can be derived from the 

mean user intuitiveness ratings shown in Figure 7-8. The ranking clearly shows the participants’ 

preference of keyboard and joystick over SpaceNavigator and WiiMote with head tracking. Accord-

ing to statements by the participants, the intuitiveness ranking for keyboard was caused by its 

familiarity from daily use, as well as from the fact that it allowed the commanding of arm motion in 

discrete steps. The joystick’s main advantage is that it enables an operator to command all degrees 

of freedom without changing the grip.  

The main difficulty using the SpaceNavigator was to decouple rotation and translation commands. 

Most participants tended to tilt the SpaceNavigator’s puck about the y axis when they intended to 

command translation along the x axis, and vice versa. This problem can be addressed by operator 

training, but adds another factor to a stressful and mentally intensive task.  

Precisely controlling the virtual arm by WiiMote was considered by all participants as either diffi-

cult or impossible. According to participant statements, the use of the input device alone required 

the full attention of the operator. It is therefore unsuitable for the control of a device designed to 

support the operator in the challenging maneuvering and docking task. 
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Both SpaceNavigator and WiiMote also suffered from the head tracking mode. The main issue stated 

by participants was that the head tracking did not allow them to move their head without issuing a 

command. The option of manually switching the head tracking off was only used by a small number 

of participants.  

  

Figure 7-8: User ranking of the intuitiveness of the input modes evaluated for ThirdEye control. 
Low ranking indicates high intuitiveness. Keyboard has 16% lower ranking than joystick, although 
the difference is not significant. SpaceNavigator is 40% higher than these two, and WiiMote again 
40% higher than SpaceNavigator.  

Inverse Kinematics Control 

Following participant comments as well as observations made during the experiments, another 

SpaceNavigator control mode was implemented, utilizing the device’s six degrees of freedom. In 

this inverse kinematics control mode, the operator positions the camera head using the three trans-

lations of the puck. The orientation of the camera head is controlled independently by the puck’s 

rotation about its vertical and lateral axes. While this control mode is highly intuitive, it still re-

quires considerable operator training in order to be able to control the translations and rotations 

independently. It was therefore not used in the ThirdEye evaluation experiments, in order to reduce 

the total amount of training. 

Input Device Selection 

Based on both the task completion times and the intuitiveness ranking it was decided to use the 

joystick as ThirdEye input device. It was selected over keyboard due to its superior performance in 

the unstabilized control mode and due to the fact that the rendezvous & docking task of the Third-

Eye evaluation experiments required the operator to control the arm one-handed, while with the 

other hand operating the spacecraft. In the keyboard control mode, the operator needs two hands 

to control camera head position and orientation simultaneously. 
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7.3.3 The ThirdEye Automated Target Pointing System 

After the ThirdEye Control input mode experiments showed the difficulty many operators had with 

precisely controlling the camera arm, and participant comments indicated the high mental work-

load associated with this task, it was decided to develop a prototype automatic target pointing 

system. This task was accomplished in a student’s research thesis under my supervision [264].  

The basic idea is to mount a laser rangefinder atop the camera carried by the ThirdEye and to use it 

to measure the distance between the camera head and the object in the center of its FOV. Since the 

position and orientation of the camera within the robot arm coordinate frame is known, the 

knowledge of this distance results in the position of the target object also being known. This posi-

tion can be expressed in Denavit-Hartenberg (DH) coordinates14 and then be used to control the 

arm during platform motion so that the camera remains pointed at the target at all times. 

Since the motion of the target is not known in the ThirdEye proximity operations scenario, only the 

chaser attitude motion is therefore to be compensated, as well as the relative translation as 

described by the CW equations. 

Figure 7-9 provides an overview of the pointing system and its major components. 

 

Figure 7-9: Schematic of the automatic pointing algorithm developed for the ThirdEye robotic 
camera arm. The commanded joint angles and the target range measured by a laser rangefinder 
establish the coordinate of the target object in the robot arm’s base coordinate frame. The space-
craft motion propagator computes the motion of the base coordinate frame based on operator 
maneuver commands. The inverse kinematics pointing algorithm then computes the joint angles 
required to keep the target object within the camera’s field of view and sends these angles to the 
robotic joint controllers, as well as the HUD and ThirdEye Control for visualization.  

                                                             

14 There exist two different conventions for DH coordinates, regarding the assignment of coordinate frames and the 
transformation matrix sequence. One according to Spong [266], the other according to Craig [267]. Both are widely 
used in engineering. The DH notations used in this dissertation are based on Craig’s method. 
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Pointing Algorithm 

Denavit-Hartenberg coordinates describe the position and orientation of robotic arm joint i in 

reference to a Cartesian coordinate system Pi-1 centered on joint i-1. Each joint coordinate system in 

the DH notation is defined as follows: Axis zi-1 points along the rotation (or translation) axis of joint 

i-1. Axis xi-1 points along the length of limb i-1 and is therefore orthogonal to both zi-1 and zi. Axis yi 

completes the right-handed coordinate system. Figure 7-2 shows the joint coordinate systems for 

the ThirdEye camera arm. 

The position and orientation of any joint coordinate system Pi can therefore be derived from Pi-1 by 

a series of four coordinate transformations [267]. First, the coordinate system is rotated by αi about 

the xi axis to meet the joint axis zi. Following this, it is translated by ai along xi to define the location 

of zi. The coordinate frame is then rotated by ϑi about the zi axis. Finally, the coordinate system is 

translated by di along axis zi to complete the new joint coordinate system Pi.  

The parameters ϑi, di, ai, and αi are called the DH parameters. While ai and αi are fixed parameters 

for any robotic manipulator, ϑi is variable for rotatory joints, and di for prismatic joints. 

The four transformations can be described by the following homogenous transformation matrices 

[267]. 
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The total coordinate matrix   
    for any joint Pi in the coordinate frame Pi-1 is therefore the result of 

the concatenation of the four individual transformation matrices. 

  
                        

         Eq. 7-5 
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The coordinate matrices for each joint are then multiplied in order to describe any joint’s position 

and orientation in relation to the robotic manipulator’s base coordinate frame P0, by the transfor-

mation matrix   
 . The inverse of this matrix can therefore be used to compute the individual joint 

angles required to achieve a given end-effector position. 

For the target pointing application, the end-effector of the kinematic chain is the target position as 

measured by the laser rangefinder. This results in the DH parameters given in Table 7-1, with the 

distance a6 between camera head and target [264]. 

Table 7-1: Denavit-Hartenberg parameters of the ThirdEye robotic camera arm and the designat-
ed target object. The target’s position within the robot arm’s base coordinate system is defined by 
the five joint angles and the distance from camera head to target measured by a laser rangefinder.  

Joint ϑi di [mm] ai [mm] αi 

0 0 286 0 0 

1 ϑ1 0 0 π/2 

2 ϑ2 0 562 0 

3 ϑ3 0 583 0 

4 ϑ4 0 101 -π/2 

5 ϑ5 0 0 0 

6 0 0 a6 0 

The equations resulting from the multiplication of the six transformation matrices are underdeter-

mined and cannot be solved analytically. This problem can be solved by using the decoupled motion 

between camera head pan/tilt and the position of the camera head. Within the motion envelope of 

the camera head, it can be used to point the camera at the target. In order for the camera to point 

directly at the target, the z component zt,4 of the target position in the coordinate system P4, and the 

y component yt,5 in the coordinate system P5 must be zero. These boundary conditions lead to the 

equations for the joint angles ϑ4 and ϑ5 (for details refer to [264]).  
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 Eq. 7-7 

Once the boundaries ϑ4,min/max and ϑ5,min/max of this envelope are reached, the position of joint 4 and 

thus the camera head is changed. For this purpose, the inverse kinematics of joint 4 are solved 

iteratively, until the target is back within the motion envelope of the camera head.  
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In order to prevent the occurrence of singularities in the required joint angles, keep-out zones are 

defined for the position of joint 4. If the algorithm generates a trajectory moving through one of 

these zones, the trajectory is instead directed along its borders. This prevents infinite angular 

velocities for ϑ1, ϑ2 and ϑ3, which are calculated by the following [264]. 
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Relative Motion Propagation 

This system is not designed to be tracking the target object, but to generate pointing angles after 

initial target designation. For this purpose, the chaser satellite attitude motion and trajectory rela-

tive to the initial target position are fed into a homogeneous coordinate transformation matrix 

which continuously changes the robot arm’s base coordinate system P0. The arm pointing algorithm 

therefore propagates the spacecraft relative motion under the assumption that the target craft is 

not conducting active orbital maneuvers. This assumption is valid in an OOS context.  

The pointing algorithm cannot however track target object features if the target is in a rotation or 

tumbling motion. In this case, the camera will be pointed at a changing point on the target object 

body, not the point it was initially aimed on. The disturbance torques generated by the motion of 

the arm are also not included in this propagation algorithm, since it was designed to be used only in 

a laboratory environment. 

ThirdEye Integration 

The chaser spacecraft motion propagator and the target pointing algorithm were both implemented 

as an extension to the RControl software running on the ThirdEye’s embedded computer. ThirdEye 

Control was furthermore modified to provide an input mechanism for target designation via key-

board, joystick, or space mouse, as well as to incorporate the trigger command into its TCP/IP data 

packets. 

Due to mechanical interface issues between the laser rangefinder and the completed ThirdEye 

camera arm assembly, the target pointing system was not part of the ThirdEye evaluation experi-

ments. Its algorithms were however tested in a computer simulation created with the 3D rendering 

software Blender. This test showed the functionality of the pointing system in keeping the simulat-
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ed camera pointed at the designated target object under any chaser spacecraft attitude and orbit 

maneuvers. The system can therefore be included in any future version of the ThirdEye system. 

7.3.4 The ThirdEye Proximity Operations GUI 

The design goal of the ThirdEye system is to increase the situation awareness of the operator during 

proximity operations in order to increase teleoperation performance. To meet this goal, the infor-

mation from the sources Proximity Operations HUD, primary and secondary camera, and ThirdEye 

status display must all be integrated into an accessible operator interface. This integrated display is 

called the ThirdEye Proximity Operations GUI. 

The general layout of the ThirdEye Proximity Operations GUI is described in detail in Figure 7-10. 

The dominating information in the display is the main video view and its attitude HUD overlay. The 

main video by default shows the view of the chaser spacecraft primary camera. The secondary 

view, by default the ThirdEye camera, is shown as picture-in-picture in the lower right corner of the 

display (the position was later changed to the lower left corner as discussed in Section 7.4.3).  

 

Figure 7-10: Layout of the ThirdEye Proximity Operations GUI. The display functional sections are 
highlighted. Section 1 contains the main video stream, in this case the chaser primary camera view, 
and its attitude HUD overlay. Section 2 shows the secondary camera, in this case the ThirdEye view. 
Section 3 provides the ThirdEye status display and posture prediction. Section 4 contains infor-
mation about the state and activity of the individual display elements main view attitude HUD, sec-
ondary view attitude HUD, prediction display mode, and prediction display propagation time.  

By pressing ‘C’ on the keyboard, the operator can switch the ThirdEye view to the main camera 

display. Key ‘V’ switches the display into single-camera mode and thus eliminates the ThirdEye 
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camera view and the ThirdEye status display in the upper left corner. The keys ‘G’ and ‘H’ serve to 

toggle the primary and secondary view attitude HUDs.  

The trajectory prediction display in the lower left corner can be toggled by key “O”.  The propaga-

tion time for the predicted trajectory can be set by pressing key ‘F’. Five propagation time settings 

are available: 1 minute, 10 minutes, 30 minutes, 60 minutes, and one orbit revolution. The default 

setting is 10 minutes. 

After the first pilot ThirdEye evaluation study (refer to Section 7.4.3), two hotkeys for ThirdEye 

camera arm postures were introduced. Key press ‘1’ activates the close-range pose, with the camera 

aimed at a point approx. 2 m in front of the chaser satellite; key ‘3’ sets the ThirdEye into neutral 

position, with the camera aimed straight ahead.  

The status of the individual elements is displayed centered on the left side, right above the trajecto-

ry prediction display.  

Table 7-2 provides an overview of the control keys available to the operator in the ThirdEye Proxim-

ity Operations GUI. 

Table 7-2: Control keys for the ThirdEye Proximity Operations GUI. These keys allow the operator 
to adapt the GUI to different situations and mission phases. The default settings are underlined.  

Key Action Settings 

1 Set ThirdEye in Close-Range pose [active, inactive] 

3 Set ThirdEye in neutral pose [active, inactive] 

C Switch main and secondary camera views [primary camera in main view, ThirdEye in main view] 

F Set Trajectory Prediction propagation time [1 min, 10 min, 30 min, 60 min, 1 orbit] 

G Toggle main view HUD [active, inactive] 

H Toggle secondary view HUD [active, inactive] 

O Toggle Trajectory Prediction display [active, inactive] 

T Designate target [active, inactive] 

V Toggle single-camera mode [active, inactive] 

7.4 Evaluation Test Campaign Planning 

The hypothesis behind the investigation of the ThirdEye system is that the combination of an atti-

tude HUD for knowledge of ownship attitude, a trajectory prediction for knowledge of future mo-

tion relative to a target, and of a flexible, secondary vantage point providing information about the 

relative position and orientation of target and chaser spacecraft serve to increase operator task 

performance during final approach and docking to an uncooperative target.  

In order to test this hypothesis in mission simulations, a number of task metrics are required.  
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7.4.1 Metrics 

The task of controlling the final approach and docking is a task of correctly perceiving the remote 

environment and navigating from the initial point to a target point in both space and time. These 

are two task-specific metrics that are frequently used in evaluation experiments of telerobotic 

systems [123]. 

Literature shows [136], that operator performance in the task metric navigation can be rated in the 

following criteria: effectiveness, efficiency, and effort.  

Effectiveness 

Effectiveness is the measure of how well the task is completed. This can be measured by the per-

centage of navigation tasks successfully completed [136]. Applied to ThirdEye evaluation, this can 

be translated into the percentage of successfully completed docking approaches. This serves as 

the primary criteria for ThirdEye performance. 

Efficiency 

Efficiency is defined by the time or resources required to complete the task. The time to complete 

the task is generally considered to be a good measure of task efficiency [136]. In space teleopera-

tion, however, there exists a strict tradeoff between the time required to complete a task, and the 

resources, i.e. propellant and electrical power, expended to complete the task. The primary task 

efficiency evaluation criteria for the impact of the ThirdEye system are therefore the accumulated 

velocity change Δv and the accumulated rotation rate change Δω during a docking approach. 

These measures are derived from the logged telemetry data by multiplying the commanded angular 

and linear acceleration for each simulation time step with the time elapsed during the time step and 

summing these numbers up over the course of each experiment run.  

Δ   Δ     √    
      

 (       ) Eq. 7-11 

Δ   Δ     √    
      

 (       ) Eq. 7-12 

The task completion time T therefore serves as a secondary efficiency measure. 

Operator Task Load 

The third traditional metric for the navigation task is effort, i.e. the workload of the operator during 

the task [136]. A measure of operator workload frequently used in spaceflight-related investiga-

tions is the NASA Task Load Index (NASA TLX) [136]. NASA TLX is designed to measure the work-

load as the cost incurred by the human operator in order to accomplish the mission requirements 

and is mainly used for interface design and evaluation [268]. The test subject is issued a question-

naire in which he is to provide weighted ratings in six categories. These subscales serve to evaluate 
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the individual workload associated with mental, physical and temporal demands of the task, the 

levels of effort and frustration encountered by the subject during the task, as well as the level of 

satisfaction with the performance during the task [269]. The weighting of these categories is ac-

complished by having the subject decide, which member of each paired combination of the six 

categories is more relevant to the personal definition of workload. The rating within the category is 

then done using a seven degree Likert scale. The rating of each category is multiplied by the weight 

of the category, and the results are summed up to derive the overall TLX score.  

Docking Safety 

Besides effectiveness, efficiency, and workload, three more metrics are of interest for ThirdEye 

evaluation. The first is task safety. For the purpose of ThirdEye evaluation, this is represented by the 

relative axial and radial velocities at time of docking contact, vC,ax and vC,rad. The higher the axial 

docking velocity, the higher the shock force at contact, which could lead to substantial damage on 

both chaser and target spacecraft. A high radial or lateral contact velocity could lead to the destruc-

tion of the docking interface, both in the cases of dedicated and natural interfaces.  

Approach Precision 

The second additional metric is approach precision. The measure for precision is the relative angle 

between chaser and target at the time of docking contact. This angle δD is calculated from the dock-

ing pitch and yaw angles ϑD and ψD. 

   √  
    

  Eq. 7-13 

Operator Situation Awareness 

Another metric of importance for ThirdEye evaluation is operator SA. The ThirdEye system is de-

signed to increase SA during final approach and docking. Its impact on operator SA is therefore a 

primary metric for the evaluation of its performance. 

Operator SA cannot be derived from objective measurements, although it has been suggested to 

measure it implicitly, by assuming that better task results are generally caused by better SA [138]. 

Generally, however, operator SA is derived from subjective measures in which the test subjects self-

assess their levels of SA [138]. It has been suggested to use TLX to test SA as a covariate to operator 

task load [268]. This approach is supported by the finding of a number of studies that SA is not an 

independent phenomenon, but a consequence of operator workload [268].  

There however exist dedicated evaluation techniques for SA. An overview of these techniques is 

provided in [270] and [271]. Frequently used in the domains of telerobotics and aviation are the 

Situation Awareness Global Assessment Technique (SAGAT) and the Situation Awareness Rat-

ing Technique (SART). Both measures provide an index of how well operators are able to acquire 

and integrate information in a complex environment [272].  
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In SAGAT, the simulation is interrupted periodically and all operator displays are blanked [82]. The 

operator is then asked a series of questions to assess his knowledge about what was happening in 

his environment at the time of the simulation freeze [272]. Such questions in a teleoperated vehicle 

context can be about the current attitude angles, the current heading and speed, distances to way-

points, and which accelerations currently act upon the vehicle [99]. The correctness of the operator 

replies can serve as an objective measure to operator SA.  

SART has the operator answer a standardized questionnaire after a simulation run. The question-

naire consists of ten questions in the three categories supply of operator resources, the demand on 

these resources, as well as the understanding of the situation [271, 273]. The subjects answer these 

questions by means of seven-level Likert scales. The SART score is derived from the mean scores 

for each of the rating categories and is a direct measure of operator SA.  

Endsley [272] discusses the different performance of SAGAT and SART in measuring operator SA. 

While SAGAT shows the better performance, it also has the higher impact on experiment design, as 

well as on the requirements of the test setup [270]. The requirement for periodic freezing of the 

HIL simulation can cause high accelerations and motor slip in the simulation environment. This 

could degrade the position and velocity measurements which serve as primary evaluation metrics 

for the ThirdEye system.  

It was therefore decided to use SART for SA evaluation and to accept the degraded performance in 

tracing operator SA. SART has the additional benefit of using the standardized questionnaires, 

which precludes the need to create a custom set of questions. The amount of training needed for the 

test subjects to understand the SART questionnaire is also minimal. It is nonetheless recommended 

that future studies aimed at investigating the development of operator SA during approach and 

docking tasks use SAGAT and that the test setup is modified accordingly. 

Metrics Hierarchy 

The five metrics have different importance to rendezvous & docking system design. This is reflected 

in their evaluation hierarchy for the ThirdEye experiments: 

1. Approach success 

2. Operator situation awareness and task load 

3. Docking safety 

4. Docking precision 

5. Docking efficiency 

This order is used in all pilot experiments as well as in the actual evaluation experiments. 

7.4.2 Experiment Design 

The ThirdEye evaluation experiments have the human operator teleoperate final approach and 

docking maneuvers in the RACOON simulation environment from the ground control center via 

local network connections, with a simulated signal roundtrip delay of approx. 0.7 s. 
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The control loop for all ThirdEye evaluation experiments is shown in Figure 7-11. The experiment 

scenario was set by the experiment supervisor on his workstation next to the operator workstation. 

The operator issued maneuver commands by means of two joysticks. The right-hand joystick 

served for spacecraft control, the left-hand joystick for control of the ThirdEye camera arm. The 

spacecraft maneuver commands were transmitted to the simulated space segment using the RTI 

DDS. The ThirdEye was commanded directly via TCP/IP, as described in Section 7.3.2. The proximi-

ty operations simulator moved the target spacecraft model as commanded and returned position, 

velocity and attitude telemetry data via DDS to both the test supervisor station and the ThirdEye 

display. The ThirdEye Proximity Operations GUI display software used it to draw the HUDs and the 

video images. 

 

Figure 7-11: The realtime teleoperation control loop used in the ThirdEye evaluation experiments. 
The experiment supervisor sets the mission scenario and thus the operation tasks from his work-
station in the mission control room. The operator situated at his workstation receives information 
about the orbital situation by means of the integrated ThirdEye display. He then issues maneuver 
commands which are realized by the simulated space segment. The telemetry, which is artificially 
delayed by about 0.7 s to represent the communication chain via a single DRS, is used by the Third-
Eye display to create an intuitive representation of the orbital situation.  
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The simulation control software running on the supervisor station logs the telemetry data to a text 

file. From this it can easily be extracted for analysis purposes.  

This control loop results in the computer and network setup shown in Figure 7-12. 

 

Figure 7-12: ThirdEye experiments computer setup. Three computers were located in the MCC: the 
supervisor workstation running the simulation control software, the operator workstation running 
the ThirdEye Proximity Operations GUI, and the video delay simulator introducing 650 ms signal 
delay to the video stream. Four computers were needed in the RACOON testbed. The RACOON con-
troller ran the LabView realtime control program for the simulator hardware, the proximity oper-
ations simulator ran the simulation software for spacecraft relative motion, the ThirdEye comput-
er controlled the ThirdEye camera arm, and the camera interface compressed and transmitted the 
video streams from the two cameras. The video streams are transmitted by UDP, ThirdEye control 
data by TCP, and all spacecraft commands and telemetry are sent using DDS.  

Test Scenarios 

The test series shall reproduce typical situations encountered during final approach and docking to 

small, uncooperative target objects. Since no literature exists for these situations, as the only unco-

operative objects approached and captured up to date are satellites that were grappled by astro-

nauts or the Space Shuttle RMS, a set of test scenarios had to be defined. These scenarios are influ-

enced by those developed for a study of pilot aids for the Crew Exploration Vehicle (CEV) Orion  [5]. 

In that study, the pilots assumed manual control at a distance of 3 m from the target, at a linear 

approach velocity of 3 cm/s. This generated a nominal experiment run time of 100 s. In order to 

test pilot perception, a radial offset error in initial position was introduced. 
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The test scenarios for the ThirdEye evaluation experiments are similar. A nominal approach time 

of 100 s was considered reasonable in order to give the operators time to understand target posi-

tion and motion and to maneuver the camera arm into the right position. Since the mean approach 

rate was estimated to be around 10 cm/s, this resulted in an initial target distance of 10 m.  

The test plan for the first pilot tests had each participant complete a series of three approaches 

with varying difficulty, each with use of the ThirdEye camera arm and without.  

Difficulty setting 1 had the target right in front of the chaser satellite, with 0° yaw angle in the 

orbital coordinate system.  

In difficulty setting 2, the target had a lateral displacement of 0.3 m, and a yaw angle of -10°.   

For level 3, the target was also misaligned laterally by 0.3 m, with initial yaw angle of 0°, and was 

rotating at 4°/s about its z axis. This high rotation represents the baseline for DEOS mission plan-

ning.  

Participant training was achieved by two additional approach scenarios with the targets having 

both lateral and angular misalignment. Table 7-3 provides an overview of the experiment scenarios 

for the first pilot experiment series. 

Table 7-3: Experiment scenarios for the first pilot series of ThirdEye evaluation experiments.  

Scenario 
ThirdEye 

active 

Start position 

x [m] 

Start position 

y [m] 

Target yaw 

angle [°] 

Target yaw 

rate [°/s] 

Signal 

roundtrip 

delay [s] 

11 Training 1  -10 0.25 -15 0 

~ 0.7 

12 Training 2  -10 -0.5 5 0 

13 Training 3  -10 0.25 -15 0 

14 Training 4  -10 -0.5 5 0 

21 Difficulty 1  -10 0 0 0 

22 Difficulty 2  -10 0.3 -10 0 

23 Difficulty 3  -10 -0.3 0 4 

31 Difficulty 1  -10 0 0 0 

32 Difficulty 2  -10 0.3 -10 0 

33 Difficulty 3  -10 -0.3 0 4 
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Test Matrix 

The difficulty levels and ThirdEye activity status are thus the independent variables of the exper-

iments, while the metrics described in Section 7.4.1 define the dependent variables. This results in 

the test matrix shown in Table 7-4. 

Table 7-4: ThirdEye experiments test matrix and expected qualitative experiment results. The op-
erator performance in test case difficulty 1, ThirdEye inactive serves as the baseline and therefore 
receives a medium operator performance rating in all dependent variables. All other performance 
ratings are given in relation to that baseline. 

  Independent variables 

 Expected Qualitative 

Results 

Difficulty 1 Difficulty 2 Difficulty 3 

 ThirdEye 

inactive 

ThirdEye 

active 

ThirdEye 

inactive 

ThirdEye 

active 

ThirdEye 

inactive 

ThirdEye 

active 

D
e

p
e

n
d

e
n

t 
v

a
ri

a
b

le
s 

Approach success       
Situation awareness (SART)       
Task load (TLX)       
Axial contact velocity       
Radial contact velocity       
Docking angle        
Velocity change       
Rate change       
Task completion time       

 

Pilot Experiment Test Method 

In the pilot experiments, each participant first viewed a slide show explaining the system charac-

teristics and user interfaces. He then proceeded to complete the four training scenarios defined in 

Table 7-3. After that, he would proceed through the test scenarios. Half of the participants flew the 

active ThirdEye scenarios 31 through 33 first, the other half scenarios 21 through 23. The sequence 

of the scenarios was random. This alternation and randomization is supposed to statistically cope 

with the training effect during the experiment, which is always a factor in tasks that demand coor-

dination and timing. The TLX and SART questionnaires were used after each complete set of three 

experiment runs with active and inactive ThirdEye. 

Success Criteria 

A docking approach was considered successful if the docking probe hit the target plate and the 

docking switch engaged. In case the docking probe hit the rim or the interior or exterior sides of the 

nozzle, or the target spacecraft body, the approach was considered a failure. The telemetry data for 

failed approaches was not used in the data analysis. 
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7.4.3 First Pilot Study 

The pilot experiment series was aimed at identifying the final ThirdEye system configuration, test 

and training scenarios, and participant number for the ThirdEye evaluation experiments. In the 

statistical analyses of the pilot experiments, I was advised by Zarrin Chua, a doctoral student at the 

Cognitive Engineering Center of the Georgia Institute of Technology.  

Pilot series I had six participants completing the series of scenarios provided in Table 7-3. This 

number was considered sufficient to determine the suitability of the test scenarios and to deter-

mine the expected effect sizes and hence the number of participants for the evaluation experiment. 

All participants were aerospace engineering students or research associates. Mean age was 28.3 

years, with a standard deviation of 1.5 years.  

Figure 7-13 shows the docking success rates for the different difficulty levels, both for ThirdEye 

inactive and active. In both difficulty levels 1 and 2, the success rate was 100%, whether ThirdEye 

was used or not. For difficulty 3, use of the ThirdEye resulted in 50% (3 of 6 approaches) success, 

compared to 33% (2 of 6) without the ThirdEye. 

 

Figure 7-13: ThirdEye pilot evaluation series I docking success and docking angles. In docking suc-
cess, there is no difference between difficulty levels 1 and 2. With the rotating target of level 3, the 
success rate was higher with the ThirdEye than without. The mean docking angles grow with diffi-
culty level. Docking precision with ThirdEye is better at difficulty levels 1 and 2, and worse at level 
3. These differences are however not statistically significant.  

The docking precision of the successful approaches, measured by the combined docking angle δD, is 

also provided in Figure 7-13. It can be seen that between the perfectly aligned target in difficulty 

level 1 and the misaligned target in level 2, the docking angle increases significantly. The docking 

precision thus decreases with target angular misalignment.  

The effect of ThirdEye usage also becomes evident. At difficulty level 1, docking precision is im-

proved by over 80% with active ThirdEye. At difficulty level 2, the use of ThirdEye leads to 28% 

lower docking angle, although a t-test showed this difference is not statistically significant.  
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The rotating target of difficulty 3 leads to a further increase in docking angle, with the ThirdEye 

active case now showing worse performance than without the ThirdEye. Since for that difficulty 

only two approaches were successful with inactive ThirdEye, and three with active ThirdEye, the 

number of available data points for docking precision was small and the corresponding variances 

within the groups high. The comparison result for docking precision is thus not significant and also 

has high uncertainty. 

A similar result is derived for maneuver efficiency, for which only the plot for translation velocity 

change Δv for successful approaches is shown in Figure 7-14. There is only a small difference be-

tween difficulty levels 1 and 2. This is understandable, since the main difference between these 

difficulty levels is a 0.3 m lateral offset of the target, which does not result in a big difference in 

approach Δv. In both cases, use of ThirdEye does not result in any significant reduction of maneuver 

demand. Difficulty level 3 shows higher approach Δv, which results from the need for aborted ap-

proaches and collision avoidance maneuvers due to the rotating target. ThirdEye use seemingly 

results in higher maneuver demand. This result might be due to the small number of available data 

points and must be confirmed in the evaluation experiment series.  

 

Figure 7-14: ThirdEye pilot evaluation series I velocity change. There is no significant difference 
between the results for difficulty levels 1 and 2. The performance with and without ThirdEye at 
these levels is almost identical. At difficulty 3, ThirdEye use causes higher velocity change and thus 
higher propellant consumption. The difference is however not significant, since with only three 
dockings with ThirdEye and two without, the available sample size is very small.  

Figure 7-15 concludes the measurement results of the first pilot evaluation series with the TLX 

scores. It can be seen that the TLX score for active ThirdEye is almost 25% higher than for inactive 

ThirdEye. This reflects the increase in operator workload by having to control the robotic arm and 

having two video images to regard, instead of one.  

No SART score is included in this evaluation of the first pilot experiment, because the SART data 

was corrupted due to errors in the score calculation formula of the computerized questionnaire. 

This error was not noticed until the data analysis and the correct scores could not be reconstructed. 
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Figure 7-15: ThirdEye pilot evaluation series I TLX scores. The task load perceived by the operators 
with the ThirdEye is higher than without the ThirdEye. This reflects the added demand of control-
ling the robot arm.  

 

Pilot Series I Conclusions 

The first pilot experiment series thus showed primarily that the difference in difficulty between 

scenario levels 1 and 2 is not significant, therefore not resulting in significant differences in the 

experiment results. The test scenarios must therefore be changed in order to get meaningful re-

sults. 

ThirdEye use is furthermore shown to have effects on docking success, precision, efficiency, and 

task load. The differences and trends in operator performance between active and inactive Third-

Eye are however not certain. This is attributed to the fact that especially at difficulty level 3, the 

number of successful approaches was too small to allow meaningful statistical analysis. 

It was therefore decided to run a second set of pilot experiments. This set was to test new exper-

imental scenarios as well as to serve to determine a minimum number of test subjects for the 

evaluation experiment campaign. 

Scenario Changes 

Two new scenarios were designed to have difficulty levels between the former difficulty 2 (lateral 

and angular misalignment, no rotation) and difficulty 3 (lateral misalignment, 4°/s rotation). The 

new scenarios have the target rotate by 0.5°/s and 2°/s and thus create difficulty levels which were 

expected to result in strong differences in operator performance between active and inactive 

ThirdEye. The targets in the new scenarios furthermore have an initial yaw angle.  

In combination with the rotation rates, this created fixed windows of opportunity during which 

the target motor nozzle was in the right position to be docked to during the first rotation. At diffi-

culty levels 2 through 4, the nozzle would be in the perfect position to dock 60 s after beginning of a 
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test run. Another factor contributing to difficulty level 3 was that the nozzle would appear out of 

the target body’s shadow shortly before coming into docking position. This therefore required the 

operators to deduct the nozzle motion from the body motion and thus required spatial comprehen-

sion and modeling. 

The first pilot experiment series furthermore showed that the original test scenarios had the partic-

ipants spend too much time at relatively long distances from the target, where the use of the Third-

Eye is of no relevance. Beyond a target distance of about 2 m, the target will not be within the 

ThirdEye’s FOV unless the arm is fully extended. It was therefore decided to start the docking ap-

proaches at a distance of 2 m in order to focus the experiments on the flight segment in which 

ThirdEye use is of potential benefit. Table 7-5 provides an overview of the resulting set of scenarios. 

This measure had the side effect of shortening the time required to complete the individual flights. 

This made spare time available for one more training flight, as well as one more evaluation flight 

per ThirdEye activity level.  

Table 7-5: Experimental scenarios for second pilot series and evaluation experiment campaign of 
the ThirdEye system.  

Scenario 
Third Eye 

active 

Start posi-

tion x [m] 

Start posi-

tion y [m] 

Target yaw 

angle [°] 

Target yaw rate 

[°/s] 

Signal 

roundtrip 

delay [s] 

11 Training 1 
 

-10 -0.5 -15 0 

~ 0.7 

12 Training 2 
 

-5 -0.25 180 1 

13 Training 3  -2 0.3 -60 1 

21 Training 4 
 

-10 -0.5 -15 0 

22 Training 5 
 

-5 -0.25 180 1 

23 Training 6  -2 0.3 -60 1 

31 Difficulty 1 
 

-2 -0.3 20 0 

32 Difficulty 2 
 

-2 0.3 -30 0.5 

33 Difficulty 3 
 

-2 -0.3 120 -2 

34 Difficulty 4  -2 0.3 -240 4 

41 Difficulty 1 
 

-2 -0.3 20 0 

42 Difficulty 2 
 

-2 0.3 -30 0.5 

43 Difficulty 3 
 

-2 -0.3 120 -2 

44 Difficulty 4  -2 0.3 -240 4 
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Test Procedure Changes 

Operator training was furthermore reorganized. In the first pilot series, all training flights were 

conducted prior to all evaluation flights. For the second pilot series, the training flights with active 

ThirdEye were completed prior to the evaluation flights with active ThirdEye. Then the flights with 

inactive ThirdEye would follow. Between participants, the sequence ThirdEye active/inactive was 

alternated, while the sequence of scenarios was randomized. This measure was again intended to 

reduce the impact of training effects on the test results. 

The error in the calculation of SART scores was corrected. It was furthermore decided to use the 

TLX and SART questionnaires after each evaluation run, in order to get a higher resolution of data 

points. 

Operator Interface Changes 

Besides the changes in the organization of the experiment, further changes were made in the Third-

Eye attitude HUD. Following observations and participant comments made during the first pilot 

experiment series, the positions of the secondary video frame and the pitch and yaw rate indica-

tors were changed to the lower left corner of the display. This moved these items into direct vicinity 

of the trajectory prediction display and therefore centered all important information into a small 

field of the screen, thereby reducing the need for display-scanning by the operator (see Figure 7-16 

as compared to Figure 6-31). The attitude HUD angle envelope was reduced to the interval [-90°, 

90°] in yaw and pitch angles. This increased display angular resolution, made it more accessible, 

and also represented a more practically relevant envelope for approach and docking maneuvers 

than the former interval [-180°, 180°]. 

Another change was the addition of two pre-set postures for the camera arm, to be activated by 

key presses. Key ‘1’ moved the arm into its initial position, camera pointing straight forward. Key 

press ‘3’ had the arm move into a close-range posture, in which the point of the docking probe was 

visible from above and behind. With this posture, the target became visible at a distance of 2 m.  

This pre-set pose is no unjustified alteration of the experiment conditions, since it reflects the fact 

that operators would either have had time to position the camera for docking during the approach, 

or actually have a favorite arm posture for final approach and docking which would be pre-set for 

each operator. 
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Figure 7-16: ThirdEye Proximity Operations GUI as changed after pilot experiment series I. The 
secondary camera view and the pitch and yaw indicators have been moved to the lower left corner, 
right next to the trajectory prediction display. This moves all critical information into a narrow 
field of regard and thereby reduces the need for visual scanning by the operator.  

7.4.4 Second Pilot Study 

Using the altered scenarios, test procedure and HUD layout, three participants were tested in the 

second pilot series. The participants of pilot series II were three male aerospace engineering stu-

dents with a mean age of 23.7 years. 

It must be noted that only the revised difficulty levels 2, 3 and 4 were used in this pilot series II, 

because no new information was considered to arise from re-testing level 1. In the statistical analy-

sis I was again supported by Zarrin Chua of the Georgia Institute of Technology. 

The second pilot experiment series was not designed to actually determine ThirdEye effects. The 

low number of data points in this experiment series does not allow statistical analysis of ThirdEye 

performance. The second pilot series nonetheless served to show that the redesigned test scenarios 

result in differences in task performance between the difficulty levels, as well as in differences in 

performance between active and inactive ThirdEye. 

The results of the second pilot series are visualized in Figures 7-17 through 7-19. Note that the 

plots for docking angle, translation velocity change, and task completion time only use the data for 

successful docking approaches.  

Without ThirdEye, only 33% of the runs were successful at difficulty levels 2 and 3, and none at 

level 4. Using the ThirdEye, the success rates were 100% for levels 2 and 3, and 67% for level 4. The 

low success rates without ThirdEye limit the informative value of the comparison of docking an-
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gles. The angles with active ThirdEye are however significantly lower than with inactive ThirdEye 

and are almost equal over all difficulty levels.  

The translation velocity change during the approaches with ThirdEye is lower than without 

ThirdEye. The data for task completion time is inconclusive. ThirdEye usage resulted in longer 

mean completion time in difficulty level 2, and shorter times for difficulty level 3. 

The data used for TLX and SART score plots is from all approaches. This reflects the fact that while 

unsuccessful approaches do not generate meaningful performance data, the information about 

participants’ perception of task load and situation awareness during failed attempts is nonetheless 

of interest. The TLX score is lower for ThirdEye use, although not significantly. The data for SART is 

inconclusive. 

 

Figure 7-17: ThirdEye pilot evaluation series II docking success and docking angles for successful 
approaches. Without ThirdEye, only 1 of 3 runs was successful at difficulty levels 2 and 3, and none 
at level 4. Using the ThirdEye, the success rates were 3 of 3 for levels 2 and 3, and 2 of 3 for level 4. 
The low success rates without ThirdEye limit the informative value of the comparison of docking 
angles. The angles with active ThirdEye are significantly lower than with inactive ThirdEye and 
are almost equal over all difficulty levels.  
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Figure 7-18: ThirdEye pilot evaluation series II efficiency metrics for successful approaches. The 
translation velocity change during the approaches with ThirdEye is lower than without ThirdEye. 
The data for task completion time is inconclusive. ThirdEye usage resulted in longer mean comple-
tion time in difficulty level 2, and shorter times for difficulty level 3.  

 

Figure 7-19: ThirdEye pilot evaluations series 2 user perception metrics. The TLX score is lower for 
ThirdEye use, although not significantly. The data for SART is inconclusive.  

Based on the results of pilot series II, it was decided to proceed with the reworked scenarios and 

test plan. The minimum participant size for the evaluation series was determined to be 15 persons. 

In order to have additional data, it was decided to test 20 subjects. 
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7.5 Summary 

The second part of the working hypothesis behind this doctoral thesis states that a flexible vantage 

point which can be freely positioned in relation to a spacecraft-fixed main camera, serves to im-

prove operator performance during teleoperated final approach and docking. 

In order to test this hypothesis, a laboratory version of the ThirdEye robotic camera arm system 

was developed and implemented. It consists of the 5DOF robotic arm itself, its control software, 

and human-machine interface software which reads user commands from various input devices 

and shows the current state of the arm in a 3D graphic display. Furthermore, an automatic target 

pointing system was implemented for the arm, which was however not used in the evaluation 

experiments. 

An evaluation study of input devices and control modes showed that a joystick was the superior 

input mode for forward-kinematics control, since it allowed intuitive, one-hand control of all de-

grees of freedom. An inverse-kinematics control mode using a 6DOF space mouse was implemented 

but not used in the ThirdEye evaluation experiments, since the input device study showed that 

operator’s required substantial training in order to be able to control the individual degrees of 

freedom of a space mouse separately and precisely. The study furthermore showed that pan and tilt 

stabilization for the camera head actually result in lower control performance of the operator. 

The ThirdEye evaluation will use the performance metrics approach success (percentage of suc-

cessful docking approaches), operator situation awareness and task load (measured by question-

naires using the SART and NASA-TLX methods), docking safety (measured by the radial and tangen-

tial docking contact velocities), docking precision (angle between chaser and target at docking 

contact), and docking efficiency (measured by velocity change and rotation rate change during an 

approach, as well as the time to complete the approach). The data for these metrics will be logged 

during the experiment flights and by means of computerized questionnaires between flights. 

Two pilot experiment studies were conducted to fine-tune the test scenarios and procedures and 

to get user feedback for the operator interface before the actual ThirdEye evaluation experiments. A 

number of changes were made to the test scenarios in order to generate real differences in scenario 

difficulty and to reduce the experiments to the part of the approach in which the use of the ThirdEye 

was really expected to cause a difference in operator performance. The main difficulty in the sce-

narios lies in the rotation of the target object and the resulting need for precise and well-timed 

maneuvering. This therefore represents approaches of uncooperative and tumbling targets in OOS 

applications. The rotation rates featured in the reworked test scenarios are 0°/s, 0.5°/s, 2°/s and 

4°/s. Operator training is achieved in scenarios with the target rotating at 1°/s. 

After the second pilot experiment series it was decided that the reworked scenarios met the re-

quirements. Based on the effects observed in the pilot experiments, the number of test participants 

was determined to be 15 people. It was decided to use 20 participants in order to increase the 

amount of available data.   
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8 ThirdEye Evaluation Experiment Series 

During the ThirdEye evaluation experiment series, 20 participants were tested over a span of ten 

days. All participants were aerospace engineering students or research staff. Only one participant 

was female. Mean age was 27.1 years, with a standard deviation of 7.3 years. 

Test Procedure 

For the evaluation series, all scenarios specified in Table 7-5 were used. The test procedure had the 

participants first get basic information about the docking task, the test setup and the operator 

interfaces by means of a PowerPoint slide show. They then completed three training flights with 

one ThirdEye activity status, before proceeding with four evaluation flights with the same status. 

Training flights were repeated if the participant showed problems in understanding the sensor 

outputs and guidance principles of the simulated system. After each evaluation flight, the partici-

pant completed a computerized TLX and SART questionnaire. After the evaluation flights in one 

ThirdEye activity status, the series of training and evaluation flights was repeated with the other 

ThirdEye status. The sequence of ThirdEye active/inactive was alternated between participants. The 

sequence of scenarios was randomized. The test matrix showing the test sequence for each partici-

pant is provided in Appendix C. 

Docking Strategy 

Since any fly-around to match the rotation of the target was ruled out by the simulation setup (refer 

to Section 5.2.2), the participants had to adopt a wait-and-dash strategy for docking to the targets in 

scenarios 3 and 4. The operators positioned the chaser spacecraft at a safe holding point in front of 

the target’s rotation axis and waited until the motor nozzle reached the right position for a final 

thrust. If the timing was correct, this final thrust led to successful docking. If not, it either resulted 

in a collision with the nozzle bell, a collision with the target satellite body, or in fuel-expensive 

collision avoidance maneuvers in which the operators moved the chaser back to a holding point. In 

two cases, the collision-avoidance maneuvers resulted in complete loss of orientation and thus 

control by the operator, which led to body collisions. 

Success Criteria 

For the evaluation docking approaches, two success criteria were used. Both must be met in order 

to achieve a successful approach. An approach was thus considered successful, if 

a) The docking probe hit the target surface and the docking switch engaged, and 

b) The docking angle δD was smaller than 5°. This reflects the capabilities of the Orbital Express 

Capture System [212].  

The docking precision criteria resulted in different time windows for successful docking for the 

different scenario difficulty levels (see Table 8-1). 
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Table 8-1: Timing requirements for successful docking at the four scenario difficulty levels.  

Scenario  

Difficulty 

Initial target  

yaw angle [°] 

Target  

yaw rate 

[°/s] 

Time to ideal  

docking posi-

tion [s] 

Timing window for  

successful docking 

[s] 

Level 1 20 0 n/a n/a 

Level 2 -30 0.5 60 20 

Level 3 120 -2 60 5 

Level 4 -240 4 60 2.5 

 

The performance metrics docking angle, velocity change, rate change, task completion time, and 

contact velocities were only evaluated for successful approaches. The subjective measures TLX 

score and SART score were evaluated for all approaches, since the subjective perception of task 

load and situation awareness is of interest for both successful and failed docking attempts. 

Analysis Scheme 

Figure 8-1 shows the data analysis scheme for the evaluation of the experiment results. First, the 

success rates, TLX and SART scores were compared between the difficulty levels, using analysis of 

variance (ANOVA) [255] and Tukey’s honestly significant difference (HSD) method [256]. This 

served to establish whether there existed real differences in operator performance and perception 

between the levels.  

In the second step, the TLX and SART scores were analyzed, in order to determine whether there 

existed a correlation between these metrics and task success. This analysis determined whether 

TLX and SART scores were correlated to objective operator performance and whether they could 

be used to evaluate ThirdEye utility. This was achieved by comparing TLX scores and SART scores 

of successful and failed approaches using Student’s t-test [274].  

Third, performance metrics were compared between the first and second halves of the experiment 

runs in order to determine training effects. Since the sequence of ThirdEye active/inactive was 

alternated between participants, ten participants first completed the active ThirdEye runs, ten the 

inactive ThirdEye runs. The comparison of operator performance between first and second halves 

of experiment runs therefore yielded information about the presence of training effects. This com-

parison was achieved by t-tests and Mann-Whitney U-tests [274].  

Student’s t-test was used if the samples show normal distribution and equal variances. If these 

criteria were not met, the U-test was used for the analysis. Testing for normal distributions was 

done with the Lilliefors test [274], testing for equal variances with an F-test [255].  

The final step in the experiment evaluation was the actual comparison of operator performance 

between active and inactive ThirdEye. This was also achieved by pairwise comparison of each 

performance metric for each difficulty level, again using t-tests and U-tests as appropriate.  
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Figure 8-1: Analysis scheme for the ThirdEye evaluation experiment series. The first step of the 
analysis process was to compare success rates, SART scores and TLX scores between the difficulty 
levels. This served to determine whether the difficulty levels caused the expected differences in op-
erator performance and perception. The second step was to determine whether TLX and SART re-
produced the success rates, and whether there thus existed a correlation between task success, task 
load and situation awareness. In the third step, the training effects were evaluated using the statis-
tics for the performance metrics. Finally, the ThirdEye impact on operator performance was evalu-
ated. In this step, the individual performance metrics were compared between active and inactive 
ThirdEye status using T-tests and U-tests. After this evaluation step, it is possible to verify or refute 
the hypothesis that operator performance is improved by use of the ThirdEye system.  
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8.1 Evaluation of Scenario Difficulty 

The success rate is defined as the primary objective indicator of scenario difficulty. It is therefore 

expected that the success rate decreases with increasing difficulty level. This expectation is met by 

the experiment data, as shown in Figure 8-2. There thus exists a real difference in scenario difficulty 

between the levels. 

 

Figure 8-2: Comparison of success rates between difficulty levels. The success rate decreases with 
increasing difficulty level. This shows that there is a real difference between scenario difficulties.  

Apart from the objective evaluation of scenario difficulty, the subjective perception by the partici-

pants is also important. The SART and TLX scores are therefore also compared between difficulty 

levels. The comparison plots are shown in Figure 8-3 and Figure 8-4. At first glance, the behavior of 

both scores meets expectations. The SART score, a metric for operator SA, decreases with increas-

ing difficulty. The TLX score increases with difficulty, and thus operator task load. Since both the 

SART scores and TLX scores have a normal distribution, ANOVA and Tukey’s HSD tests were used 

to compare between the difficulty levels. 

The HSD comparison test results for SART scores are given in Table 8-2. They show significant 

differences (at p = 0.05 level) between difficulty levels 1 & 3, 1 & 4, as well as 2 & 4. 
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Figure 8-3: Comparison of mean SART score between difficulty levels. SART scores and thus user SA 
decrease steadily with rising difficulty level.  

 

Table 8-2: Tukey HSD comparison test results for SART scores.  

Compared difficulty levels 95% confidence interval Difference in means Difference significant 

1 – 2 [-0.65  1.39] 0.37  

1 – 3 [0.26   2.29] 1.28  

1 – 4 [0.84  2.87] 1.86  

2 – 3 [-0.11  1.92] 0.90  

2 – 4 [0.47  2.50] 1.49  

3 – 4 [-0.44  1.60] 0.58  

 

Table 8-3 shows the corresponding test results for TLX scores. The differences between levels 1 & 

3, 1 & 4, 2 & 3, 2 & 4 are significant at the p = 0.05 level. Based on the HSD tests, no significant 

differences in situation and task load perception can be determined between difficulty levels 1 & 2, 

as well as between 3 & 4. The general trend towards decreased SA and increased task load with 

increased difficulty level is however clear. 
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Figure 8-4: Comparison of mean TLX scores between difficulty levels. TLX scores and thus operator 
task load increase steadily with rising difficulty level.  

 

Table 8-3: Tukey HSD comparison test results for TLX scores.  

Compared difficulty levels 95% confidence interval Difference in means Difference significant 

1 – 2 [-0.89  0.25] -0.32  

1 – 3 [-1.81  -0.67] -1.24  

1 – 4 [-2.15  -1.01] -1.58  

2 – 3 [-1.49  -0.35] -0.92  

2 – 4 [-1.83  -0.69] -1.26  

3 – 4 [-0.91  0.23] -0.34  

 

The scenarios used in the evaluation experiments therefore differ in their levels of difficulty. This 

difference is evident in approach success rates, as well as in the subjective situation awareness and 

task load perception. 

8.2 Evaluation of SART and TLX Performance 

In order to be able to confidently use SART and TLX as measures for ThirdEye performance, it must 

be determined whether both scores correlate with operator performance. For this purpose, the 

SART and TLX scores are compared between successful and failed docking attempts. It is expected 

that unsuccessful attempts see a decreased SART score and increased TLX score, as compared to 

successful attempts. 
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Figure 8-5: Comparison of SART scores for successful and unsuccessful approaches over all difficul-
ty levels. The mean values for successful approaches are always higher than for failed attempts.  

Figure 8-5 shows that the mean SART scores follow this expected behavior. SART was always high-

er for successful approaches than for failed attempts. This indicates a correlation between task 

success and level of operator SA. It must however be noted that the t-test and u-test comparisons 

for each difficulty level do not show significant differences, except for level 3 (refer to Table 8-4).  

Table 8-4: SART score data for successful and unsuccessful approaches over all difficulty levels. The 
low number of successes at difficulty level 4 creates a negative result of the variance comparison. 
The u-test is thus used for comparing SART scores. The comparison between successful and failed 
attempts yields mostly insignificant results, except for difficulty 3, in which the difference between 
SART scores is highly significant.  

L
e

v
e

l 

A
p

p
ro

a
ch

 
st

a
tu

s 

M
in

 

M
a

x
 

M
e

d
ia

n
 

M
e

a
n

 

S
ta

n
d

a
rd

 
D

e
v

ia
ti

o
n

 

D
is

tr
ib

u
ti

o
n

 
n

o
rm

a
l 

V
a

ri
a

n
ce

s 
e

q
u

a
l 

C
o

m
p

a
ri

so
n

 
te

st
 

D
if

fe
re

n
ce

 
si

g
n

if
ic

a
n

t 

Difficulty  

1 

success 

failure 

3.3 

2.7 

10.6 

8.7 

6.5 

6.3 

6.7 

6.0 

1.79 

1.84 
 

 
 t-test  

Difficulty 

2 

success 

failure 

3.8 

0.3 

8.8 

8.8 

6.5 

5.8 

6.4 

5.9 

1.40 

1.92 
 

 
 t-test  

Difficulty 

3 

success 

failure 

4.8 

1.3 

10.0 

8.7 

6.8 

4.5 

7.3 

4.6 

1.96 

1.63 
 

 
 t-test  

p = 7.2 x 10-5 

Difficulty 

4 

success 

failure 

4.9 

0.9 

6.0 

7.3 

5.2 

4.5 

5.3 

4.5 

0.40 

1.61 
 

 
 u-test  
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Figure 8-6: Comparison of TLX scores for successful and unsuccessful approaches over all difficulty 
levels. The mean values for successful approaches are always lower than for failed attempts.  

The TLX scores also follow the expected pattern (see Figure 8-6). Successful attempts are accompa-

nied by lower TLX scores and thus operator task load than failed attempts. Table 8-5 shows that 

this correlation is supported by the results of the t-test comparisons. The differences in TLX score 

between successful and failed attempts are significant for difficulty levels 1 through 3. At difficulty 

4, the difference is only significant at the p = 0.1 level. This is reasoned to be due to the low number 

of successful docking attempts at difficulty level 4, which do not allow a confident analysis of vari-

ances. 

Table 8-5: TLX score data for successful and unsuccessful approaches over all difficulty levels. All 
TLX score comparisons are significant at the p = 0.05 level, except for difficulty 4, which shows only 
a significance at the p = 0.1 level.  
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5.3 

3.1 

4.3 

3.3 

4.2 

0.99 

0.86 
 

 
 t-test  

p = 0.0053 

Difficulty 
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success 

failure 
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3.4 

4.8 
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4.5 
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success 
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0.86 
 

 
 t-test  

p = 0.0115 

Difficulty 

4 

success 

failure 

3.9 

3.3 

5.6 

6.8 

4.4 

5.3 

4.6 

5.3 

0.72 

0.89 
 

 
 t-test 

 
p = 0.0523 
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While the statistics for SART scores cannot statistically prove the correlation between SA level and 

task success, it can be concluded based on the experiment results that SART and TLX scores can 

serve as indicators for operator performance. They therefore are a valuable metric for ThirdEye 

performance. 

8.3 Evaluation of Training Effects 

The experiment plan was designed to reduce or eliminate the impact of training effects on the test 

results by (1) providing three participant training runs per ThirdEye activity level, by (2) randomiz-

ing the sequence of test scenarios, and by (3) alternating the sequence of ThirdEye activity levels 

between participants. In a task such as approaching and docking to a rotating target object, which 

depends on coordination and timing, training effects caused by operator experience cannot be 

completely eliminated. This would require a more thorough training and practice program which 

was not possible within the ThirdEye evaluation campaign.  

Since this limitation of the experiment campaign was known, it was decided to evaluate the training 

effects in order to be able to better understand the ThirdEye evaluation results. The evaluation of 

training effects is achieved by comparing operator performance in all relevant metrics between the 

first and second halves of the experiment runs. Since ThirdEye activity was alternated between 

participants, ten participants first used the inactive ThirdEye, ten the active ThirdEye. Each half of 

experiment runs therefore had equal numbers of ThirdEye active and inactive scenarios. Any differ-

ences in mean values of the metrics between first and second halves of the runs therefore serve as 

indicators for the presence of training effects.  

For the objective performance metrics, only the maneuver-based data for successful docking ap-

proaches is used. For subjective metrics, SART and TLX scores are used for all experiment runs.  

Table 8-6 and Figures 8-7 through 8-11 show the results of comparisons between experiment 

halves. While approach success is 30% higher during the second half as compared to the first half 

(Figure 8-7), there exist no significant differences for the other performance metrics. Moreover, 

there exists no continuous trend in the data showing an improvement in operator performance in 

the second experiment half. The difference in task success is thus probably a result of fluctuations 

in operator performance instead of an indicator of training effects. It is therefore concluded that in 

this experiment series training effect on operator performance can be neglected in the final analysis 

and that the measures employed to reduce training effects were successful. 
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Table 8-6: Comparison of operator performance metric between experiment run halves. Except for 
the difference in task success rate, there exist neither significant differences for any of the other 
metrics, nor a continuous trend over multiple metrics.  
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Approach 

Success Rate 

1st half 

2nd half 
n/a n/a n/a 

34% 

44% 
n/a n/a n/a n/a n/a 

Docking 

Angle [°] 

1st half 

2nd half 

0.0 

0.0 

4.8 

4.6 

1.7 

2.1 

2.0 

1.9 

1.40 

1.24 
 

 
 t-test  

Axial Contact 

Velocity 

[m/s] 

1st half 

2nd half 

0.00 

0.00 

0.15 

0.22 

0.02 

0.03 

0.03 

0.05 

0.03 

0.05 
 

 
n/a u-test  

Radial 

Contact 

Velocity 

[m/s] 

1st half 

2nd half 

0.00 

0.00 

0.16 

0.17 

0.03 

0.03 

0.04 

0.04 

0.04 

0.04 
 

 
n/a u-test  

Velocity 

Change [m/s] 

1st half 

2nd half 

0.12 

0.11 

2.55 

3.87 

0.50 

0.36 

0.71 

0.68 

0.62 

0.82 
 

 
n/a u-test  

Rate Change 

[°/s] 

1st half 

2nd half 

0.00 

0.00 

23.2 

52.0 

1.6 

1.4 

3.1 

4.2 

4.73 

9.42 
 

 
n/a u-test  

Completion 

Time [s] 

1st half 

2nd half 

49.3 

45.3 

915.1 

431.0 

82.73 

74.65 

142.18 

115.65 

166.45 

84.08 
 

 
n/a u-test  

SART Score 
1st half 

2nd half 

0.3 

1.1 

10.6 

10.0 

5.3 

5.7 

5.4 

5.8 

1.94 

1.86 
 

 
 t-test  

TLX Score 
1st half 

2nd half 

1.3 

1.1 

6.5 

6.8 

4.5 

4.5 

4.4 

4.3 

1.19 

1.17 
 

 
 t-test  
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Figure 8-7: Approach success and docking angles for 1st and 2nd experiment run halves. The success 
rate in the second half is 30% higher than in the first half. The docking precision shows negligible 
difference.  

 

 

Figure 8-8: Contact velocities for 1st and 2nd halves of experiment runs. A 67% increase in axial con-
tact velocity can be discerned. No difference exists in radial contact velocity.  
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Figure 8-9: Velocity and rate changes for 1st and 2nd halves of experiment runs. The velocity change 
Δv shows a negligible difference, while the rate change Δω during the second half is 36% higher 
than during the first half.  

 

Figure 8-10: Task completion times for 1st and 2nd halves of experiment runs. During the second 
half, completion times are approx. 20% lower as compared to the first half.  
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Figure 8-11: SART and TLX score for 1st and 2nd halves of experiment runs. The difference is negli-
gible for both metrics.  

8.4 Evaluation of ThirdEye Influence on Operator Performance 

For evaluation of the ThirdEye’s impact on operator performance, the performance metrics defined 

in Section 7.4.1 are compared between the two levels of ThirdEye activity, over the four levels of 

scenario difficulty. The analyses of test results for each metric are detailed in the following. 

8.4.1 Approach Success 

Figure 8-12 shows the approach success rates with inactive and active ThirdEye for all difficulty 

levels. At difficulty levels 1 through 3, the participants showed 25% - 50% higher success rates 

using the ThirdEye. At difficulty level 4, the results are reversed. It must be noted, however, that at 

level 4, only 2 of 20 approaches were successful with ThirdEye, and 4 of 20 without. At such low 

numbers, the higher success number without ThirdEye can well be due to a fluctuation in partici-

pant performance, rather than an indicator for better performance without ThirdEye.  
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Figure 8-12: Approach success rates over ThirdEye activity. Active ThirdEye generates higher op-
erator performance at difficulty levels 1 through 3. At level 4, operators were more successful 
without ThirdEye. At the low success numbers (n = 4 for ThirdEye inactive, n = 2 for ThirdEye ac-
tive), this can be a result of fluctuations in operator performance, instead of a real indicator for 
ThirdEye performance.  

The low success rates at difficulty level 4 mean that the statistical analysis of the safety, precision 

and efficiency metrics at that level will not yield meaningful results, since they are based on the 

data for successful approaches only. The low number (n = 2) of data points for approaches with 

active ThirdEye does neither allow testing for normal distribution, nor will comparisons by u-tests 

be conclusive.  

Another fact to point out is the low success rate at difficulty level 1, in which a stationary target was 

approached. It was expected that close to 100% of approaches would be successful, both with and 

without active ThirdEye. The fact that only 75% were successful with active ThirdEye and 60% with 

inactive ThirdEye is an indicator of the unpredictable behavior of participants in a task depending 

on concentration and coordination. 

8.4.2 Operator Situation Awareness and Task Load 

The SA and task load metrics were evaluated for all approaches, both successful and unsuccessful. It 

was expected that SART scores would be higher with active ThirdEye, and TLX score higher with 

inactive ThirdEye for all difficulty levels.  

Figure 8-13 shows the mean SART scores for all four scenarios, with the corresponding data anal-

ysis summarized in Table 8-7. The plot shows that SART scores are continuously between 9% and 

25% higher with active ThirdEye. Due to the high variance in the data, this difference is only signifi-

cant at the p = 0.05 level for difficulty level 4. The expected trend in participant SA can however be 

discerned. 
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Figure 8-13: SART scores over ThirdEye activity. SART scores and thus user SA is continuously 
higher for active ThirdEye use.  

 

Table 8-7: SART scores evaluation for ThirdEye activity. The comparisons between active and inac-
tive ThirdEye is only statistically significant for difficulty level 4. This is due to the high variance in 
participant feedback.  
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Difficulty  

1 
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active 

2.7 

3.3 

9.3 

10.6 

6.0 

6.7 

6.1 

6.9 

1.91 

1.67 
 

 
 t-test 

 
p = 0.0936 

Difficulty 

2 

inactive 

active 

3.8 

0.3 

8.7 

8.8 

5.4 

6.8 

5.8 

6.4 

1.36 

1.95 
 

 
 t-test  

Difficulty 

3 

inactive 

active 

1.3 

2.7 

9.9 

10.0 

4.4 

4.9 

4.9 

5.5 

2.11 

1.98 
 

 
n/a u-test  

Difficulty 

4 

inactive 

active 

0.9 

1.9 

6.5 

7.3 

4.5 

5.3 

4.1 

5.1 

1.56 

1.30 
 

 
 t-test  

p = 0.0138 

 

The analysis for TLX scores is provided in Table 8-8 and visualized in Figure 8-14. The TLX score 

does not show the expected behavior. At difficulty levels 1 and 2, TLX scores are lower with active 

ThirdEye (by 11% and 3%), although not significantly. For levels 3 and 4, TLX for active ThirdEye is 

higher than without ThirdEye, by 5% and 7%. This difference is however also not statistically signif-

icant. While the differences in TLX scores are small, they seem to indicate that at low rotation rates 

of the target (ωz = 0°/s, ωz = 0.5°/s), the ThirdEye reduces operator task load, while at high rates 

((ωz = 2°/s, ωz = 4°/s) it increases task load. A possible reason for this is that the additional visual 
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information available through the ThirdEye makes the task easier at low rotation rates, where 

timing requirements are not as stringent. However at higher rotation rates, where timing becomes 

the essential factor for docking success, the ThirdEye introduces an additional element of infor-

mation that must be processed in the limited time available. The time required to do so is then 

lacking for processing of the other camera stream and the predictive display, as well as for precise 

spacecraft control. 

 

Figure 8-14: TLX scores over ThirdEye activity. While TLX scores for active ThirdEye are slightly 
lower at difficulty levels 1 & 2, and slightly higher at levels 3 & 4, no conclusive trend can be de-
ducted.  

 

Table 8-8: TLX scores evaluation for ThirdEye activity. The comparisons between active and inac-
tive ThirdEye do not show significant differences.  
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 t-test  
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8.4.3 Docking Safety 

Docking safety as expressed in residual relative velocity at docking contact is analyzed inde-

pendently for axial and radial docking velocities. Overall, the contact velocities measured during the 

experiment series are within the performance envelopes of most current docking mechanisms (see 

Table 4-1), albeit especially the radial velocities frequently reach the limits of these envelopes.  

 

Figure 8-15: Axial contact velocity over ThirdEye activity. Contact velocity for active ThirdEye is 
higher at difficulty levels 1 – 3, but lower at level 4. This can be caused by the low number of data 
points (n = 2) at level 4.  

 

Table 8-9: Axial contact velocity evaluation for ThirdEye activity. The low number of successful ap-
proaches using the ThirdEye at difficulty level 4 (2 of 20) does not allow testing for normal distri-
bution. Due to the low number of data points at level 4 and the high variance, the u-test shows a 
non-significant difference between inactive and active ThirdEye.  
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0.08 
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The statistics for axial docking velocity are provided in Figure 8-15 and Table 8-9. The plot shows 

no clear trend in ThirdEye performance. While at difficulty level 1, axial contact velocity with active 

ThirdEye is significantly lower than without, it is higher at levels 2 & 3, and again lower at level 4. 

Since there exists neither a continuous trend nor significant differences, it is concluded that this 

behavior is the result of fluctuations in operator performance, rather than an indicator for ThirdEye 

performance.  

This statement also hold true for the radial docking velocity component (Figure 8-16 and Table 

8-10).  

It is however interesting to note that the data shows rising docking velocities with increasing diffi-

culty level. This shows that in order to approach the targets with increasing rotation rate, the oper-

ators were forced to accelerate to higher relative velocities to achieve the required timing, which 

resulted in harder impacts upon docking. The lower axial and radial contact velocities with active 

ThirdEye at difficulty level 4 seem to indicate that the ThirdEye helped the operators to more confi-

dently time the final docking thrust, which results in lower impact velocities. Since this observation 

is based on only two data points, it is however not conclusive and must be addressed in follow-up 

studies. 

 

Figure 8-16: Radial contact velocity over ThirdEye activity. No clear trend for ThirdEye influence 
on radial contact velocity can be derived. There is however a large decrease evident for difficulty 
level 4. This could be due to the low number of data points (n = 2) available for that level.  
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Table 8-10: Radial contact velocity evaluation for ThirdEye activity. The low number of data points 
for active ThirdEye at difficulty level 4 does neither allow determination of normal distribution nor 
any meaningful comparison between performance with inactive and inactive ThirdEye.  
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0.01 

0.00 

0.06 

0.07 

0.03 

0.02 

0.03 

0.02 

0.02 

0.02 
 

 
 t-test  

Difficulty 

2 

inactive 

active 

0.01 

0.00 

0.05 

0.10 

0.03 

0.04 

0.03 

0.04 

0.01 

0.03 
 

 
 u-test  

Difficulty 

3 

inactive 

active 

0.01 

0.01 

0.12 

0.11 

0.08 

0.07 

0.07 

0.06 

0.05 

0.04 
 

 
 t-test  

Difficulty 

4 

inactive 

active 

0.05 

0.00 

0.17 

0.06 

0.13 

0.03 

0.12 

0.06 

0.05 

0.04 
 

 
n/a u-test  

 

8.4.4 Docking Precision 

Docking precision is measured by the relative angle δD between chaser and target at docking 

contact. Since δD < 5° is a success criteria for the docking approaches, no docking angle over 5° 

exists in the statistics shown in Figure 8-17 and Table 8-11. The plot shows that with ThirdEye the 

docking angle is 23% - 40% smaller in difficulty levels 1 through 3, and 6% higher in level 4. The 

high value in level 4 can however again be a result of the low number of data points. While the 

mean values thus show better performance for three difficulty levels with active ThirdEye, direct 

comparisons between inactive and active ThirdEye do not result in statistical significances, due to 

large variances. These variances are a result of the substantial fluctuations in operator performance 

that were observed during the experiments. 
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Figure 8-17: Combined docking angles over ThirdEye activity. Docking precision is better with ac-
tive ThirdEye at difficulty levels 1 – 3. At level 4, the precision with active ThirdEye is slightly lower 
than with inactive ThirdEye. Whether this is a real effect of just result of the high uncertainties in 
this dynamic scenario cannot be stated with certainty, due to the small number of data points 
available.  

 

Table 8-11: Combined docking angle evaluation for ThirdEye activity. The low number of data 
points (n = 2) for active ThirdEye at difficulty level 4 does not allow testing for normal distribution, 
nor meaningful comparison between operator performance with or without ThirdEye.  

L
e

v
e

l 

T
h

ir
d

E
y

e
 

st
a

tu
s 

M
in

 [
°]

 

M
a

x
 [

°]
 

M
e

d
ia

n
 [

°]
 

M
e

a
n

 [
°]

 

S
ta

n
d

a
rd

 
D

e
v

ia
ti

o
n

 
[°

] 

D
is

tr
ib

u
ti

o
n

 
n

o
rm

a
l 

V
a

ri
a

n
ce

s 
e

q
u

a
l 

C
o

m
p

a
ri

so
n

 
te

st
 

D
if

fe
re

n
ce

 
si

g
n

if
ic

a
n

t 
Difficulty  

1 

inactive 

active 

0.4 

0.1 

4.4 

4.4 

2.1 

1.2 

2.1 

1.6 

1.21 

1.27 
 

 
 t-test  

Difficulty 

2 

inactive 

active 

0.6 

0.2 

3.8 

4.8 

2.9 

1.1 

2.5 

2.5 

1.30 

1.37 
 

 
 t-test 

 
p = 0.0611 

Difficulty 

3 

inactive 

active 

0.5 

0.0 

4.6 

2.8 

1.7 

2.5 

2.1 

1.6 

1.79 

1.44 
 

 
 t-test  

Difficulty 

4 

inactive 

active 

0.6 

2.0 

3.8 

3.1 

2.6 

2.5 

2.4 

2.5 

1.31 

0.77 
 

 
n/a u-test  

 

8.4.5 Approach Efficiency 

Docking efficiency is measured in the three metrics translation velocity change Δv, rotation rate 

change Δω, and task completion time TD. While Δv and Δω have direct influence on the propellant 
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and energy consumption for the docking approaches, TD has impact on mission planning and the 

selection of the communication architecture.  

Figure 8-18 and Table 8-12 show the translation velocity change data. No clear trend is visible in 

the data plots. The pairwise comparisons also do not yield significant differences. The peak at 

difficulty level 3 can be attributed to one participant requiring multiple approach and collision 

avoidance maneuver in order to complete the docking attempt.  

 

Figure 8-18: Total translation velocity change over ThirdEye activity. No clear trend in ThirdEye 
impact is evident. The high peak at difficulty level 3 is due to one participant requiring multiple 
approaches and collision avoidance maneuvers in order to complete one docking attempt.  

 

Table 8-12: Translation velocity change evaluation for ThirdEye activity. The low number of data 
points (n = 2) for active ThirdEye at difficulty level 4 does not allow testing for normal distribution, 
nor meaningful comparison between operator performance with or without ThirdEye.  
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n/a u-test  

Difficulty 
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inactive 

active 

0.11 

0.14 

0.94 

0.86 

0.41 

0.46 

0.45 

0.47 

0.25 

0.23 
 

 
 t-test  

Difficulty 

3 

inactive 

active 

0.11 

0.25 

0.31 

3.87 

0.29 

1.62 

0.25 

1.71 

0.09 

1.44 
 

 
 u-test 

 
p = 0.0556 

Difficulty 

4 

inactive 

active 

0.28 

0.26 

3.00 

1.30 

1.80 

0.78 

1.72 

0.78 

1.14 

0.73 
 

 
n/a u-test  
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The data for rotation rate change (Figure 8-19 and Table 8-13) is inconclusive as well. The peak at 

difficulty level 3 is also the result of the multiple collision avoidance maneuvers of a single partici-

pant.  

 

Figure 8-19: Total rotation rate change over ThirdEye activity. No conclusive trend is visible in the 
data. The peak at difficulty level 3 is the result of a participant requiring multiple collision avoid-
ance and reorientation maneuvers.  

 

Table 8-13: Rotation rate change evaluation for ThirdEye activity. The low number of data points 
(n = 2) for active ThirdEye at difficulty level 4 does not allow testing for normal distribution, nor 
meaningful comparison between operator performance with or without ThirdEye.  
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1 

inactive 

active 

0.7 
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n/a u-test  

Difficulty 

2 

inactive 

active 

0.0 

0.0 

5.8 

6.8 

0.0 

0.0 

1.2 

1.7 

2.19 

2.42 
 

 
 u-test  

Difficulty 

3 

inactive 

active 

0.0 

0.0 

0.3 

52.0 

0.1 

1.0 

0.1 

13.2 

0.12 

22.40 
 

 
 u-test  

Difficulty 

4 

inactive 

active 

0.0 

0.0 

3.9 

0.0 

0.6 

0.0 

1.3 

0.0 

1.84 

0.0 
 

 
n/a u-test  

 

The data for task completion time is provided in Figure 8-20 and Table 8-14. The plot shows that 

with active ThirdEye, the operators required on average 99% - 235% longer to complete the dock-

ing approaches in difficulty levels 2 & 3, compared to inactive ThirdEye.  This is attributed to the 
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additional amount of information the participants had about relative position and attitude. With 

active ThirdEye, a number of approaches were aborted by the participants when the additional 

video data provided by the ThirdEye led them to conclude that they would not be able to successful-

ly complete the docking. However, the understanding of the situation provided by the ThirdEye was 

oftentimes flawed, meaning that participants concluded that the approach would fail and aborted, 

although they could have achieved successful docking. Without ThirdEye and the additional visual 

information, participants complete a higher number of approaches on the first attempt, which led 

to reduced precision and lower success rates. 

 

Figure 8-20: Task completion times over ThirdEye activity. ThirdEye use mostly results in increased 
task completion times.  

 

Table 8-14: Task completion time evaluation for ThirdEye activity. The low number of data points 
(n = 2) for active ThirdEye at difficulty level 4 does not allow testing for normal distribution, nor 
meaningful comparison between operator performance with or without ThirdEye.  
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 t-test  
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active 

52.8 

45.3 

82.7 

915.1 

66.8 

62.5 

66.4 

132.3 

8.35 

246.73 
 

 
n/a u-test  

Difficulty 
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active 
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232.1 

61.0 
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1.08 

154.23 
 

 
 u-test  

Difficulty 
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inactive 

active 

59.5 
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330.0 

241.1 
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150.9 

195.1 

150.9 

116.25 

127.46 
 

 
n/a u-test  
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8.5 Learning Effects 

The ThirdEye evaluation experiments were intentionally conducted with inexperienced test par-

ticipants. The analysis showed in Section 8.3 showed that operator learning during the experiment 

runs had no effect on the results, due to the alternating sequence of ThirdEye active/inactive sce-

narios between the test participants, and the randomized sequence of scenario difficulty levels.  

The high variance in the operator performance data evident in the statistical analysis discussed in 

Section 8.4 suggests that (1) there exist substantial performance differences between individual 

operators, based on their individual skills in perception, motion recognition and spatial modeling, 

as well as in their grasp of the multi degrees-of-freedom control using the joystick, and that (2) the 

performance of each operator is highly variable, resulting in substantial differences even between 

similar or identical simulation runs. 

In order to provide an indication of the development of operator performance with growing experi-

ence and also to determine whether the use of the operator support tools Proximity Operations HUD 

and ThirdEye have actual impact on the learning curve of an operator, a learning curve study was 

run. Its details and results will be discussed in the following sections. 

8.5.1 Experiment Design 

In the learning curve study, three operators were tasked to repeatedly complete a set of three 

scenarios designed to train them in all aspects of spacecraft maneuvering during final approach and 

docking. The study covered a period of ten experiment days per operator, which were scheduled as 

consecutively as possible (see below).  

Each operator had a different level of operator support available. Operator I was tasked to fly all 

approaches without any operator support system, thus relying only on the video data from the 

chaser primary camera. Operator II was using the attitude display and trajectory prediction dis-

play of the Proximity Operations HUD. Operator III had the full ThirdEye Situation Awareness En-

hancement System available and thus the combination of the HUD and the secondary camera.   

At the end of every second experiment day, each operator was confronted once with a fourth sce-

nario more difficult than the training scenarios. The operators’ performance in the fourth scenario 

indicates how well training scenarios with nominal situations and low and medium difficulty levels 

prepare for off-nominal and difficult situations. A fourth operator served as benchmark for the 

performance in this fourth scenario. Operator IV thus practiced this scenario on every experiment 

day using all three levels of operator support.  

All four operators were male research associates at the Institute of Astronautics. They were all 

familiar with the approach and docking task, as well as with the simulation system, from the first 

ThirdEye pilot experiment series. 
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Experiment Schedule 

The total duration of the learning curve study was 24 days.  Over the course of the study, each 

operator ran the identical set of scenarios three times per day for a total of ten days. The plan was 

to have each operator fly every day, only interrupted by one weekend. Due to scheduling problems 

with the participants and due to limited availability of the RACOON laboratory, the final schedule 

covered a span of over three weeks (see Table 8-15). 

Table 8-15: Experiment schedule for the learning curve study. Green shading indicates the individ-
ual participant flew one complete test series on that day. The crosses show the days on which the 
fourth experiment scenario was included.  

 Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

Operator I                         

Operator II                         

Operator III                         

Operator IV                         

 

Experiment Scenarios 

The scenarios were designed to cover all aspects of spacecraft proximity maneuvering and to show 

a gradual increase in difficulty.  

Scenario 1 included lateral and angular misalignment of the target, and non-zero initial relative 

velocity along the V-bar. Scenario 2 had target lateral and angular misalignment combined with a 

low target yaw rotation rate, non-zero relative motion along the R-bar, and non-zero chaser pitch 

angle. In scenario 3, the target featured lateral and angular misalignment plus a medium rotation 

rate; the chaser had a non-zero yaw-angle, which was furthermore drifting at a low rate. In all three 

training scenarios, lighting was provided from the chaser’s 4 o’clock position.  

In the non-training scenario 4, target lateral and angular misalignment, target rotation, initial 

relative velocity along V-bar and R-bar, and chaser attitude drift in both pitch and yaw were com-

bined. The position of the simulated sun was furthermore changed to a 1 o’clock position. The 

target side facing the chaser was thus in shadow, which was compensated by a small lamp, mount-

ed on the chaser. The docking target was nonetheless difficulty to discern against the dark back-

ground. When the chaser moved far enough to the sides of the target to leave its shadow, the prima-

ry camera was largely blinded by solar lighting. The operating conditions in scenario 4 were thus 

substantially more difficult than the training scenarios. 

Table 8-16 provides the characteristics of the learning curve experiment scenarios. 

 



ThirdEye Evaluation Experiment Series 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 209 - 

 

Table 8-16: Experimental scenarios for the learning curve study. The table provides the initial 
spacecraft states for chaser and target, as well as initial relative position and velocity.  

Scenario 

Position 

[m] 

Relative velocity 

[m/s] 

Chaser  

attitude  

[°] 

Chaser  

attitude 

rate [°/s] 

Target 

yaw 

angle 

[°] 

Target 

yaw 

rate  

[°] 

Signal 

roundtrip 

delay [s] 

x y x y pitch yaw pitch yaw 

Difficulty 1 -5 -0.5 0.1 0 0 0 0 0 20 0 

~ 0.7 
Difficulty 2 -3 3 0 0.1 5 0 0 0 -80 1 

Difficulty 3 -2 0.25 0 0 0 -15 0 0.5 100 -2 

Difficulty 4 -2 -1 0.05 -0.1 0 0 0.2 0.1 -60 2 

 

8.5.2 Expected Learning Curves 

The general development of operator performance expected to be seen in the learning curve study 

is shown in Figure 8-21. A learning curve in general features a steep performance rise at the 

beginning of training, followed by horizontal region of almost constant peak performance. These 

two segments of the curve can be represented by a potential function. 

 

Figure 8-21: General learning curve showing the development of task performance over the num-
ber of task repetitions. At the beginning of operator training (segment 1), the performance rises 
steadily from its initial value until it reaches an almost constant maximum (segment 2). After a 
certain number of task repetitions, the operator becomes bored or annoyed by the task and the 
performance decreases (segment 3).  



ThirdEye Evaluation Experiment Series 

 

 

- 210 - Visual Augmentation Methods for Teleoperated Space Rendezvous 

 

 

After a certain number of task repetitions, the operators grow bored or annoyed with the task, 

which decreases their motivation and concentration and thus also their performance. The onset of 

this downward slope of the performance curves depends on numerous factors, including the 

complexity of the task, and operator frustration and motivation. 

The long-term performance development in the final approach and docking task is expected to 

follow this general learning curve. A number of differences between the operators and thus the 

levels of operator support provided to them should however become evident. These differences are 

expected to become evident in the initial performance and in the slope of the initial learning 

curve segment. With enough training, every operator should be able to reach a similar maximum 

performance level, although the initial and maximum precision, safety and efficiency of operator II 

(using the Proximity Operations HUD) is expected to be higher compared to operator I (no support 

system). Based on the results of ThirdEye performance in Section 8.4, operator III is expected to 

show the highest success rates and docking precision compared to the other operators, both in 

initial and maximum values, and the steepest slope of the learning curve. The downward slope of 

the learning curve associated with operator boredom and annoyance is not expected to be reached, 

due to the high complexity of the docking scenarios, and to the high motivation of the test partici-

pants. 

8.5.3 Learning Curve Evaluation 

The learning curves of the operators are compared in five performance criteria: (1) approach suc-

cess, (2) operator situation awareness and task load, (3) docking precision, (4) docking safety, and 

(5) approach efficiency. As in Section 8.4, an approach was considered successful if the docking 

probe hit the target plate within the target rocket nozzle, and if the total relative angle at docking 

contact was smaller than 5°.  

Since segments 1 and 2 of a learning curve can be represented by a potential function, trend lines 

following potential functions are laid through the data points of the individual operator perfor-

mance plots. The resulting curves are considered to represent the learning curves of the individual 

operators in the given evaluation criteria.  

Approach Success 

Figure 8-22 shows the approach success rates development over the experiment days for the train-

ing scenarios 1 through 3. In all scenarios, the three performance curves approach a common max-

imum, which decreases with rising scenario difficulty. Operator III using the ThirdEye shows con-

sistently higher performance in scenarios 1 and 3, while operator II using the HUD has better initial 

performance in scenario 2. The unexpected result is that operator I, working without any operator 

support tool, shows the biggest learning effect, which allows reaching the performance of the other 

operators towards the end of the experiment series. Also of note in the plot is the high fluctuation in 

the performance of all operators in scenarios 2 and 3. Even with increasing experience, the opera-
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tors are mostly not able to hold a consistent level of performance. This fluctuation, which is also 

evident in the data plots for the other evaluation criteria, is an explanation for the high variances 

encountered in the ThirdEye evaluation experiment. 

 

Figure 8-22: Approach success rates for learning curve scenarios 1 through 3. In all three scenarios 
the performance curves approach a common maximum, which decreases with rising scenario diffi-
culty. Operator III using the ThirdEye shows consistently better performance in scenarios 1 and 3, 
while operator II using HUD only has better initial performance in scenario 2. Of note is the high 
variance in the performance of all operators in scenarios 2 and 3.  
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The success rates for scenario 4 are provided in Figure 8-23. The bar chart for operator I through III 

is overlain with the mean success rates of benchmark operator IV. Of note are the low success rates 

of operator I and II, who only managed to successfully complete 1 approach of 5 over the experi-

ment series. If their learning followed the expected learning curve, both would be expected to be 

successful in their final approach. However, while operator I showed this behavior, operator II was 

successful on experiment day 6, in the middle of the series. Operator III, on the other hand, consist-

ently showed good performance, with 80% successful approaches. The failed approach was on day 

6 and thus represents a fluctuation in performance rather than an indication of learning effects. 

Large performance fluctuations are again evident in the data for operator IV, over which a slight 

learning effect can be discerned. Use of the ThirdEye allows the highest mean success rate. 

 

Figure 8-23: Approach success rates for learning curve scenario 4. The red lines show the develop-
ment of the success rates of the benchmark operator. Of note are the low success rates of operators 
I and II, as well as the fluctuations in the performance of the benchmark operator. The ThirdEye al-
lows the highest consistent success rates.  

Operator Situation Awareness and Task Load 

As in the ThirdEye evaluation experiments, operator situation awareness and task load was meas-

ured by the SART and TLX questionnaires. The questionnaires were not issued after every training 

flight, but only after the final flights for each scenario on each experiment day. Growing experience 

in the scenarios was expected to result in a steady rise in situation awareness, thus rising SART 

scores. Connected to the rise in operator SA, the task load and hence the TLX score was expected to 

decrease with time.  

For the following plots and the associated learning curve trend lines, SART and TLX scores of both 

successful and unsuccessful approaches were used.  
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Figure 8-24: SART scores for learning curve scenarios 1 through 3. For all operators, situation 
awareness increases steadily with experiment time. Except for scenario 1, situation awareness with 
the ThirdEye is consistently highest, while the operator without support tool shows lowest SA. 
While the slopes of the learning curves are similar, the curves do not converge towards a common 
value within the time frame of the study.  

The SART scores for scenario difficulties 1 through 3 shown in Figure 8-24 follow the expected 

trend. Except for scenario 1, operator situation awareness is highest for the ThirdEye user, and 
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consistently lowest for operator I without support. The SART scores for operator I also have the 

highest fluctuations throughout the experiment series.  

In scenario 1, operators I and II show roughly the same SART scores, although the learning curve 

for the HUD user is slightly steeper. Overall, the learning curves for all operators show similar 

slopes, but they do not seem to converge within the time frame of the study. They rather appear to 

approach parallel maximum values or even to diverge with time, which indicates a lasting differ-

ence between the different operator support systems, with the ThirdEye showing the highest SART 

score level. This apparent trend is however not certain, since the data is only based on three partic-

ipants, which does not allow secure statistics. 

In scenario 4 (see Figure 8-25), the SART scores of operator II and operator III show the expected 

learning curves and apparently converge towards the level of operator III with ThirdEye support. 

While the nearly linear trend line for operator II does not match the approach success statistics, the 

fact that the highest SART score is evident for the only successful approach on day 6 shows the 

correlation between SART score and task success. This is not valid for operator I, whose SART trend 

line shows a continuous downward slope although the only successful approach occurred on day 

10. 

 

Figure 8-25: SART scores for learning curve scenario 4. The ThirdEye and HUD users show an in-
crease of situation awareness with experience and appear to converge towards a common maxi-
mum. Their SART scores generally correlate with their approach success statistics. Operator II only 
was successful on day 6. Here the SART score is highest. Operator III was unsuccessful on day 6, 
which is accompanied by the lowest SART score. Operator I without support tools professes a de-
crease in situation awareness over time. The lowest SART score occurs on day 10, which coincides 
with the only successful approach. There therefore exists no correlation between SART score and 
task success for operator I.  
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Figure 8-26: TLX scores for learning curve scenarios 1 through 3. The TLX curves in scenarios 1 and 
2 follow the expected trend. The highest TLX scores and the highest fluctuation between the exper-
iment days are evident for operator I without support tools. Operator II initially professed lower 
task load than operator III, their trend lines however converge towards the end of the experiment 
series. Different trends are visible in scenario 3. The TLX scores of operator I remain highest and 
show only a slight downwards tendency. Operators II and III profess a growth in task load between 
experiment days, although the data spread for operator III is too big to draw secure conclusions.  

The TLX score data provided in Figure 8-26 in general shows the expected development. In scenar-

ios 1 and 2, the trend in TLX scores is to decrease with operator experience. Operator I (no support) 
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consistently shows the highest task load but also the highest fluctuation between experiment days. 

Operator II initially starts out lowest, but the initially steeper learning curve of operator III leads 

the two trend lines to converge towards the end of the experiment series. The spread in the data 

grows with scenario difficulty. In scenario 3, the general trend of decreasing task load with growing 

experience is turned around. While operator I still follows this trend at a high level of TLX scores, 

operators II and III show rising task load with growing experience. No explanation could be found 

for this development. The large fluctuations evident in the data for operator III correlate closely 

with the fluctuating approach success rates (compare Figure 8-22). 

Similar trends are visible in the data for scenario 4 (see Figure 8-27). In this scenario, operator II 

professed steadily decreasing TLX score, although only the approach on day 6 was successful. Op-

erators I and III show almost constant TLX scores. The maximum for operator III occurs with his 

only failed approach, as would be expected.  

 

Figure 8-27: TLX scores for learning curve scenario 4. Operators I and III have almost constant TLX 
scores. The maximum task load of operator III occurs with the only failed approach. Operator II 
shows a steady decrease in TLX score, which does not correlate with approach success.  

Docking Precision 

The precision of the docking approaches is measured in the combined docking angle δD. The 

development of δD over the experiment series for scenarios 1 through 3 is provided in Figure 8-28, 

for scenario 4 in Figure 8-29. 

On first glance, Figure 8-28 shows the expected behavior of docking precision increasing over time, 

with the ThirdEye operator showing superior performance over operator I and II. Of particular 

note, however, is the spread in the data sets for each operator. The variance between and within 

experiment days is often larger than the difference in mean values between first and last experi-

ment days. Operator I shows particularly large standard deviations within experiment days, while 

the ThirdEye operator III has the biggest fluctuations between experiment days. The individual 
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performance of an operator therefore depends more on factors like timing, coordination and mo-

mentary concentration, than on large-scale training effects. These factors are difficult to quantify 

and also difficult to be addressed in operator training.  

 

Figure 8-28: Docking angles for learning curve scenario 1 through 3. The plots confirm the expec-
tation that operator performance increases with experience, and that the ThirdEye operator shows 
superior performance compared to no support and HUD only. Of particular note is the high fluctua-
tion in the data sets of all operators, both between and within experiment days.  
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Large variances are also visible in the data of benchmark operator IV in Figure 8-29. The main 

information from this plot is that operator III was able to approach the performance of operator IV 

towards the end of the experiments series. This implies that the continuous training in standard 

situations allows an operator to reach a level of performance similar to an operator experienced in 

the off-nominal situation. An operator training program for any operational mission can therefore 

focus on training scenarios with standard situation elements and only requires occasional off-

nominal situations for operator testing.  

 

Figure 8-29: Docking angles for learning curve scenario 4. The single success each for operator I 
and operator II does not allow the generation of any trend line. The performance curve for opera-
tor III approaches the trend line for the benchmark operator IV. This implies that the continued 
training in standard situations allows the operator to increase the performance to reach similar 
levels to an operator experienced in the off-nominal situation. Of note is again the spread in per-
formance, this time for the benchmark operator.  

Docking Safety 

The safety of the docking approaches is represented by the absolute contact velocity vC. The lower 

vC, the lower the probability of the target suffering damage at docking contact. The contact velocity 

furthermore serves as an indicator for the timing of the approach, as operators tend to finish an 

approach with high relative velocity if their timing was corrupted during the approach. The contact 

velocity curves for scenarios 1 through 3 (see Figure 8-30) show the expected trends in the data for 

operators I and III, with the contact velocity with ThirdEye use being substantially lower than with-

out any support tool. The trend lines of operators I and II clearly show the expected training effects. 

The performance of operator II, however, decreases with growing experience. This trend cannot be 

explained from approach success, SART and precision data. The operator commented on the data 

that he felt more confident in his maneuvering with increasing experience, and that this embold-

ened him to approach the target with higher relative velocities. Besides the anomalous develop-

ment of operator performance for operator II, the plots again serve to visualize the large spread in 

performance data points, both as variance within experiment days (particularly in scenario 1), and 
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as fluctuation between experiment days (scenario 2). These outliers highlight the dependence of 

total performance during an approach on timing and concentration issues. 

 

Figure 8-30: Contact velocity for learning curve scenarios 1 through 3. The general trend of per-
formance increase with experience is again visible. The ThirdEye operator shows superior perfor-
mance throughout the experiment series. The decrease of the performance of operator II cannot be 
explained based on the other data sets. Also note the high variance for individual experiment days 
in scenario 1, and the high fluctuation between experiment days in scenario 2.  
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The data for scenario 4 in Figure 8-31 shows that the mean contact velocities achieved by operator 

III using the ThirdEye were lower than those of the benchmark operator. It also again highlights the 

wide spread in data points.  

 

Figure 8-31: Contact velocity for learning curve scenario 4. Note the wide spread in the data points 
for both the ThirdEye operator and the ThirdEye benchmark operator. The performance of opera-
tor III is nonetheless consistently better than that of benchmark operator IV. Individual skills in a 
task are therefore more important than training effects.  

Approach Efficiency 

The total velocity change Δv during an approach represents the approach efficiency. While Δv de-

pends on the distance to be bridged by the chaser from initial position to contact and on the time 

window created by the rotating target, it also depends largely on the number of trajectory correc-

tion maneuvers commanded by the operator. The operators using the HUD and the ThirdEye have 

more information available about the relative position and are thus incited to command more 

correction maneuvers than the operator without support tools. This results in the higher trend line 

values in Figure 8-32. Operator I, without operator support, controlled the approaches based more 

on intuitive understanding of the situation rather than on precise knowledge and thus with less 

trajectory corrections.  

The level of the performance curve therefore depends largely on the individual skills of the opera-

tor. Once the scenario becomes challenging enough so as to overwhelm the operator’s intuition, the 

HUD and ThirdEye operators achieve superior performance, as can be seen in the plot for scenario 

3. The plots also show that the performance variance within individual experiment days can be as 

large as the training effect over the complete experiment series. 

In scenario 4 (Figure 8-33), the development of Δv expenditure of the benchmark operator shows 

no training effect and very small fluctuations. Operator III manages to approach this performance 
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level steadily with experience. It is also of interest to note that the singular performances of opera-

tors I and II are also very close to this benchmark performance.  

 

Figure 8-32: Approach velocity change for learning curve scenarios 1 through 3. In the less-
challenging scenarios 2 and 3, the individual skills of operator I allowed him to control the ap-
proaches without large correction maneuvers, and hence with lower Δv than the HUD and Third-
Eye operators. With rising difficulty, the scenario becomes too challenging for intuitive guidance, 
and the HUD and ThirdEye begin to achieve superior performance levels. The fluctuations between 
experiment days, as well as the variances within experiment days are substantial.   
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Figure 8-33: Approach velocity change for learning curve scenario 4. The commanded Δv by Third-
Eye benchmark operator IV is almost constant throughout the experiment series. The learning 
curve of operator III approaches this benchmark level and is assumed to reach it with growing op-
erator experience. Operator IV shows no consistent training effect.  

8.5.4 Conclusions 

The learning curve study confirmed the existence of differences in operator performance between 

no operator support, Proximity Operations HUD, and ThirdEye Situation Awareness Enhancement 

System. It also indicated that the magnitude of the performance differences depends on the difficul-

ty of the task, on the skills of the individual operator, and on a number of other internal and ex-

ternal factors affecting performance. These individual factors include operator motivation and 

ambition, confidence levels, momentary concentration, and hand-eye coordination in translating 

visual information into maneuver commands. These factors are difficult to quantify even in ques-

tionnaires but can be observed during the experiment runs. 

The distinct learning curves becoming evident in the evaluation of approach success, operator 

situation awareness and task load, docking precision, docking safety, and approach efficiency can 

ameliorate the initial performance differences over time, although not in all combinations of evalu-

ation criteria and scenario difficulty level, and mostly not completely. The degree and also the 

direction of performance change over time again depend on task difficulty and individual factors. 

The impact of these individual factors becomes clear by the large performance fluctuations be-

tween experiment days, and by the substantial variances within the approaches flown during one 

experiment session. The performance fluctuations of an individual operator can thus be larger than 

differences between different operators, which is shown in the data collected and evaluated during 

the learning curve study. This explains the large fluctuations in the ThirdEye evaluation study, 

which in most cases prevented the experiment data from showing significant differences and thus 

conclusive results. 
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The learning curve study also showed that in being confronted with a scenario that is substantially 

more challenging than the training scenarios, and which is only flown every second experiment day, 

an operator – in this case the ThirdEye operator – is able to achieve a performance level similar to 

an operator trained in this off-nominal scenario. Repeated practice in realistic, nominal scenarios 

will thus prepare the operator for off-nominal situations. As the success rates in the “challenge” 

scenario for the operators using only the HUD or no support tool at all was significantly lower than 

for the ThirdEye operator, this suggests that the ThirdEye not only has impact on the performance 

of an operator, but also on the adaptivity in the face of off-nominal situations. 
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8.6 Summary 

The ThirdEye evaluation study was conducted to evaluate the effect of ThirdEye use on operator 

performance and thus to confirm or refute the working hypothesis that the use of a flexible van-

tage point in addition to a spacecraft-fixed camera increases operator SA and thus operator per-

formance. 

During the study 20 participants completed a number of final approach and docking mission simu-

lations, both with active and inactive ThirdEye.  

The data accumulated during the experiment series showed that the four test scenarios have a real 

difference in difficulty, and that both SART score and NASA-TLX score correlate with mission 

success/failure and thus scenario difficulty. Further analysis also showed that the experiment 

results are not blurred by training effects. The countermeasures taken to that effect, namely 

alternating the sequence of ThirdEye active/inactive test runs between participants, and randomiz-

ing the scenario sequence between the runs, were thus proven to be effective. 

The evaluation results of the ThirdEye system did not in all metrics meet expectations.  

Approach success was higher with active ThirdEye, except for high (4°/s) target rotation rates. 

This might be due to the generally low number of successes at difficulty level 4 and thus the high 

impact of small fluctuations in operator performance on task success.  

Operator SA was higher with active ThirdEye in all scenarios. Operator task load seems to be 

lower with active ThirdEye at low target rotation rates and higher at high rates. This could be due to 

the fact that the time required to process the additionally available visual information of the Third-

Eye competes with the timing requirements of quickly rotating targets and thus increases task load. 

Why this effect not also leads to lower SA cannot be answered in this doctoral thesis.  

Approach safety represented by the contact velocity was not affected by ThirdEye use.  

Approach precision, on the other hand, was improved by the ThirdEye.  

The data for the efficiency measures velocity change and rotation rate change was inconclusive. 

The measured approach completion times showed that approaches with ThirdEye on average 

take longer than without use of the system. This is reasoned to be due to operators using the 

additional relative position and attitude information to erroneously judge their approaches to be 

likely to fail. They thus abort the approach and try again after the target rotated to the right atti-

tude, which results in longer approach times. 

The learning curve study showed the dependency of operator performance on operator skill, 

scenario difficulty level, and other contributing factors. The large fluctuations observed in the 

ThirdEye evaluation study were also evident in the learning curve study. These fluctuations in 

operator performance in most cases outweigh the beneficial effects of operator training and 

experience. Operator training is therefore an important part in mission preparation, in order to 

achieve a consistent level of performance and a reliable and capable teleoperation system.
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CHAPTER C:  

RESULTS AND DISCUSSION 

 

 

 

Results! Why, man, I have gotten a lot of results. I know several 

thousand things that won't work.  

Thomas Alva Edison 
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9 Research Results 

This doctoral thesis evaluated the effects of the ThirdEye system on operator performance in tele-

operated final approach and docking of uncooperative, rotating target objects. 

The ThirdEye system consists of two parts: (1) the ThirdEye Proximity Operations HUD with the 

attitude display and the trajectory prediction display, and (2) the ThirdEye Robotic Camera Arm 

system, consisting of the camera arm positioning the secondary camera, as well as the associated 

operator interface. 

These components were developed and implemented in the course of the research flowing into this 

doctoral thesis. Furthermore, a simulation and test environment consisting of a teleoperation 

ground control center, a HIL proximity operations testbed and a communication signal time delay 

simulator was designed and implemented in cooperation with other research projects. This simula-

tion environment was used in a number of user studies evaluating ThirdEye system components. 

The results of these evaluation studies are summarized as follows. 

 

1. An outside-in attitude HUD increases teleoperation performance in spacecraft attitude 

maneuvering tasks. 

The HUD study described in Chapter 6 showed that the availability of an attitude HUD significantly 

increases operator performance in attitude maneuvering tasks. It furthermore showed that the 

outside-in attitude representation is superior to an inside-out display, both in subjective operator 

perception and in objective performance measures. A three-dimensional trajectory prediction 

display based on an egocentric reference frame facilitates maneuver planning and execution during 

final approach and docking. 

 

2. Approach and docking maneuvers with uncooperative, rotating target objects can be 

teleoperated under the impact of time delay with the operator being only supplied a vid-

eo stream, an attitude HUD and a trajectory prediction display. 

The ThirdEye evaluation experiments showed that the combination of egocentric monoscopic cam-

era view, attitude HUD and trajectory prediction display enables inexperienced operators to suc-

cessfully accomplish docking approaches of uncooperative target objects under the impact of signal 

time delay. The time delay in the experiments was set to about 700 ms, which is representative of a 

ground-to-LEO communication chain involving a single data relay satellite. The target object was a 

generic satellite covered with highly reflective foil and solar array imitations, rotating at between 

0°/s and 4°/s. 
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Using solely the ThirdEye Proximity Operations HUD and a single joystick for control of all orbit and 

attitude maneuvers, the test participants were able to dock with the rotating target at all rotation 

rates, albeit with the success rate decreasing with increasing rotation rate.  

As shown in Figure 9-1, the success rates decrease from 60% for a motionless target to 20% for a 

target rotating at 4°/s. When evaluating these rates it must be considered that the test participants 

were inexperienced in their task. They were conducting docking maneuvers for the first time, con-

ducting teleoperation with time delay for the first time, and encountered the situation for the first 

time. The low rates highlight the general difficulty of the teleoperated maneuvers. It is however 

expected that with adequate practice, operators are able to dock to slowly rotating targets with 

close to 100% success rate and with faster rotating targets at over 50% success rate. This expecta-

tion is founded on the results of the mid-term learning curve study in which consistent success 

rates of this magnitude were achieved towards the end of the training program. 

 

Figure 9-1: Docking success with rotating targets for use of the Proximity Operations HUD. While 
docking is possible under the test conditions, the success rate decreases significantly with target 
rotation rate.  

 

3. The use of the ThirdEye Robotic Camera Arm increases operator situation awareness, 

approach success and docking precision at the cost of approach efficiency. 

The additional use of the ThirdEye Robotic Camera Arm and therefore the integrated ThirdEye 

Proximity Operations GUI increased the docking success rates for the same inexperienced opera-

tors (see Figure 9-2), except for the 4°/s rotation case.  

The bad performance at these high rotation rates is attributed to the lack of experience of the test 

participants and thus the high fluctuation in operator performance when it comes to coordination, 

precision and timing. Another factor is the low reaction time available at such high rotation rates. In 

order to hit the target nozzle, the operator must command the final thrust maneuver within a time 
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window of 2.5 s. With so little time available, it is speculated that operators are overwhelmed fusing 

the primary and secondary camera views, which could result in a lower approach success rate. This 

trend is also indicated by the higher TLX score for active ThirdEye at difficulty level 3 & 4.  

It is nonetheless expected that more practice and experience in the use of the ThirdEye system 

would ameliorate these effects so that the approach success rate of more experienced operators 

with active ThirdEye would surpass that for inactive ThirdEye. It is therefore recommended that 

future studies focusing on approaching targets with high rotation rates investigate the apparently 

negative effects of the ThirdEye system on approach success at high target yaw rates. 

 

Figure 9-2: Docking success with rotating targets for use of the ThirdEye system. Compared to the 
HUD-only case, the success rates are increased but still drop to 10% for the fast-rotating target.  

The ThirdEye furthermore increases operator situation awareness at all scenario difficulty levels 

by between 9% and 25%, as compared to HUD use only. The biggest increase in SA can interestingly 

be seen in the 4°/s target rotation rate scenario.  

Docking precision is increased by between 23% and 40% for difficulty levels 1 through 3. At level 

4, with 4°/s target rotation, docking precision is reduced by 6% when compared to docking at-

tempts without ThirdEye. 

The ThirdEye therefore meets its design goal of being a situation awareness enhancement and 

precision improvement tool.  

However, the increased success and precision come at the cost of decreased efficiency of the dock-

ing maneuvers. Since the operators have more information about their relative position and orien-

tation, they also tend to compensate for alignment errors or to abort approaches if they appear too 

risky. The results are higher velocity and rate changes, as well as higher task completion times. 

There therefore exists a tradeoff between probability of success and precision on the one hand, and 

propellant, energy and time consumption on the other (see Table 9-1). 
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Contrary to expectations, the ThirdEye does not have conclusive effects on participants’ perception 

of their task load, nor on docking safety. The beneficial effects of the ThirdEye do therefore not 

come at the expense of increased operator task load. However, the ThirdEye does also not cause a 

reduction in relative velocities at docking contact, which would greatly decrease the probability of 

afflicting damages to the target object during the docking operations. Since both aspects are of 

interest for operator interface and mission design, they merit further investigation. 

Table 9-1 summarizes the effects of the ThirdEye on operator performance, as compared to opera-

tors solely using the Proximity Operations HUD.  

Table 9-1: Summary of ThirdEye effects of operator performance  

Criterion 
ThirdEye effect 

No rotation 0.5°/s rotation 2°/s rotation 4°/s rotation Overall 

Approach 

success      

Operator SA      

Operator task 

load      

Docking safety      

Docking preci-

sion      

Docking effi-

ciency      

 

Operator Performance Comparison 

For application of these research results, it is of interest to compare the finding of the individual 

studies conducted in this thesis. Since the metrics in the HUD evaluation study were not identical to 

those of the later ThirdEye evaluation study, this comparison can only be provided qualitatively. 

This comparison is provided in Table 9-2.  

The operator performance benchmark is the performance shown with the ThirdEye Proximity 

Operations HUD, as measured during the ThirdEye evaluation campaign. Compared to this bench-

mark, approach success and docking efficiency were substantially lower without the support of an 

attitude and trajectory prediction HUD, while operator task load was also increased. As stated 

above, the use of the full ThirdEye Situation Awareness Enhancement System generated improved 

approach success rates, operator SA and docking precision, at the cost of reduced docking efficien-

cy. Operator task load and approach safety were not influenced by ThirdEye use. 
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Table 9-2: Comparative qualitative summary of the study results. The operator performance with 
ThirdEye Proximity Operations HUD serves as the baseline. Operator SA, approach safety and dock-
ing precision were not tested in the test flights without visual support system. The operator task 
load rating for maneuvers without visual support was not measured by TLX but deducted from the 
participants’ responses to questions regarding scenario difficulty and the required concentration.  

Criterion No visual support 
ThirdEye Proximity 

Operations HUD 

ThirdEye Situation 

Awareness Enhance-

ment System 

Approach Success    

Operator situation awareness not tested   

Operator task load    

Approach safety not tested   

Docking precision not tested   

Docking efficiency    

 

In addition to the performance and perception data gathered during the individual experiment 

runs, it was also important to get a measure for the user acceptance of the ThirdEye system. For this 

purpose, the participants were asked to rate the quality and usability of the ThirdEye system in 

discrete steps between 1 (display confusing and not helpful) and 7 (display sufficient for needs, no 

revisions needed) at the end of the ThirdEye experiments series. The minimum participant rating of 

the ThirdEye in this scale was 5, resulting in a mean of 5.98. The ThirdEye system was therefore 

rated to be a helpful tool. 

The participants were furthermore asked to describe advantages and disadvantages of the system. 

Without exception the test participants professed that the ThirdEye helped their spatial modeling 

by making distance and orientation in relation to the target easier accessible. The secondary cam-

era of the ThirdEye also helped to compensate for adverse lighting conditions like deep shadows or 

glare, since one camera could have a clear view of the target while the other was affected by the 

lighting.  

Major criticisms stated were the size and position of the secondary camera view. Some felt that the 

picture was too small, while others thought it obstructed too much of the main image during some 

phases of the approaches. The simultaneous control of spacecraft and camera arm was also an 

issue, although this was ameliorated by the pre-set arm postures provided in the evaluation exper-

iment series. 

It can therefore be stated that relying on video data and supported by an attitude HUD and a trajec-

tory prediction display, a human operator is able to accomplish safe and efficient final approach 

and docking of an uncooperative, rotating target spacecraft under the system limitations typical for 

space teleoperation. 

It was furthermore shown that a robotic camera arm, guided independently of other manipulators 

and the satellite platform, enhances the operator’s awareness of the chaser satellite’s position and 
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orientation relative to the target spacecraft sufficiently to improve his performance compared to 

the baseline. 

The working hypotheses of this doctoral thesis have therefore been confirmed by a combi-

nation of experimental measurements and user statements. 

The ThirdEye thus enhances operator SA and thus increases operator comfort and confidence dur-

ing final approach and docking. Its use can therefore be recommended for every teleoperated ap-

proach and docking mission, regardless of whether the human operator serves as prime spacecraft 

controller or as a backup for an autonomous system. The use of the ThirdEye increases the proba-

bility of mission success and also increases the precision of the docking approach, which is an 

important factor for successfully capturing uncooperative target objects. 

Limitations 

The above statements about HUD and ThirdEye performance are mostly based on the trends in the 

measured data, instead of significant differences between sample groups.  

One reason for this is that the low success rates at higher target rotation rates reduced the available 

data points for successful approaches to levels that prevented conclusive statistical analysis. This 

effect can be countered in future studies by increasing the overall sample size.  

Another reason is that the performance showed by the test participants was highly variable. The 

final approaches and docking maneuvers of the test scenarios required high levels of concentration 

and coordination, not least good timing when approaching the rotating targets. While the partici-

pants went through system familiarization and training runs prior to experiment flights, it nonethe-

less frequently occurred that joystick axes and buttons were confused in critical situations, which 

resulted in unexpected approach failures. A number of perfect approaches were thus ruined in the 

final second. Such mishaps can only be prevented by extensive practice, which cannot be achieved 

in training sessions prior to test runs during an experiment campaign. The large fluctuations evi-

dent in the learning curve study showed that very intensive training is required to achieve con-

sistent and reliable operator performance. The elimination of these rogue effects on experiment 

results can only be achieved by selecting a cadre of operators and having them practice various 

scenarios over weeks and months before running experiments. Neither the personal or financial 

resources nor the time for such a program were available during this doctoral research. 

A third potential reason for the quality of the data could be the test scenarios. Their task complexity 

and difficulty were designed to create conditions that result in clear performance differences be-

tween test cases. This design however only represents a best effort by me and might not actually 

have resulted in perfect test conditions for the different visual support systems. Future studies into 

the design of final approach and docking test scenarios for teleoperation experiments are therefore 

recommended. 
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10 Technical Issues and Directions of Future Research 

While the utility of the ThirdEye system was proven in the experiment campaign, a number of sys-

tem integration issues must be addressed before a use of this principle can be considered for use on 

a space mission. 

Data Handling and Communications 

Realtime teleoperation of the final approach and docking maneuvers places stringent requirements 

on the teleoperation system. Above all, the use of the ThirdEye system places high demands on the 

space communications system. In ETS-VII and Orbital Express, the teleoperated manipulator 

systems were highly automated and could be represented in a VR environment in sufficient detail 

to allow very low video frame rates of 1-4 frames per second [153]. For tasks like docking, frame 

rates of 30 fps are desirable [151], while 15 fps were used throughout the ThirdEye experiments.  

This amount of video data must be compressed, packetized and transmitted to the ground with as 

little latency as possible. This requires higher computing power than ordinarily available in space 

computers. The spacecraft must also be equipped with a high-performance data bus. For this rea-

son, Orbital Express ASTRO used an IEEE 1394a interface for all computers and rendezvous sensors, 

which enable data exchange at up to 400 Mbps [80]. Furthermore, teleoperated proximity opera-

tions require high-rate telemetry in order to be able to update state predictions and displays. An 

update rate of 100 Hz was used for the experimental ThirdEye system.  

Overall, the data rate transmitted via local network during the ThirdEye evaluation experiments 

has been 4.6 Mbps (megabits per second). A realtime teleoperation system therefore requires a 

communication link with substantially higher bandwidth than standard spacecraft telemetry links, 

which in the example of ETS-VII operate at data rates of about 2 Mbps [169].  

Command Security and Reliability 

This link must also be secure and reliable. Since malfunctions in the communications chain and 

thus a loss of contact cannot be ruled out completely, the teleoperation system must be able to 

compensate for that by providing automated backup functions should the operator lose control. 

In “ordinary” spacecraft operations, each command string can be checked and re-checked before 

being transmitted to the spacecraft and executed by the on-board computer. This approach can also 

be pursued for robotic missions operating in supervised autonomy, but definitely not in the more 

direct modes of teleoperation. In direct, realtime teleoperation all commands must be considered 

time critical and must hence be executed immediately.  

This makes the system immensely vulnerable to garbled communications, component malfunctions, 

or simple human error. Automated monitoring functions must therefore automatically sense 

when ground commands are either corrupted or have paused, and then take adequate measures to 

prevent collisions. Similar automated systems must also monitor operator commands in real time 

to make sure that the operator does not inadvertently cause collisions due to wrong command 
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inputs. A boundary condition for these automated support functions is that they must not increase 

total system latency above the values suitable for teleoperation. To the author’s knowledge, there 

has been only limited research into such automated monitoring and backup functionalities for the 

teleoperation of spacecraft, which therefore is an interesting direction for future research. 

Collision Avoidance 

Another issue when operating a robotic manipulator in space is collision avoidance, both between 

manipulators and between a manipulator and the target object. It would not be beneficent if the 

ThirdEye arm was to collide with the target object during final approach, possible damaging both 

the ThirdEye and the target.  

It must also be prevented that the ThirdEye collides with any other manipulator or appendage of 

the chaser satellite. These intra-satellite collisions can easily be addressed by having an internal 

model of all manipulator and its appendages which is continuously updated with joint angles and 

velocities. Thus it can be ensured that manipulators stay safe from known obstacles.  

Such an approach is not feasible for inter-satellite collisions, since in the OOS context no exact 

model of the target object and its motion is available, hence no model-based collision avoidance can 

be achieved. It is therefore necessary to equip the camera arm with capacitance or IR distance 

sensors [275], or the combination of both in a so-called sensor skin [276]. The distance information 

can then be used in virtual potential field [277] or virtual spring-damper [276, 278] controllers to 

guide the arm around obstacles. 

Representative Test Scenarios 

Besides these technical issues, a number of research challenges were identified for future investiga-

tions of spacecraft teleoperation. 

During the preparations of the HUD and ThirdEye evaluation experiments, no scenarios representa-

tive of OOS missions could be found in literature. The test scenarios were therefore based on Space 

Shuttle approach profiles and Orion test scenarios. It would however be interesting to compare the 

performance of different automated and teleoperated systems, which would be facilitated by a set 

of benchmark scenarios based on real and projected missions.  

If a rendezvous & docking system is being developed for a specific mission, for example flights to 

the ISS, the set of requirements and the test cases are clear. This is the reason why the manufactur-

ers of the current generation of RVD systems do not have a use for a wide set of different scenarios. 

Research institutes that look at future applications and future missions do. It is therefore recom-

mended that future research is dedicated to a set of experiment scenarios representing the key 

challenges in proximity operations of satellite servicing, debris removal, and near Earth object 

(NEO) missions. This would allow for comparison and possibly interoperability of systems, and 

would also facilitate the development of sensors and controllers.  
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Comparison of Teleoperation and Autonomous Systems 

As the basic premise of this thesis it was postulated that a teleoperated system has more flexibility 

than autonomous systems and that this quality is advantageous when approaching uncharacterized 

and uncooperative target objects. This performance advantage has however never been demon-

strated. It would therefore be of interest to actually compare the performance of automated, super-

vised, and directly teleoperated systems in representative mission scenarios with different tasks 

and target characteristics. This would not only serve to actually validate the benefits of teleopera-

tion, but also to identify areas of supreme performance for the different systems and so to arrive at 

an optimum combination of different control modes.  

This combination of direct teleoperation and autonomy, or of multiple teleoperators working on 

the same system, should also be the focus of research activities in order to make operational OOS 

missions a reality. Autonomous system research mostly has a human operator back up a computer, 

but maybe the right way may be the other way round in some situations. Or maybe having a second, 

trained and experience operator looking over the shoulder of another human operator is the most 

efficient way to conduct OOS and space debris removal missions. 

I expect that for many missions neither autonomy nor teleoperation will be the only ways to bliss. 

Both will be applicable if the mission is designed properly and if the system requirements are 

formulated accordingly. The question whether a computer of a human operator and a satellite link 

will be entrusted with success and failure of a mission does not only depend on technical considera-

tions, but also on policy, programmatic considerations, and the gut feeling of project managers. 

Most people riding on the passenger seat of a car know the urge to personally assume control. It 

will not be different with people monitoring and supervising an autonomous spacecraft approach-

ing a potentially expensive target satellite. It must be assured that the human operator is given the 

tools necessary to assume control if needs be. It must however also be assured that he knows exact-

ly what he is doing and when he really is supposed to do so. 
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11 Summary and Conclusion 

This doctoral thesis provided an overview of the applications for a robotic on-orbit servicing sys-

tem and the research and demonstrator missions and development projects planned, completed 

and cancelled in this field. It then showed with a survey of other telerobotic disciplines that tasks 

relating to the complexity of on-orbit servicing are routinely conducted by teleoperated underwa-

ter, aerial and ground systems. The design principles for operator interfaces can therefore be 

adopted from these disciplines and applied to orbital teleoperation, with special considerations for 

the issues of space communications and the characteristics of the orbital operating environment. 

An introduction into rendezvous & docking systems established the need for human operator in-

volvement in the final approach and docking of uncooperative target objects, and provided the 

general system requirements for such a teleoperation system. 

These requirements for increased operator situation awareness were then realized in a specialized 

Proximity Operations Head-Up Display, as well as in the ThirdEye Robotic Camera Arm and operator 

interface, which combine to form the ThirdEye Situation Awareness Enhancement System.  

It was hypothesized that final approach and docking of an uncooperative, rotating target under the 

impact of time delay is possible in direct realtime teleoperation using the Proximity Operations 

HUD and monoscopic video feedback, and that the operator performance is furthermore increased 

by the introduction of flexible camera vantage points by the ThirdEye. 

The design and implementation of both the HUD and the ThirdEye were described, and the experi-

mental campaigns pursued in testing and evaluating the system elements and the integrated system 

were detailed. After final analysis of the ThirdEye evaluation experiments it became evident that 

while statistically significant results could not be obtained due to large fluctuations in operator 

concentration and coordination levels during the experiments, the general trend of the experiment 

results indicated the confirmation of the research hypothesis. 

It was therefore shown that an operator can successfully approach and dock to an uncooperative 

and rotating target in direct teleoperation, without the need for complex virtual reality representa-

tions or multimodal feedback devices. His success rates, precision and situation awareness are 

furthermore increased if he is provided with a secondary, flexible camera view integrated into the 

operator interface. This increase in performance however comes at the cost in system efficiency, as 

the operator tends to spend more propellant, energy and time in correction maneuver due to the 

increased knowledge of relative position and orientation.  

The thesis furthermore discussed the implications on space system design that must be considered 

if planning a teleoperated rendezvous & docking mission. In this discussion, a number of technolog-

ical challenges were identified, that should be addressed by future research. 

To conclude this thesis, it must be stated that while the applications of a teleoperated rendezvous & 

docking capability will certainly be marginal compared to the future use of autonomous systems, 

the availability of this approach will allow more flexible, capable and also more ambitious missions 
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in the on-orbit servicing, space debris removal, and exploration contexts. It is not prudent or wise 

to state its usability for every mission scenario, but it certainly is a backup capability if autonomous 

systems fail or if the target behavior overwhelms the limited sensing, anticipation, planning and 

guidance capabilities of space computers. This contingency capability comes with substantial im-

pact on system design, operations planning, operator training, and ground control equipment. 

However, it is better to prepare for the worst than to rely on the best. 
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A Rendezvous and Docking Details 

A.1 Plume Impingement 

The term plume impingement covers all effects exerted on the target object if it is impacted by the 

chaser RCS thruster exhaust gases. One of these effects is the plume pressure force acting on the 

target and causing position and attitude disturbances. Another is the heat load placed on the tar-

get’s structure by the hot gases, which can lead to overheating of parts of the surface and the under-

lying structure. The third effect is the contamination of the target’s surfaces by combustion prod-

ucts and unburned propellant components. This can cause contamination of sensitive elements on 

the target’s surfaces, particularly optical elements such as camera lenses, solar arrays or docking 

sensors, but also of sealing elements of the docking mechanism [196]. Plume impingement thus is 

one of mission planners’ major concerns during proximity operations, apart from collision avoid-

ance and maneuver precision. It can only be avoided if thruster activity near the target is mini-

mized, which in turn means that the chaser’s relative velocity must diminish below a threshold 

value as it approaches the target [203]. This risk of contamination must be considered during OOS 

missions like Hubble servicing, which impacts the design of final approach trajectories [43, 70] (see 

Figure 11-1). 

 

Figure 11-1: Approach profile to avoid plume impingement on target as developed for the Space 
Shuttle’s Long Duration Exposure Facility (LDEF) retrieval mission [43, p. 947]. A minimum range 
was determined, at which the Shuttle’s thrusters could be fired without contamination concern. At 
this range the orbiter transitioned from a direct approach strategy to a station-keeping point on V-
bar. Simulation showed that an Apollo-type direct approach and braking would cause LDEF to 
tumble.  

Plume impingement therefore has severe impact on any rendezvous & docking mission and will 

thus remain a design driver for any OOS or space debris removal systems. Plume impingement 

concerns must be addressed both on the technology and mission design levels. This is especially 
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important for OOS systems since on replenishment or repair missions, any damage caused by the 

servicer spacecraft can be considered a mission failure and a discredit to the whole business ven-

ture. 

A.2 Docking and Capture Systems 

Over the past 50 years, a number of docking mechanism systems have been developed for the 

Apollo, Soyuz, Space Shuttle and space station programs, as well as for OOS demonstrator missions. 

The following sections serve to highlight the most successful designs, which served as the back-

ground for the final approach positioning and orientation tolerances used during the evaluation 

experiments run for this doctoral thesis. 

A.2.1 Probe-and-Drogue Docking Systems 

Probe-and-drogue docking systems were developed in parallel for Apollo and Soyuz/Progress. A 

close derivative of the Soyuz probe-and-drogue system, called the Russian Docking System (RDS), is 

also used by the European ATV [208, 213]. Probe-and-drogue systems consist of an active element 

usually mounted on the chaser vehicle, and a passive counterpart on the target. The passive part, 

the drogue or cone, is a metal cone with a collar around its rim. The active part mainly consists of a 

telescopically extendable probe whose base is also ringed by a metal collar. During docking, the 

probe is extended to its full length and pushed forward by the chaser’s momentum with its head 

guided by the cone into a socket where its latches engage. The residual relative momentum is at-

tenuated by shock absorbers in the probe. The probe is then retracted until the collars touch and a 

number of latches and bolts form a tight connection. All leads for fluids, power and communications 

are also routed through the collars. Refer to Figure 11-2 for an overview of the probe-and-drogue 

systems used on Apollo and Soyuz/Progress.  

 

Figure 11-2: Apollo and Soyuz/Progress docking systems (adapted from [279, p. 7] and [216, p. 
22]). The docking probe is pushed into the drogue by the chaser’s momentum, which is attenuated 
by shock absorbers. Mechanisms in the probe head fixate the probe until it is retracted and latches 
and bolts in the collars form a rigid connection.  

Apollo Soyuz / Progress
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A.2.2 Androgynous Peripheral Attachment System (APAS) 

Androgynous docking systems use two identical docking interfaces, with one spacecraft assuming 

the active role and one the passive. APAS is a Russian design originally developed and used for the 

Apollo-Soyuz Test Program in 1975. In the 1990s, NASA purchased APAS assemblies and installed 

them as the docking mechanism for the Orbiter Docking System [208]. Each side of APAS consists of 

a capture ring mounted on a Stewart platform (also called a hexapod). This platform makes the 

capture ring movable in six DOF, which extends the docking envelope, and uses its actuators for 

damping and attenuation. Once contact between the rings has been established, the cone-shaped 

segments of the capture rings interlock and guide the two mechanisms into a rigid connection 

[211]. The active unit is then retracted to bring the docking collars together, and guides and sockets 

in the collars complete alignment and connection [216]. Figure 11-3 shows the APAS-89 docking 

system, as developed for Buran and Mir and used by the Space Shuttle and ISS. 

 

Figure 11-3: APAS-89 docking system [216, p. 166]. The docking rings are extended and actuated 
by hexapods. Once contact has been established, the cone-shaped segments of the rings interlock 
and guide the mechanisms into a rigid connection. The active ring is then retracted and the dock-
ing collars are latched together.  

A.2.3 Low Impact Docking System (LIDS) 

APAS is a reliable and versatile system, but still demonstrates some of the shortcomings of the 

heritage docking systems. Most prominently is the high relative velocity required for successful 

latching, which causes high shock loads upon contact. To overcome these shortcomings, NASA 

developed the Low Impact Docking System (LIDS) which uses electromagnets for initial capture and 

a closed-loop active attenuation system, thus reducing the impact [214]. LIDS was originally de-

signed for the X-38 Crew Rescue Vehicle (CRV) and after that project was cancelled became part of 

the Crew Exploration Vehicle (CEV) Orion design [280]. In addition, a passive LIDS interface is part 

of the Hubble Space Telescope Soft Capture Mechanism (SCM) which is attached to Hubble’s aft 

bulkhead. SCM will enable future rendezvous, capture and safe disposal by either a robotic or a 

manned mission [281]. Figure 11-4 depicts LIDS and a passive counterpart during mating tests, and 

the LIDS docking collar attached to Hubble’s SCM. 
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Figure 11-4: LIDS during engineering tests and as installed on Hubble (adapted from [280] and 
[281]. Based on the APAS principle, LIDS uses electromagnets and a closed-loop attenuation system 
for reduced-impact capture.  

A.2.4 Common Berthing Mechanism (CBM) 

The Common Berthing Mechanism (CBM) is used to provide a common attachment interface on ISS 

and thus connects all pressurized ISS modules, apart from the Russian contributions [282].  CBM 

relies on the SSRMS to position the two docking collars against each other (see Figure 11-5). Once 

within capture range, a fully automated system aligns, captures and bolts the two elements. As with 

the other docking systems, there exists an active and a passive half. The active half is installed on 

the ISS side of the connection, containing all static and motor actuated mechanisms as well as te-

lemetry and control systems [282]. The passive capture ring therefore is part of the module to be 

installed, as with ESA’s Columbus lab, the Japanese Kibo orbital laboratory or the Multi-Purpose 

Logistics Modules (MPLM). In addition to space station modules, the Japanese H-II Transfer Vehicle 

(HTV) uses the CBM [195], as will the commercial SpaceX Dragon and Orbital Sciences Cygnus 

supply vessels. 
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Figure 11-5: The active and passive halves of the Common Berthing Mechanism [195, p. 4-9]  

A.2.5 Orbital Express Capture System (OECS) 

The docking and berthing systems described to this point have all been specifically designed for 

crewed spaceflight. They therefore must provide means to establish pressurized passageways, 

which increase system complexity and mass compared to mechanisms providing only fluid, power 

and data couplings or maybe solely a structural connection. These systems are therefore not suita-

ble for robotic craft designed for OOS missions. In order to fill this technology gap, DARPA devel-

oped the Orbital Express Capture System. The design goal was for the docking system to have low 

mass and support low impact docking or berthing [212]. The resulting design has an active element 

to be mounted on the chaser satellite. It is equipped with a mechanical claw with three talons, 

which are extended towards the target, open up and grasp the passive counterpart on the target, 

and then retract and pull the passive element into a number of pins and cones to achieve a rigid 

structural, electrical and data connection (refer to Figure 11-6).   

 

Figure 11-6: The Orbital Express Capture System [212]. The talons on the active side are opened 
and extended towards the target, then grasp the target and retract, thereby pulling the passive 
side into a rigid structural, electrical and data connection.  
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OECS was flown and successfully tested on the Orbital Express mission. Whether it will ever be 

employed as a standard capture interface for future generations of satellites and thus allow routine 

OOS servicing remains to be seen.  

A.3 Sensors 

Rendezvous & docking sensors must enable the chaser to acquire the target at distances of tens of 

kilometers and then reliably track it down to ranges of centimeters. This large distance spread 

cannot be covered by any single sensor, so the chaser carries an array of different sensors, referred 

to as a sensor suite. 

In general, sensors can be classed into two categories: active and passive. Active sensors detect and 

track a target by actively transmitting and receiving signals. Passive sensors rely on the target’s 

emissions to discern position and motion. Combinations of sensors using both principles are usual-

ly employed on rendezvous spacecraft. These systems are detailed in the following sections. 

A.3.1 Active Sensors 

Active sensors emit signals and then process the echo received from the target to determine the 

range and range rate as well as angular position and motion. The laser ranging systems commonly 

used are scanning laser range finders or lidar (light detection and ranging). Radio-based systems 

either use radar or radio frequency (RF) guidance principles, as with the Russian Igla/Kurs guid-

ance system. 

Lidar 

Laser rangefinders transmit laser in visible or invisible wavelengths and use the light bounced back 

from a target’s surface or dedicated reflectors to determine the distance to the target. Scanning 

laser rangefinders, called lidars, use an articulated sensor head in order to scan a target with multi-

ple laser pulses. They are thus able to either generate an image of the target or track surface fea-

tures or reflectors.  

The systems used in spaceflight follow the principles of time-of-flight measurement or distance-

determination by triangulation. Time-of-flight systems measure the time from transmission of a 

laser pulse to detection after reflection off the target and thus determine the distance. Triangulation 

systems measure the transmission and detection angles of the pulses and thus compute the dis-

tance. 

A number of different lidar systems are in use aboard spacecraft, most notably on the Space Shuttle, 

ATV, HTV and some of the recent robotic rendezvous & docking demonstrators [43, 155, 215]. 

These systems provide distance measurement accuracies in the range of 0.1 m [155] and have a 

maximum range in excess of 5 km [220].  
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The limitation of most lidars is the dependency on retro-reflectors on the target, as well as small 

FOVs [215]. Another limitation of scanning lidars is their low update rates resulting from the need 

to scan the target line by line with the laser rangefinder. This issue is addressed by a new design of 

lidar systems, called the Flash Lidar. These systems use an imaging array of laser rangefinders that 

are engaged simultaneously (like a flash) and instantly generate range information for the whole 

FOV [283]. They can also be used to generate depth images in real time, which might be a valuable 

capability for rendezvous missions to objects with unknown or uncertain geometries, as during 

OOS or space debris removal.  

Time-of-flight and triangulation units can also be combined into a single system, increasing accura-

cy and operating envelope. Such a system is TriDAR by NepTec Design Group of Canada, which has 

successfully been tested on multiple Shuttle missions [284] and is expected to be prominent in 

future rendezvous & docking systems. 

Radar 

The principle behind radar is the emission of a series of radio waves against a target, with the time-

of-flight between transmission and the detection of the reflected waves being measured to deter-

mine distances. The range rate is determined by measuring the Doppler shift between outgoing and 

incoming waves. The range and accuracy of radar can be increased by having a transponder aboard 

the target actively transmit a response pulse whenever it receives a radar wave.  

Radar is the original active sensor used in rendezvous & docking, seeing use during Gemini and 

Apollo [197]. The Space Shuttle uses a Ku band radar with the maximum range depending on the 

individual target. It is approx. 22 km for Mir [197] and 40 km for ISS [43]. The Shuttle radar can be 

used down to ranges of 20-30 m for small targets or 300 m for large targets like ISS [43]15.  

Radio navigation: Igla/Kurs 

Apart from radar, radio waves can also be used for another sensing approach, called RF direction 

finding. The basic explanation of this approach is that a radio transmitter on the target continuously 

broadcasts a homing beacon, and the chaser uses one or a number of antennas to determine the 

direction of the signal’s maximum intensity and follows it to its source. This approach is common in 

aviation where it is used to guide aircraft between waypoints and towards airports.  

The only space RF homing system in operational use is the Russian Kurs (course) system, with its 

predecessor Igla (needle) [202, 216]. Both systems follow the same principle. A set of antennas on 

the target vehicle transmit RF signals which are received by counterpart antennas on the chaser 

vehicle. Each set of antennas guides the chaser closer and with more precision. The general antenna 

layout and functionality on Soyuz/Progress and Mir are illustrated in Figure 11-7.  

                                                             

15 This minimum range is caused by the radar beam not being as closely confined as a laser beam, and the reflected waves 
from different parts of the target thus creating a fuzzy range solution. This effect is called beam wandering [43]. 
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Figure 11-7: Kurs rendezvous system [202, p. 904]. Two omnidirectional transmit and receive an-
tennas (B1, B2) broadcast a homing beacon. This is received by the omnidirectional antennas on 
the Soyuz/Progress’ front docking port (A1) and aft bulkhead (A2) and used to determine the gen-
eral direction of the target vehicle (step I). After the target has been acquired, these antennas are 
used to transmit and receive signals for range and range rate determination, and the wide angle 
gimbal antenna (A3) is used to point Soyuz at the target. A fixed electronic scanning antenna (A4) 
tracks the target vehicle’s relative angular motion (step II). Once the chaser begins the proximity 
phase of the approach, B1 and B2 are turned off and the fixed antenna B3 is used to determine 
range and range rate. At ranges below 30 m, another fixed antenna B4 is activated to improve the 
range measurement quality (step III). In addition, a motor driven conical scanning antenna (B5) is 
rotating at 700 rpm. Its carrier signal’s amplitude and phase shift is measured by the fixed narrow-
beam reception antenna A5, and thus bearing angles are measured during close proximity phase, 
and the relative attitude is determined. Reprinted with permission of the American Institute of 
Aeronautics and Astronautics. 
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While the Kurs system has successfully served Mir and ISS, there are some limitations restricting its 

usability for OOS systems. Using automated mode only, i.e. without intervention by crew aboard 

chaser or target, Kurs has a rendezvous success rate of only 85% [4]. Apart from reliability issues, 

the major limitation to the use of Kurs in OOS systems is its high impact on both the chaser and 

target mass and power budgets. The total mass of the Kurs equipment on Soyuz/Progress is about 

85 kg, while consuming 270 W of power. On the target side, total mass ranges at about 80 kg, with a 

power consumption of 250 W. This is far beyond the capabilities of OOS spacecraft which must be 

small and cheap in order to be commercially viable. 

 

In overall, although active sensor systems make acquiring and tracking targets independent of 

ambient lighting conditions, provide high measurement accuracies over a wide range envelope and 

enable relatively simple automatic approach procedures, they share some significant limitations for 

their use in OOS systems. As discussed, these systems combine high power consumption with often 

significant mass. In addition, they also are expensive and have a rather small field of view [217], 

which means that the chaser spacecraft can be forced to perform sweeping motions in order to 

support the sensor’s scanning of the sky. 

These limitations render active sensors less attractive for OOS missions than passive systems. 

A.3.2 Passive Sensors 

Passive sensor systems use freely available emissions of the target in order to sense the target’s 

position, attitude or even geometry. Since spacecraft usually (in the absence of the Kurs/Igla ren-

dezvous system) do not emit omnidirectionally at radio frequencies, only optical sensors in the 

visual or infrared (IR) spectra are used to directly acquire and track target objects. These optical 

systems comprise star tracker cameras and video systems. While often spotlights or laser diodes 

are used to illuminate the scene in order for these systems to work in the dark, they are nonethe-

less classified as passive systems in this context. 

The chaser can furthermore utilize a global navigation satellite system like GPS in order to deter-

mine its own position, and by means of a data link to a similarly equipped target satellite also ac-

quire and track the target with sufficient precision to perform rendezvous maneuvers. 

Optical Sensors 

Optical systems, also referred to as space vision systems, in general provide three-dimensional 

information about the observed object’s position and orientation in space [190]. These systems 

utilize ambient light reflected by the target’s surfaces, or the IR emissions due to the target’s surface 

temperature, to sense a bright object against the dark background of space. Therefore, space vision 

systems are sensitive concerning the environmental optical conditions in space, which place strin-

gent requirements on space vision systems. Nonetheless optical systems have numerous ad-
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vantages making them sensors of choice for current and future rendezvous & docking systems, 

especially in the context of robotic OOS. 

At long ranges, optical sensors can detect and track objects before these can be acquired by radar. 

The Space Shuttle utilizes two star trackers, which are otherwise used for aligning inertial meas-

urement units, to acquire and track the target after control handover from ground control at 74 km 

distance from the target [43].  

During the rendezvous missions of Gemini, Apollo, the Space Shuttle and also Soyuz, the pilot’s eyes 

have been one of the primary sensors during close-range proximity operations.  Once the target 

gets too close for the Space Shuttle’s rendezvous radar to give an accurate estimate of the range, the 

crews on the one hand use lidar systems, but also rely heavily on visual observations of the docking 

targets [197]. These docking targets are special geometrical features within or adjacent to the 

target spacecraft’s docking ports, enabling the approaching pilot to judge his relative distance, 

radial displacement, as well as yaw, pitch and roll angles. A visual docking target basically consists 

of a base plate marked with linear or angular scales, and a cross mounted on a standoff above the 

base plate. The size of the cross as seen by the pilot is an indicator of range to target, the displace-

ment of the cross in relation to the base plate delivers cues regarding the chaser’s lateral and angu-

lar relative position. Figure 11-8 illustrates the visual docking targets’ concept, as well as the view 

of the target installed on Mir as seen from a Space Shuttle. 

In order to support the pilot to judge his position and orientation relative to the target, NASA intro-

duced the Crew Optical Alignment Sight (COAS) [43]. COAS essentially is a reticle projected onto a 

glass plate within the pilot’s field of view (see Figure 11-9). Using the angular cues provided by the 

reticle, the pilot can orient the vessel and fly the docking maneuver.  

 

Figure 11-8: Visual docking target concept and as installed within APAS ring on Mir (adapted from 
[196, p. 216] and [192]). Left picture reproduced with permission of Cambridge University Press. 
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Figure 11-9: COAS during an approach of ISS [192]  

In addition to COAS, the Shuttle crew is supported by a Closed-Circuit Television (CCTV) system. 

The centerline camera is positioned at the center of the orbiter’s docking mechanism and pointed 

straight “up” [197]. Its video is displayed to the crew as a visual aid within a distance of about 90 m 

to the target. Another camera is pointed at the APAS from the side. Using visual rulers on the flight 

deck screens, the crew can accurately determine the distance to the docking targets, with the COAS 

used for deriving the guidance angles [43]. 

Apart from using camera systems simply as a means to supplement the human eyesight, they also 

form the center of any machine vision system. These systems, since long crucial to terrestrial robot-

ics, are becoming central to unmanned space rendezvous missions, with HTV operationally using a 

system based on the ETS-VII experiences [218]. Machine vision systems use monoscopic or stereo-

scopic, visual or IR cameras to determine a target’s position and pose in space. Current camera-

based systems have maximum ranges of up to 100 m for target bodies illuminated by the sun [215]. 

This maximum range is in general limited by the size and separation of visual targets, as well as by 

a trade-off between image resolution and field of view.  

The vision systems’ operations within the maximum range can roughly be classified into three 

range segments. At long ranges (approx. 100 m – 20 m) the vision system must determine bearing 

and distance of the target, as well as its approximate orientation and motion. These parameters are 

to be further refined and determined accurately and with high confidence at medium ranges of 20 – 

2 m. Within short range below 2 m, artificial lighting is available to illuminate the scene and well-

defined features on or around the capture interfaces can be used to obtain a position and motion 

solution with sufficient accuracy to permit a final docking or capture maneuver [190].  

Machine vision systems use the acquired video data in image processing algorithms in order to 

determine target distance, pose and motion. These algorithms can be broadly categorized into three 

approaches: target-based, model-based, and non-model-based. 
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Most current space vision systems are target-based, i.e. they rely on the installation of easy-to-

detect and high-contrast visual targets on satellites and payloads [219]. Such targets are shaped 

similarly to the visual docking targets for manually guided rendezvous. Figure 11-10 provides an 

exemplary illustration of such a target pattern for automated rendezvous & docking. 

 

Figure 11-10: Target pattern for automated docking [196, p. 274]. The relative position between 
the reflector on the stand-off and the reflectors in the plane, as well as the geometry of the reflec-
tors as observed by the sensor system, conveys information about the relative position and orienta-
tion of sensor and target. Reproduced with permission of Cambridge University Press. 

Since visual targets are limited in their utility by distance and viewing angles, they can only be used 

in specific tasks. This requires the definition of all operations of interest concerning a satellite 

during the design phase and precludes any unexpected tasks [219]. Nonetheless, target-based 

vision systems have been fielded on operational and experimental spacecraft. The Space Shuttle 

tested the use of the Video Guidance System (VGS). This is an optical sensor measuring relative 

range, bearing and attitude of the interceptor vehicle in the terminal phase of automated rendez-

vous & docking [215]. The sensor head uses a camera and ten laser diodes to illuminate the target.  

The target has three retroreflectors mounted on the base plate in the corners of a square and a 

fourth middle reflector mounted on a pole [197]. The reflectors are illuminated at two separate 

wavelengths in order to be able to remove the background while retaining the reflector spots. The 

spots’ relative distance and position, as well as the middle spot’s position in relation to the three 

base plate spots are used to determine the target’s relative position in space, as well as roll, pitch 

and yaw angles [197]. A similar system, called Advanced Video Guidance Sensor (AVGS) was used on 

NASA’s Demonstration of Autonomous Rendezvous Technology (DART) mission and Orbital Express 

[220]. Another system working on the same principle is the AutoTRAC Computer Vision System. It 

uses Light Emitting Diodes (LEDs) to illuminate the target pattern and takes one video frame with 

LEDs on, the second with LEDs off, before subtracting and further processing the frames [220]. 

Model-based techniques do not require the a priori installation of any artificial targets, since they 

rely on existing geometry and structure to obtain position and orientation data. Instead, these 
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techniques require a priori knowledge of the target’s geometry, so a CAD description containing the 

known structure, shape, textures, transmittance and reflectance is required [217]. While obtaining 

this data for any kind of future commercial OOS missions is assumed to be without major problems, 

it can be challenging for debris removal missions and close to impossible for military rendezvous 

missions. In addition to a geometric model of the target, the chaser spacecraft needs the capability 

to reliably detect natural object features for matching the model to the sensor data. This feature 

detection can be difficult at certain distances, viewing angles and illumination conditions encoun-

tered on orbit. In general, model-based vision systems using natural object features are most suita-

ble for close range operations, when these features can reliably be tracked, and when an initial pose 

is approximately known [219]. In a three-stage process, this initial pose estimation is used to ini-

tialize pose refinement and tracking, during the course of which at first the initial estimate is up-

dated using an iterative algorithm, and the established pose is then tracked using a known motion 

model in a Kalman filter [217]. 

A vision system using that approach is Boeing’s Vis-STAR (Vision based Software for Track, Attitude 

and Ranging), flown on Orbital Express. At very long ranges, this software works as a point source 

tracker, while at short range it tracks the silhouette of the target by using reference images stored 

in an on-board library. Using this approach, realtime attitude determination can be achieved with 

accuracy below 1° in each axis of rotation. Once the target vehicle is inside the interceptor’s capture 

corridor, an edge tracker algorithm is additionally used, and within 10 m of the target, a special 

target plate mounted over the capture interface is used as an aid to precisely align both vehicles 

[80]. Another model-based state estimation system using video images is Natural Feature Image 

Recognition (NFIR). Its operating principle is to first search the image for a bounding box of a target 

vehicle, then locate high-contrast target features, and finally match the target features to a 3D 

model and compute the pose. With perfect camera calibration, NFIR achieves accuracies of 3% in 

range, 6 cm/s in range rate, 2° in attitude and 0.4 °/s in attitude rate. However, it also shows per-

formance problems when the target is moving too fast or is mostly outside the field of view, and 

under harsh illumination conditions [220].  

Machine vision algorithms that require no a priori knowledge of the target’s shape, textures or 

other visual attributes are referred to as non-model-based techniques. These techniques use arbi-

trary surface features of the target object and do not require establishing and maintaining direct 

correspondence between small numbers of high level target and model features [219]. Basically, 

such a technique works like the human brain. It detects and tracks prominent features on the tar-

get, establishes a pattern of the feature’s motion and maps this motion onto a template in memory 

or a mathematical function. Examples of such algorithms can be found in [217]. The challenge in 

these systems lies in the frequent failure of target tracking for feature points which change shape 

due to perspective projection, appear and disappear due to occlusion, or move against a changing 

background [217]. As of late 2011, it can be stated that no non-model-based vision system matches 

the pattern recognition and tracking capabilities of the human eye/brain combination, making 
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human involvement a requirement for rendezvous & docking to unknown or unfamiliar target 

objects. 

A limitation shared by machine vision systems is that they have difficulties when trying to identify 

spacecraft on orbit. While it is assumed that for many future OOS missions the target’s design doc-

uments and CAD models will be available [219], a number of solar arrays and antennas will none-

theless be rotating about one or multiple axes relative to the central body of a satellite to be ser-

viced, which can significantly alter the spacecraft’s appearance from one moment to the next [209]. 

In addition to this, spacecraft surface characteristics and the illumination conditions discussed in 

Section 3.6  pose challenging problems for imaging cameras and the algorithms of vision systems 

[221]. 

Global Navigation Satellite Systems (GNSS) 

Global Navigation Satellite Systems like the American GPS, Russian GLONASS, European Galileo and 

Chinese COMPASS-Beidou consist of large fleets of satellites in multiple orbital planes at mainly 

medium Earth orbit (MEO) altitudes (around 20000 km of altitude). By processing the time and 

position signals from at least four satellites, a GNSS receiver is able to iteratively compute its posi-

tion in space and a precise time. Using GNSS, a spacecraft can determine its position and thus its 

orbit to within 10 cm [222]. If both target and chaser spacecraft are equipped with GNSS receivers 

and furthermore an intersatellite data link, they can share their position data and the interceptor 

can thus compute its rendezvous maneuvers. Such systems based on GPS were tested on ETS-VII 

(with GPS being used for relative navigation at ranges from 10 km to 500 m [77, 202]) and were a 

factor in the failure of DART [202]. GPS is now being operationally used for HTV [195], as well as 

ATV [223]. The use of GNSS for operational OOS missions is not feasible, since the current genera-

tion of target satellites is commonly neither equipped with GNSS nor the required intersatellite link 

systems. 

 

Each single sensor system has its own advantages and disadvantages, as well as an optimum opera-

tional envelope. Currently no single sensor is able to provide relative position and posture data 

with the required precision over the complete approach from far range rendezvous down to con-

tact. Rendezvous spacecraft therefore use a combination of different sensors, also referred to as 

sensor suites. The complex sensor suites used by the Space Shuttle [43, 155], ETS-VII [77], Orbital 

Express [80], ATV [224] and HTV [195] are good examples.  

Passive rendezvous & capture sensor systems have many advantages in the areas of system mass 

and power consumption over active sensors. Coupled with the human brain’s powerful capabilities 

of object and pattern recognition, they have formed the backbone of human-guided rendezvous & 

capture. With the growing capabilities of computer hard- and software, space vision systems, com-

bined with GPS and some active sensor systems, will be the center of future rendezvous sensor 

suites. However, the current sensor and computer vision technology still requires dedicated sensor 

targets on target objects or extensive a priori information about target geometry. Neither of these 
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might be available on operational OOS mission, particularly for space debris removal scenarios. In 

these cases monitoring and analysis of sensor data, above all video data, by human operators will 

still be an essential part of teleoperation. 
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B ThirdEye Control Interface Definition 

B.1 Packet Contents 

The contents of the data packets exchanged consist generally of 

 A header part 

 A data part following the header 

Both parts are more detailed in the following paragraphs. 

B.1.1 Header 

The header is a fixed structure and will contain following information: 

 Length of the data packet (including the header part), in Bytes, e.g. 2 bytes in network-byte-

order (big endian).  Value interpreted as 16-bit unsigned integer 

 Example: 0x012C == 300 bytes length of packet including the header information 

 Source of packet, 1 byte, enumeration type,  showing the generator of this packet; definition 

is given below 

 Destination of packet, 1 byte, enumeration type, showing the intended destination of this 

data packet; enumeration is the same table as for the source 

 Type of packet (packet ID) (per source), 1 byte. This value must be unique inside a specified 

source/destination, but it is possible to utilize same packet ID’s for different data sources 

 Spare Byte, reserve for future use (if necessary), currently this value is ignored and should 

be set to NULL. 

Summary of header 

Offset 0 1 2 3 4 5 

Content Length MSB Length LSB Source Destination Packet ID Spare (reserved 

for future use) 

Format Unsigned Integer  16bit Byte/Enum Byte/Enum Byte NULL 

Notes: 

 Offset is to be understood as Byte-offset within the packet 

 The “Spare Byte” is reserved for future use 

 The total length of the packet header is 6 Bytes 

B.1.2 Summary of Source & Destination Definition 

The following table defines the meaning of source and destination for the exchanged data packets. 

Such a value is to be defined for each point-to-point TCP/IP communication; i.e. this table is to be 

extended according to future needs. 
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Byte Value Meaning Comment 
0x01 ThirdEye Control Third Eye Control monitoring and control software 

0x02 Robotic Camera Arm Robotic Camera Arm 

… … … 

Further data sources/destinations have to be defined accordingly. 

B.1.3 Summary of Packet ID’s 

The following table shows a summary of the utilized Ids of data packets to be exchanged between 

the related data sources and destinations. 

Please note, these Ids have to be unique related to source/destination, but it is possible to use same 

Ids for different sources/destinations. 

The target itself is responsible to identify the “command” according to the packet ID. 

Source Destination Packet ID Meaning 
ThirdEye Control Robotic Camera Arm   

  0x01 Move arm to position 

Robotic Camera Arm ThirdEye Control   

  0x01 Current arm position 

 



ThirdEye Control Interface Definition 

 

 

Visual Augmentation Methods for Teleoperated Space Rendezvous - 255 - 

 

B.2 Packet Definition – Data Parts 

The content of the data part starts directly after the header part at offset 6. The layout depends on 

the related ID’s is specified in the following paragraphs related to these ID’s. 

B.2.1 Monitor Packets from Robotic Camera Arm to ThirdEye Control 

The transmission of the monitoring packets (from the Robotic Camera Arm to ThirdEye Control) is 

performed automatically in regular intervals starting from “opening the link”, except the status and 

settings packets which are to be generated after a reception of a command. 

Packet 0x01 – Current arm position 

This packet defines the transmission of the arms’ current joint positions and velocities. 

Header Part: 

Offset Bytes used Format Value Comment 
0 2 Int  0x0032 Length of packet (6+44 = 50 Bytes) 

2 1 Byte/Enum 0x02 Source Robotic Camera Arm 

3 1 Byte/Enum 0x01 Destination Third Eye Control 

4 1 Byte/Enum 0x01 Packet ID: arm position 

5 1 Byte 0x00 Spare 

 

Data Part: 

Offset Bytes used Format Value / Meaning Comment 
6 4 Int Joint 0 angular position in thousands of 

degrees 

+720000 

10 4 Int Joint 0 angular velocity in thousands of 

degrees per second 

+720000 

14 4 Int Joint 1 angular position in thousands of 

degrees 

+720000 

18 4 Int Joint 1 angular velocity in thousands of 

degrees per second 

+720000 

22 4 Int Joint 2 angular position in thousands of 

degrees 

+720000 

26 4 Int Joint 2 angular velocity in thousands of 

degrees per second 

+720000 

30 4 Int Joint 3 angular position in thousands of 

degrees 

+720000 

34 4 Int Joint 3 angular velocity in thousands of 

degrees per second 

+720000 

38 4 Int Joint 4 angular position in thousands of 

degrees 

+720000 

42 4 Int Joint 4 angular velocity in thousands of +720000 
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degrees per second 

46 4 Int Timestamp  

B.2.2 Control Packets from ThirdEye Control to Robotic Camera Arm 

Packet 0x01 – Move arm to position 

This command moves the Robotic Camera Arm to the position given in thousands of degrees 

Header Part: 

Offset Bytes used Format Value Comment 
0 2 Int  0x0032 Length of packet (6+44 = 50 Bytes) 

2 1 Byte/Enum 0x01 Source Third Eye Control 

3 1 Byte/Enum 0x02 Destination Robotic Camera Arm 

4 1 Byte/Enum 0x01 Packet ID: Move arm to position 

5 1 Byte 0x00 Spare 

 

Data Part: 

Offset Bytes used Format Value / Meaning Comment 
6 4 Int Joint 0 angular position in thousands of 

degrees 

+720000 

10 4 Int Joint 0 angular velocity in thousands of 

degrees per second 

+720000 

14 4 Int Joint 1 angular position in thousands of 

degrees 

+720000 

18 4 Int Joint 1 angular velocity in thousands of 

degrees per second 

+720000 

22 4 Int Joint 2 angular position in thousands of 

degrees 

+720000 

26 4 Int Joint 2 angular velocity in thousands of 

degrees per second 

+720000 

30 4 Int Joint 3 angular position in thousands of 

degrees 

+720000 

34 4 Int Joint 3 angular velocity in thousands of 

degrees per second 

+720000 

38 4 Int Joint 4 angular position in thousands of 

degrees 

+720000 

42 4 Int Joint 4 angular velocity in thousands of 

degrees per second 

+720000 

46 4 Int Timestamp  
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C ThirdEye Evaluation Experiments Participant Matrix 

Participant ThirdEye activity sequence Test scenario sequence 

101 0 – 1 33-33-31-34 | 41-44-43-42 

102 1 – 0 43-41-44-42 | 34-33-32-31 

103 0 – 1 33-32-31-34 | 43-41-42-44 

104 1 – 0 41-43-42-44 | 34-32-31-33 

105 0 – 1 34-33-32-31 | 43-42-44-41 

106 1 – 0 43-41-42-44 | 34-33-31-32 

107 0 – 1 33-32-34-31 | 42-43-41-44 

108 1 – 0 44-41-42-43 | 32-31-33-34 

109 0 – 1  34-31-33-32 | 41-42-43-44 

110 1 – 0  42-43-44-41 | 34-31-32-33 

111 0 – 1 33-34-32-31 | 42-44-41-43 

112 1 – 0 41-44-42-43 | 31-34-32-33 

113 0 – 1 33-34-31-32 | 43-42-41-44 

114 1 – 0 42-44-41-43 | 34-31-33-32 

115 0 – 1 32-31-34-33 | 42-43-44-41 

116 1 – 0 41-44-43-42 | 31-33-34-32 

117 0 – 1 34-32-33-31 | 42-41-44-43 

118 1 – 0 41-43-44-42 | 32-34-33-31 

119 0 – 1 34-32-31-33 | 44-42-43-41 

120 1 – 0 42-44-43-41 | 33-34-32-31 
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