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1 Introduction

1.1 Relevance of Topic

“Most analysts feel they must choose between two approaches customarily thought to be in opposition; ‘value’ and ‘growth’. [...] In our opinion the two approaches are joined at the hip;”

*Warren Buffett*

Regardless of Buffet’s statement, which is fundamental to his investment philosophy\(^2\) that so far made him the most successful investor ever\(^3\), the distinction between value and growth investment styles is still a very prominent way to separate the investment approach of different investors.\(^4\) Academics write papers on the performance of value versus growth stocks\(^5\), stock market indices are split into growth- and value-types\(^6\), and investors label themselves as applying either growth or value investment principles.\(^7\) Sometimes it appears as if this divide within the investors’ universe bears dogmatic traits. While growth investors frown upon “boring” value stocks, value investors often ignore fast-growing companies, because they believe that those are overvalued.\(^8\)

From the viewpoint of an investment universe that is strictly separated between growth and value stocks, this behavior might be understandable. Nevertheless, investors might forgive good chances to earn better returns by doing so. Ignoring the attractive returns that growth stocks offer, particularly when you buy into them at early stages of their company development, is not advisable for an equity investor who is striving for high abnormal returns. However, following the thinking of Graham that “[T]here is no such thing as a sound investment regardless of the price paid,”\(^9\) it is often difficult to find

---

2 See Buffett (2003), p. 113 et. seq.
3 See, for example, Cunningham (1998), p. 13, or Greenwald et al. (2001), p. 161. Furthermore, as an interesting side note, the Wikipedia entry on the person Warren Buffett (en.wikipedia.org/wiki/Warren_Buffett) shows up as top of the list when entering the search phrase “most successful investor” in Google (as of November 14, 2011).
4 See, for example, Sharpe (1992), Kaye (2006), p. 41 et seq., or Postert (2007), pp. 44-63.
6 See, for example, Morgan Stanley Capital International (2005) or Standard & Poor’s (2011b).
7 See, for example, Siegel (1999), Neff (2001), p. 62, or Wyatt (2009), p. 44.
8 See Athanassakos (2011) or Haugen (2011), pp. 46 et seq.
growth companies at reasonable values. To increase the chances of finding a company with good long-term growth potential at an attractive price, an investor should look for market conditions when the share price of such companies is particularly depressed and thus a desirable opportunity arises.\textsuperscript{10}

Although this sounds logical, the key question still remains: How can an investor systematically detect such investment opportunities? Neither looking towards academia nor investment practice helps in answering this question. While academic research has been analyzing the stock returns of different investment styles for several decades\textsuperscript{11}, it did not yet address the subject of fallen angel stocks.\textsuperscript{12} In contrast, investment practitioners have touched upon the topic, but only in a qualitative and unsystematic manner.\textsuperscript{13} Boyar, an experienced value investor with a special interest in finding undervalued companies that have suffered from a significant drop in their share price, raises the question: “Is there a black box that spits out fallen angels?”\textsuperscript{14} And in answering himself, he underlines the desire of the investment practice for a more systematic approach: “Unfortunately not. We can only rely on decades of experience to sift through a barrel full of fallen angels to find appropriate investments.”\textsuperscript{15} Only recently, fund manager and investment advisor Wisdom has addressed the topic of fallen angel investing comprehensively in his book subtitled “How to Profit on Fallen Angels”.\textsuperscript{16} However, while he provides investors with some measurable criteria that a promising fallen angel investment opportunity should fulfill, he does not provide statistically backed evidence for them.\textsuperscript{17} An investor seeking clear guidance can therefore only either believe in the proposed quantitative thresholds or not. Furthermore, Wisdom mentions several different situations in which investors should look for fallen angels. Since these situations are only qualitatively described and thus not clearly defined, statistical tests of the proposed measurable criteria of

\textsuperscript{11} See, for example, Chan/Lakonishok (2004) for an overview of published academic research on growth and value investment styles.
\textsuperscript{12} The focus of academic research so far has been on fallen angel bonds. See, for example, Blume/Keim (1987), p. 26, Altman/Kao (1992), p. 15, Fridson (1993), p.12, Buffett (2003), pp. 134 et seq., or Fabozzi (2008), p. 265.
\textsuperscript{13} See, for example, Kuhn/Neumeier (1993).
\textsuperscript{14} Boyar (2000), p. 5.
\textsuperscript{15} Boyar (2000), p. 5.
\textsuperscript{16} See Wisdom (2009).
\textsuperscript{17} See Wisdom (2009), pp. 95-105.
fallen angel selection cannot be undertaken.\(^\text{18}\) In a nutshell, there appears to be a research gap with regard to investments in fallen angel stocks and a demand by the investment practice to gain more solidly backed insights on this topic.

To improve this rather unsatisfying situation for both academics and investors and devise a systematic framework, a good starting point could be negative earnings announcements of growth companies: As growth (or “glamour” as several scholars call them\(^\text{19}\)) stocks tend to perform significantly worse than value stocks around earnings announcements, it appears that growth investors hold too high expectations concerning the companies’ earnings growth and then sell the stock on disappointing news.\(^\text{20}\) Fisher, a pioneer in investing in growth companies, highlighted this phenomenon very well: “When a stock has been selling too high because of unrealistic expectations, sooner or later a growing number of stockholders grow tired of waiting. Their selling soon more than exhausts the buying power of the small number of additional buyers who still have faith in the old appraisal. The stock then comes tumbling down. Sometimes, the new appraisal that follows is quite realistic. Frequently, however, as this re-examination evolves under the emotional pressure of falling prices, the negative is overemphasized, resulting in a new financial-community appraisal that is significantly less favorable than the facts warrant and that may then prevail for some time.”\(^\text{21}\) Graham, too, recognized the tendency of financial markets to overshoot: “The market is always making mountains out of molehills and exaggerating ordinary vicissitudes into major setbacks.”\(^\text{22}\)

This overreaction of the market tends to happen faster in case of negative earnings surprises as compared to positive earnings surprises. Whereas in the latter case one can observe a longer post-earnings announcement drift, negative news are quicker incorporated in stock prices.\(^\text{23}\) Consequently, stock prices are depressed soon after the negative news has been conveyed to the market, which opens a window of opportunity for an investor. Fisher compares such drop in the share price of a fallen angel with the previous rise and claims that both phenomena are an expression of market

\(^{18}\) See Wisdom (2009), pp. 15-55.


\(^{20}\) See La Porta et al. (1997), pp. 863-866.

\(^{21}\) Fisher (2003), p. 209 et seq.

\(^{22}\) Graham (1959), p. 110.

\(^{23}\) See Berens (2010).
overreaction. An investor that picks up shares at such depressed levels has a good chance to benefit from both a continued improvement in the earnings of the company and a future recovery of the price-to-earnings ratio. De Bondt and Thaler delivered empirical evidence for this statement by demonstrating that stocks with recently weak share price development outperform those with strong share price performance.

Nevertheless, knowing which event to watch out for when searching for potential share purchase opportunities is only one part of the desired systematic approach. The other is a set of indicators that help investors in selecting the right stocks from the pool of companies that have negatively surprised with their earnings and afterwards have experienced an abnormal drop in share price. Furthermore, the time horizon in which to check into these potential investment opportunities is also of importance. Providing systematic and empirically backed insights on investments in fallen angel stocks would contribute to narrowing the existing research gap. The academic community would further benefit, since the findings might bring value and growth investment styles closer to each other, thereby supporting the development of new, less dogmatic perspectives in stock return analysis and portfolio management. With regard to the investment practice, a systematic approach including a set of tested indicators that enables investors to identify promising fallen angel stocks would be advantageous. Additionally, supplying the investment community with such insights would allow value investors to earlier invest in companies that have just been shunned by growth investors, thereby narrowing the gap between value and growth investment styles also among investment practitioners.

1.2 Objectives of Research

The main aim of this thesis is to close the existing research gap concerning fallen angel stocks. This shall be achieved by identifying and statistically testing possible indicators that make it possible to better distinguish fallen angel stocks that will generate positive abnormal returns after the negative earnings surprise from those that continue to underperform after such an event. Additionally, the investment practice shall benefit from the findings of this thesis. The resulting set of suitable indicators for the quality of fallen angel stocks would assist investors in their investment analysis and thus improve the quality of their investment decisions. Finally, this thesis strives

for building a bridge between value and growth investment styles by enabling investments in disgraced growth stocks at an earlier point in time than traditional value investment criteria would suggest.

1.3 Structure of Thesis

Following this introduction, the thesis proceeds along the following structure: Firstly, concepts and theories relevant for investments in fallen angel stocks are described. Chapter 2 defines the terms investment and investor, and describes the characteristics of fallen angels as used in this thesis. Chapter 3 provides some basic information about the underlying philosophies of science that were guiding this research. Moreover, this chapter touches on two fundamental concepts of how financial markets function: the efficient market hypothesis and behavioral finance. Understanding the basics of these concepts as well as their benefits and shortcomings is of great value to put this research and its results in a bigger investment perspective. Chapter 4 addresses the topic of investment styles with a focus on value and growth investing.

Secondly, the design and results of the empirical part as the core of this thesis are presented. Chapter 5 designs a framework of possible indicators for angel quality and derives and explains hypotheses around these indicators. Chapter 6 highlights and discusses the empirical results of the undertaken statistical tests. This also includes a summary of the key results and an analysis of selective variations of the base dataset in order to test for the robustness of the results.

Chapter 7 concludes the thesis with recommendations for the investment practice and an outlook providing potential links for future research.
2 Investment and Fallen Angels

Before elaborating further on the specifics of the approach to investing in fallen angel stocks as proposed by this thesis, the key notions of this activity shall be explained. A clear understanding of the definition of an investment and an investor as used in this thesis, as well as an exact characterization of fallen angels as the research object is key to fully understand and grasp the logic behind and benefits of the undertaken empirical analysis.

2.1 Characteristics of an Investment

With regard to the notion investment or investing, a rather broad variety of definitions used by both academia and investment practice exists. Frequently the term investing is loosely “used to mask what amounts to dice throwing”\textsuperscript{27}, but this is surely not what the underlying understanding of investing is in this thesis.\textsuperscript{28} The prevalent, more scientific, and fact-based definition of investment revolves around the activities of consuming and saving money and the difference between these two over time. The reason why an investor would defer consume today is that he\textsuperscript{29} can expect to reap a larger stream of cash flows in the future than what he laid out today.\textsuperscript{30} Before committing to an investment, an investor will set for himself a required rate of expected return, which compensates him for the time his funds are tied up, for the expected inflation during the investment time, and for the uncertainty involved with the future cash flows.\textsuperscript{31} The expectation of such a return on an investment is the constituting feature under this investment definition.

While this expectation of a return on investment remains a key element of investment activities, Maginn et al. emphasize the importance of risk as the second and equivalent feature of an investment.\textsuperscript{32} Their definition of investment highlights the strong interdependence between risk and return objectives, which are inseparable from each

\textsuperscript{27} Buffett (2009), p. ix.
\textsuperscript{28} See Haviland (2011) for a comprehensive overview on the use of language by financial market participants, including the term “investment” on a prominent position.
\textsuperscript{29} In case the use of both genders would have been suitable when using pronouns, for simplicity’s sake the male form was used.
\textsuperscript{31} See Reilly/Brown (2000), pp. 5 et seq.
\textsuperscript{32} See Maginn et al. (2007), pp. 11-17.
other and therefore must be considered simultaneously. Besides, any investor has to pay attention to possible constraints, such as liquidity, time horizon, taxation, legal and regulatory factors, or other internal considerations, under which he has to perform his investment activities. Litterman also advocates this balanced understanding of investment and highlights the importance of such a risk-return balance not only for a single investment but particularly so for the overall investment portfolio.\footnote{See Litterman (2003), pp. 7-23.}

The investment definition used in this thesis is specifying an investment further by distinguishing it from speculation. Graham and Dodd went down that route already in 1934 and gained support by others until today.\footnote{See Graham/Dodd (1934), pp. 50-56, and Graham (2003), pp. 18-22, for the original source of this definition. For other sources building on the difference between investment and speculation when defining what an investment is see, for example, Cunningham (1998), p. 15, Cunningham (2002), p. 12, Buffett (2003), p. 85, Ranganathan/Madhumathi (2005), p. 19, Arnold (2010), pp. 19 et seq., or Klarmann/Zweig (2010), p. 23.} They defined an investment as follows: "An investment operation is one which, upon thorough analysis promises safety of principal and an adequate return. Operations not meeting these requirements are speculative."\footnote{Graham/Dodd (1934), p. 54.} Thus, their definition of an investment contains three main elements: Firstly, it is necessary for an investor to spend sufficient time and effort on analyzing the investment object, so that he is in a position to judge the company not only by a couple of numbers, but also in terms of the soundness of its underlying business model. Secondly, an investor has to take precautions to protect him against a sizable loss of principal. Thirdly, he should aim at a reasonable return rather than aspire to achieve an exceptional performance. It is important to keep these qualifying elements of an investment in the sense of Graham and Dodd\footnote{See also Hagstrom (2005), p. 13.} in mind when studying the results of this research and even more so, when one plans to take investment action based on them. The concluding chapter 7 elaborates more on this topic and puts it in context of the results of the statistical tests.

\section*{2.2 Definition of an Investor}

In general, an investor is someone who employs money with the intention of gaining interest or profit from his action.\footnote{See Fisher et al. (2003), p. 5.} Further specifying this definition with regard to
timing, an investor is “someone who seeks to make, is making or has made an investment.”

In the context of this thesis, it is furthermore important to point out that the term investor is always referring to an active investor. This type of investor is characterized as somebody who is looking for ways to improve his investment performance by investing in asset classes or individual securities that he believes are underpriced rather than trying to stick to the composition of the respective benchmark as passive managers do.

2.3 Characteristics of Fallen Angels

Like investment and investor, the exact meaning of fallen angels as the research object of this thesis requires clarification. In the opening to their groundbreaking work on security analysis, Graham and Dodd quote Horace from Ars Poetica: “Many shall be restored that now are fallen and many shall fall that now are in honor.” This sentence almost perfectly describes the main idea behind fallen angel stocks as the object of this thesis. It is the expectation that stocks that have dropped sharply will eventually return to previous successful times, thus earning decent returns to investors who were able to buy them at depressed valuation levels.

Before proceeding further, however, it is important to mention that the term fallen angels has two different meanings when used by researchers or investors. First and foremost, fallen angels are synonymous for former investment grade corporate bonds that have been downgraded to below investment grade status. Secondly, the term fallen angels denominates former high-flying stocks which – for whatever reason – have become disgraced and might now be undervalued.

---

39 See Ben Dor/Jagannathan (2003), p. 9 et. seq. The notion “active investor” as used in this thesis is not be confused with the definition of an active investor as an equity holder who tries to exercise influence on the composition of the board or on strategic or operating issues of the company. See for the use of the notion “active investor” in that sense, for example, Jensen (1989), p. 36, or Milstein et al. (1998), pp. 55-58.
40 See Graham/Dodd (1951).
41 See Wisdom (2009), pp. 4 and 15.
As this thesis deals with equity investing, the latter understanding of a fallen angel is the relevant one here. The sudden depression in stock price may not necessarily be related to severe problems in the underlying business fundamentals of the respective companies or – if there are difficulties – could be exaggerated by negative market sentiment. Either case might offer attractive opportunities for investors to purchase the stock of these fallen angels at extraordinarily depressed levels.\textsuperscript{44} However, searching for potential fallen angels without a concrete specification of neither the reasons for the previously abundant nor for the suddenly waning acceptance of these stocks by financial markets is difficult. Rather imprecise terms such as “experiencing temporary difficulties”\textsuperscript{45}, “recoverable calamities”\textsuperscript{46}, “extremes in prices”\textsuperscript{47}, or “the company is forced to make an announcement that the perfect environment is no longer”\textsuperscript{48} do not provide clear guidance on how an investor might systematically proceed in his quest for finding such companies.

Hence, a framework of clearly measurable criteria is needed to enable investors to systematically search for fallen angels. Focusing on companies that have experienced above-average growth until a negative earnings surprise (NES) has caused a sharp unfavorable swing in financial market’s sentiment would establish such a framework. Consequently, a fallen angel in the context of this thesis is defined as a common stock of a growth company that has experienced an abnormal drop in its share price caused by a negative earnings surprise. More specific, for a stock to qualify as a fallen angel under the terms of this thesis it has to show all of the following three characteristics (see also Figure 1):

- Negative earnings surprise
- Abnormal negative shareholder return around the time of the negative earnings surprise
- Above-average growth before the negative earnings surprise that caused the abnormal drop in share price


\textsuperscript{45} Tengler (2003), p. x.

\textsuperscript{46} AMM (2010), pp. 1 et seq.

\textsuperscript{47} Wisdom (2009), p.18.

The last two criteria, a sizeable abnormal drop in share price and above-average sales growth before this abnormal drop, also constitute the link between growth and value investing. Whereas growth investors focus on companies with high actual or expected sales and earnings growth rates, value investors are concentrating on buying stocks at low valuations.\textsuperscript{49} Since fallen angels combine both growth and depressed valuation levels, they are a suitable vehicle to bridge the divide between the investment styles of growth and value.

In the following three sections the constituting characteristics of fallen angel stocks are discussed in more detail.

\textsuperscript{49} See section 4.2 for a more detailed description of growth and value investment styles.
2.3.1 Negative Earnings Surprise

Information about a company’s earnings constitutes very important input for making investment decisions.\(^{50}\) Earnings announcements that deliver actual earnings below analysts’ expectations usually lead to a disappointment with financial market participants and a consequent underperformance of the stock of the company.\(^{51}\) As previous research has shown, stock markets tend to overreact to unexpected events, particularly if they carry negative news.\(^{52}\) As Dreman and Berry as well as Skinner and Sloan demonstrate, in particular stocks with high growth expectations suffer from a declining share price after a negative earnings surprise.\(^{53}\) These stocks are the fallen angels as covered by this thesis. The observation from Skinner and Sloan can be explained by the behavior of investors who revise their too optimistic expectations downward in response to lower than expected actual earnings.

Given the importance of earnings announcements on share price, it is not surprising that managers try to manage the earnings of their companies. Degeorge et al. analyze such attempts to manage earnings in order to achieve a positive effect on the companies’ share prices. As a result, Degeorge et. al. establish three thresholds which management tries to surpass or at least meet in order to accomplish a positive or at least avoid a negative earnings surprise: (1) report a positive profit, i.e. avoid reporting a loss, (2) sustain recent performance, i.e. avoid a drop in comparison to the last period, and (3) meet analysts’ expectations.\(^{54}\) However, such aspirations by management face significant headwind in the form of an optimism bias in analysts’ forecast, i.e. financial analyst on average tend to make higher earnings per share (EPS) prognoses than what companies can deliver in reality.\(^{55}\) As a consequence, the likelihood of earnings surprises increases. Building on this research, Brown and Caylor as well as Dechow et al. demonstrate, that meeting or missing analysts’ earnings guidance is the most important driver of investor reaction around an earnings

\(^{50}\) See Easton/Harris/Ohlson (1992) and Kothari/Sloan (1992).

\(^{51}\) See Liodakis et al. (2005), pp. 7 et seq. for Europe, and Ball/Brown (1968), pp. 159-178, Latané/Jones (1979), pp. 717-724, Jones/Rendleman/Latané (1985), pp. 28-32, or Abarbanell/Bernard (1992), pp. 1181-1207, for the U.S. The phenomenon of the earnings surprise anomaly has also been researched and confirmed for emerging market stocks, e.g. see Sen (2008) for the Indian stock market.

\(^{52}\) See De Bondt/Thaler (1985) and De Bondt/Thaler (1987).

\(^{53}\) See Dreman/Berry (1995) and Skinner/Sloan (2002). The findings of Skinner and Sloan even indicate that almost all of the return advantage of value versus growth stocks can be attributed to the significantly more negative abnormal return caused by a negative earnings surprise.

\(^{54}\) See Degeorge/Patel/Zecchhauser (1999).

announcement.\textsuperscript{56} Thus, looking at negative earnings surprises appears to be a suitable way of identifying fallen angels.

In establishing a clear and measurable definition of an earnings surprise, this thesis follows previous authors from both academia and investment practice.\textsuperscript{57} Thus, an earnings surprise is defined as the difference between the actual reported quarterly earnings and the most current quarterly mean consensus estimate made by analysts before the announcement period as provided by the I/B/E/S database.\textsuperscript{58} This database was selected for both actual and estimate data in order to avoid inconsistencies.\textsuperscript{59} Analysts’ consensus earnings estimates are a good reference point for measuring earnings surprises, since they are a direct measure of expectations and are timely available.\textsuperscript{60} They can be viewed “as a sufficient summary statistic that incorporate[s] general market information, as well as the numbers in the financial statements of the firm, including past reported earnings, to predict the future earnings of the firm.”\textsuperscript{61} The difference between actual and estimated earnings is referred to as “unexpected earnings”\textsuperscript{62} in the further course of this thesis.

Looking at the direction of the deviation from the estimate, a positive earnings surprise is a situation in which the number for unexpected earnings is positive. In case unexpected earnings are negative, this state is referred to as a negative earnings surprise. For a summary of the various possible effects of earnings announcements on financial market participants see Table 1.

\textsuperscript{56} See Brown/Caylor (2005) and Dechow/Richardson/Tuna (2003).
\textsuperscript{57} See, for example, Lerman/Livnat/Mendenhall (2007), p. 65, or Williams/Goodfellow/Yacoub (2009), p. 2.
\textsuperscript{58} The Thomson Reuters Institutional Brokers’ Estimate System (I/B/E/S) database provides detailed and consensus estimates featuring up to 28 forecast measures including estimated EPS for more than 20,000 companies in 76 countries. See Thomson Reuters (2008) for general information on the I/B/E/S database and Beaver et al. (2008), pp. 710, 724, and 729 et seq. for the improvement of I/B/E/S data availability and consistency over time, and p. 738 for the benefit of using I/B/E/S data for both figures.
\textsuperscript{59} See also Morgan Stanley Capital International (2005), p. 20. MSCI constructs its value and growth indices using data from Thomson I/B/E/S for both actual and estimate data as well.
\textsuperscript{61} Anderson et al. (2009), p. 9.
\textsuperscript{62} See Latané/Jones (1977), p. 1457, who used this term as well.
Table 1: Effects of earnings announcements on financial market participants

<table>
<thead>
<tr>
<th>Result of earnings announcement</th>
<th>Effect on financial market participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{EPS}<em>{\text{actual}} &gt; \text{EPS}</em>{\text{Analysts' consensus estimate}}$</td>
<td>Positive surprise</td>
</tr>
<tr>
<td>$\text{EPS}<em>{\text{actual}} = \text{EPS}</em>{\text{Analysts' consensus estimate}}$</td>
<td>No surprise</td>
</tr>
<tr>
<td>$\text{EPS}<em>{\text{actual}} &lt; \text{EPS}</em>{\text{Analysts' consensus estimate}}$</td>
<td>Negative surprise</td>
</tr>
</tbody>
</table>

Source: Author

In order to account for the dispersion in analysts’ forecasts as measured by their standard deviation, the Standardized Unexpected Earnings (SUE) score is used to measure the extent of the earnings deviation from the estimate. It is defined as follows:

$$\text{SUE} = \frac{\text{Reported earnings per share} - \text{Estimated earnings per share}}{\text{Standard deviation of estimated earnings per share}}$$

A positive SUE reflects a positive earnings surprise, while a negative SUE is an expression of a negative earnings surprise. Thus, the more negative the SUE score, the stronger the negative surprise effect.

While the negative earnings surprise acts as a trigger for the likely fall in share price, the next section discusses the extent of such negative stock price performance that is required for a company to qualify as a fallen angel.

---

63 See, for example, Latané/Jones (1977), p. 1457, Bernard/Thomas (1989), pp. 7 et seq., Bartov (1992), p. 613, Chan/Jegadeesh/Lakonishok (1996), pp. 1684 et seq., Liodakis et al. (2005), p. 5, or Lerman/Livnat/Mendenhall (2007), p. 65. This definition of SUE is the one predominantly used in the literature. Whether estimated earnings per share are based on a model or on analysts’ consensus estimates does not alter the use of the standard deviation of the estimate values in the denominator. For other definitions using a different denominator see Berens (2010), pp. 2 et seq., who uses the share price at the end of the quarter instead of the standard deviation of analysts’ consensus estimates, or Mohanram (2005), p. 159, who does not use a standardizing denominator at all.
2.3.2 Subsequent Negative Abnormal Shareholder Return

Although positive (negative) earnings surprises are usually followed by an increase (decrease) in the stock price of the underlying company, the absolute share price reaction does not contain information about the extent of such a stock price movement relative to the overall stock market. In order to judge whether a stock suffered disproportionately from a negative earnings surprise, its return needs to be compared with a suitable benchmark.\(^64\) This benchmark could be an index or a portfolio of other companies. The resulting difference between the return on the stock and the benchmark return is called abnormal return.

When making this calculation it is important that both the shareholder return on the sample firm and on the reference portfolio are calculated in the same way. This thesis defines shareholder return in a holistic sense, i.e. it consists not only of capital appreciation, but also includes dividends paid to shareholders who can then reinvest in the stock. Consequently, if an index is chosen as a reference portfolio this index has to be calculated as a performance index and not as a price index.

2.3.3 Above-average Growth before Negative Earnings Surprise

As previously stated, this thesis strives for establishing a system that helps to identify good growth stocks that are temporarily depressed and thus might be undervalued by the market. Therefore, the predominant approach of using market-based ratios like price-to-book (P/B), price-to-cash flow or price-to-earnings (P/E) to identify growth stocks (see section 4.2) does not appear suitable.\(^65\) An identifier that is independent from the current verdict of financial markets, but is instead rooted in the fundamental performance of the company is far more appropriate for the purpose of this thesis. Hence, choosing the past growth rate of a company-specific statistic, such as sales, earnings or cash flow, appears more suitable. Following Lakonishok et al. the past growth in sales is chosen as an indicator for growth companies, because it is less volatile than earnings or cash flow growth rates.\(^66\) This is also consistent with Scott who defined fallen angels as companies that showed above-average historical sales.

\(^64\) See Barber/Lyon (1997), p. 342.

\(^65\) Ahmed and Nanda, for example, note that identifying growth stocks on the basis of earnings yield does not always label companies correctly as growth stocks. See Ahmed/Nanda (2001).

growth and are now expected to deliver below-average long-term growth in earnings per share.\footnote{See Scott/Stumpp/Xu (1999), p. 51.}

However, defining any company with positive absolute sales growth as a growth company is too simplistic. Since each company acts within a larger economic environment and only very rarely is in a position to enjoy sales growth that is completely disconnected from overall economic activity, a growth company can be defined as one that succeeds in growing considerably faster than the industry average.\footnote{See Zweig/Sullivan (2010), p. 52.} However, there are several problems related to the idea of calculating certain industry growth rates and comparing them to the growth of a single company. Firstly, data availability is fairly bad. In particular, since companies rather frequently change the nature of their activities, it is likely not the case that a company’s industry classification always remains the same over time. Hence, such time-series data on industry classification are not easily obtainable via financial databases.\footnote{ICBSSC codes, for example, are not available as time series data on Thomson Reuters financial databases.} Secondly, if industry groups are defined too broadly, comparing their growth rates with a single specific company becomes less meaningful. On the contrary, defining industry groups too narrowly results in a lack of a sufficient number of peers. Thirdly, assigning an industry classification to specific companies always involves a certain amount of subjective judgment by the classifier. Lastly, and probably most important, specific industry growth rates do not matter for an investor who has the choice to invest in all companies listed on the stock market. He would therefore pick his fallen angels from the overall stock market pool of listed companies. Simulating a situation where an investor is artificially limiting himself to a certain set of industries is not a sensible approach for the purpose of this thesis. Therefore, it makes more sense to compare a company’s sales growth with the average growth of overall economic activity in the jurisdiction under which the company is active. The utmost average of economic activity is a country’s gross domestic product (GDP). Hence, for the purpose of this thesis abnormal sales growth is defined as the compound annual growth rate (CAGR) of sales over the past two years before the earnings surprise minus the average GDP growth rate of the respective company’s domicile country during the time horizon of the analysis.\footnote{The GDP growth data is taken from the Worldbank database and includes the period 1996-2008. 2009 was excluded, since a NES that occurred in 2009 would not make it into the sample due to the minimum time period of one year after the NES.}
growth is also supported by Koller and Williams, who show that the average earnings growth rate of S&P 500 companies is almost equal to the growth rate of U.S. GDP during 1980 till 1999.\textsuperscript{71}

The reasoning behind selecting two years for the above-average growth period is the following: On the one hand, the proof that a company shows above-average growth is the stronger the longer the above-average growth period lasts. A longer period also eliminates the problem that revenue numbers of one specific short time period, such as one year or less, are more susceptible to arbitrary developments. For example, companies might not realize revenues in one period, but then account for them in the following period due to reasons that have little to do with their mid- to long-term growth prospects. On the other hand, it is highly advisable for investors to identify growth companies when they are still emerging and in that process deliver superior returns to investors.\textsuperscript{72} Since it is impossible for a company to deliver above-average growth ad infinitum\textsuperscript{73}, an investor trying to benefit from a company’s above-average growth is better off finding such firms sooner than later. Consequently, the period in which the targeted company already delivered above-average growth should be as short as possible. To solve this apparent conflict in choosing a suitable time period, a period of two years was selected, which is also the interval that Ahmed and Nanda use in their study.\textsuperscript{74} This time period allows an investor to still find a growth company early on in its growth process, while avoiding the above-mentioned problem of short-term time horizons.

\footnotesize
\textsuperscript{71} See Koller/Williams (2001), pp. 114 and 117.

\textsuperscript{72} See Lynch/Rothchild (2004), p. 64.


\textsuperscript{74} See Ahmed/Nanda (2001).
2.4 Good versus Bad Fallen Angels

So far, the group of fallen angels consists of all fallen angel stocks as defined above, irrespective of which fallen angels return to a superior share price performance after certain periods of time, i.e. the good fallen angels, or which continue to underperform the market, i.e. the bad fallen angels. For an investor, however, it is of great importance which stocks he invests in. In order to maximize his investment performance, an investor has to go long in the future winners among the fallen angels and forgive an investment or even short the future losers.

The following two sections provide more information on how to separate the good fallen angels from the bad ones. A discussion of the suitable time frame for measuring the abnormal return for the shareholder after the negative earnings surprise is followed by a description of the exact criteria for dividing the group of fallen angels into good and bad ones.

2.4.1 Time Horizons for Abnormal Return

A key element in defining outperformance of stock prices is the length of the holding period. This thesis examines three time periods and measures the cumulative abnormal return of fallen angel stocks over these intervals: one year (250 trading days), two years (500 trading days) and three years (750 trading years) after a common starting point. This common starting point lies 60 trading days after the relevant earnings announcement.

The reason why the starting point is placed not immediately after the earnings announcement lies in the tendency of investors to underreact to new information over the short-term, whereas investor overreaction can be observed for longer periods. Investor underreaction leads to a post-earnings announcement share price drift, which means that stock prices do not correct immediately to their full extent, but tend to move into the same direction for some time after the earnings surprise. In case of a

Wisdom (2009), pp. 15-27, distinguishes between fallen and falling angels, which is similar to the concept of separating good from bad fallen angels. However, Wisdom’s separation approach is not so much based on clear steps involving measurable criteria, but leaves more room for interpretation and subjectivity by the investor. Consequently, Wisdom’s recommendations were not subject to statistical analysis.

See sections 3.3.2 and 3.3.3 for a more detailed description of the overreaction and underreaction theories.

positive earnings surprise share prices would drift upward, in case of a negative earnings surprise they would show a downward momentum for some time. It appears that investors need some time to fully digest the new earnings information and incorporate it in their investment decisions. Several studies show that although the post-earnings announcement drift might last up to one year after the announcement, most of the drift occurs until the next quarter’s earnings announcement, i.e. during approximately 60 trading days or three months after the announcement.\textsuperscript{78} By waiting this time with an investment, an investor buying or shorting a fallen angel stock can feel reasonably safe that he is only marginally affected from the post-earnings-announcement drift related to the previous negative earnings announcement. Given that earnings announcements take place on a quarterly basis and thus new earnings information usually reaches the market after at most 62 or 63 trading days (depending on the calendar quarter and possible public holidays), this also makes intuitive sense. A recent study by Alwathainani supports this research design, since his findings show that the downward trend in share prices after a negative earnings announcement is reversed in case the subsequent earnings announcement does not confirm the negative news of the prior announcement.\textsuperscript{79} In other words, if a fallen angel investor waits with the share purchase until the next quarterly earnings announcement, he might miss the opportunity to buy into the fallen angel company at a reasonable price.

The rather longer-term horizon for measuring the abnormal holding period return for the fallen angel stocks is chosen because of three reasons. Firstly, common stocks are long-term assets according to Shleifer and Vishny. Therefore, a mispricing for them might persist for a considerable amount of time.\textsuperscript{80} Secondly, an undervaluation resulting from a negative overreaction of the market – like is the case with fallen angels – might take some time to correct.\textsuperscript{81} Thirdly, most possible indicators that this thesis tests with regard to their aptitude to separate good fallen angels from bad ones are rooted in the philosophy of value investing. Value investors like Graham, Buffett, Klarman, or Rogers advocate patience when it comes to waiting for the assumed undervaluation to correct.\textsuperscript{82} Therefore, it would not make sense to look at the shorter time frames applied by growth or momentum investors. Concretely, Graham mentions


\textsuperscript{79} See Alwathainani (2010).

\textsuperscript{80} See Shleifer/Vishny (1990), p. 148.

\textsuperscript{81} See De Long et al. (1990), pp. 713, 727, and 731-733.

that it takes on average one-and-a-half to two-and-a-half years for a substantial undervaluation to correct. Following this logic, De Bondt and Thaler chose a three-year period after portfolio formation to measure returns in their seminal paper on overreaction. In line with these considerations the selected time frame for tracking abnormal returns after investing in a fallen angel stock spans from one to three years in this thesis. To gauge share price performance in regular intervals over the selected time frame, three measurement dates were established at one, two, and three years after the investment date. The reasoning for recording abnormal returns at three different points in time will be explained in the following section on the separation between good and bad fallen angels.

2.4.2 Separation into Good and Bad Fallen Angels according to Share Price Performance

As previously discussed, it is key for an investor to be able to distinguish between good and bad fallen angels prior to making his investment. Therefore, the definition of angel quality (AQ) is very important. On the one hand, a good fallen angel (GFA) is one that outperforms the benchmark index over the specified time period after the investment date as specified in section 2.4.1. On the other hand, a bad fallen angel (BFA) is defined as a fallen angel stock that underperforms the benchmark over the specified time period after the investment.

Given that this thesis measures abnormal returns on three different dates, combining the various observation dates leads to more than three different measures of angel quality. The main difference between them lies in the consistency of the abnormal share price performance over time. Table 2 provides an overview of the seven different measures of angel quality that are possible and also mentions what role they play in the statistical analyses of the thesis.

---

Table 2: Measures of angel quality and their use in the thesis

<table>
<thead>
<tr>
<th>Angel quality</th>
<th>Description &amp; Requirements</th>
<th>Role in Thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQ13</td>
<td>Strictest measure – consistent out- or underperformance required at all three measurement points</td>
<td>Standard measure for angel quality as used for statistical tests</td>
</tr>
<tr>
<td>AQ23</td>
<td>Consistent out- or underperformance required at two and three years after investment</td>
<td>Input for robustness testing</td>
</tr>
<tr>
<td>AQ12</td>
<td>Consistent out- or underperformance required at one and two years after investment</td>
<td>Input for robustness testing</td>
</tr>
<tr>
<td>AQ1+3</td>
<td>Consistent out- or underperformance required at one and three years after investment</td>
<td>Not taken into consideration</td>
</tr>
<tr>
<td>AQ1yr</td>
<td>Out- or underperformance required only at one year after investment</td>
<td>Not taken into consideration</td>
</tr>
<tr>
<td>AQ2yrs</td>
<td>Out- or underperformance required only at two years after investment</td>
<td>Not taken into consideration</td>
</tr>
<tr>
<td>AQ3yrs</td>
<td>Out- or underperformance required only at three years after investment</td>
<td>Not taken into consideration</td>
</tr>
</tbody>
</table>

Source: Author

AQ13 is chosen as the standard measure of angel quality because of its high rigidity. As a fallen angel stock has to consistently out- or underperform at all three measurement points in order to be classified as either of good or bad quality, the danger of erroneously classifying a stock is minimized. This is not the case particularly for the three angel quality types that only measure abnormal performance once. For example, if a fallen angel stock underperforms the benchmark at most of the points in time after the reference date, but has gotten a boost for whatever speculative or short-lived reasons around the one-year measuring point, it would still show up as a good fallen angel according to AQ1yr. This shortcoming of potential misclassifications due to short-term reasons, which might not even be connected with the company itself, is
inherent in all angel quality classes that are based on only one measuring point. Therefore, they are not taken into consideration in this thesis at all. Using angel quality classes based on multiple return measuring points mitigates the problem of fallen angel misclassification. In that sense AQ12 and AQ23 can be seen as the second most rigid measures of angel quality, with the former having a shorter-term and the latter a more mid- to long-term focus. Both angel quality measures are included in robustness tests (see section 6.6). Although AQ1+3 also covers two measurement dates, it was not taken into consideration. The reason is that this measure would let a stock pass as a good fallen angel if it outperforms the benchmark one and three years after the negative earnings surprise, irrespective of whether it has experienced an almost two year long negative abnormal performance in between. In order to maximize his return when investing in such a stock, an investor would have to rely on getting the market timing right rather than on picking a good instead of a bad fallen angel stock. As market timing is not the focus of this thesis, AQ1+3 has been left out in statistical analyses.

Summing up, AQ13 remains the key measure for angel quality, because it is the most rigid. It shuts fallen angel stocks with changing algebraic signs in terms of abnormal performance out of the sample and thus best separates good from bad fallen angels. Therefore the statistical tests described in chapter 6 are based on it. Before moving on to chapter 4, which describes popular investment styles and their relationship with the fallen angel investing approach as proposed by this thesis, the following chapter takes a look at the philosophies of science underlying this thesis as well as core concepts from financial theory that are relevant to it.
3 Underlying Philosophies of Science and Relevant Frameworks from Financial Theory

3.1 Underlying Philosophies of Science

The main goal of this thesis is to contribute to closing the research gap concerning fallen angel stocks by developing and empirically testing an investment approach for such companies. In order to achieve this, already existing findings from investment theory and practice have to be reviewed, synthesized and tested, and then applied to fallen angels. The outcome of this process shall also provide relevant new information for the investment practice that helps investors to improve the results of their daily activities.

Therefore, the underlying philosophy of science is clearly action-oriented. The view of management science as a pluralistic and action-oriented academic discipline includes the systematic development of recommendations for investment managers. Consequently, the generation of purely theoretical findings without a close link to the investment practice would not be sufficient for the proposed fallen angel investment approach.

Furthermore, this thesis proceeds in accordance with critical rationalism as put forward by Karl Popper. According to Popper’s Searchlight Theory of Science, scientific advances are achieved by the development and following empirical testing of theories or hypotheses. Theories in this context can be defined as consistent systems of hypotheses. In contrast to induction, which implies deriving hypotheses as a result of empirical data observation, deduction requires the researcher to first develop expectations in the forms of hypotheses and then empirically test them. In Popper’s terminology, the researcher deliberately puts his searchlight on certain aspects and is guided in doing so by the content of his hypotheses. Aspects not covered by them are not tested and thus remain in the dark. However, this does not mean that the researcher

---

85 For the differentiation between applied and fundamental research see Fülbier (2004), p. 267, or Saunders/Lewis/Thornhill (2009), pp. 5-9.
86 For a deeper discussion of the pluralistic and action-oriented character of management science see Kirsch/Seidl/van Aaken (2007), pp. 147-172.
87 See Popper (2005).
88 For a more comprehensive description of the Searchlight Theory of Science see Popper (1949).
90 See Saunders/Lewis/Thornhill (2009), pp. 128 et seq.
cannot adapt his searchlight on the basis of his findings. On the contrary, developed hypotheses are revocable, can be empirically challenged or adapted for further research. Consequently, the process of gaining new insights is a continuous one.\[^{91}\]

The searchlight approach also allows for the application of multiple theories when analyzing an object or issue. This can be compared to positioning the searchlight in different places. Such an integrative approach appears particularly adequate if multiple approaches provide a better, more comprehensive explanation of the researched phenomena than a single theory by shedding more light on the object of analysis due to the different angles the searchlight is coming from.\[^{92}\] Analyzing and trying to explain the stock price development of fallen angels is a complex topic that needs to draw upon various theories to come to satisfactory results. As a result, various theories and findings from capital market research, particularly behavioral finance, and from the value investing practice are taken into account. Therefore, the searchlight approach appears to be an adequate way to examine fallen angels as the research object of this thesis.

### 3.2 The Efficient Market Hypothesis and its Shortcomings

Before moving on to behavioral finance research and the value investing practice, both providing relevant theoretical input and findings for this thesis, the efficient market hypothesis and its implications for this thesis shall be discussed briefly. If it held true, it would be a moot effort to purchase or sell any security at the current market price, because it would not be possible to generate any abnormal return from such a transaction.\[^{93}\] In other words, trying to identify a set of indicators that helps to ex-ante distinguish good fallen angels from bad ones would be in vain. Although the support of the efficient market hypothesis among both academics and investment practitioners has significantly eroded since the late 1970s and particularly so in the light of the market downturn of 2007-2009\[^{94}\], the efficient market hypothesis still serves as “an unrealistic but convenient working assumption”\[^{95}\] for most market participants. This

---

\[^{91}\] Popper contrasts the Searchlight Theory of Science, which is based on deduction, with the induction-based Bucket Theory of Science. The latter tries to gain new insights by gathering independent observations in an uncoordinated manner, and is therefore inferior to the Searchlight Theory of Science. For a more comprehensive explanation see Popper (1979).


\[^{93}\] See Brealey/Myers (1996), p. 323.


\[^{95}\] Siegel (2010), p. 7.
importance together with the above-mentioned fundamental implication for the topic of this thesis justifies taking a closer look at the efficient market hypothesis and its shortcomings in the light of fallen angel investing.

3.2.1 Key Elements

The initial premise of the efficient market hypothesis assumes that a large number of rationally acting and competing participants independently from each other analyze and value securities in financial markets in order to maximize their profits. Furthermore, new information concerning securities, such as earnings announcements, reaches the market in a random fashion. Finally, such information is rapidly processed by investors, thus leading to an almost instant adjustment in security prices to the new information. Therefore, at any time security prices should reflect all available information.96

As a consequence, stock prices follow a “random walk”, which means that all subsequent price changes are random departures from previous prices. Since all information of today is already incorporated in current share prices, any future price changes will only depend on future news and will be completely independent from today’s share price changes. As the information flow to the market is by definition unpredictable, share price changes also have to be unpredictable and random.97

The set of information available to investors is very comprehensive and includes all current and past values of any relevant variables. It contains, for example, company-specific information on earnings or macroeconomic information like interest rates or inflation. Moreover, market participants do not only possess this information in isolated form, but are also aware of all relevant relationships among the various pieces of information. Since it cannot be assumed that this most comprehensive set of information possible is available to investors anytime, Fama divided the overall efficient market hypothesis into three subhypotheses according to the extent of information available to investors: Firstly, the efficient market hypothesis in its weak form asserts that current share prices fully reflect all information related to the security market itself, i.e. historical prices, rates of return, trading volume data, etc. As a result, future returns on securities should be independent from past rates of return. Secondly, the semi-strong form of the efficient market hypothesis claims that security prices adjust rapidly to the release of all public information. Since the semi-strong form of

---

the efficient market hypothesis includes the weak form, public information includes security-market related information and all public nonmarket information. The latter contains company-specific information, such as earnings, dividends, price-to-earnings or price-to-book ratios, as well as macroeconomic or political news. This implies for investors that no above-average returns can be achieved when trading on public information, because such information is already reflected in current share prices. Consequently, positive abnormal returns would only be possible if an investor is trading on stock price-relevant nonpublic information. Thirdly, the efficient market hypothesis in its strong form assumes that stock prices fully reflect all information from public and private sources, thus encompassing the other two forms of the efficient market hypothesis as well. Therefore, no investor should be able to consistently earn abnormal returns if the efficient market hypothesis in its strong form holds true.  

As a consequence, it is a vain exercise in the eyes of the supporters of the efficient market hypothesis to try to outperform the overall stock market by spending time analyzing and subsequently picking individual stocks. Any monkey throwing darts and thereby selecting its investments could do as good as an alpha-seeking expert investor.  

The fact that there are several investors who were able to beat the market even over very long periods of time could still be attributed to randomness. There only has to be a sufficient number of people flipping coins, so that a few of them will flip the same side of the coin over and over again. Following that logic would make the quest to find good fallen angel investments and avoid bad ones a useless endeavor, since it relies on financial markets that are not only driven by pure rationality, but by other forces as well.

### 3.2.2 Criticism of the Efficient Market Hypothesis

In contrast to the above-mentioned belief, however, numerous scholars and the empirical evidence they found have been questioning the validity of the efficient market hypothesis.

While even its resolute proponents like Fama no longer support the strong form of the efficient market hypothesis, the semi-strong form came under attack as well.

---

100 See Malkiel (1999), p. 185.
Already in 1980 Grossman and Stiglitz argued that if market prices reflect all information obtained and processed by “informed individuals (arbitrageurs)”, there has to be an incentive for market participants to undergo the effort of gathering and analyzing such information.\(^{102}\) In a completely efficient market, on the contrary, investors could not earn any compensation for their effort. As a consequence, they would not engage in any assessment of whether current market prices correctly reflect the available set of information, which would actually stop market prices to do so. Therefore, excess returns earned by informed traders can be viewed as a necessary compensation for gathering and analyzing information, thereby making markets more efficient, but by definition never completely efficient.\(^{103}\) This would also explain why rational investors, unlike predicted by the semi-strong form of the efficient market hypothesis, not always choose passive management over active management.\(^{104}\) Shiller also recognizes the importance of rational investors or “smart money” to counterbalance for the actions of irrational investors, particularly since he believes that “theoretical models of efficient financial markets that represent everyone as rational optimizers can be no more than metaphors for the world around us.”\(^{105}\) However, he challenges the view of efficient market hypothesis supporters that “smart money” is always sufficiently strong to fully eliminate the impact of irrational – Shiller remarkably calls them “ordinary” – investors on security prices. On the contrary, depending on the underlying assumption of the respective market models, it can well be that smart money investors fail to equalize the effect of ordinary investors, and might even amplify them. As a result, frequently prices of certain securities or segments of the market are temporarily not in line with their underlying risk, and speculative bubbles appear.\(^{106}\) This is also consistent with the view of various authors who find that investment professionals are far from being completely rational and instead suffer from the same behavioral biases as ordinary investors.\(^{107}\) For example, mutual fund managers were found to herd in their buying and selling behavior of stocks during a particular quarter\(^{108}\), or futures and options traders display loss aversion and are willing to take more risk in the afternoon if they suffered from losses.


\(^{103}\) For another account of the various limits to arbitrage see Barberis/Thaler (2003).


\(^{107}\) See, for example, Barberis/Thaler (2003) or Shefrin (2007).

\(^{108}\) See Hong/Kubik/Stein (2005).
in the morning. Even groups of professional investors, such as investment committees, are subject to behavioral biases that significantly affect their decision-making.

Furthermore, a couple of anomalies were detected that also pose a serious challenge to the semi-strong form of market efficiency. Particularly strong anomalies, which are also fairly persistent over time and geography, are the value anomaly and the size effect. Whereas the value anomaly characterizes the phenomenon that value style investing generates superior returns over mid- to long-term investment horizons, the size effect describes the observation that stocks of firms with smaller market capitalization in general achieve higher returns than larger companies. In a semi-strong form efficient market current share prices contain all publicly available information, including share prices, market capitalization, or financial statement information such as book value of equity or earnings. As a consequence, it should not be possible to generate above-average returns by investing based on low price-to-book or price-to-earnings ratios (value anomaly) or in companies with a lower market capitalization (size effect). The existence of both phenomena therefore poses a very serious threat to the efficient market hypothesis. Supporters of the efficient market hypothesis tried to explain the higher returns with the higher risk associated with these stocks. The small size of a company or its low price-to-book ratio could be seen as a proxy for the likelihood of distress. A company in distress would be more vulnerable to adverse changes in the business environment, thus representing more risk to an investor. Analyzed data, however, mostly failed to support this stance, particularly since value stocks displayed even lower risk measures than the corresponding growth stocks. Not least because of this empirical evidence, behavioral finance theory takes a different approach in explaining these anomalies. Section 3.3 will provide more

111 For more information on the value anomaly including various sources see chapter 4.2.
113 See, for example, Fama/French (1992), Fama/French (1993), Fama/French (1996), or Malkiel (2003), pp. 67-70.
information on behavioral finance, particularly with regard to the most important elements for this thesis.

Whereas the arguments against the efficient market hypothesis mentioned so far tackled the semi-strong and therefore also the strong form of the efficient market hypotheses, there are also various observations that attack the weak form of the efficient market hypothesis. The most important of them is the so-called momentum effect that describes the positive relationship between a stock’s return and its recent relative price history. If at least the weak form held true, it would be absolutely irrelevant for future share price development how stock prices moved in the past. As a result, it would be impossible for investors to earn above-average returns by analyzing the price history of stocks. This conclusion, however, was first disproved by Jegadeesh, who discovered that over short-term periods of up to one year, stocks that had been performing exceptionally well continued to do so and vice versa. In the article describing his initial findings, he boldly stated that the results of his analysis “reliably reject the hypothesis that the stock prices follow random walks”, thus attacking one of the cornerstones of the efficient market theory. Since then there have been numerous further studies confirming the existence of the momentum effect not only in the U.S. equity market, but also for other asset classes and in other geographies. Beside the momentum effect, there are several other stock price-based anomalies like the January effect or the weekend effect. However, none of them has received the extent of empirical backing like the momentum effect, which therefore represents the most serious challenge of the weak form of the efficient market hypothesis.

Summing up the considerations so far, although the efficient market hypothesis still has numerous supporters, behavioral explanatory approaches for stock market

118 Jegadeesh (1990), p. 897.
119 See, for example, Asness (1994), Rouwenhorst (1998), Rouwenhorst (1999), Griffin/Ji/Martin (2003), Naughton/Tuong/Veeraraghavan (2008), Asness/Moskowitz/Pedersen (2009), or Berger/Israel/Moskowitz (2009).
120 See Keim (1983), Reinganum (1983), Haugen/Jorion (1996), and Schwert (2003), pp. 943 et seq.
121 See French (1980) and Schwert (2003), pp. 944 et seq.
122 See also Avramov/Chordia (2006) who demonstrated that the momentum effect persists even when varying betas are built into the asset pricing models.
behavior have been gaining a lot of recognition already for many years.\textsuperscript{123} Their increased popularity is fostered by the inability of the efficient market hypothesis to explain the wild swings in certain parts of the economy, including financial markets, which take place from time to time.\textsuperscript{124} Periods of manias are followed by panics. The objects of these exuberant movements are highly diverse and range from tulips, high-tech stocks, or real estate to precious metals, commodities, or government bonds. The history of these booms and busts has been lasting for centuries and is probably as old as economic activity of mankind.\textsuperscript{125} The largely debt-fueled boom of the real estate prices in several industrialized countries like the U.S., the UK or Spain in the first decade of the 21\textsuperscript{st} century followed by the bust of these bubbles led to the most serious financial crisis and deepest recession after the Great Crash of 1929 followed by the Great Depression. These fairly recent events underpin the necessity for developing a more holistic view of economic events and their causes. The question seems not if, but when and where the next boom and bust scenario will unfold.

Before getting into more detail on these alternative explanatory approaches from the field of behavioral finance, some attention shall be dedicated to the notion of risk and its differing definitions as used by efficient market hypothesis supporters on the one hand and the representatives of behavioral finance and the value investing approach on the other hand.

3.2.3 Differences in Risk Definitions

As already mentioned above, in an efficient stock market current share prices reflect all publicly available information. Therefore, the expected return of a stock should accurately reflect its risk. As a consequence, it is not possible for an investor to earn a return in excess of the expected return as expressed by the current market price.\textsuperscript{126} In such an environment, rational and risk-averse investors will – according to modern portfolio theory – strive for their optimal portfolios in a way that it provides them with

\begin{itemize}
  \item \textsuperscript{123}Ebering and Wood independently from each other associate the breakthrough for behavioral economics and finance with the award of the Nobel prize for Kahneman and Smith in 2002. See Ebering (2005), pp. 1 et seq., and Wood (2010), pp. vi et seq.
  \item \textsuperscript{124}See Akerlof/Shiller (2009b), p. 129.
  \item \textsuperscript{125}See Kindelberger/Aliber (2005) for an extensive account of past manias and panics in various markets.
\end{itemize}
the maximum return at the level of risk they are individually willing to assume.\textsuperscript{127} The capital asset pricing model (CAPM)\textsuperscript{128}, which can be seen as one of the building blocks of modern portfolio theory and is thus closely connected with the efficient market hypothesis, links the expected return of a stock purely to its risk that is measured by beta.\textsuperscript{129} Beta represents the extent to which the return of a stock varies with the return of the overall market.\textsuperscript{130} In other words, a stock that is more volatile than the market, i.e. has a beta larger than one, is considered to be more risky than a stock with a low beta and vice versa. An abnormally high decline in share price, as is the case with fallen angels, leads to an increase in beta. The so-defined risk of holding this particular stock has increased, making ownership of it less desirable.

In contrast, an investor who sees himself mainly as the (partial) owner of a company has a different perspective on risk. If he, on the basis of his own thorough analysis, has made the decision to become an owner of the company, i.e. acquire shares of the company, he would be delighted to find out that the stock price in the past weeks has dropped stronger than the market. Unless this drop had been caused by a change in the fundamental basis of his analysis, this would give the investor the chance to purchase the desired stock at a lower price, thereby decreasing his risk of loss from this investment. Therefore, such an investor would see volatility as a positive thing, because it leads to chances of buying good-quality shares at a reasonably low price from time to time.\textsuperscript{131} Consequently, equating volatility with risk is not the right thing to do for investors following the value investing approach.\textsuperscript{132} While volatility measures the extent of price fluctuations, risk, as Wisdom defines it, is “the chance of experiencing a permanent loss of capital”.\textsuperscript{133} This is fundamentally different from volatility. From this perspective, risk cannot be captured by a single number like beta, but has to be managed by developing a good understanding of the many risk elements that lie in the valuation, the business, and the financial state of a company. In the analysis of a company’s stock value investors try to figure out whether the share price

\textsuperscript{127} For a more extensive description and explanation of modern portfolio theory and the underlying theory of choice see Markowitz (1952), Markowitz (1991), Copeland/Weston/Shastri (2005), chapter 5.

\textsuperscript{128} For a more extensive description and explanation of the CAPM see Sharpe (1964) or Copeland/Weston/Shastri (2005), chapter 6.

\textsuperscript{129} See Byrne/Brooks (2008), p. 1.

\textsuperscript{130} See Malkiel (2003), p. 68.

\textsuperscript{131} See Buffett (2003), p. 103.


\textsuperscript{133} Wisdom (2009), p. 9.
already includes a lot of potential future growth. If this is the case, the stock will be prone to future disappointments. On the contrary, a company with enough headroom between the calculated intrinsic value and the current market valuation would likely offer more safety of principal. Additionally, value investors include factors affecting the underlying business of a company and their consequences on its earnings power in their risk assessment. Last but not least, the financial strength is gauged by analyzing the financial statements of the company under scrutiny. Particularly the balance sheet should demonstrate sufficient financial strength to prevent the risk of financial distress in case business conditions deteriorate.\(^{134}\) As said, the purpose of all these efforts is to minimize the risk of losing all or a substantial part of the investment. To further ensure that this goal is reached, investors following the value investment approach are well aware that they might be wrong in their assessment despite their diligent analysis. Therefore, they demand a so-called margin of safety, which develops when the intrinsic value of a company exceeds its current market value for whatever reason.\(^{135}\) The higher the margin of safety, the more room for error in the investor’s analysis, and consequently the less risky the investment. Adherence to the concept of margin of safety forms the central building block of risk management within the value investing process. In addition, this approach to risk management calls for limited diversification and patience, as it sometimes takes time until the detected undervaluation corrects itself.\(^{136}\) Beta, however, does not play a role at all.

Similar to value investors, behavioral finance theorists do not purely focus on volatility as a risk measure, but include an array of factors influencing the risk and return of a potential investment. Behavioral asset pricing models like the one proposed by Shefrin and Statman contain a large number of factors in addition to the three factors (risk as measured by beta, book-to-market ratio, market capitalization as a proxy for size) as used by traditional asset pricing models.\(^{137}\) Not all of these factors are exactly measurable, but nevertheless exercise an influence on stock prices, which constitutes another parallel to the investment analysis process conducted by value investors. All this puts both value investment practitioners and behavioral finance theorists in contrast to the CAPM and other traditional finance models like the three-factor model.\(^{138}\) The fact that supporters of the efficient market hypothesis have been

\(^{134}\) See Montier (2009), pp. 105-111.
\(^{136}\) See Greenwald (2009a), pp. 3, 6 and 24.
\(^{137}\) See Shefrin/Statman (1994) and Statman (1999a).
\(^{138}\) See Byrne/Brooks (2008), pp. 5-7.
increasingly moving away from the CAPM to multi-factor models like the three-factor model by Fama and French\textsuperscript{139} does not change the fundamental difference in their perspective on risk between the efficient market hypothesis and behavioral finance: the interpretation of factors like share price volatility, company size, or book-to-market ratios as measures of risk versus the interpretation of them as a reflection of investors’ emotions and cognitive biases.\textsuperscript{140}

In summary, it depends on the perspective of the investor whether a disproportional drop in share price is regarded as a beneficial risk-decreasing or a disadvantageous risk-increasing event. Nevertheless, simply taking for granted the rather simple definition of risk of the efficient market hypothesis and the associated asset pricing models would not do justice to the investment reality. Particularly, empirical studies have demonstrated that stocks with the highest expected returns are in fact less risky than the stocks with the lowest expected returns.\textsuperscript{141} The still existing popularity of the efficient market hypothesis in financial circles might be explained by its clarity and simplicity\textsuperscript{142}: “The beauty of the efficient market hypothesis is in its simplicity: risk-reward, risk-return.”\textsuperscript{143} Furthermore, it cannot be negated that the efficient market hypothesis describes fundamental mechanisms of financial markets and markets indeed tend to be more efficient when looking at longer investment periods.\textsuperscript{144} However, unlike assumed by the efficient market hypothesis, financial markets are not driven by purely rational traders, but by normal human beings who appear to act systematically irrational.\textsuperscript{145} Their investment decisions are not only based on rational calculations, but are affected by fear, greed, and other irrational beliefs. Graham recognized this already in the first half of the last century and stated: “Evidently the processes by which the securities market arrives at its appraisals are frequently illogic and erroneous. These processes […] are not automatic or mechanical, but psychological for they go on in the minds of people who buy and sell.”\textsuperscript{146} Thus, it is advisable to obtain a complete picture of the factors that influence investor behavior and their consequences on share prices. The – in the light of Graham’s words –

\begin{footnotesize}
\textsuperscript{139} See Fama/French (1992).
\textsuperscript{140} See Byrne/Brooks (2008), pp. 5-7.
\textsuperscript{141} See, for example, Haugen/Baker (1996).
\textsuperscript{142} See Barberis/Thaler (2003), p. 1055.
\textsuperscript{143} Malloy (2011), p.8.
\textsuperscript{144} See Malkiel (2003), p. 80.
\textsuperscript{146} Graham/Dodd (1934), p. 585.
\end{footnotesize}
surprisingly new academic discipline of behavioral economics and its sub-discipline behavioral finance attempt to explain these phenomena.\textsuperscript{147} Therefore, in the next section more light shall be shed on key behavioral finance concepts and several investor biases that are most relevant for this thesis.

3.3 Behavioral Finance

The recognition that mathematical methods cannot always fully explain the movements in a world where human beings interact with each other dates back a very long time. Sir Isaac Newton, for example, stated pointedly: “I can calculate the motions of heavenly bodies, but not the madness of crowds.”\textsuperscript{148} Financial markets are places where such crowds, large numbers of investors, gather and interact with each other. In the end, you always need a buyer and a seller to make a trade happen. The investors will likely differ a lot in terms of their character, investment philosophies, and knowledge, but it can be surely assumed that they are all human beings. Therefore, getting a better understanding of human behavior in financial markets is essential for gaining deeper insights into the movements of stock prices.\textsuperscript{149} Even in the case of purely quantitative trading models executed by computers, there are still human beings behind the design and the programming of these models. Human beings make investment decisions on the one hand based on their individual character and knowledge, but on the other hand also under the influence of other investors’ actions. Contemporary behavioral economists like Akerlof and Shiller follow this path of thinking and try to explain why human beings act as they do by broadening the purely rational view of neoclassical economists and also taking non-rational motivations of people into account: “To understand how economies work and how we can manage them and prosper, we must pay attention to the thought patterns that animate people’s ideas and feelings, their animal spirits.”\textsuperscript{150} This is clearly a call for a more interdisciplinary approach to financial market research.

\textsuperscript{147} Although ideas and concepts containing behavioral finance ideas were already introduced several decades earlier, behavioral finance as a distinct research area within economics and finance emerged only in the early 1980s, gathered momentum during 1990s, and received widespread recognition only after the turn of the millennium. See Campbell (2000), p. 1551, Ebering (2005), pp. 1 et seq., Byrne/Brooks (2008), pp. 9 et seq., and Wood (2010), pp. vi et seq.


\textsuperscript{149} See Neill (2007), p. 3.

\textsuperscript{150} Akerlof/Shiller (2009a), p. 1
To explain the complex procedures in the process of investment decision-making in financial markets, behavioral finance therefore draws upon insights from psychology, sociopsychology, and neurology and combines them with economics and finance.\footnote{151} The following section will highlight the key building blocks of behavioral finance theory and how they differ from the assumptions underlying modern portfolio theory.

### 3.3.1 Key Elements

Behavioral finance differs from modern portfolio theory in four key assumptions: Firstly, investors as the actors in financial markets are seen as “normal” human beings who sometimes act rational, but oftentimes also let their emotions and cognitive biases influence their decisions. In other words, the rationality of investors is bounded.\footnote{152} The theory of bounded rationality is in stark contrast to the concept of the fully rational homo oeconomicus that underpins modern portfolio theory.\footnote{153} While Simon recognized the shortcomings of the traditional rational choice theory already in 1955\footnote{154}, it took more than two decades until Kahneman and Tversky developed prospect theory as an alternative theory of human decision-making under risk.\footnote{155} One of its cornerstones is an activity by human beings called coding. Kahneman and Tversky observed that investors tend to evaluate the outcome of investment decisions not in absolute terms, but relative against a subjective reference point.\footnote{156} Often this is the purchase price of a stock, but it could also be the sales or earnings growth rate of a company to which investors have gotten used to and which they also expect for the future. As a consequence, growth companies face the difficult task to beat the ambitious expectations of investors every quarter in order not to disappoint investors. However, when they fail to do so and become fallen angels, this does not mean that they are fundamentally doing badly. On the contrary, they might still grow their sales or earnings or improve their position in the market. Nevertheless, as investors do not see the most recently announced earnings in absolute terms, but compare them to the reference point of their expectations, these aspects tend to be pushed to the background. Investors acting in accordance with the prospect theory could therefore be instigated to sell their holdings in a fallen angel company and thus cause an abnormal...
drop in share price, regardless whether the overall fundamentals or more difficult to evaluate qualitative aspects of the company actually look good. The observation that people perceive losses stronger than profits of the same amount\textsuperscript{157} further strengthens the reception of a negative earnings surprise by investors. The successful reception of the prospect theory\textsuperscript{158} led to growing popularity of the idea of bounded rationality in human decision-making not only among investment practitioners and psychologists, but also among finance researchers.\textsuperscript{159} Still, until today the view of investors taking into account in their investment decision-making reasons beyond the pure maximization of their own utility is by far not a commonplace in business science.\textsuperscript{160}

Secondly, behavioral finance researchers believe that although financial markets are difficult to beat, this does not mean that they are efficient.\textsuperscript{161} The various empirical challenges of the efficient market hypothesis have already been discussed in section 3.2.2 above.

Thirdly, behavioral portfolio theory as introduced by Shefrin and Statman\textsuperscript{162} is markedly distinctive from the construction of a mean-variance portfolio underlying modern portfolio theory as introduced by Markowitz.\textsuperscript{163} Whereas investors under the mean-variance portfolio theory view their portfolios as a whole and are therefore trying to find the optimal risk-return combination for their complete portfolios, under the behavioral portfolio theory they slice their portfolio into multiple layers. To each of these layers, they assign specific goals and risk attitudes and fill them with securities corresponding to that goal. For example, most investors have a layer that serves their need for safety and downside protection. This layer would likely contain cash or money market funds. Another layer would serve the possible need for ongoing steady income and therefore contain high-rated bonds. Additionally, there is likely a


\textsuperscript{158}In 2002, Daniel Kahneman was awarded the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel, better known as the Nobel Prize in Economics, “for having integrated insights from psychological research into economic science, especially concerning human judgment and decision-making under uncertainty“, alongside Vernon L. Smith, who received the award for his pioneering usage of laboratory experiments as a new tool in empirical economic analysis. See Nobel Media (2002).

\textsuperscript{159}See Nofsinger (2002), p. 1, and Ebering (2005), pp. 1 et seq.

\textsuperscript{160}See Achleitner (2011), p. 64.

\textsuperscript{161}See Statman (2010), pp. 1 and 7 et seq. Thaler has pointedly summarized this issue by stating that “the important intellectual debate is about whether stock prices are right as opposed to whether you can beat the market." See Fox (2009), p. 298.

\textsuperscript{162}See Statman (1999b) and Shefrin/Statman (2000).

\textsuperscript{163}See Markowitz (1952).
layer that addresses the wish for having an upside potential and thus contains high-risk equities or even lottery tickets. The human tendency to avoid and seek risk at the same time was discovered by Friedman and Savage many years ago.\textsuperscript{164} They observed that people simultaneously bought both insurance, which protects them from downside-risk, and lottery tickets, which provides them with the chance to become rich. Despite knowing that the expectation value of any standard lottery is below zero, i.e. they could expect to lose money by “investing” in a lottery ticket, people still consciously sought risk and took part in the lottery. This finding is in contrast to mean-variance portfolio theory, where people are always risk averse and therefore never buy lottery tickets. The problem is that in the process of forming behavioral portfolios, investors tend to overlook covariances between the single layers, as they view each layer as a separate sub-portfolio without connecting it to the other layers. Investors like the idea of diversification, but they do not diversify as suggested by mean-variance portfolio theory.\textsuperscript{165} Figure 2 compares the different structures of a traditional mean-variance portfolio and a behavioral portfolio.

Figure 2: Comparison of structures of mean-variance and behavioral portfolios
Source: Author taking into consideration Statman (1999b)\textsuperscript{166}

\textsuperscript{164} See Friedman/Savage (1948).
The construction of behavioral portfolio layers leads most investors to form inefficient portfolios, as they take too much risk compared to the level of expected return they are getting.\textsuperscript{167} The explanation behind this apparently irrational investor behavior is a phenomenon called mental accounting.\textsuperscript{168} Instead of having a holistic view on all financial issues in their lives, human beings separate certain situations and goals in life together with the costs and benefits associated with them. They create mental accounts and then ignore the existing interdependencies between them. This behavior can be the result of either differing preferences concerning the various situations, or it could be a neurological reaction to preserve scarce cognitive capacity by simply ignoring the existing interdependencies.\textsuperscript{169} In any case, mental accounting incites investors to make suboptimal decisions that are in contradiction to the utility maximizing behavior of modern portfolio theory. For example, investors shy away from realizing losses and thereby reaping beneficial tax deductions, although they could have reinvested the money in a similar if not even the same stock straightaway. Selling the loser stock closes the related mental account, and this causes the investor regret. Although he could have maximized his wealth by lowering his taxes, he acts to avoid regret instead.\textsuperscript{170}

However, all these differences between mean-variance and behavioral portfolio theory do not mean that both theories are irreconcilable. Only recently an effort has been made to combine them under collaboration of the main protagonists of either theory.\textsuperscript{171} Under the resulting mental accounting portfolio theory, and likewise under the behavioral portfolio theory, investors start constructing their portfolios by allocating their funds according to their goals into several mental account layers. Then they specify the probability with which they desire to completely reach each goal. For example, an investor with the goal to be wealthy enough to afford an expensive classic sports car after retirement could aspire to reach this goal with a probability of 20 percent. After that step, in each mental account the combination of assets is optimized according to mean-variance theory. Given the aspired probability of reaching the required threshold for buying the car, the investor would likely lean towards a fairly aggressive sub-portfolio containing a substantial part of equity and other riskier assets.

\textsuperscript{167} See Nofsinger (2002), p. 58.
\textsuperscript{168} See, for example, Thaler (1985), Prelec/Loewenstein (1998), or Nofsinger (2002), pp. 43-50.
\textsuperscript{170} See Shefrin/Statman (1984), pp. 779-781.
\textsuperscript{171} See Das et al. (2010) and Das et al. (2011).
All mental account sub-portfolios together constitute the investor’s overall portfolio, which, like all sub-portfolios, lies on the mean-variance efficient frontier.\textsuperscript{172}

For fallen angel investing, mental accounting and behavioral portfolio theory are of great importance. They explain why investors construct different sub-portfolios, for example, for less risky value stocks and riskier growth stocks. In case a growth stock now disappoints with a negative earnings surprise, investors might be tempted to remove it from the growth stock portfolio layer, while they, or other investors who have not been invested in the stock yet, do not consider it for inclusion in the lower risk equity portfolio layer. As mentioned at the beginning of this thesis, the resulting increased supply of the particular fallen angel stock paired with the absence of a corresponding growth in demand might lead to a buying opportunity for value-oriented investors who are aware of mental accounting and thus can better avoid the related shortcomings.

Finally, the behavioral finance framework differs from modern portfolio theory as expected returns follow behavioral asset pricing theory rather than being a mere function of risk alone.\textsuperscript{173} The various factors that determinate return and particularly the different understanding of risk have already been discussed in section 3.2.3 above. Concluding this section, Table 3 summarizes the fundamental differences between modern portfolio theory and behavioral finance.

\textit{Table 3: Fundamental differences between modern portfolio theory and behavioral finance}

<table>
<thead>
<tr>
<th>Character of</th>
<th>Modern portfolio theory</th>
<th>Behavioral finance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Investors</strong></td>
<td>Homo oeconomicus, i.e. fully rational</td>
<td>“Normal”, i.e. boundedly rational</td>
</tr>
<tr>
<td><strong>Financial markets</strong></td>
<td>Efficient</td>
<td>Not efficient</td>
</tr>
<tr>
<td><strong>Portfolio construction</strong></td>
<td>According to mean-variance portfolio theory</td>
<td>According to behavioral portfolio theory</td>
</tr>
<tr>
<td><strong>Expected return</strong></td>
<td>Determined by risk only</td>
<td>Determined by numerous influence factors</td>
</tr>
</tbody>
</table>

Source: Author taking into consideration Statman (2010)\textsuperscript{174}

\textsuperscript{172} See Statman (2010), p. 4.


3.3.2 Overreaction Theory and Mean Reversion

The overreaction theory is grounded in the behavioral heuristic of representativeness. This heuristic leads to one of the core biases within behavioral finance and has been widely researched and confirmed.\textsuperscript{175} It describes the tendency of people to simplify decision-making under uncertainty by looking for familiar patterns and then assuming that future patterns will resemble the familiar past ones. Thereby individuals neglect the underlying objective probabilities of outcomes as well as the impact of sample size, although the level of confidence for an investment decision should be higher when backed by a larger sample size.\textsuperscript{176} As a consequence, investors systematically overweigh the most recent information leading to overreaction compared to when they would process new information in a fully rational Bayesian way\textsuperscript{177}, a phenomenon the behavioral finance literature categorizes into the availability or saliency bias.\textsuperscript{178} This overreaction also takes place when bad news are published, which led Graham to the following colorful statement: “The market is fond of making mountains out of molehills and exaggerating ordinary vicissitudes into major setbacks.”\textsuperscript{179}

De Bondt and Thaler empirically confirmed the overreaction hypothesis for the stock market\textsuperscript{180} by finding out that most people indeed overreact to unexpected news.\textsuperscript{181} Due to this overreaction and the subsequent mean reversion such fallen angel stocks promise to be abnormally attractive investments over the period of a couple of years.\textsuperscript{182} Later other authors supported them by also observing that stock prices tend to overreact particularly over the long run and therefore stocks that previously performed worse are able to beat the prior better performing stocks in the future.\textsuperscript{183} In their

\begin{footnotesize}
\begin{enumerate}
\item Graham (2005), p. 167.
\item For insights into the phenomena of over- and underreaction in foreign exchange markets see Fastrich/Hepp (1991), pp. 65 et seq., or Larson/Madura (2001).
\item See De Bondt/Thaler (1985). Zarrowin (1990) contested De Bondt and Thaler’s findings and attributed them to the size effect rather than overreaction by investors, but Albert/Henderson (1995) identified a bias in Zarrowin’s methodology and – like De Bondt and Thaler – found empirical evidence supporting the overreaction hypothesis.
\item See De Bondt/Thaler (1985), who found an outperformance of about 25 percent of prior “loser” stock portfolios versus prior “winner” stock portfolios over a period of three years, or Haugen (2011), pp. 18-20.
\end{enumerate}
\end{footnotesize}
international study on the value anomaly, Bauman et al. also attribute the outperformance of value stocks to the overreaction of investors and analysts who tend to extrapolate past earnings growth trends too far into the future, thus causing an overvaluation for growth respectively an undervaluation for value stocks.\textsuperscript{184}

In the context of fallen angels, the representativeness bias means that investors prefer to invest in what they see as “good companies”. They regard a company as a good company when it demonstrates strong earnings, high sales growth, high-quality management, etc.\textsuperscript{185} Thereby investors make the fallacy to equate good companies with good investments. Shefrin and Statman prove this point by showing that investors believe that companies doing well in the annual Fortune magazine survey of corporate reputation are also good investments.\textsuperscript{186} The empirical evidence, however, does not support this assumption. On the contrary, stocks that were rated highly in the surveys delivered inferior returns in comparison to the low-rated, spurned stocks.\textsuperscript{187} This surprising relationship can be explained by the concept of subjective risk of a stock. The level of subjective risk of a stock is tied to whether the particular stock commands positive or negative affect. In the eyes of investors, stocks with negative affect carry a higher subjective risk and therefore required returns are higher, while positive affect lowers the subjective risk of investing in a stock.\textsuperscript{188} In other words, popular “angel” stocks are low subjective risk and consequently also low return investments. Therefore, they appear to be good purchase opportunities only after they have come out of favor.

When this happens, for example because of investor disappointment due to a negative earnings surprise, investors become worried in processing the latest unfavorable earnings news and consequently rush to sell their shares, thus causing an abnormal drop in share price.\textsuperscript{189} La Porta’s findings, that specifically companies with high expected growth rates in earnings are prone to fall out of favor, and analysts are particularly likely to revise their earnings estimates downward for such firms, strengthens the case for fallen angel investing.\textsuperscript{190} Buying into growing companies

\begin{itemize}
\item \textsuperscript{184} See Bauman/Conover/Miller (1998), p. 88.
\item \textsuperscript{185} See Nofsinger (2002), p. 62.
\item \textsuperscript{186} See Shefrin/Statman (1995).
\item \textsuperscript{187} See also Statman/Fisher/Anginer (2008).
\item \textsuperscript{188} See Statman/Fisher/Anginer (2008), pp. 25-27.
\item \textsuperscript{189} See Malloy (2011), p. 2.
\item \textsuperscript{190} See La Porta (1996), p. 1739.
\end{itemize}
before they become fallen angels is on average not a promising strategy to achieve positive abnormal returns, but doing so when the high expectations have already been corrected and price levels have come down accordingly might well be the case. Kaestner backs this view, since he provides evidence that investors show long-term overreaction specifically to earnings surprises.\(^{191}\) His findings demonstrate that investors tend to overestimate respectively underestimate future earnings after extreme positive respectively negative earnings surprises. It appears as if investors are highly impressed by the surprising earnings news, which then affects the formation of their future expectations. However, as, on average, these extreme past surprises are not confirmed by subsequent earnings figures, the initial overreaction tends to correct at the date of the next earnings announcement in case there is no new earnings surprise or one of the opposite direction. If, however, there is a series of earnings surprises of the same type, i.e. several negative earnings surprises in a row, the overreaction effect is magnified, which is consistent with the representativeness bias. Particularly the latter finding highlights the necessity to distinguish the good fallen angels from the bad ones, if an investor engages in fallen angel investing.

Lakonishok et al. present an agency theory-based explanation for overreaction caused by mutual fund managers, who tend to prefer growth to value stocks. Due to the generally higher popularity of growth companies, holding their stock is easier for managers to justify to fund investors. Consequently, share prices of growth companies are driven up by higher demand.\(^{192}\) However, as soon as a negative earnings surprise makes it publicly known that the glamorous growth story of these companies might come to an end, the agency theory-based effect is reversed. Since fund managers do not want to justify holding such stock in their portfolio, they sell them and thereby create fallen angels.

Akerlof and Shiller add another interesting twist to the explanation of overreaction with their theory of animal spirits.\(^{193}\) It claims that not rational behavior, but animal spirits drive human decision-making and thus affect the economy and financial market prices. Some of the five aspects of these animal spirits – confidence and the related feedback mechanisms, fairness, corruption and bad faith, money illusion, and stories – can be related to overreaction.\(^{194}\) Once disappointing news, such as a negative earnings
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\(^{191}\) See Kaestner (2006).

\(^{192}\) See Lakonishok et al. (1992), pp. 341-344 and 376.

\(^{193}\) See Akerlof/Shiller (2009a).

surprise, reaches the market, investors’ confidence in the affected company and its future prospects starts to be shaken. Consequently, investors begin selling the company’s stock, thereby driving share prices down. This in return might ignite a self-perpetuating feedback mechanism, as media or prominent investment experts increasingly start to talk negatively about the company, its disappointing earnings, and deteriorating share price. As a result, a downward momentum gains force and pushes the share price further down. Since the existence of good and intact stories plays an important role in Akerlof and Shiller’s theory\textsuperscript{195}, growth companies might particularly suffer in such a situation. The fact that their growth story suddenly appears to be not intact anymore, or at least is much less appealing than the investment community had thought before, amplifies the negative sentiment among investors. This could lead to the fact that growth-style investors (see section 4.2.2) drop the company from their investment list, because they believe that the promise of strong future growth, which was their fundamental reason for investing in the stock, has seized to exist. Value investors, however, will very likely not have these stocks on their radar screen, as growth stocks usually come along with certain characteristics that value investors do not like (see section 4.2.1). As a result of both, the drop in confidence and the severe damage to the growth story, the share prices of these companies fall more in reaction to the negative earnings announcement than would be rationally justified.\textsuperscript{196}

An argument often brought forward against the overreaction hypothesis by proponents of the efficient market hypothesis claims that while normal investors might overreact, this effect will be balanced by professional investors who are not endangered to overreact. De Bondt and Thaler, however, refute this argument by proving that professional analysts – like “normal” investors – suffer from overreaction, too.\textsuperscript{197}

Closely related to overreaction theory is the concept of mean reversion. It is based on the empirical observation that economic data in general and stock prices in particular have a tendency to move towards their long-term averages respectively fundamentally justified values. The cause for this mean reversion lies in the correction of overreactions as described above.\textsuperscript{198} Mean reversion has been detected with regard to a variety of variables, most prominently for stock prices, but also for valuation ratios or

\textsuperscript{195} See Akerlof/Shiller (2009a), pp. 51-56.
\textsuperscript{196} See Skinner/Sloan (2002).
\textsuperscript{197} See De Bondt/Thaler (1990).
\textsuperscript{198} See Bruns/Meyer-Bullerdiek (2003), pp. 97 et seq.
for fundamental economic variables such as revenue or earnings growth rates. For stock prices, the tendency to revert back to their mean is particularly strong when looking at longer time periods or when stocks have experienced significant price movements. The latter event is exactly the situation in which fallen angels usually find themselves after they negatively surprised with their earnings announcement.

In concluding this section, the importance of overreaction theory and mean reversion for this thesis shall be emphasized. Both are fundamental to the logic behind fallen angel investment as addressed here. Without an abnormal drop in share price caused by an overreaction triggered by a negative earnings surprise and the subsequent reclassification of the stock as a fallen angel, it would not make sense to investigate whether such a company constitutes a good investment opportunity or not. And without mean reversion as the promise for the fallen angel investor to benefit from the resulting correction of this overreaction over time, there would be no basis for generating positive abnormal returns.

Since the overreaction phenomenon is particularly strong over longer periods of time, the rather long-time horizon for measuring angel quality as described in section 2.4.1 makes sense as well. With regard to shorter time horizons of up to one year, however, empirical evidence poses a challenge to overreaction theory. These findings and the related underreaction theory shall be shortly described in the next section.

### 3.3.3 Underreaction Theory

The phenomenon of the post-earnings announcement drift as mentioned in section 2.4.1 contrasts the overreaction theory. It denotes the tendency of share prices to not immediately correct in the light of new earnings information, but gradually move into the direction indicated by the earnings announcement. In attempting to explain this drift, academics refer to a delayed response by investors.

This delayed response, or underreaction, to new information is rooted in the behavioral bias of conservatism, which conflicts with the representativeness bias. While the representativeness bias – as has been discussed in the previous section – prevails in the
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199 For stock price mean reversion see Poterba/Summers (1988) or De Bondt/Thaler (1989), for price-earnings-ratio mean reversion see Goedhart/Koller (2003) and Goedhart/Koller/Wessels (2005), for revenue growth rate mean reversion see Cao/Jiang/Koller (2011), and for earnings growth rate mean reversion see Fuller/Huberts/Levinson (1993).

200 See De Bondt/Thaler (1989), p. 190, who mention a “long-term perspective” of three to seven years.

long run, causing investors to overreact, in the short-term people tend to only slowly change their beliefs in the face of new evidence.\textsuperscript{202} The phenomenon of anchoring causes this initially slow reaction, which means that investors start their decision-making process from an initial value which is then adjusted accordingly to come to the final answer.\textsuperscript{203} Empirical evidence suggests that although investor underreaction might exist up to one year after the news arrived, it is largely disappearing over a much shorter time of three months or less.\textsuperscript{204}

In the context of fallen angel investing, it appears that investors holding popular high-growth stocks require some time to digest the bad news of a negative earnings surprise. Stock prices do not adjust immediately to the new information, but investors also do not ignore it long-term. Therefore, it appears sensible for a fallen angel investor not to rush into a fallen angel stock right after the earnings announcement, but allow himself up to three months to make his investment decision and then implement it. This is also fully consistent with the design of this thesis as discussed above in section 2.4.1.

### 3.3.4 Reconciliation between Overreaction and Underreaction Theories

With factual evidence present for representativeness and overreaction on the one hand and conservatism and underreaction on the other hand, the main challenge for both academics and investors lies in reconciling both theories. Whether investors initially underreact and then slowly move towards the state of overreaction, or whether the underreaction effect hardly occurs and overreaction is very soon the dominating influence factor, seems to depend on how strong the opinions formed by investors about a particular stock are. Malloy argues that if investors do not have a strong opinion about a stock they tend to overreact quicker, while anchoring in deeply rooted beliefs causes investors to stick to them longer and thus underreact to new information.\textsuperscript{205} This could favor an overreaction for growth stocks with a rather short growth history so far and delay the negative price response for stocks with a long and consistent history of growth. Fallen angel investor might pay attention to this finding when assessing how much time they have after a negative earnings surprise before reaching an investment decision.

\textsuperscript{202} See Ritter (2003).
\textsuperscript{205} See Malloy (2011), p. 3.
Support for this conclusion can be found in findings by Hirshleifer who – following Griffin and Tversky\textsuperscript{206} – attributes the extent of investor reaction on how much investors rely on the strength of a new information signal rather than on its weight.\textsuperscript{207} If investors assign more importance to the strength of the signal, e.g. the size of a negative earnings surprise, and less to the weight, e.g. the frequency of negative earnings surprises in the past or the number of analysts making up the consensus estimate, they will likely overreact to the news and vice versa. As a consequence, growth stocks with a long history of positive earnings surprises and broad analyst coverage, i.e. more weight, would suffer less than stocks with a shorter growth history and low analyst coverage. Moreover, Hirshleifer argues that a higher negative earnings surprise, i.e. more size, should also lead to a stronger reaction by investors. For fallen angel investing, it would mean that investors would have a particularly gloomy view and consequently overreact in case of a strongly negative earnings surprise, a short growth history of the company, and a thin analyst coverage. Since this overreaction will be reversed over time, the argument would be – ceteris paribus – to prefer such fallen angels to fallen angels that only mildly disappointed with their earnings announcement, have a long history of sales growth, and are covered by many analysts.

Particularly interesting for the reasoning behind fallen angel investing is another contribution to the discussion about when to expect over- and when underreaction to news made by Dreman and Barry. They shed more light on what they called the mispricing-correction hypothesis by finding out that there is a difference between event triggers and reinforcing events.\textsuperscript{208} While event triggers contain unexpected news opposite the expected direction, reinforcing events are surprises that reinforce investors’ current perceptions of a stock. A negative earnings surprise for a growth stock would therefore be classified as an event trigger, while a negative earnings surprise of a company that is already badly rated by investors is seen as a reinforcing event. Dreman and Berry found out that the abnormal stock price reaction is significantly larger for event triggers than for reinforcing events. Furthermore, there is an asymmetric effect of surprising news on stocks that are highly favored by investors versus those with less good standing. While positive surprises have significantly stronger effects on the less-favored stocks with low price-to-earnings ratios, negative earnings surprises have a much stronger downward impact on the favored stocks with a high price-to-earnings ratio. These findings are very relevant for fallen angel

\textsuperscript{206} See Griffin/Tversky (1992).
\textsuperscript{207} See Hirshleifer (2001), p. 1547.
\textsuperscript{208} See Dreman/Berry (1995).
investing. As already their name indicates, angel stocks are held highly by investors because of their promising growth perspective. Therefore, investors will more likely overreact in the case of negative earnings surprises for angel stocks as compared to other stocks. Consequently, investors could take advantage of this effect by engaging in fallen angel investing. However, they have to be aware that the extent of underreaction and the related earnings announcement drift is likely less prominent and occurs over a shorter amount of time for angel stocks than for “normal” stocks.

In trying to reconcile over- and underreaction by investors, academics have also developed various asset pricing models that offer an explanation for both phenomena. In the model of Barberis, Shleifer, and Vishny actual earnings for a risky asset like a stock follow a random walk, but it is assumed that investors fail to recognize this. They erroneously believe that earnings are guided by two regimes, a regime with mean-reverting earnings and an expected earnings growth regime. Once a company reverses its past earnings trend by delivering an earnings surprise, investors erroneously believe that this firm entered the mean-reversion regime, and thus initially underreact to the earnings news. This is consistent with conservatism and the post-earnings announcement drift. However, when investors notice a sequence of growing earnings, they falsely infer that the respective company is in the growth regime. This causes them to overextrapolate the growth trend, which leads to overreaction and is consistent with the representativeness bias. However, a recent study by Alwathainani, tested the conservatism effect contained in the model of Barberis, Shleifer, and Vishny, and failed to find proof of it. On the contrary, earnings surprises appear to lead to strong stock price momentum already in the three months following the announcement. If the subsequent earnings announcement contradicts the initial earnings surprise, stocks exhibit significant price reversals. These findings indicate that financial markets tend to overreact to surprising information also in the short-term.

In Hong and Stein’s model, two groups of boundedly rational investors act in financial markets: “newswatchers” and “momentum traders”. Since information picked up by the newswatchers only gradually diffuses across the investor population, an initial
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209 See Barberis/Thaler (2003), pp. 1092-1095, for a good overview.
212 See Alwathainani (2010).
213 See Hong/Stein (1999).
underreaction of share prices to news occurs. Momentum traders can profit from this by chasing the short-term trend established by initial investor underreaction. Over time, however, their actions push prices too far, thus leading to overreaction.  

Daniel, Hirshleifer, and Subrahmanyam argue that investors tend to be more overconfident with regard to information they have uncovered through hard work during their own stock analysis.  

If public news arrives disconfirming this information, investors are giving less attention to it because of their high confidence level in their own information. A slower than rationally expected change in opinion and a resulting underreaction would be the consequence. For fallen angels, investors will probably have formed some positive opinions about the angel stocks, causing them to purchase the growth stock on its way up. The disturbing public news of a negative earnings surprise might therefore at first be not strong enough to shatter the confidence in the stock, thus resulting in an initial underreaction of the fallen angel stock. In contrast to that, if public news confirms the view of the investor’s own information, his already high confidence in it further increases. As a consequence, share prices will even more trend in the already existing direction, finally leading to overreaction.

Veronesi draws upon rational expectations theory in developing his dynamic equilibrium model of asset prices. In his model stock prices overreact to bad news in good times and underreact to good news in bad times. At least for market situations that are generally seen as positive by investors this is consistent with the idea of fallen angel investing as applied in this thesis.

Summing up, although conceptual explanations and empirical evidence are not fully unambiguous, there appears to be a general tendency for stock prices to initially underreact to adverse news like a negative earnings surprise before mid- and long-term overreaction sets in. This is consistent with the longer-term investment horizon of a fallen angel investor under this thesis. Furthermore, the presented findings suggest that an initial underreaction to an earnings surprise is less evident than the long-term overreaction and might even be less distinct for angel stocks. Therefore, fallen angel investors should keep in mind that although share prices of fallen angels might remain

---

214 The hypotheses of the gradual-information-diffusion model by Hong and Stein were later largely confirmed by Hong/Lim/Stein (2000), particularly with regard to the slow diffusion of negative news.


abnormally weak for some time after the earnings surprise, there is no guarantee for this and they should not take too much time before making an investment decision. As mentioned before in section 2.4.1, this thesis assumes an investment within the rather short time of 60 trading days after the negative earnings announcement, i.e. still before the next earnings announcement.

### 3.3.5 Other Cognitive Biases

Apart from the broadly discussed biases of representativeness and conservatism, which are particularly relevant for fallen angel share price development, there are several other cognitive biases of investors that also play a role for fallen angel investing. One fundamental trait of investors that supports the development of other biases is overconfidence.\(^{217}\) Multiple studies have so far demonstrated that human beings tend to assign an overly high probability of success to their own forecasts.\(^{218}\) For investors, overconfidence can lead them to overestimate their knowledge, underestimate risks, and exaggerate their ability to control events.\(^{219}\) Overconfidence also seems to be the reason for the surprising finding that despite Warren Buffett’s outstanding track record and the fact that all of his trades have to be published on a quarterly basis, analysts tend to downgrade and institutional investors tend to sell stocks recently purchased by Buffett.\(^{220}\) In the context of fallen angel investing, overconfidence on behalf of investors might initially lead to a delayed price response to the negative earnings surprise, because overconfident investors only slowly update their opinion (see also the model of Daniel, Hirshleifer, and Subrahmanyam described in section 3.3.4 above). However, once they have done so, overconfidence will likely lead to a bleak outlook for the fallen angel stock, since investors now strongly belief that the growth story is over, thereby neglecting other available information that might support a more optimistic view about the company.

Akin to overconfidence is the so-called belief bias. In general, human beings tend to rely more on their beliefs than on their logic when drawing conclusions on different issues.\(^{221}\) This belief bias is the tendency to evaluate an argument or information more

\(^{217}\) For a more comprehensive account of overconfidence see Nofsinger (2002), pp. 9-20, or Montier (2008), pp. 109-114.

\(^{218}\) See, for example, Kahneman/Tversky (1973), Fischhof/Slovic/Lichtenstein (1977), or Shefrin (2007), pp. 18 et seq.


\(^{220}\) See Hughes/Liu/Zhang (2010).

\(^{221}\) See Evans/Barston/Pollard (1983).
on the basis of whether or not one agrees with the conclusion, rather than on whether or not the conclusion makes sense from a logical point of view. The strength of a belief is connected with the pattern-recognition bias of storytelling. People have the tendency to more strongly believe in a set of facts when they are presented as part of a coherent story. If investors believe that the growth story of an angel company is intact, they therefore tend to underestimate information inconsistent with this growth story. In case investors’ beliefs, however, have shifted to the negative, because the new information is too strong to be neglected, like a negative earnings surprise, their attitude towards the former angel company tends to swing in the opposite direction and a fallen angel is created.

Another bias observed by Kahneman and Tversky is the tendency of human beings to attach more significance to these observations about an object that they made earlier than to those they made later. This tendency to be irrationally fixed on early trends in data is absolutely not compatible with the assumption of a rationally acting investor who follows the rules of statistical inference. With regard to fallen angels, this bias could cause investors to too early condemn a company as a fallen angel, because a few pieces of negative information, such as missing the earnings forecast, a delay in introducing a new product, or other disappointing qualitative information, have reached the market. Even if other pieces of information paint a different picture, investors’ minds might have been preset to the negative image of the fallen angel company, thus putting selling pressure on its stock.

Before moving on to the summary of this chapter, the next section provides a selection of what influential investment practitioners think about the drivers of market movements. After all, this thesis is also geared towards helping investment managers to make better investment decisions, and it is investors in their daily work who are closest to the market and its movements.

222 See Montier (2009).
224 See Tversky/Kahneman (1971).
225 See Fox (2009), pp. 177 et seq.
3.4 Perspective of the Investment Practice

Although there are supporters of both the efficient market hypothesis and the behavioral perspective of looking at financial markets among investment practitioners, it seems noteworthy that several seasoned investors with a long successful track record take a clear stance against the conclusions of the efficient market hypothesis.

Already in 1934, i.e. many years before the appearance of the efficient market hypothesis, Graham – interestingly both an investment professional and an academic – expressed his view that irrational human sentiment has a decisive influence on financial markets: “[...] the price of common stocks are not carefully thought out computations, but the resultants of a welter of human reactions. The stock market is a voting machine rather than a weighing machine.”\textsuperscript{226} Although Graham made this statement after he had experienced four very bad years as an investor in the aftermath of the Black Friday 1929 and later modified this statement in the light of the then more stable stock markets\textsuperscript{227}, he never distanced himself from his view of financial markets that are sometimes driven by rational considerations and at other times by pure emotion. In his parable about the price movements in financial markets, he introduces “Mr. Market”, a manically depressive character who comes to investors every day and offers them to buy or sell shares at a certain price: “Sometimes his idea of value appears plausible and justified by business development and prospects as you know them. Often, on the other hand, Mr. Market lets his enthusiasm or his fears run away with him, and the value he proposes seems to you a little short of silly.”\textsuperscript{228}

Buffett, one of the, if not the most successful equity investor of the past decades, shares the view of his former professor and employer. In a seminar held at Columbia University in 1984 he, sitting on a panel together with Jensen\textsuperscript{229}, contested the view of markets being always efficient. At first, he conceded that the random-walk theory would be backed in case the identified alpha-generating investors would themselves be fully randomly distributed without any interconnections between themselves at all. However, as Buffett moved on, this is not the case, as a significant number of these successful investors emerged from the intellectual school of Graham and Dodd. He

\textsuperscript{226} Graham/Dodd (1934), p. 452.
\textsuperscript{227} See Graham (1963), pp. 66 and 68, and Fox (2010), pp. 1 et seq.
\textsuperscript{228} Graham (2003), pp. 204 et seq.
\textsuperscript{229} Jensen, who is mainly known for his groundbreaking research in the field of principal-agent theory, strongly supported the efficient market theory in both writings and statements. See, for example, Jensen (1978).
prevailed against Jensen by adding factual evidence of the strong outperformance of these investors of Graham-and-Doddsville, as Buffett called them.\textsuperscript{230} On another occasion, he pointedly stated that it would be a dangerous fallacy to assume from the fact that markets are efficient oftentimes, they are efficient all the time.\textsuperscript{231} And in an interview with Fortune Magazine on April 3, 1995, he remarked colorfully: “I’d be a bum on the street with a tin cup if the market were efficient.”

In the same edition of Fortune Magazine, Lynch also voiced his disagreement with the efficient market hypothesis: “Efficient markets? That’s a bunch of junk, crazy stuff.”\textsuperscript{232} Less catchy, but nonetheless convincing Fisher also makes a case against the efficient market hypothesis.\textsuperscript{233} His argument focuses on the observable large variations of stock returns. Would all available information be always correctly incorporated in the current share prices, like the efficient market hypothesis claims, share prices should not display such tremendous movements from day to day.

Soros and his Theory of Reflexivity serve as another example of a high-profile investor who does not believe in efficient market theory. In a famous speech Soros delivered at the MIT Department of Economics World Economy Laboratory Conference in Washington in 1994, he stated: “financial markets cannot possibly discount the future correctly because they do not merely discount the future [as the efficient market hypothesis claims]; they help to shape it.”\textsuperscript{234} Soros further elaborated that while the methodology of natural sciences with its clear separation between events and observed facts has great value, this approach provides a distorted picture of reality when applied to an environment that is driven by human beings. In such a surrounding, there is no clear relationship between cause and effect anymore. Facts and thoughts cannot be separated like they are in natural sciences. The thinking of people, and thus also of investors, is inherently biased and cannot only be based on pure rational knowledge, as the efficient market hypothesis assumes. The thoughts of investors can actually exercise influence on objectively observable data, such as share prices or fundamental company data. As a consequence, there is not only a passive relationship between fundamental data in financial markets and investor reaction, but also an active

\textsuperscript{230} See Buffett (1984), or Schroeder (2008), p. 529 et. seq.
\textsuperscript{231} See Buffett (2003), p. 99.
\textsuperscript{232} See Friedman (2003), p. 89.
\textsuperscript{233} See Fisher (2003), pp. 267-270.
one. Neglecting this fundamental extension of the efficient market model is, in Soros’s eyes, very dangerous for any investor.\footnote{See Soros (1994) and Soros (2003), pp. 49-84.}

It would not be a problem to continue this list by adding numerous other investment practitioners to it, but that would not change the main point of it. Noteworthy, though, is that this list does not contain the names of mediocre investment professionals, who might claim that financial markets are inefficient and sometimes irrational in order to divert from their bad performance. Instead, it is highly successful investors, who have managed to consistently beat the market over many years, sometimes even many decades, who articulate their misbelief in the efficient market hypothesis. Neglecting their opinion on financial markets, which is grounded in extensive experience of working in them, does not seem to be a wise decision for anyone concerned with investment management.

\section{Summary}

In summarizing the relevance of both the efficient market hypothesis and behavioral finance for fallen angel investing as presented in this thesis, their differing explanations of the cause of market bubbles illustrate why behavioral finance plays the more important role. Whereas the cohesive theoretical construct of efficient market hypothesis and its related asset pricing theories argue that market bubbles occur because prices are right and such high-priced stocks are less risky or have superior cash flow prospects, behavioral economists argue that bubbles are caused by certain swings in investor sentiment.\footnote{See Malloy (2011), p. 5.} When looking at historical bursts of bubbles like the Dutch tulip bubble in the 17th century, the Japanese real estate and stock price bubble in 1989, the new economy bubble in 2000, or the real estate bubble in the U.S. and other countries in 2008\footnote{For a good account of stock market bubbles and crashes see Komáromi (2006) or Kaplan (2011).}, it becomes difficult to argue that any of these inflated assets were less risky or had better cash flow prospects than other asset classes at the time of their peak. On the contrary, Japanese stocks never reached their peak valuations until the date of this research leading to the “lost decade” – in the meantime it would be even more correct to use the plural – for investors in the Japanese stock market.\footnote{See Kaplan (2011), p. 203.} Many internet companies did not only see a sharp drop in their share prices from March 2000 on, but often had to close shop entirely. And in May 2011 the S&P/Cash-
Shiller Home Price Index was still approximately 32 percent down from its peak reached about five years ago. These admittedly drastic examples document that there must be other forces beyond rational information processing and decision-making that drive financial markets. Behavioral finance has started to provide answers to why asset prices do behave irrationally from time to time. Fallen angel investing is trying to profit from such irrational market behavior, as it is based on the assumption that stock prices overreact and afterwards revert to their mean. This share price behavior provides an opportunity to earn abnormal returns for fallen angel investors. Such opportunity would not exist, if financial markets were efficient. Consequently, this thesis has its theoretical basis more in behavioral economics than in efficient market theory.

Nevertheless, it would be a misconception to conclude that because financial markets do not appear to be efficient that it is easy to exploit these inefficiencies and by doing so earn abnormal returns. Numerous studies have demonstrated that active investors such as mutual fund managers on average fail to beat the market and if they manage it fail to do so on a continuous basis. This fact can also be seen as a key driver behind the strongly increased importance and broadened offering of exchange traded funds in recent years. However, as mentioned by Buffett in his above-mentioned speech at Columbia University, there is the striking fact that numerous investors have consistently managed to beat the general market and often still do so until today. The investment philosophy of these investors is often grounded in a traditional value investing approach as introduced by Graham. To expand this traditional value investing approach by adding an easily identifiable and measurable growth element to it is a key goal of this thesis. Fallen angel investing in this sense can therefore be seen as providing a bridge between value and growth investing. The next chapter will more thoroughly address the topic of investment styles in general and value and growth investment styles in particular.
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239 The non-seasonally adjusted S&P/Case-Shiller Composite-10 index (CSXR) was down 32.1% from its peak reached in June 2006. The broader non-seasonally adjusted S&P/Case-Shiller Composite-20 index (SPCS20R) was quoted 32.3% lower than its peak in July 2006. The picture does not change when looking at seasonally adjusted index data with 31.8% off from the peak in April 2006. See Standard&Poor’s (2011a).

240 See, for example, Malkiel (1995) or Carhart (1997).

4 Investment Styles

4.1 Overview on Investment Styles

4.1.1 Function and Definition of Investment Styles
During the past several decades both practitioners’ and academics’ interest in investment styles has grown strongly.\textsuperscript{242} This is likely due to the fact that investment style analysis promises to increase the understanding of an investment manager’s active return. With both investment consultants and investors themselves having a strong need to understand an investment manager’s performance and specialization, investment style analysis offers helpful and sought-after orientation.\textsuperscript{243} Particularly the styles value and growth have – apart from small-cap and large-cap – received strong attention.\textsuperscript{244} However, before moving on directly to these two seemingly opposing investment styles, which are also the relevant styles for this thesis, some general information about investment styles shall be provided.

The fundamental idea behind style investing is that an investor’s performance is driven by his exposure to one or several different parts of the economy.\textsuperscript{245} According to Schwob such exposure is based on recognizing “that only a few things matter, or, more sensibly, that there are only a few things that really matter most.”\textsuperscript{246} The origins of investment style analysis go back to Sharpe.\textsuperscript{247} His goal was to develop a tool with which institutional investors could better assess and measure the performance of investment managers.\textsuperscript{248}

\textsuperscript{242} See Postert (2007), pp. 44-63.
\textsuperscript{245} See Jones (2008), p. 21.
\textsuperscript{248} See Jones (2008), pp. 20 et. seq.
Following the definition of Brown and Goetzmann\(^{249}\), an investment style can be seen “as a natural grouping of investment disciplines that has some predictive power in explaining the future dispersion in returns across portfolios”\(^{250}\). In further specifying this definition, this thesis is geared to investment style in its narrow sense according to Postert.\(^{251}\) Thus, investment style focuses on microeconomic issues and does not encompass a selection along asset classes, countries, currencies, or industries. In this sense it is purely focused on stock selection.\(^{252}\)

### 4.1.2 Classification of Investment Styles

Figure 3 provides a systematic overview of the most common investment styles:

**Figure 3: Overview of equity investment styles**

Source: Author taking into consideration Sharpe (1992), Gorodess (1997), Hardy (1997), and Otte/Castner (2007)\(^{253}\)
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\(^{249}\) See Brown/Goetzmann (1997).


\(^{251}\) See Postert (2007), pp. 66 et seq.

\(^{252}\) See Brown/Bentley (2002), p. 31.

Small-cap and large-cap relates to the size of the market capitalization of the underlying company. The exact definition of what constitutes a small-cap and what a large-cap company varies. In the U.S., a small-cap stock usually has a market capitalization between 300 million and 2 billion US$, whereas a company has to show a market capitalization of 10 billion US$ or more to classify as a large-cap stock. Stocks with a market capitalization between two and 10 billion US$ are usually referred to as mid-cap stocks. Stocks below 300 million US$ in market cap classify as micro cap. However, it should be noted that these market cap thresholds are not uniform over time and particularly not across countries. Generally, U.S. stock markets use higher market cap figures, which also reflects the larger size of U.S. financial markets. All market capitalization-based investment styles can be combined with either value or growth investing. For example, an investment manager can pursue a large-cap value investment style, or he can be a small-cap growth investor.

Momentum, however, is predominantly associated with growth investing and regarded as incompatible with value investing. Investors following a momentum style invest their funds based on the assumption that existing trends will continue. They attempt to detect these trends by various metrics or technical stock chart analysis, thus “investing in shares with positive relative price strength without regard to fair value”. Often such trends persist when an industry or company is experiencing above-average sales or earnings growth, and analysts’ growth expectations are at least met if not beaten. Fallen angel companies before announcing their negative earnings surprise are typical stocks on the buy lists of momentum growth investors. And momentum investors also play a role for such stocks after the negative earnings surprise, since they now regard the previous upward trend as broken and thus start to sell their shares. The consequent downward post-earnings announcement drift can be viewed as an expression of the novel negative trend in stock price that is amplified by the behavior of momentum investors. Since Jegadeesh and Titman have found evidence supporting the momentum strategy over a three to twelve month holding period, the momentum strategy also has received backing from the academic side. Several other studies have confirmed the findings of Jegadeesh and Titman for both

---

257 Wisdom (2009), p. 150.
the U.S. and other countries as well. Nevertheless, there is plenty of evidence that contrarian investment behavior, which is in essence the opposite to momentum investing, leads to superior returns over longer periods of time.

In contrast to momentum investors, value investors do not buy or sell stocks based on trend analysis, but rather act as a contrarian investor focused on the intrinsic value of a company and the possibly resulting undervaluation of its stock. Therefore, value and momentum are very difficult to reconcile, although O'Shaughnessy or Henning have come up with investment strategies and models that try to combine the advantages of both investment styles. A recent study by Asness et al. highlights that the returns of value and momentum strategies are indeed negatively correlated both within and across asset classes, particularly during extreme return events. However, their findings also advocate a combination of both investment strategies within a broader portfolio approach, since such combination delivers superior results for investors. Bernhard and Verhoven also recommend a combined value-momentum strategy, but like Asness et al. do so on a portfolio level and not by creating a new blended investment style. However, as it is not the goal of this thesis to bring value and momentum investment styles closer together, but rather build a bridge between value and growth investing, the focus shall be placed more on the investment styles of value and growth and their relationship towards one another.
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260 See, for example, Oehler (2002).
262 See Greenwald et al. (2002), pp. 3 et seq.
263 See O'Shaughnessy (2005) and Henning (2010).
264 See Asness/Moskowitz/Pedersen (2009).
265 See Bernhard/Verhofen (2011).
4.2 Value versus Growth Investing

4.2.1 Value Investment Style

Both academics and investment practitioners view value and growth as among the most important, if not even the most important investment styles. There has been an extensive amount of academic empirical research on value and growth investing, and many financial market participants use these two styles as reference points in the investment universe. Together with this frequent use of value and growth often goes the – erroneous – view that value and growth are diametrically opposing investment styles. Following this view, major index providers like MSCI or S&P construct value and growth indices by splitting the underlying investment universe along certain dimensions into value and growth stocks.

Value investors, on the one hand, are looking to buy stocks of companies that they believe are undervalued in their current state. Plainly spoken, they are trying to “buy a dollar for 60 cents”. Therefore, they are looking for low valuation ratios, such as price-to-book, price-to-earnings, or price-to-cash flow. A high dividend yield is also often a feature of a stock that is preferred by value investors. Although value investors do not completely neglect potential future growth when evaluating investment opportunities, they do not focus on it as the key element for a stock’s current valuation. Value investors also do not see stocks purely as vehicles to participate in the ups and downs of the stock market, but refer to investing in a stock as “buying a fractional interest in a business”. Consequently, they spend a lot of their analysis effort on trying to understand the business of a company, its current and long-term competitive position, and the quality of its management. Based on this deep
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269 See Greenwald et al. (2002), p. 4.


273 See Greenwald et al. (2002), pp. 101 et seq.


understanding of a company’s business value investors estimate the intrinsic value of a company’s stock and compare it with the current market price. However, it is not enough that the intrinsic value of a company exceeds the prevailing market valuation. Value investors acknowledge the fact that they might be wrong in their calculations despite the generally extensive effort they put into the fundamental analysis of a stock. To protect themselves against such risk they demand a certain percentage that the current market price has to be below the intrinsic value of a stock before investing in it. This difference between intrinsic value and market price is called the margin of safety and is one of the key concepts of value investing. Although the size of the demanded margin of safety varies from value investor to value investor, the usual range lies between 10 and 50 percent.

The popularity of the value investment approach is mainly due to two reasons: first, the documented superior returns that can be earned by investors in following a value investment strategy, and second, the existence of a systematic process of valuing a company based on value investment principles.

Concerning the superior performance of value investment strategies, both the investment results of value investment practitioners and a large body of academic research lend support to it. Often relating to the tradition of value investing as established by Graham in the first half of the twentieth century, there are numerous investment professionals who have been achieving superior returns by applying value investment strategies. As previously mentioned, Buffett elaborates vividly on this fact in a speech in front of students of Columbia University on the occasion of the fiftieth anniversary of the publication of Graham’s and Dodd’s book titled “Security Analysis”. He points out that the outstanding investment results of these investors are rooted in their exposure to the principles of value investing during their time with Graham. They achieved their superior performance independently from each other and consistently over several decades. Thus, this accumulation of well above-average investment performance cannot be purely accidental. Until today, investors who follow value investment criteria in their decision-making process have been able to beat the market over longer time periods. To verify these observations in a systematic and
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277 See Yee (2008).
statistically firm way, scholars have conducted numerous studies demonstrating the significantly superior return of value style investing over mid- to long-term investment horizons and across countries.\textsuperscript{281} The academic world refers to this phenomenon as value anomaly.\textsuperscript{282} Since these findings are contradictory to efficient market theory, they were initially received with surprise. Later on, two main explanations for the value anomaly emerged.\textsuperscript{283} On the one hand, supporters of the efficient market theory attributed the anomaly to the higher risk of value stocks on some dimension not yet identified by academics, but already priced by investors.\textsuperscript{284} This argument was weakened by the observation that the beta of value portfolios did not reflect such higher risk, but was even lower than overall market betas.\textsuperscript{285} On the other hand, behavioral finance theory explained the value anomaly with the systematic mistakes market participants make due to numerous biases that influence their investment decisions.\textsuperscript{286} The so-called expectational errors hypothesis states that investors initially have overly optimistic expectations about the future earnings’ prospects of growth stocks. These are later corrected and thus lead to the underperformance of growth stocks.\textsuperscript{287} Skinner and Sloan supported the expectational errors hypothesis by studying the share price performance of growth stocks relative to value stocks. According to their findings the underperformance of growth stocks is predominantly due to the significantly worse stock price reaction of growth stocks to negative earnings announcements, thus strengthening the case for the quest for good fallen angel stocks.\textsuperscript{288} A third explanation of the value anomaly ascribed the underperformance of growth investing style to methodological issues of data-selection bias, but this


\textsuperscript{282} See, for example, Kang/Ding (2006), pp. 114-116.


\textsuperscript{284} See Fama/French (1992).


\textsuperscript{286} For a deeper discussion of efficient market theory and behavioral finance see chapter 3.

\textsuperscript{287} See Lakonishok/Shleifer/Vishny (1994).

\textsuperscript{288} See Skinner/Sloan (2002). Their finding that a large part of the negative abnormal returns occurs during the 31 days leading up to the earnings announcement and only a smaller part during the three days surrounding the announcement does not substantially hurt this thesis, because fallen angels are defined as stocks showing, among other features, a negative abnormal return in a five-day window around the earnings announcement. Therefore, a slightly negative abnormal return is already sufficient to pass this criterion for a fallen angel.
approach was materially challenged by a subsequent study shortly after it was made public.\textsuperscript{289}

Regarding the process of value investing, the fact that a systematic process of valuing a company on the basis of value investment principles exists, thereby making value investing more practical, also supports the popularity of the value investment style. Developed by Graham and Dodd during their time at Columbia University, this process was and still is further refined at Columbia University’s Heilbrunn Center for Graham & Dodd Investing.\textsuperscript{290} Starting from an in-depth analysis of the company’s book value, which represents the most reliable information, value investors continue with estimating the earnings power of a company. This is done on the basis of conservative assumptions on the durable amount of earnings under average conditions and without making any assumptions about possible future growth. Only after that step, growth potential is taken into consideration, which prevents the fairly safe assumptions on book value and earnings power to be diluted by the speculative element of potential future growth.\textsuperscript{291} Furthermore, there is not only a systematic company valuation process based on value investing criteria. Moreover, true value investing encompasses a complete structured investment process as proposed by Greenwald.\textsuperscript{292} This process covers four phases: The search for an appropriate investment target as the point of origin is followed by the valuation of the target stocks as described above. In their search for investment opportunities, value investors focus on stocks that Greenwald calls “cheap, ugly, obscure, otherwise ignored”\textsuperscript{293}. The outcome of the two initial phases is then thoroughly reviewed in light of the key issues discovered, the collected information for or against the investment hypothesis, and existing personal biases. Lastly, the investment risk has to be managed by paying attention to the demanded margin of safety, by being patient, and by diversifying to a limited extent.

\textsuperscript{289} See Kothari/Shanken/Sloan (1995), Chan/Jegadeesh/Lakonishok (1995), and Chan/Lakonishok (2004), p. 71. See also Davis (1994), who confirmed the book-to-market effect in a sample that was less susceptible to biases affecting early observations in the Compustat files, which were used in many studies.

\textsuperscript{290} See Rehder (2006), pp. 5 et seq.

\textsuperscript{291} See Greenwald et al. (2002), pp. 40-44.


\textsuperscript{293} Greenwald/Bellissimo/Otte (2008), p. 3.
4.2.2 Growth Investment Style

Growth investors, on the other hand, are looking for above-average and continued growth in sales, earnings, and cash flows. Consequently, this group of investors is looking more at the future potential of a company and not at the value that is already reflected in financial statements today. Growth investors are generally not afraid to buy stocks with high price-to-book or price-to-earnings ratios, since they believe that the expected future growth of the company makes price-to-book, price-to-earnings, or other market value-focused ratios based on current financial statement data less relevant. When separating growth from value stocks, researchers often use the price-to-book (P/B) ratio, which is defined as the market value of the company’s stock divided by the book value of its equity. In academic research, this relationship is frequently used in its rearranged form as the book-to-market (B/M) ratio. Growth stocks are those with high P/B ratios (low B/M ratios) while value stocks command a low P/B ratio (high B/M ratio). Besides, there are other criteria such as cash-flow-to-price, price-to-earnings (P/E) or past growth in sales that are used to distinguish growth from value stocks, but P/B respectively B/M appears to be the most widely used ratio. As previously mentioned, some academic studies use the term glamour stocks as a synonym to growth stocks, which represents the widely held belief that value investing concerns itself with boring and stagnant investment targets, while growth investing deals with attractive and growing companies. As Jegadeesh et al. demonstrate, even professional analysts appear to suffer from a bias towards growth stocks. They prefer growth above value stocks in their recommendations, but this is by no means a reliable predictor of future stock returns. On the contrary, Dreman and Berry show that stocks with a high P/E ratio, i.e. growth stocks, react particularly unfavorably to a negative earnings surprise compared to stocks with a low P/E ratio. This is also consistent with the overreaction hypothesis and the negative price response is by far strongest for the quintile containing the stocks with the highest P/E ratio. Furthermore, the impact of a negative earnings surprise on the price of a growth stock
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294 See Bruns/Meyer-Bullerdieck (2003), p. 149, or Au (2004), pp. 27 et seq.
299 See Jegadeesh et al. (2004), pp. 1083 et seq.
is much more pronounced compared to the positive effect of an earnings surprise reaffirming the high growth expectations.\textsuperscript{300} These findings clearly strengthen the case for fallen angel investing. It appears that investors assume that growth companies are still able to beat or at least meet the high growth expectations and are thus not significantly more bullish when companies do so. However, if a company fails to overcome the high earnings growth hurdle, then investors are heavily disappointed and dump the stock. Exactly the opposite is true for stocks with a low P/E ratio, i.e. companies with unambitious or even negative earnings growth expectations. Their share prices are not hurt a lot by negative surprises, but benefit substantially from a positive earnings surprise. This is also consistent with prospect theory and the activity of coding as explained in section 3.3.1.

The simplifying – and unjustified – treatment of growth investing as the direct antagonist to value investing is stressed by the frequent association of growth investing with momentum investing. Although there are similarities between growth and momentum, equalizing growth with momentum would be incorrect. Since a seemingly positive growth perspective of a company is often the cause of the relative outperformance of its stock, sales growth frequently is the driver of the momentum, thus making the growth stock also a momentum stock. Nevertheless, there can be other reasons than growth for a positive (or negative) stock price momentum, such as overall economic, demographic, political, or industry trends. Such circumstances can generate positive perspectives for certain companies and thus initiate a positive momentum for their stocks without substantial actual above-average sales growth. Examples are the sharp stock price gains of many freshly listed New Economy firms during 1999 and early 2000, which were very often caused by mere growth phantasies rather than actual revenue or earnings growth.

Moreover, not only are there momentum drivers besides sales or earnings growth, but also limiting growth investors to risk-seeking people who are only interested in riding on a company’s positive growth trend regardless of the price they have to pay would be misleading.\textsuperscript{301} Successful growth investing requires a deep understanding about the current and future products of an investment target and about how well they will be accepted by customers. As a consequence, growth investing is often more demanding on investors than value or momentum investing.\textsuperscript{302} Therefore, a much more accurate

\textsuperscript{300} See Dreman/Berry (1995).
\textsuperscript{301} See Damodaran (2003), pp. 269 et seq.
\textsuperscript{302} See Lifson/Geist (1999), p. 64.
description of growth investors is that they “buy companies whose growth potential is being undervalued by the market.”

An approach within growth investing that tries to place more emphasis on this aspect is Growth-at-a-reasonable-price (GARP). GARP investors can be seen as conservative growth investors who try to purchase stocks of companies with above-average growth potential while at the same time watching out that share price levels are still reasonable. Like growth investors, they look for companies with rising sales and earnings. Like value investors, they are conscious about not overpaying on an investment. To find suitable stocks GARP investors often either select companies with a P/E ratio that is lower than their earnings growth rate or they look for a low price-earnings-growth (PEG) ratio. In either case they take both the earnings growth and the valuation component into consideration. The PEG ratio is calculated by dividing the current or estimated future P/E ratio by the current or estimated future earnings growth rate. Sometimes investors use an average earnings growth rate over more than one year as the denominator and eventually adjust it further to filter out cyclical companies that have just happened to had one good growth year. The lower the PEG ratio of a stock, the more the stock would appear like an attractively valued opportunity to buy into a growing company and vice versa. As a result, a company with a very high earnings growth rate could still be deemed an attractive investment despite its seemingly high price, while a low price-earnings ratio of an only slowly growing company might not be low enough to justify an investment. Overall, GARP investing can be seen as one attempt to overcome the existing divide between value and growth investment styles and is therefore akin to the spirit of this thesis, which strives for combining elements of value and growth investing in its fallen angel investment approach.
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4.2.3 Comparison of Value and Growth Investment Styles

Summarizing, Table 4 highlights the main differing characteristics of value and growth investment styles including related indices and investors.

Table 4: Overview on value and growth investment styles

<table>
<thead>
<tr>
<th></th>
<th>Value investing</th>
<th>Growth investing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common ideas</td>
<td>• Quest for “cheap” stocks</td>
<td>• Quest for high growth companies</td>
</tr>
<tr>
<td></td>
<td>• Margin-of-safety</td>
<td>• Focus on dynamic sectors</td>
</tr>
<tr>
<td></td>
<td>• Focus on established sectors</td>
<td>• Price of secondary importance</td>
</tr>
<tr>
<td></td>
<td>• Actual growth and growth expectations of minor importance</td>
<td>• Based on fundamental analysis</td>
</tr>
<tr>
<td></td>
<td>• Based on fundamental analysis</td>
<td></td>
</tr>
<tr>
<td>Frequently used</td>
<td>• Low P/B ratio</td>
<td>• High earnings growth (historic and future, e.g. measured as EPS growth)</td>
</tr>
<tr>
<td>investment criteria</td>
<td>• Low P/E ratio</td>
<td>• High sales growth (historic and future, e.g. measured as SPS growth)</td>
</tr>
<tr>
<td></td>
<td>• Low P/CF ratio</td>
<td>• High P/B ratio</td>
</tr>
<tr>
<td></td>
<td>• High dividend yield</td>
<td>• High P/E ratio</td>
</tr>
<tr>
<td></td>
<td>• Low P/S ratio</td>
<td>• High P/CF ratio</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• High ROE</td>
</tr>
<tr>
<td>Important indices</td>
<td>• MSCI Global Value Index Series</td>
<td>• MSCI Global Growth Index Series</td>
</tr>
<tr>
<td></td>
<td>• S&amp;P U.S. Value Indices</td>
<td>• S&amp;P U.S. Growth Indices</td>
</tr>
<tr>
<td></td>
<td>• S&amp;P U.S. Pure Value Indices</td>
<td>• S&amp;P U.S. Pure Growth Indices</td>
</tr>
<tr>
<td></td>
<td>• Russell Global Value Indices</td>
<td>• Russell Global Growth Indices</td>
</tr>
<tr>
<td></td>
<td>• Russell U.S. Value Indices</td>
<td>• Russell U.S. Growth Indices</td>
</tr>
<tr>
<td>Prominent investors</td>
<td>• Benjamin Graham</td>
<td>• T. Rowe Price</td>
</tr>
<tr>
<td></td>
<td>• Warren Buffett</td>
<td>• Phil Fisher</td>
</tr>
<tr>
<td></td>
<td>• Seth Klarman</td>
<td>• Peter Lynch</td>
</tr>
<tr>
<td></td>
<td>• Walter and Edwin Schloss</td>
<td>• Martin Zweig</td>
</tr>
<tr>
<td></td>
<td>• Howard Marks</td>
<td></td>
</tr>
</tbody>
</table>


4.3 Investment Styles and Fallen Angels

4.3.1 Previous Attempts to Reconcile Value and Growth Investment Styles

In contrast to the mainstream opinion of value and growth as diametrically opposing investment styles, several well-respected investors or authors on investment topics have voiced disagreement with this view. Buffett, for example, notes that “market commentators and investment managers who glibly refer to ‘growth’ and ‘value’ styles as contrasting approaches to investment are displaying their ignorance, not their sophistication. Growth is simply a component […] in the value equation.” He clearly articulates that the widely held belief of growth and value as being diametrically opposite investment styles in his view does not appear sensible. As for himself, he claims to be “15 percent Fisher and 85 percent Benjamin Graham.” Buffett made this statement already in 1969 and appears to have migrated more towards a balance between value (Graham) and growth (Fisher) since then. His claim that he tries to “find an outstanding business at a sensible price, not a mediocre business at a bargain price” is a clear expression that he fully internalized the combination of value and growth elements in his investment philosophy.

Buffett’s business partner Munger also highlights the faultiness of the value-growth confrontation, since it would not be sensible to pay more for a stock than it is worth for. As a consequence, “all intelligent investing is value investing” and that is true for the purchase of growth stocks like it is for any other investment operation.

Vinall, a Swiss-based hedge fund manager and speaker on value investment-related topics, also negates the wrongfully assumed contradiction between value and growth. For him, growth is one of the two most important components in valuing a company, with cash being returned to the owners as the other. While it would certainly be foolish to not consider the value of an asset when making an investment decision, neglecting the aspect of growth would likewise lead to disappointing results. Consequently, a
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company’s earnings should always be adjusted for the investments it is undertaking in making it grow. As a result, valuations that looked high for certain stocks might do less so after adjusting for growth investments.\textsuperscript{315}

While one would classify Buffett, Munger, and Vinall as value investors who adapted certain aspects of growth investing in their investment philosophies, there are also representatives of the group of growth investors who believe in the inseparability of value and growth. One of them is Fisher, the “doyen of growth investors.”\textsuperscript{316} Although Fisher was first and foremost looking for companies with sufficient potential to significantly grow sales and earnings for at least several years ahead, he did never fail to look at the price that he had to pay for obtaining a share in such companies. The fact that he was particularly emphasizing the long-term aspect of his growth investing philosophy demonstrates that the equation of growth and momentum investing is faulty. Fisher deliberately checked whether a company’s management did enough to foster the long-term growth prospects of a company in his investment analysis. This was much more important to him than showing rising sales or earnings in each year, since even the most outstanding growth companies failed to do so from time to time.\textsuperscript{317}

Lynch, another pronounced representative of the group of growth investors, would also fiercely oppose the view that sensible growth investing can be separated from a company’s valuation.\textsuperscript{318} With his approach of blending investment criteria from both growth- and value-style investors, he is regarded as one of the early and the most popular representative of the GARP investment style.\textsuperscript{319} During the thirteen years from 1977 until 1990, when he managed Fidelity Investment’s Magellan Fund, he achieved a phenomenal track record of an annualized performance of 29.2 percent.\textsuperscript{320}

Besides the fact that prominent and successful representatives of the growth investing style disagree with the alleged contradiction between value and growth, it is also noteworthy that Graham as the “father of value investing”\textsuperscript{321} himself was not alien to the value of growth for value investing at all. Although practitioners have used the notion of Graham-and-Dodd-style investing as the opposite to growth investing,

\textsuperscript{315} See Vinall (2008).
\textsuperscript{316} Arnold (2002), p. 111.
\textsuperscript{320} See Arnold (2002), p. 5.
\textsuperscript{321} Graham/Klein/Darst (2009), subtitle on book’s title page.
Graham and Dodd never made that distinction. In the last edition of “The Intelligent Investor” Graham even specifically noted that the “philosophy of investment in growth stocks parallels in part and in part contravenes the margin-of-safety principle. [...] [T]he growth-stock approach may supply as dependable a margin of safety as is found in the ordinary investment." In order to achieve this a growth investor must carefully and conservatively estimate future earnings, which substitute the past earnings record as the orientation mark for company valuation. Additionally, he has to make sure that he includes a satisfactory margin of safety in his calculations. However, Graham sees particular difficulty in achieving the latter, since most growth stocks show high market valuation levels that do not leave sufficient room for the required margin of safety. Nevertheless, he does not rule out that investors can successfully pick growth stocks. They only need a “special degree of foresight and judgement [...] in order that wise individual selections may overcome the hazards inherent in the customary market level of such issues as a whole.” Although Graham never unconditionally endorsed growth investing, he got to appreciate the power of this approach over the course of his investment career.

With even Graham as the most pronounced representative of the value investment style acknowledging that value and growth investment styles are closer to each other as the common view suggests, it does not come as a surprise that support for this opinion can not only be found among investment practitioners, but also among academic writers.

Cunningham, for example, puts forward the view that despite a differing emphasis with regard to what drives the intrinsic value of a company, value and growth investors both share the view that there is a difference between value and price of a stock. Whereas value investors focus on known values and compare them to the current price of a company, growth investors emphasize expected values arising from future growth. From this perspective, “growth investing is a cousin of value

---

323 See Graham/Dodd (1940), pp. 11-14.
327 See Martin et al. (2011), pp. 4-8.
This is also not materially challenged by the fact that value fund managers tend to be more style-consistent than their growth counterparts. This might be attributable to the fact that value investors more strongly base their decisions on clearly measurable criteria, while growth investors more heavily rely on future growth perspectives, which are by definition more difficult to grasp, thus introducing an element of subjectivity. According to Cunningham, however, value investors will – although to a lesser extent – also have to deal with this issue, as potential future growth is always an element in valuing any company, no matter if it suffices standard value investing criteria or not. Again, value and growth investors share important common ground in coming up with investment decisions.

Another author stressing the commonalities between value and growth investment styles is the German scholar and value investor Otte. Together with Castner he derives the proximity between value and growth investing from the fact that both investment styles apply long-term fundamental analysis in their investment decision-making. This clearly distinguishes growth investing from the short-term, technical analysis-based momentum investing, thus refuting the frequently assumed close link between growth and momentum styles.

Ahmed and Nanda provide empirical evidence for the superiority of a combination between value and growth investing. While confirming the earlier, more general finding that stocks with low P/E ratios deliver better returns than those with high P/E ratios, their analysis also demonstrates that portfolios of stocks combining high growth rates with low P/E ratios dominate pure low P/E portfolios in terms of return. A study of stock returns in Euro zone financial markets confirms these findings and attributes the highest return to a value investment strategy that is focused on growth stocks.

Arnold takes a comprehensive approach to the topic of combining value and growth investment styles. Besides his research on traditional value investment topics, he

331 See Cunningham (1998), pp. 15 et seq.
332 See Otte/Castner (2007).
335 See Arnold (2002).
has developed an investment approach that he calls Valuegrowth Investing after having extensively studied the approaches used by several highly successful investors. In the center of his investment process stands the figure of owner earnings. The calculation of this figure starts with net income to which depreciation, depletion, amortization and other non-cash charges are added. Then the annual expenditures for plant, machinery, and other fixed assets that are required to maintain the company’s long-term competitive position, unit volume, and pursuit of all new value creating projects are subtracted. Finally, Arnold also subtracts the annual expenditure for working capital that is required for the same purposes as above. The resulting owner earnings figure resembles the free cash flow that is available to equity holders after all investments to keep the company as a long-term going concern are made. Since estimating these expenditures in fixed assets and working capital requires a deep understanding of the company, its industry, and the long-term dynamics of the business model, long-term fundamental analysis is necessary. On the basis of the calculated owner earnings, Arnold derives an intrinsic value of the company and compares this to the current market price. In order to be considered as an investment the difference between intrinsic value and current market price must be large enough to constitute a satisfactory margin of safety. Since Arnold combines elements of traditional value investing, such as financial strength as the required sound basis for the future development of a company or the concept of margin of safety, with elements of growth investing, such as estimating the required expenditures in fixed assets and working capital in the light of long-term growth, he indeed has developed an investment framework that justifiably bears the name value-growth.

4.3.2 Fallen Angel Investing as a New Attempt to Reconcile Value and Growth Investment Styles

However, neither Arnold nor other approaches that combine value and growth investing elements provide investors with an easily and regularly observable means of finding possible promising value-growth investments. All more or less rely on a broad-based observation of a very large number of companies. Fallen angel investing as put forward in this thesis can close this gap and equip investors with a value investment style-based tool set for identifying promising growth stock investment opportunities.

---


In that sense fallen angel investing can also be seen as an easily operational subset of growth investing at a reasonable price. When looking at the characteristics of fallen angels, it becomes clear why. Fallen angels are growth companies that have experienced an abnormal drop in their share price due to a negative earnings surprise, thus valuation levels are currently depressed. Plainly spoken, fallen angels are growth companies that you can now purchase at lower, i.e. more reasonable, valuations than before. Consequently, the fallen angel investment approach can be seen as akin to the GARP investment style. However, there are two main differences, since firstly fallen angel investment is more limited than GARP investing with regard to the universe of available investment opportunities. Fallen angel investing by definition is limited to fallen angel stocks, whereas GARP investors search for opportunities among growth companies in general. Secondly, and much to its advantage, the fallen angel investment approach provides an investor with a very concrete trigger when to look at a specific stock. This makes the fallen angel investment approach easy to implement for the investment practice. Its set of measurable criteria helps investors to distinguish the good, i.e. undervalued, fallen angels from the bad, i.e. overvalued, fallen angels. In that sense, fallen angel investing serves as a vehicle to overcome the artificial divide between value and growth investing styles.
5 Development of Possible Indicators for Angel Quality

This chapter will introduce a framework of potential influence factors on the quality of a fallen angel stock, the set of possible indicators for angel quality derived from this framework, and the hypotheses that have been formulated with regard to the single independent variables. Before introducing the overall framework of influence factors as used in this thesis and describing the individual indicators in more detail, the influence of value investment principles on the design of the framework shall be reviewed.

5.1 Input from Value Investing Practice

As this thesis also aims at bringing value and growth investment styles closer together, turning to principles of value investment when analyzing growth stocks that delivered disappointing earnings (aka fallen angel stocks) seems like a logical move. Additionally, the previously mentioned overall superior investment performance of value investors provides further reason why looking at value investment criteria appears promising when making individual stock selection decisions. Investing in fallen angel stocks is such a situation.

A main concern for value investors is to strictly limit the risk of losing their investment. With regard to that concern, Buffett has coined a vivid phrase: “Rule number one, don’t lose money. Rule number two, don’t forget rule number one.” As a consequence, value investors in general are looking for healthy and financially stable companies with high and sustainable profits and free cash flows. It is seen as advantageous if management focuses on efficiency and cost control, rather than pursuing empire building via overpriced acquisitions.

However, value investors are not only concerned with the business fundamentals, but equally so with the valuation of a stock. They consider investing in a good company at a cheap or at least a good price, but would not do so if they can only purchase its stock at a high price. Value investors invest only if the calculated intrinsic value of a

---

342 See, for example, Greenblatt (2006), pp. xviii and 48-57, or Tavakoli (2009), p. 17.
company’s share is sufficiently above the current market price, i.e. the previously described margin of safety is large enough.\textsuperscript{343}

Although value investing focuses on both quantitative and qualitative aspects of a company and its business, it has its roots in fundamental analysis.\textsuperscript{344} From that perspective, the statistical testing of financial ratios as conducted in this thesis suggests itself. However, the use of financial statement information as a potential predictor of future share price performance also gains support from academic studies. For example, Piotroski demonstrates that the selection of financially strong companies out of a broad sample of high book-to-market (aka value) firms leads to superior investment results.\textsuperscript{345} And Shapovalova and Subbotin found evidence that fundamental company characteristics, like contemporary accounting figures, are more important for predicting future stock returns than sensitivities to Fama and French risk factors.\textsuperscript{346}

5.2 Framework of Possible Influence Factors on Angel Quality

Largely drawing on the above-mentioned input from the value investment practice, the framework of possible influence factors on fallen angel quality as applied in this thesis contains seven possible factors: 1) financial stability, 2) profitability, 3) cash flow, 4) cost structure, 5) mergers and acquisitions activities, 6) valuation, and 7) the extent of the negative earnings surprise itself.

Whereas the first six influence factors are all rooted in value investment philosophy, the last considered factor has no apparent connection to value investors. It is included in this thesis because of the constitutive importance of a negative earnings surprise for fallen angel stocks, and the findings of behavioral finance research on investor over- and underreaction, which tend to be corrected in the future, when stock prices revert to their mean. Therefore, it appears promising to analyze whether the strength of the negative earnings surprise and of the related negative abnormal share price reaction has an influence on the quality of a fallen angel stock.


\textsuperscript{344} See Whitman (2000), pp. 69 et seq.

\textsuperscript{345} See Piotroski (2000).

\textsuperscript{346} See Shapovalova/Subbotin (2009).
Figure 4 gives an overview of the possible influence factors on angel quality as included in this thesis:

![Diagram of possible influence factors on angel quality]

**Figure 4: Possible influence factors on angel quality**
Source: Author

For each of these influence factors one or more measurable variables are established in order to test them as indicators for angel quality.

### 5.3 Financial Stability

The first two ratios address the financial stability of a company. They cover both short-term financial stability measured by short-term liquidity and long-term financial stability as expressed by the capital structure. The underlying assumption is that – all other factors equal – the more financially stable a company is, the more successful it will be over time. Thus, the more likely the fallen angel will be of good quality. The reasons behind this argument are twofold: Firstly, financially stronger companies are more likely to stay afloat than their weaker counterparts. Secondly, they should be
better able to take advantage of growth opportunities. Both arguments should particularly hold for growing companies that experience problems. This is exactly the case with fallen angels.

5.3.1 Current Ratio as Measure of Short-Term Liquidity

The first ratio concerning the financial stability of a fallen angel is the current ratio. It reveals information about the short-term solvency of a company and is defined as the relationship between all current assets and liabilities:

\[
\text{Current ratio} = \frac{\text{Current assets}}{\text{Current liabilities}}
\]

The definition of current assets and liabilities follows prevailing international accounting standards as adopted by the EU commission. Therein current means all assets or liabilities expected to be realized or to be settled within twelve months after the balance sheet day, i.e. within a short-term horizon. In case a company’s current assets are not sufficient to cover short-term liabilities, i.e. the current ratio is below one, it might be a sign of potential problems. This might particularly be the case for fallen angel companies, which, due to their good past corporate development, enjoyed favorable trade terms with suppliers and ample short-term credit facilities with banks. A reassessment of these terms triggered by the negative news of the earnings surprise could lead to short-term solvency problems for companies that do not possess a sufficient short-term liquidity cushion. At worst such firms might become insolvent, at best they have to take cash-preserving measures that might hurt their growth perspectives, like cutting back on capital expenditures.

---

349 For the purpose of this thesis, both numerator (abbreviation: WC02201) and denominator (abbreviation: WC03101) were extracted from the Worldscope database.
350 See European Commission (2008), p. 11 et seq. The commission provides further criteria for classification of an asset or liability as current. In addition to the one-year period after the balance sheet date, classification as current is also required if the asset or liability is likely to be realized or settled in the company’s normal operating cycle or is held primarily for trading purposes. Furthermore, cash or cash equivalents are always counted as current assets unless their use is restricted for at least 12 months after the balance sheet date.
Following the presented line of argument, a higher current ratio should be an indicator for better angel quality and the corresponding hypothesis therefore is:

\[ H_1 = \text{The higher the current ratio the more likely the fallen angel is of good quality.} \]

However, particularly successful companies with a strong business model and durable competitive advantage frequently show a current ratio of below one. This observation puts the assumed direction of hypothesis \( H_1 \) into perspective.

5.3.2 Equity Ratio as Measure of Capital Structure Stability

The second financial stability ratio is the equity ratio. It represents the capital structure of a company and thus addresses the long-term aspect of financial stability. Investors use it frequently in their investment decision-making models and processes. It states how many percent of a company’s assets are funded with equity:

\[
\text{Equity ratio} = \frac{\text{Total shareholders' equity}}{\text{Total assets}}
\]

Most firms carry a substantial portion of debt on their balance sheets. Although this makes absolute sense from an economic standpoint, because debt financing puts the leverage effect to work, in general investors prefer companies with low debt levels. A low debt level is analogous to a high equity ratio. Particularly for fallen angels a sufficiently high level of equity funding should be important. Whereas dividends to shareholders can be lowered or even put off due to the disappointing earnings situation, debt holders usually have a contractual right to receive their interest payments independent of the economic situation of the company. Furthermore, creditors are entitled to receive their principal back at maturity date of the debt, putting further strain on a fallen angel’s liquidity. As equity funding becomes more difficult and more expensive after a steep drop in share price, particularly highly indebted
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353 See Buffett/Clark (2008), pp. 88 et seq.
354 See, for example, Levermann (2011), pp. 42 and 154.
356 For the purpose of this thesis, both numerator (abbreviation: WC03995) and denominator (abbreviation: WC02999) were extracted from the Worldscope database.
357 For an explanation of the leverage effect see Thommen/Achleitner (2009), pp. 661-663.
358 See, for example, Kaye (2006), p. 30.
fallen angels could run into financial difficulties. Consequently, the less debt a company has, the more financially stable it should be.\textsuperscript{359} Another argument put forward by Fisher focuses on a growth company’s ability to finance its growth without tapping into further equity funding.\textsuperscript{360} A company with a high equity ratio and therefore a stronger borrowing power more probably will be able to take on further debt to fund its growth. Consequently, no new equity will have to be issued and current investors in the company will not be diluted.

Therefore, the corresponding hypothesis for the equity ratio is:

\[ H_2 = \text{The higher the equity ratio the more likely the fallen angel is of good quality.} \]

However, Jensen put forward the argument that since debt reduces the cash flow that is at the free disposal by management, a higher debt level has a disciplining effect and therefore helps to mitigate agency problems.\textsuperscript{361} Thus, the expected direction of hypothesis $H_2$ remains ambiguous.

### 5.4 Profitability

Profitability is the second possible influence factor on angel quality that is addressed. Although growth companies are mainly characterized by the growth in their topline, being able to develop and maintain a profitable business is the key to success for any enterprise. Additionally, a company with a higher profit margin also offers more safety for an investor, especially during an economic downturn. If overall profit margins narrow due to worsening economic conditions, the company commanding a higher profit margin may still remain profitable, while the lower profit margin company might already suffer from losses and resulting financial distress.\textsuperscript{362} Therefore, the underlying assumption here is that the higher the level of profitability is the more likely a company will belong to the group of good fallen angels.

\textsuperscript{360} See Fisher (2003), p. 74 et seq.
\textsuperscript{361} See Jensen (1986) and Jensen (1989), pp. 41-44, regarding the benefits of debt in reducing agency costs, and Jensen/Meckling (1976) regarding agency theory in general.
\textsuperscript{362} See Fisher (2003), p. 199 et seq.
5.4.1 Gross Profit Margin

The first measure of profitability chosen is the gross profit margin. It is defined as gross profit divided by net sales with gross profit being the difference between net sales and cost of goods sold (COGS):\(^{363}\)

\[
\text{Gross profit margin} = 1 - \frac{\text{COGS}}{\text{Net sales}} \quad ^{364}
\]

Many investors see a high gross profit margin as an indication of a good business model. It cannot be easily manipulated and is therefore regarded as a fairly reliable indicator of a decent enterprise.\(^{365}\) Companies who command a durable competitive advantage with their offering are in a position to charge higher prices resulting in a higher gross profit margin. On the contrary if a company lacks a durable competitive advantage it has to compete mainly on price, thus lowering the gross profit margin.\(^{366}\) A fallen angel that possesses a durable competitive advantage that is reflected by a high gross profit margin should have better chances to get back on its former growth track than a company with a low gross profit margin.

The corresponding hypothesis therefore is:

\[
H_3 = \text{The higher the gross margin} \\
\text{the more likely the fallen angel is of good quality.}
\]

\(^{363}\) See Buffett/Clark (2008), p. 32 et seq.

\(^{364}\) For the purpose of this thesis, both numerator (abbreviation: WC01051) and denominator (abbreviation: WC01001) were extracted from the Worldscope database.

\(^{365}\) See Kaye (2006), p. 82.

\(^{366}\) See Buffett/Clark (2008), p. 33 et. seq.
5.4.2 Return on Assets

The second profitability ratio is return on assets (ROA), which is widely used by financial analysts as a performance measure. It addresses the key deficiency of other return ratios, such as return on sales or return on equity, which is that they neglect the asset base a company needs to generate its profits. Since funding for this asset base has to come from investors, it matters to them how much capital is required to produce a certain amount of profit. ROA accounts for this issue by relating the net income of a company to its total asset base:

\[
Return\ on\ assets = \frac{Net\ income}{Total\ assets}\]

ROA indicates the efficiency with which management employs the resources of the company to earn a profit. Particularly during the turbulent times in which fallen angels often find themselves in, a more efficient management constitutes an advantage. With potentially narrowing profit margins and less availability of capital for investments, the ability of management to efficiently use the assets of a company is even more important than under normal circumstances. Therefore, the corresponding hypothesis reflects the preference of investors for a company with higher ROA:

\[
H_4 = \text{The higher the return on assets the more likely the fallen angel is of good quality.}
\]

---

369 For the purpose of this thesis, both numerator (abbreviation: WC01551) and denominator (abbreviation: WC02999) were extracted from the Worldscope database.
5.5 Cash Flow

The third possible influence factor on fallen angel quality included in this thesis deals with cash flow. The importance of cash flow cannot be underestimated, since “in business, cash is what pays the bills.”\(^{371}\) To an investor, cash flow matters, because the ability of a company to generate cash for its owners is a key driver of shareholder value. In the end, it is the expected amount and timing of cash flows to the shareholders that are essential to a potential investor.\(^{372}\) This is reflected by the widely held belief that the intrinsic value of a stock is the sum of all discounted expected future cash flows to the shareholders.\(^{373}\) Furthermore, cash flow-related information is highly valued by investors, because the cash flow statement is not based on accrual accounting, and therefore less subject to management discretion than earnings.\(^{374}\) In addition, not only investment practitioners, but also academics look at cash flow numbers when analyzing drivers for stock returns.\(^{375}\)

Similar to profitability, the underlying assumption here is that the higher the level of positive cash flow a fallen angel company can produce, the more likely it will belong to the group of good fallen angels. However, the analysis of cash flows needs to provide a more differentiated picture, as it is important from which sources the company’s liquid funds are coming from and what they are used for. The three main cash flow streams are cash flow from operating activities (CFO), cash flow from investing activities (CFI), and cash flow from financing activities (CFF).\(^{376}\) Each stream has a different quality for an investor and it might also be worthwhile to look at the relationships among the main cash flow streams. The following two ratios will address these different aspects of the cash flow generation power of a company.

\(^{373}\) See Richardson/Sloan/You (2011), p. 2.
\(^{374}\) See Glautier/Underdown (2000), pp. 33-35 and 229 et seq.
\(^{375}\) See, for example, Vuolteenaho (2002), who attributes the largest part of an individual firm’s stock return to changes in cash flow expectations.
\(^{376}\) See Hawawini/Viallet (2010), pp. 108-120.
5.5.1 Free Cash Flow Margin

The first cash flow measure is free cash flow. It reflects the power of a company to sustainably generate cash out of its operational activities. The calculation is the difference between cash flow from operating activities less capital expenditure:

\[
\text{Free cash flow} = \text{CFO} - \text{CAPEX}
\]

The logic behind this definition of free cash flow is that a company needs to continuously make investments to sustain its business. Consequently, the free cash flow figure should represent the cash generated from operations minus such investments.\(^{377}\) Other parts of the cash flow from investing activities, such as cash outflows for acquisitions, are not taken into consideration, since they are usually infrequent inflows or outflows and therefore are not closely associated with the ordinary, sustainable course of business. Including other items of the cash flow from investing activities than capital expenditure would therefore introduce an element of chance, thus hurting the free cash flow figure as an expression for a company’s sustainable cash generating ability.\(^{378}\) Cash flow from financing is not included in the free cash flow definition used in this thesis, because the financing structure and its associated cash flows can be changed irrespective of the underlying business. Thus, the sustainable cash generating ability of a company’s operations has to be evaluated independent from its financing structure.

To put this ability in relation to the size of a company’s business, the free cash flow margin is used as a possible indicator for angel quality. It is defined as follows:

\[
\text{Free cash flow margin} = \frac{\text{Free cash flow}}{\text{Net sales}}
\]

\(^{379}\)

---

\(^{377}\) See Wisdom (2009), p. 23.

\(^{378}\) See Mulford/Comiskey (2005), p. 361.

\(^{379}\) For the purpose of this thesis, all variables were extracted from the Worldscope database. Free cash flow was calculated as the difference between CFO (abbreviation: WC04860) and CAPEX (abbreviation: WC04601). Net sales (abbreviation: WC01001) was directly extracted from Worldscope.
Since investors could benefit from a high free cash flow in the form of higher dividend payments or stock repurchases, they ceteris paribus prefer companies with higher free cash flow margins. Particularly for fallen angel companies, which might experience problems in obtaining further equity financing after the drop in share price, a sustainable and strong ability to generate cash from operations is important. Otherwise they might not be able to take advantage of all their growth opportunities due to lack of funds, thus hurting their future cash generation power. This, in turn, would make it more likely that they become part of the group of bad fallen angels. Therefore, the corresponding hypothesis is:

\[ H_5 = \text{The higher the free cash flow margin the more likely the fallen angel is of good quality.} \]

### 5.5.2 Cash Flow from Operating Activities-to-Net Income Ratio

The second measure of cash flow strength of a company used in this thesis is the ratio between cash flow from operating activities (CFO) and net income:

\[
\text{CFO-to-net income ratio} = \frac{\text{CFO}}{\text{Net income}} \quad ^{380}
\]

Since net income is an accrual-based accounting measure and cash flow from operating activities is not, this ratio can be seen as an indication of earnings quality. It expresses to what extent management has boosted earnings by aggressive assumptions regarding accruals and other profit adjustments. \(^{381}\) Earnings that are backed up by cash generated from operations are believed to be of higher quality, since they can be used to make investments, pay back debt, or distribute cash to shareholders. \(^{382}\) This is also backed up by empirical research undertaken by Sloan, who shows that earnings driven by positive accrual adjustments, i.e. a low CFO-to-net income ratio, are a negative sign for future profitability and returns. \(^{383}\)

---

\(^{380}\) For the purpose of this thesis, both the numerator (abbreviation: WC04860) and the denominator (abbreviation: WC01551), were extracted from the Worldscope database.

\(^{381}\) See Albrect et al. (2007), pp. 687 et seq.


As a consequence, it is seen as a positive sign if cash flow from operating activities as a pure reflection of operating performance is high relative to accrual accounting-based net income. This is particularly the case for fallen angels, since a low CFO-to-net income ratio paired with the negative earnings surprise might be an indication that the growth of the past periods was based on aggressive accounting and therefore might not be sustained in the future. In other words, a low CFO-to-net income ratio could be a sign that the growth story of the fallen angel is fundamentally flawed rather than only temporarily interrupted. This would make it more likely that such a fallen angel will become part of the group of bad fallen angels. Therefore, the corresponding hypothesis is:

\[ H_6 = \text{The higher the CFO-to-net income ratio} \]
\[ \text{the more likely the fallen angel is of good quality.} \]

5.6 Cost Structure

The fourth possible influence factor on fallen angel quality addresses the cost structure of a company. Thereby, particular emphasis shall be placed on whether a fallen angel company commands a lean cost structure or not. Selling, general & administrative (SG&A) expense is a substantial cost position across all industries. It is generally seen as an indicator of efficiently and effectively run operations.\(^{384}\) The resulting SG&A ratio represents a company’s overhead costs as contained in the SG&A cost categories in comparison to its overall sales activity\(^{385}\):

\[
SG&A \text{ ratio} = \frac{SG&A \text{ expenses}}{Net \text{ sales}} \quad ^{386}
\]

Since SG&A consists of both expenses related to sales activities and expenses related to general & administrative activities, a low SG&A ratio could be due to several reasons. First, it could be an indication of an effective and efficient sales approach. Second, it might reflect superior product or service quality that allows the company to keep marketing and selling expenses to a minimum. Third, a favorable company

---


\(^{385}\) See Bragg (2002).

\(^{386}\) For the purpose of this thesis, both numerator (abbreviation: WC01101) and denominator (abbreviation: WC01001) were extracted from the Worldscope database.
structure with lean overhead would lead to lower general & administration expenses. And fourth, it could be a combination of these reasons. In any case, it would be a good sign to see a low SG&A ratio. This is also the opinion of investment professionals like Buffett.\textsuperscript{387} Furthermore, Fisher argues that a high degree of sales effectiveness and efficiency is particularly important for the continued success of growth companies.\textsuperscript{388} Additionally, a fallen angel with a high SG&A ratio might come under further pressure, since SG&A expenses suffer from stickiness.\textsuperscript{389} This might make it difficult to swiftly adjust such a fallen angel’s cost structure to the now less optimistic growth pace. The corresponding hypothesis therefore is:

\[ H_7 = \text{The lower the SG&A ratio the more likely the fallen angel is of good quality.} \]

A word of caution has to be added, though. A low SG&A ratio might not be the reflection of a lean cost structure, but could also be caused by short-term cost cutting measures.\textsuperscript{390} The latter could hurt the growth potential of the company, particularly mid- to long-term. For example, if a fallen angel cuts its investment in brand building, sales organization, or distribution system in the aftermath of a negative earnings surprise, it likely endangers its long-term success. Spending too little on advertising might mean sacrificing the company’s durable competitive advantage for short-term savings.\textsuperscript{391} Thus, the SG&A ratio requires critical evaluation with regard to the specific situation of a fallen angel company.

\subsection*{5.7 Mergers & Acquisitions}

The fifth possible influence factor on angel quality concerns the mergers & acquisitions (M&A) activities of a fallen angel. To measure these, goodwill as the reflection of excess costs over equity of net assets acquired by the fallen angel company has been selected.\textsuperscript{392} Dividing the goodwill as recorded in the balance sheet by total assets puts the amount of acquired goodwill in relation to the overall balance sheet size.

\begin{itemize}
  \item \textsuperscript{387} See, for example, Buffett/Clark (2008), pp. 39 et seq.
  \item \textsuperscript{388} See Fisher (2003), p. 59.
  \item \textsuperscript{389} See Anderson/Banker/Janakiraman (2003)
  \item \textsuperscript{390} See Gildersleeve (1999), p. 114.
  \item \textsuperscript{391} See Shah/Akbar (2008).
  \item \textsuperscript{392} See Poitras (2010), p. 299.
\end{itemize}
The result is the goodwill ratio:

\[
\text{Goodwill ratio} = \frac{\text{Goodwill}}{\text{Total assets}}
\]

The goodwill ratio is a reflection of the acquisition history of the fallen angel company. A high goodwill ratio shows that a fallen angel company has paid a higher price for an acquisition object than the fair value of its net tangible and identifiable intangible assets.\(^{394}\) This does not necessarily mean that the fallen angel company has overpaid or the acquisitions have been harmful to it. For example, there could be synergies from the acquisition or unidentifiable intangible assets acquired that justify the purchase price. Nevertheless, the assumptions that have led to paying an excess purchase price might become outdated, thus causing the goodwill to decrease in the course of regular impairment tests. Therefore, a high amount of goodwill contains a possible future burden on earnings, if the annual impairment test signals that an impairment charge is necessary.\(^{395}\) Hence, successful investors like Graham or Buffett have taken a cautious stance when it comes to including accounting goodwill figures in a company’s valuation.\(^{396}\) As previously mentioned, particularly value investors prefer when a company’s management is more concerned with improving operational efficiency and enabling the company to grow internally than with aggressively pursuing external growth via acquisitions.\(^{397}\) The corresponding hypothesis reflects this logic:

\[H_8 = \text{The lower the goodwill ratio the more likely the fallen angel is of good quality.}\]

---

\(^{393}\) For the purpose of this thesis, both numerator (abbreviation: WC018280) and denominator (abbreviation: WC029999) were extracted from the Worldscope database.

\(^{394}\) See Stern (2006), p. 82.

\(^{395}\) See Castedello/Klingbeil (2009), p. 4.


5.8 Valuation

Whereas the previous possible influence factors on angel quality dealt with company-
internal performance only, the sixth factor introduces the financial market perspective.
The general idea behind using valuation ratios reflects the above-mentioned importance of the price of an investment for value investors.398

5.8.1 Price-to-Book Ratio

The first valuation measure is the price-to-book ratio. Often it is also called market-to-
book ratio, or, in its reciprocal form, book-to-market ratio.399 The price-to-book ratio is
defined as follows:

\[ \frac{\text{Market value of equity}}{\text{Total shareholders' equity}} \]

Both academics and practitioners frequently use it when deciding whether a stock
should be classified as a value or a growth stock. Already in 1934, Graham elaborated
extensively on the values of investing in stocks that an investor can buy at a significant
discount to their book value of equity, the proverbial dollar for fifty cents.401 By this
statement he was referring exclusively to the relationship between the book value of
equity on a company’s balance sheet to the market value of all his outstanding shares.
Later, Fama and French mentioned this ratio in first place when separating their
universe of stocks into value and growth stocks in their studies.402 For the investment
practice, the importance of the price-to-book ratio is well illustrated by the fact that all
key value indices are constructed by using this ratio. S&P Barra, for example, groups
the stock universe into value and growth categories by determining the median price-
to-book ratio so that the market capitalization above and below this median is equal.
The stocks belonging to the value index are the ones below the median. The stocks
with an above-median price-to-book ratio constitute the growth index. Russell, another

398 See, for example, Greenblatt (2006), pp. xviii and 48-57, or Tavakoli (2009), p. 17.
400 For the purpose of this thesis, the numerator was extracted from Datastream (abbreviation: MV)
and the denominator from Worldscope (abbreviation: WC03995) databases.
401 See Greenwald et al. (2002), p. XI.
important index provider, enlists stocks in its Russell Value Indexes based on both low price-to-book ratios and low forecasted growth rates.\footnote{See Kaye (2006), p. 58.}

It is therefore not surprising, that already several decades ago academics started to test the hypothesis that a value strategy based on buying stocks with a low book-to-market ratio leads to superior investment performance.\footnote{See, for example, Rosenberg/Reid/Lanstein (1985), Fama/French (1992), or Lakonishok/Shleifer/Vishny (1994).} For example, Rosenberg, Reid and Lanstein’s findings show that a strategy of buying stocks with a high book-to-price ratio, i.e. a low price-to-book ratio, and selling stocks with a low book-to-price ratio yields superior returns.\footnote{See Rosenberg/Reid/Lanstein (1985), p. 12 et seq.} The logical reasoning behind using a low price-to-book ratio as an indicator for a good buying opportunity and vice versa is the assumption that companies will take advantage of overvaluations that are expressed by a high price-to-book ratio and issue additional equity at favorable conditions.\footnote{See Parsons/Titman (2009), p. 20.} Therefore, it appears sensible to test whether a low price-to-book ratio is a statistically significant indicator for angel quality.

Following the line of thought of the school of value investment in the tradition of Benjamin Graham, a lower price-to-book ratio should indicate a more favorable investment opportunity and thus a better angel quality. Therefore, the corresponding hypothesis is:

\[ H_0 \equiv \text{The lower the price-to-book ratio the more likely the fallen angel is of good quality.} \]
5.8.2 Price-to-Earnings Ratio

Like the price-to-book ratio, the second valuation ratio to be tested is frequently used as an indicator for the valuation level by both academics and investment practice.\(^{407}\) Already in 1977, Basu tested the efficient market hypothesis by relating the share price performance of common stocks to its price-to-earnings (P/E) ratio.\(^{408}\) Later, Ahmed and Nanda used earnings yield, which is the reciprocal of the P/E ratio, as one of two dimensions to form stock portfolios.\(^{409}\) The P/E ratio is defined as follows:

\[
\text{Price-to-earnings ratio} = \frac{\text{Market value of equity}}{\text{Net income}}
\]

It is a very intuitive measure, since it states how many Euros an investor would have to pay for one Euro of current or projected next year’s earnings. Likewise, it represents the number of years it takes to earn the investment back in case the annual profit remains the same in the future. As investors tend to think in pay-back periods, the popularity of the P/E ratio is understandable.

However, caution should be exercised regarding the type of net income figure to be used in the denominator of the P/E ratio. Logically, this ratio is most meaningful when there is little uncertainty around the earnings figure. Unlike with sales or book value of equity, swings in net income are larger and more frequent. Therefore, it is essential to use a reliable earnings figure. Since future earnings matter to investors, current fiscal year’s forecast net income is often used in calculating the P/E ratio. However, forecasted earnings figures are only reliable when there is little doubt about the accuracy of the earnings forecast. By definition, this is not true for fallen angels, since they have become fallen angels precisely because of falling short of the earnings forecast. The visibility on fallen angels’ future earnings will therefore be rather cloudy, which points towards using past fiscal year’s net income for calculating the P/E ratio.

\(^{407}\) See Kaye (2006), p. 32.
\(^{408}\) See Basu (1977).
\(^{409}\) See Ahmed/Nanda (2001).
\(^{410}\) For the purpose of this thesis, the numerator was extracted from Datastream (abbreviation: MV) and the denominator from Worldscope (abbreviation: WC01551) databases.
Similarly to the price-to-book ratio, an investor would seek to buy the company that is cheaper in his eyes, i.e. has a lower P/E ratio. Thus, the corresponding hypothesis is:

\[ H_{10} = \text{The lower the price-to-earnings ratio the more likely the fallen angel is of good quality.} \]

5.9 Negative Earnings Surprise

Whereas all possible influence factors and ratios described so far had a connection with the financial statements of the respective company, the seventh possible influence factor on angel quality is related to the strength of and the share price reaction caused by the negative earnings surprise.

5.9.1 Standardized Unexpected Earnings

The first earnings surprise-related measure analyzed in this thesis is standardized unexpected earnings (SUE). It is an expression of the extent of the negative earnings surprise. As previously mentioned, the SUE is defined as the absolute figure of the earnings shortfall divided by the dispersion in analysts’ forecasts:

\[
\text{SUE} = \frac{\text{Reported earnings per share} - \text{Estimated earnings per share}}{\text{Standard deviation of estimated earnings per share}}
\]

Although there is substantial research available on the short-term effects of earnings surprises, little can be said about the effect of SUE on mid- to long-term share price performance. This is particularly the case when looking at fallen angel stocks.

The underlying rationale behind including SUE as a possible indicator for angel quality is that the magnitude of the earnings surprise might matter, because financial market participants might particularly overreact to strong negative surprises. If a company misses the consensus earnings forecast by far, it will also lead to a decrease in confidence in the management’s ability to deliver accurate forecasts in the future. This might lead to a more severe overshooting of the stock price, and thus a better

\[ 411 \text{ For the purpose of this thesis, all variables were extracted from the I/B/E/S database.} \]
\[ 412 \text{ See Brown (1997) for a good overview on the so-called SUE effect, which is also known as the post-earnings announcement drift. It describes the tendency of share prices to continue to move into the direction of the earnings surprise for some time after the earnings announcement.} \]
\[ 413 \text{ See Kasznik/Lev (1995), pp. 121 et seq., or Bartov/Givoly/Hayn (2002).} \]
opportunity to buy the shares at a low price. Although the direction of the relationship between SUE and angel quality ex-ante is not clear, it is assumed that in line with the overreaction theory a particularly strong negative surprise also leads to a relatively stronger abnormal share price reaction, thereby creating more upside potential once this overreaction corrects. Since SUE is always negative, the hypothesis is as follows:

\[ H_{11} = \text{The lower the SUE the more likely the fallen angel is of good quality.} \]

5.9.2 Cumulative Abnormal Return

The second earnings surprise-related measure is cumulative abnormal return (CAR). It measures the extent of the share price reaction around a negative earnings surprise. For that purpose, total shareholder return (TSR) is calculated for both the fallen angel stock and the benchmark index. The calculation of CAR is then as follows:

\[
\text{Cumulative abnormal return} = \text{TSR}_{\text{Fallen Angel Stock}} - \text{TSR}_{\text{Benchmark Index}}
\]

The reasoning behind using CAR lies in the overreaction hypothesis.\(^4\) If the share price decline caused by a negative earnings surprise is particularly steep, the fallen angel stock might be a particularly good bargain. Since CAR as used in this thesis is by definition always has a negative value, a low CAR means that the market has strongly reacted to the negative earnings surprise by pushing down the share price. Thus, the corresponding hypothesis is:

\[ H_{12} = \text{The lower the CAR the more likely the fallen angel is of good quality.} \]

\(^4\) For the purpose of this thesis, all data required to calculate TSR for both fallen angel stocks and the benchmark index were extracted from the Datastream database.

\(^4\) See chapter 3.3.2.
5.9.3 Cumulative Abnormal Return-to-Standardized Unexpected Earnings Ratio

The third earnings surprise-related measure is the cumulative abnormal return-to-standardized unexpected earnings ratio (CAR-SUE ratio). It combines the magnitude of both the negative share price reaction and the negative earnings surprise in one ratio:

\[ CAR - SUE \text{ ratio} = \frac{CAR}{SUE} \]

The CAR-SUE ratio puts the extent of the abnormal share price drop in relation to the size of the negative earnings surprise as measured by standardized unexpected earnings. The assumption is that the stock of a company that suffers disproportionately strong relative to the size of its earnings surprise should constitute a good bargain opportunity. In such an instance, the market appears to have overreacted by punishing the stock more than the size of the earnings surprise justifies. With both CAR and SUE being negative as used in this thesis, the CAR-SUE ratio always shows a positive value. Consequently, the higher the CAR-SUE ratio the more the share price has suffered in relative terms. Therefore, the corresponding hypothesis is:

\[ H_{13} = \text{The higher the CAR-SUE ratio} \]

\[ \text{the more likely the fallen angel is of good quality.} \]
5.10 Overview of Hypotheses

As a synopsis of the sections above, Table 5 provides an overview of the mentioned hypotheses and the assumed effect on angel quality as the dependent variable:

Table 5: Overview of hypotheses and related independent variables

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Classification of ratio</th>
<th>Independent variable</th>
<th>Description</th>
<th>Assumed effect on AQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Financial stability</td>
<td>curratio</td>
<td>Current ratio</td>
<td>The higher the better.</td>
</tr>
<tr>
<td></td>
<td>(short-term liquidity)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>Financial stability</td>
<td>eqratio</td>
<td>Equity ratio</td>
<td>The higher the better.</td>
</tr>
<tr>
<td></td>
<td>(capital structure)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>Profitability</td>
<td>gpm</td>
<td>Gross profit margin</td>
<td>The higher the better.</td>
</tr>
<tr>
<td>H4</td>
<td>Profitability</td>
<td>roa</td>
<td>Return on assets</td>
<td>The higher the better.</td>
</tr>
<tr>
<td>H5</td>
<td>Cash flow</td>
<td>fcfmrg</td>
<td>Free cash flow margin</td>
<td>The higher the better.</td>
</tr>
<tr>
<td>H6</td>
<td>Cash flow</td>
<td>cfoni</td>
<td>Cash flow fr. operating activities-to-net income ratio</td>
<td>The higher the better.</td>
</tr>
<tr>
<td>H7</td>
<td>Cost structure</td>
<td>sgaratio</td>
<td>Selling, general &amp; administrative expenses ratio</td>
<td>The lower the better.</td>
</tr>
</tbody>
</table>
The less aggressive a fallen angel’s mergers & acquisitions activities are the more likely it will be a good fallen angel and vice versa.

| H8  | Mergers & acquisitions | goodwill | Goodwill ratio | The lower the better. |

The lower the valuation of a fallen angel is the more likely it will be a good fallen angel and vice versa.

| H9  | Valuation | pb | Price-to-book ratio | The lower the better. |
| H10 | Valuation | pe | Price-to-earnings ratio | The lower the better. |

The stronger the overreaction by financial markets to a negative earnings surprise of a fallen angel is the more likely it will be a good fallen angel and vice versa.

| H11 | NES | sue | Standardized unexpected earnings | The lower (= more negative) the better. |
| H12 | NES | car | Cumulative abnormal return | The lower (= more negative) the better. |
| H13 | NES | carsue | CAR-SUE ratio | The higher the better. |

Text highlighted in grey refers to the underlying assumptions leading to the assumed effect of each tested independent variable on angel quality.

Source: Author

In the following chapter these hypotheses are empirically tested in order to assess their prognostic power with regard to distinguishing good fallen angels from bad ones.
6 Empirical Tests of Angel Quality Indicators

6.1 Introductory Remarks

The main objective of this thesis is to contribute to closing the research gap regarding fallen angel stocks and thereby assisting an investor in making good purchase decisions concerning fallen angel stocks. This shall be achieved by providing him with information about what distinguishes fallen angels of good quality from those of bad quality and also what does not.

Therefore, the core of this thesis consists of statistically testing the possible indicators for angel quality mentioned in the previous chapter. Before the results of the statistical tests are presented later in this chapter, the generation of the raw dataset, the processing of the raw dataset into the base dataset, and the creation of industry subsets out of the base dataset are described. Several robustness tests conclude the chapter.

6.2 Raw Dataset Description

6.2.1 Selection of Geography

In terms of geography, this thesis covers the U.S. stock market. This stock market was selected, because it is the most developed equity market: As of December 31, 2009, the two leading U.S. stock exchanges NYSE and NASDAQ accounted for approximately 32 percent of the regulated stock market capitalization world-wide\(^{416}\), and for 11.5 percent of all listed companies on those exchanges\(^{417}\). Additionally, the U.S. is leading in terms of advancement of equity culture as measured by the percentage of households who participate in the stock market.\(^{418}\) Furthermore, data availability and data quality concerning analysts’ estimates\(^{419}\) and the selected possible


\(^{418}\) See Guiso et al. (2003), pp. 125 et seq. and p. 138.

\(^{419}\) I/B/E/S analysts’ estimates were often not available in good quality for other countries’ stock markets, particularly for the earlier years of the research period. For example, quarterly earnings estimates and actuals started to become available for German companies from the fourth quarter of 1998 only. Data availability increased to reach a reasonable level of coverage in terms of companies with quarterly data from 2000 on. This finding of sparse data availability for European analysts’ estimates in earlier years of the research period is also consistent with Liodakis et al. (2005), p. 5. For many companies in smaller countries, however, a lack of sufficient analysts making an EPS estimate on a quarterly basis remained a problem throughout the full research period.
indicators for angel quality have been the best for U.S. stocks. Finally, the U.S. stock market is regarded as the world’s most efficient one with the strongest arbitrage mechanisms. As a consequence, testing the aforementioned hypotheses in such an environment increases the likelihood to deliver meaningful results.

### 6.2.2 Selection of Benchmark

Following the selection of the geography, the construction of a suitable sample of companies requires the selection of an appropriate index that serves as the benchmark for identifying over- and underperformance of individual stocks. The criteria for selecting an index were threefold: Firstly, the index should be a broad market index. Given the characteristics of fallen angel stocks mentioned above, it is fairly unlikely that the most prominent stock market indices such as the Dow Jones Industrial, which contains established large-cap stocks that are extensively covered by many analysts, will be the best reservoir for finding fallen angel stocks. Therefore, it is necessary to use an index that covers broader parts of the market. Secondly, the index has to have a history going back to the starting point of the research, i.e. until 1996. Thirdly, the index should be available as a performance index in order to make it easier to compare the total return to shareholders from individual stocks to the total return from holding the index.

In considering these three requirements, the S&P Composite 1500 (TR) index was selected as a benchmark. This index combines the S&P 500, the S&P MidCap 400 and the S&P SmallCap 600 and was designed to form “an investable benchmark of the U.S. equity market”. The S&P Composite 1500 accounts for approximately 85% of the U.S. market capitalization. It has been calculated since the end of 1994 and – like all S&P U.S. equity indices – is available both as a price and a performance index, with the latter including both ordinary cash dividends and special dividends. For the purpose of this thesis, the performance index variant representing total return to

---

420 Financial statement data availability and quality for listed European companies has improved since 2005, when application of IFRS became mandatory for financial market-oriented companies. See Weißenberger (2007), pp. 38ff. Nevertheless, this does not solve the problem of data availability and quality before 2005.

421 For problems with the usage of accounting and financial databases in Europe see also García Lara/García Osma/Gil de Albornoz Noguer (2006).


shareholders has been selected. Other broad U.S. stock market indices such as the Russell 3000\textsuperscript{428} or the Wilshire 5000 Total Market Index\textsuperscript{427} have not been selected, as the S&P 1500 is more widely regarded than those other broad market indices\textsuperscript{428}.

The chosen dataset is free of survivorship bias, as all historical constituents of the S&P 1500 index during the research period were included and not only the stocks that were in the index at the end of the research period.\textsuperscript{429}

### 6.2.3 Selection of Time Horizon

Data was gathered for all stocks in the selected index for the time period from 1996 until 2009. There were several reasons for choosing this particular time horizon: Firstly, the time horizon had to be long enough to generate a large number of negative earnings surprise events in order to make the research statistically meaningful. Secondly, the time horizon should be chosen such that it covers various stock market phases. When looking at Figures \textbf{5} and \textbf{6} it becomes clear that the selected research period is indeed one that contains periods of strongly increasing share prices as well as phases of sideward movement or sharply dropping prices. Before, the U.S. stock market as measured by the Dow Jones Industrial Index has shown an over 20-year long period of fairly flat share price development followed by the extended bull market of the nineteen-eighties and -nineties. Thirdly, studies by Brown and Caylor as well as Dechow et. al. indicate that the importance of meeting or missing analysts’ earnings expectations has grown since the mid-1990s which corresponds with the beginning of the chosen time frame for this thesis.\textsuperscript{430}

\begin{footnotes}
\item[427] See Wilshire Associates (2010).
\item[428] An indication for the wide recognition of the S&P 1500 is the fact that futures on its three components S&P 500, S&P MidCap 400 and the S&P SmallCap 600 are available for trading on the Chicago Mercantile Exchange, whereas this is not the case for the other two indices (see CME Group (2008), p. 1et seq.).
\item[429] See Liodakis et al. (2005), p. 4.
\item[430] See Brown/Caylor (2005) and Dechow/Richardson/Tuna (2003).
\end{footnotes}
Figure 5: Chart of Dow Jones Industrial index 1960-2009
Source: Author based on data extracted from Yahoo! Finance (http://finance.yahoo.com)

Figure 6: Chart of S&P Composite 1500 index 1996-2009
Source: Author based on data extracted from Yahoo! Finance (http://finance.yahoo.com)
6.2.4 Calculation of Abnormal Returns

In order to measure cumulative abnormal returns, total shareholder returns (TSR) were calculated. These figures comprise both capital appreciation gains and dividends received under the assumption that all dividends are reinvested immediately after shareholders have received them. The reinvestment price is the price close on the day the dividend is paid. Therefore, TSR represents the “capital appreciation rate investors achieve if they purchase shares at the start date, reinvest all dividends to buy additional shares, and hold all shares to the terminal date.” Gross values were used for both dividends and capital gains, because the S&P 1500 total return benchmark index is calculated without consideration of taxes as well.

The abnormal return is calculated as the TSR on a single company stock less the TSR on the S&P 1500 benchmark. The required input data for TSR and abnormal return calculation – price close and dividend payment data for equity issues and price close data for the benchmark index – were extracted from Datastream.

In order for a stock to qualify as a fallen angel it has to show a worse performance than the benchmark, i.e. any abnormal return of less than zero suffices. This minimal threshold has been selected, because it avoids any randomness in setting the required performance benchmark. Furthermore, Skinner and Sloan have found out that the relative underperformance of growth stocks versus value stocks is largely due to their asymmetric reaction to earnings surprises. Interestingly, a large part of their disproportionately strong negative share price reaction to a negative earnings surprise occurs during the 31 days leading up to the earnings announcement and only a smaller part during the three days surrounding the announcement. This phenomenon might be “driven by preemptive earnings disclosures, and in particular [by] the tendency for managers of growth firms to preannounce adverse earnings news.”

Using the above-mentioned minimal threshold of an abnormal return of less than zero mitigates the

---

432 See Russell Investments (2011a), p. 16.
433 As share price close variable ds.p#t was chosen, because this variable removes all data after the day the company’s stock exchange listing became inactive, whereas the standard Datastream variable ds.p continues to list the final share price close value even after the company had stopped its stock exchange listing due to merger, liquidation or other reasons. Another potentially suitable variable, ds.p#s, was not selected, because it not only removes all data after the inactive day, but also on public holidays, which is not compatible with a uniform database and data analysis design.
danger of erroneously missing to include fallen angel stocks due to an artificially set higher negative abnormal return threshold.

6.2.5 Time Frame Around Earnings Surprise

As demonstrated by numerous studies, share prices do not fully react immediately to the positive and negative surprises conveyed by earnings announcements. Moreover, substantial adjustments already occur shortly before the announcement day of earnings and – though smaller, but still significant – the same is true for the time period after the announcement.\(^\text{436}\) It is therefore important for an investor to be aware of these share price adjustment processes before and after an earnings surprise, because the failure to identify an early significant share price drop related to a negative earnings surprise hurts performance. The same is true for buying a fallen angel stock too early, i.e. before the full effect of the negative earnings surprise has been incorporated in its share price.

Previous research has either focused on short-term share price reactions covering a time frame of only few days around the announcement, or longer-term time spans that lasted up to one quarter until the next quarterly earnings announcement, or both. Using a longer-term perspective, Bernard and Thomas in one of their earlier studies contemplate a time frame of 60 trading days subsequent to the earnings announcement day.\(^\text{437}\) Jones et al. use an even longer time frame that is starting the day following the prior earnings announcement up to and including the day of the following one.\(^\text{438}\) Staying within the larger time frame, but extending the observation period to trading days prior to the earnings announcement, Liodakis et al. start their analysis 25 days before the earnings announcement date and end 25 days thereafter.\(^\text{439}\) Foster et al. take a broader view by looking at both short two-day intervals (including the trading day preceding and the trading day of the earnings announcement) and longer time frames (61 respectively 60 trading days before and after the announcement) at the same time.\(^\text{440}\) Other researchers concentrate on shorter intervals around the earnings announcement date: Kama uses a four-day window starting two days before and ending one day after the announcement\(^\text{441}\) and Bernard et al. in a later study look at an

\(^{438}\) See Jones/Rendleman/Latané (1985), p. 29.
\(^{439}\) See Liodakis et al. (2005), p. 7.
\(^{441}\) See Kama (2009), p. 36.
announcement window of three days starting two days before and including the day of the earnings announcement.\textsuperscript{442} Taylor starts to measure performance two days after the earnings announcement.\textsuperscript{443} Akin to the shorter time frame, several other studies use a three-day window around the date of the earnings announcement, i.e. they analyze the share price change in the period starting one day before the announcement and ending one day after.\textsuperscript{444} Among the scholars analyzing a shorter window around earnings announcement day, Berens not only uses the short time frame to gauge abnormal returns around earnings announcements, but also defines a longer period spanning from the second trading day after the earnings announcement to the first day after the next quarterly earnings announcement in order to measure long-term abnormal returns. In his study, he finds that market prices adjust asymmetrically to positive and negative earnings surprises. Whereas positive earnings surprises show both a short-term and long-term positive effect on the respective stock’s abnormal return as measured in above-mentioned time frames, negative earnings surprises – like in the case of fallen angels – predominantly have a short-term dampening effect on returns.\textsuperscript{445}

Taking the findings of the mentioned previous studies into account, analyzing longer time periods around an earnings surprise does not seem to be particularly rewarding when looking at negative earnings surprises. Moreover, the likelihood that other news regarding the business activities of the fallen angel reach the market is increasing with a longer time span after the earnings announcement, thereby possibly blurring the causal relationship between the negative earnings surprise and the share price development. Thus, a rather short time frame after the earnings announcement appears more suited for this thesis from a methodological standpoint. Furthermore, from a more practical point of view, an investor is in danger of missing the window of opportunity during which he could buy into a company at a reasonable price. Since he likely requires time for conducting an investment analysis after having identified the negative earnings announcement as the trigger, it is advisable not to let too much time pass after the earnings announcement. Until the investment analysis is completed and an informed investment decision can be made, often several days or weeks will have passed. Sticking to a shorter time frame around the earnings announcement for the purpose of this thesis means that the investor would still have sufficient time to buy the stock within the longer-lasting post-earnings announcement drift period as

\textsuperscript{442} See Bernard/Thomas/Wahlen (1997), p. 103.
\textsuperscript{445} See Berens (2010), p. 2 et seq.
indicated by studies prior to the one conducted by Berens.\textsuperscript{446} That time is of essence here is also underpinned by Kaestner who demonstrates that a negative price reaction caused by a negative earnings surprise is on average followed by positive abnormal returns and vice versa at the time of the subsequent earnings announcement.\textsuperscript{447} In other words, investors should make an investment decision before the next quarterly earnings announcement occurs in order to avoid the danger of missing the opportunity to purchase the fallen angel stock at depressed price levels.

As a consequence of all the points mentioned above, a research design incorporating a shorter time frame around the earnings announcement seems appropriate. A five-day window starting two trading days before the negative earnings announcement and ending two trading days after it was chosen. Like in the above-mentioned studies by Kama and Berens, two days prior to the announcement date were selected to allow enough time for traders to act on information that might have leaked prior to the official earnings announcement. Following the same logic, two days after the announcement should be enough time to digest and react to the news. However, the used earnings announcement data do not specify whether the announcement took place before or after the close of the stock market. Providing only one trading day after the announcement date would leave investors with only that one day if the announcement was after the market-close on the day before. To cope with this possible problem, one trading day was added to form a five-day window with two days before and after the recorded announcement date. By doing so it is guaranteed that investors have at least two trading days to digest and act on the news irrespective of the exact timing of the announcement.

\textsuperscript{446} These studies demonstrate empirical evidence that most of the post-earnings announcement drift occurs within 60 trading days after the actual announcement. Afterwards the effect is significantly fading away. See, for example, Foster/Olsen/Shevlin (1984) or Bernard/Thomas (1989). For further information on the post-earnings announcement drift see section 2.4.1.

\textsuperscript{447} See Kaestner (2006), pp. 13-17.
6.2.6 Descriptive Statistics of Raw Dataset

The resulting raw dataset contains a total of 2,846 companies that were at least for some time part of the selected benchmark index during the chosen time period from 1996 until 2009. For all these companies, EPS actuals, the date of the earnings announcement, analysts’ EPS estimates and their standard deviation were extracted on a quarterly basis from the I/B/E/S database for all companies in the sample. As a result, SUE values could be calculated for each earnings announcement, thus allowing the identification of negative earnings surprises.

All annual financial statement data necessary to calculate the possible indicators of angel quality were collected for all companies from the Worldscope database. Afterwards, they were matched with the respective earnings announcement dates, so that the most current financial statement information was properly linked to each earnings announcement. On a daily basis, share prices and index values were gathered at market close. The same was done for dividends. Additionally, general information such as company name, various unique identifiers, and industry classification were collected.

To assign companies to certain industries, industry classification benchmark (ICB) codes were used. The ICB system allows for analyzing data along four levels of industry classification: industry, supersector, sector, and subsector. This flexibility to analyze aggregate industry groups while being able to drill deep if necessary is one key advantage of the ICB system. Another one is the wide availability of ICB data via Datastream.

As expected for a large and broad-based economy such as the U.S., the 2,846 companies in the raw dataset are distributed across a wide variety of industries. Nevertheless, there are spikes with regard to consumer goods and services, industrials, financials, technology, and healthcare (see Figure 7).

---

448 Variable IBH.EPSActualValue (qrtly) for actual earnings, variable IBH.EPSMean (qrtly) for mean consensus estimates, and variable IBH.EPSStdDeviation (qrtly) for the standard deviation of analysts’ earnings estimates. See Beaver et al. (2008), p. 738, for the advantages of having both actual data and estimates from one source.

449 See footnotes in chapter 5 for exact specifications of the single Worldscope variables.

450 ICB is a widely regarded industry classification system jointly owned by FTSE International Ltd. and Dow Jones & Company, Inc. See Table 42 and Table 43 for a detailed depiction of the ICB industry classification system.

451 Five-letter variable: ds.IndustryGroupCode. This variable is also available for listed companies outside the U.S., which allows for potential future research on an international scope.
When using the more granular segmentation along industry sectors, health care equipment & services, technology hardware & equipment, software & computer services, banks, general retailers, and support services constitute the most prominent sectors. However, the fact that these six most important sectors only account for 39 percent of all companies in the raw dataset demonstrates its broad industry base (see Table 6).
Table 6: Sector distribution in the raw dataset

<table>
<thead>
<tr>
<th>Sector</th>
<th>Number of companies</th>
<th>Percentage of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Care Equipment &amp; Services</td>
<td>205</td>
<td>7.2%</td>
</tr>
<tr>
<td>Technology Hardware &amp; Equipment</td>
<td>203</td>
<td>7.1%</td>
</tr>
<tr>
<td>Software &amp; Computer Services</td>
<td>189</td>
<td>6.6%</td>
</tr>
<tr>
<td>Banks</td>
<td>185</td>
<td>6.5%</td>
</tr>
<tr>
<td>General Retailers</td>
<td>180</td>
<td>6.3%</td>
</tr>
<tr>
<td>Support Services</td>
<td>148</td>
<td>5.2%</td>
</tr>
<tr>
<td>Travel &amp; Leisure</td>
<td>108</td>
<td>3.8%</td>
</tr>
<tr>
<td>Financial Services</td>
<td>100</td>
<td>3.5%</td>
</tr>
<tr>
<td>Electronic &amp; Electrical Equipment</td>
<td>96</td>
<td>3.4%</td>
</tr>
<tr>
<td>Pharmaceuticals &amp; Biotechnology</td>
<td>93</td>
<td>3.3%</td>
</tr>
<tr>
<td>Oil &amp; Gas Producers</td>
<td>91</td>
<td>3.2%</td>
</tr>
<tr>
<td>Industrial Engineering</td>
<td>85</td>
<td>3.0%</td>
</tr>
<tr>
<td>Media</td>
<td>82</td>
<td>2.9%</td>
</tr>
<tr>
<td>Real Estate Investment Trusts</td>
<td>77</td>
<td>2.7%</td>
</tr>
<tr>
<td>Chemicals</td>
<td>75</td>
<td>2.6%</td>
</tr>
<tr>
<td>Electricity</td>
<td>70</td>
<td>2.5%</td>
</tr>
<tr>
<td>Personal Goods</td>
<td>68</td>
<td>2.4%</td>
</tr>
<tr>
<td>Food Producers</td>
<td>67</td>
<td>2.4%</td>
</tr>
<tr>
<td>Household Goods &amp; Home Construct.</td>
<td>66</td>
<td>2.3%</td>
</tr>
<tr>
<td>Nonlife Insurance</td>
<td>64</td>
<td>2.2%</td>
</tr>
<tr>
<td>Oil Equipm., Services &amp; Distribution</td>
<td>63</td>
<td>2.2%</td>
</tr>
<tr>
<td>Construction &amp; Materials</td>
<td>56</td>
<td>2.0%</td>
</tr>
<tr>
<td>Industrial Transportation</td>
<td>50</td>
<td>1.8%</td>
</tr>
<tr>
<td>Aerospace &amp; Defense</td>
<td>46</td>
<td>1.6%</td>
</tr>
<tr>
<td>General Industrials</td>
<td>41</td>
<td>1.4%</td>
</tr>
<tr>
<td>Gas, Water &amp; Multiutilities</td>
<td>40</td>
<td>1.4%</td>
</tr>
<tr>
<td>Food &amp; Drug Retailers</td>
<td>39</td>
<td>1.4%</td>
</tr>
<tr>
<td>Leisure Goods</td>
<td>38</td>
<td>1.3%</td>
</tr>
<tr>
<td>Automobiles &amp; Parts</td>
<td>37</td>
<td>1.3%</td>
</tr>
<tr>
<td>Fixed Line Telecommunications</td>
<td>33</td>
<td>1.2%</td>
</tr>
<tr>
<td>Industrial Metals &amp; Mining</td>
<td>31</td>
<td>1.1%</td>
</tr>
<tr>
<td>Life Insurance</td>
<td>25</td>
<td>0.9%</td>
</tr>
<tr>
<td>Mobile Telecommunications</td>
<td>24</td>
<td>0.8%</td>
</tr>
<tr>
<td>Forestry &amp; Paper</td>
<td>19</td>
<td>0.7%</td>
</tr>
<tr>
<td>Mining</td>
<td>18</td>
<td>0.6%</td>
</tr>
<tr>
<td>Beverages</td>
<td>14</td>
<td>0.5%</td>
</tr>
<tr>
<td>Tobacco</td>
<td>8</td>
<td>0.3%</td>
</tr>
<tr>
<td>Real Estate Investment &amp; Services</td>
<td>7</td>
<td>0.2%</td>
</tr>
<tr>
<td>Equity Investment Instruments</td>
<td>4</td>
<td>0.1%</td>
</tr>
<tr>
<td>Alternative Energy</td>
<td>1</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

Source: Author
6.3 Processing of Raw Dataset into Base Dataset and Subsets

The raw dataset described above is processed in two main steps. In the first step, some stocks are excluded from the raw dataset in order to maintain consistency and validity of the dataset in the light of the research design. The resulting dataset is called the base dataset. In the second step, this base dataset is split along industries into six data subsets that are then used for statistical tests.

6.3.1 Exclusion of Stocks

To safeguard the quality and consistency of the base dataset, a negative earnings surprise event was excluded once it failed to overcome at least one of the four hurdles: (i) meeting the criteria for fallen angel stocks, (ii) suitable industry, (iii) sufficient analyst coverage, and (iv) sufficiently long time period between negative earnings surprises.

6.3.1.1 Criteria for Fallen Angel Stocks

To begin with, the wide variety of companies from the raw dataset described above was filtered by applying the three criteria for fallen angel stocks as defined in chapter 2: (i) negative earnings surprise, (ii) subsequent negative abnormal shareholder return, and (iii) above-average growth before negative earnings surprise. Firstly, 2,551 companies, i.e. almost 90 percent of all companies in the raw dataset, delivered at least one negative earnings surprise during the research period from 1996 till 2009. Secondly, 2,465 companies with 15,041 negative earnings surprise events were still left after checking for negative abnormal share price performance in the five trading day-window around the negative earnings surprise. Allowing for at least one year of share price development after the negative earnings surprise, which is the minimum time required to sensibly identify good and bad fallen angels, reduces these numbers to 2,343 companies with 13,405 negative earnings surprise events. Of these 2,343 companies, just about 10 percent manage to disappoint only once with their earnings. Most companies deliver a negative earnings surprise between two and five times during the research period. About one third disappoints up to nine times. The remaining twelve percent are frequently disappointing companies with 10 negative earnings surprises or more during the research period (see Figure 8). One company holds the doubtful record of 22 negative earnings surprises delivered during the 56 quarters of the research period.
Thirdly, a company had to demonstrate abnormal sales growth before the negative earnings surprise. Abnormal sales growth was chosen as an identifier for growth companies, which is independent from financial market sentiment. It is defined as the sales CAGR over the past two years before the earnings surprise minus the average real GDP growth rate of the respective company’s domicile country, i.e. the U.S. for this thesis, during the time horizon of the research. In other words, if a company demonstrated sales growth above the U.S. average real GDP growth, the abnormal sales growth figure was positive and the company was included in the sample. Consequently, a company’s stock was not included if the abnormal sales growth figure was negative. Such a company would not count as a growing company under the definition used in this thesis. After this step 2,231 companies with 11,392 negative earnings surprise events still remained in the dataset. The benchmark data for GDP growth were extracted from the Worldbank database.\footnote{See Worldbank (2010), variable “GDP growth (annual %)”} Since an earnings surprise that happened in 2009 is not taken into account in the research due to the minimum required time period after the earnings surprise of one year (see section 2.4.1), the period for the GDP benchmark calculation was limited to 1996-2008. The respective CAGR value for the U.S. economy is 2.87 percent.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Negative earnings surprise frequency distribution in the raw dataset}
\end{figure}

Source: Author
6.3.1.2 Industry Characteristics

With regard to industry classification, financial companies and utilities were excluded. The reason for taking these companies out of the sample lies in the fundamentally different structure of their financial statements. According to the ICB classification system, financial companies include banks, insurance companies, financial services providers, and real estate investment trusts (REITs). Banks, for example, have a much lower equity ratio than ordinary companies from other industries. The same is true for many financial services companies, such as leasing firms, which additionally tend to have a much larger asset base than companies from other industries with comparable revenues. Judging the financial performance of insurance companies also requires a different approach with specific performance indicators. REITs have to obey specific legal regulations, such as to pay out at least 90 percent of their taxable income as dividends to its shareholders. Finally, utilities tend to have much higher capital expenditures and higher debt levels. Given their rather stable operating cash flows and their fixed asset base that serves as collateral, they have fewer problems in obtaining and servicing this debt than companies from other industries. To sum it up, these peculiarities would either require a focus on different ratios and performance indicators, which would not be consistent with the overall research design, or would cause the designed statistical tests to become less meaningful, if not even meaningless. These problems could only be avoided by excluding financials and utilities from the sample.

6.3.1.3 Strength of Analyst Coverage

In terms of analyst coverage, stocks with less than three quarterly earnings forecasts by analysts were eliminated from the sample. Since the standard deviation of earnings forecasts is used as a measure of the degree of analysts’ uncertainty contained in their estimates, basing the consensus estimate on only one or two analysts’ opinions would be too little to establish a reasonably sound basis for classifying a company’s earnings announcement as a surprise, no matter whether it is positive or negative. A sample including stocks that are covered by only one or two analysts is by definition more prone to earnings surprises, which could introduce a bias in the sample. In other words, the more analysts provide an earnings estimate, the lower the danger that an earnings surprise is only recorded because one analyst is significantly off. Setting a

---


454 See Block (2011), p. 34.
higher threshold than three analysts’ estimates, however, would bear the danger of excluding smaller fallen angel companies, which usually are only covered by a handful of specialized analysts and investment banks. In addition, the increase in quality of the analysts’ consensus earnings estimate would likely be only marginal, given the tendency of analysts to look at their colleagues’ forecasts and consequently engage in herding behavior.\textsuperscript{455} Therefore, choosing a minimum coverage of three analysts appears like a sensible compromise, which is also consistent with several prior studies.\textsuperscript{456} Like the earnings surprise data, the number of analysts providing an earnings estimate was extracted from I/B/E/S.\textsuperscript{457}

6.3.1.4 Time Period Between Negative Earnings Surprises

The last criterion for excluding companies in constructing the base dataset deals with the issue of repeated negative earnings surprises and the length of time between them. In case a company misses analysts’ earnings expectations several times in a row or at least produces disappointments more often than once in a rather short period of time, data quality would suffer. The reason for this problem is the following: Firstly, analysts do not always update their estimates for all companies on a quarterly basis. Consequently, the repeated negative earnings surprise might not really be a disappointment, since it could rather be due to outdated analysts’ forecasts and not to the company’s repeated bad performance. In this case, the company and its data would enter the sample erroneously for a second time, thus distorting the data. Secondly, an investor would be alerted to focus his attention on a fallen angel already by the first negative earnings surprise. In case he made an investment based on his analysis following this first surprise, he would wait – as explained above in section 2.4.1 – for one to three years to see whether his investment hypothesis plays out. Therefore, he would very likely not consider investing again if a second or third negative earnings surprise occurred during this time horizon. Therefore, it makes little sense to look at multiple negative earnings surprises occurring during a short period of time within the scope of this thesis. To prevent that such multiple consecutive surprises harm data quality, a “quiet period” of three years after a recorded negative earnings surprise has been selected during which negative earnings surprises are not taken into the sample database. Only after the end of this period it is possible that another negative earnings

\textsuperscript{455} For findings on herding behavior among analysts see Scharfstein/Stein (1990), Trueman (1994), Hong/Kubik/Solomon (2000), and Clement/Tse (2005).


\textsuperscript{457} Variable IBH.EPSNbrEst (qrtly) for the available number of analyst estimates.
surprise of the same company is allowed into the sample. The three years is also consistent with the length of the chosen angel quality AQ13. In robustness testing, a data sample with a waiting period of only one year is tested as well (see section 6.6.2.).

6.3.2 Development of Base Dataset Subsets According To Industry Classifications

The resulting base dataset consists of 1,641 non-financial and non-utility fallen angel companies with at least three analysts covering them. These companies caused 2,982 negative earnings surprises under the limitations discussed above. However, their values for possible indicators for angel quality vary widely across industry, which is documented in Table 7.

Table 7: Mean and median values across different industries for angel quality AQ13

<table>
<thead>
<tr>
<th>Potential indicator for angel quality</th>
<th>All industries*</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Technology &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>Mean</td>
<td>2.801</td>
<td>1.842</td>
<td>2.618</td>
<td>1.802</td>
<td>3.908</td>
<td>2.280</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.954</td>
<td>1.544</td>
<td>2.245</td>
<td>1.547</td>
<td>2.832</td>
<td>1.843</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>Mean</td>
<td>0.514</td>
<td>0.391</td>
<td>0.499</td>
<td>0.510</td>
<td>0.593</td>
<td>0.470</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.499</td>
<td>0.390</td>
<td>0.487</td>
<td>0.521</td>
<td>0.577</td>
<td>0.460</td>
</tr>
<tr>
<td>GPM</td>
<td>Mean</td>
<td>0.404</td>
<td>0.362</td>
<td>0.373</td>
<td>0.334</td>
<td>0.526</td>
<td>0.335</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.392</td>
<td>0.335</td>
<td>0.359</td>
<td>0.385</td>
<td>0.583</td>
<td>0.319</td>
</tr>
<tr>
<td>ROA</td>
<td>Mean</td>
<td>0.061</td>
<td>0.052</td>
<td>0.075</td>
<td>0.066</td>
<td>0.044</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.064</td>
<td>0.052</td>
<td>0.072</td>
<td>0.067</td>
<td>0.069</td>
<td>0.059</td>
</tr>
<tr>
<td>FCF margin</td>
<td>Mean</td>
<td>0.016</td>
<td>0.018</td>
<td>0.010</td>
<td>0.031</td>
<td>-0.086</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.037</td>
<td>0.027</td>
<td>0.034</td>
<td>0.023</td>
<td>0.047</td>
<td>0.042</td>
</tr>
<tr>
<td>CFO/NI</td>
<td>Mean</td>
<td>1.100</td>
<td>1.768</td>
<td>1.120</td>
<td>1.453</td>
<td>1.139</td>
<td>0.602</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.409</td>
<td>1.607</td>
<td>1.249</td>
<td>1.635</td>
<td>1.159</td>
<td>1.443</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>Mean</td>
<td>0.239</td>
<td>0.095</td>
<td>0.218</td>
<td>0.211</td>
<td>0.352</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.204</td>
<td>0.071</td>
<td>0.198</td>
<td>0.214</td>
<td>0.331</td>
<td>0.147</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>Mean</td>
<td>0.111</td>
<td>0.065</td>
<td>0.107</td>
<td>0.095</td>
<td>0.152</td>
<td>0.154</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.041</td>
<td>0.015</td>
<td>0.041</td>
<td>0.012</td>
<td>0.096</td>
<td>0.101</td>
</tr>
<tr>
<td>P/B</td>
<td>Mean</td>
<td>4.400</td>
<td>2.841</td>
<td>3.291</td>
<td>6.300</td>
<td>5.788</td>
<td>3.105</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>2.434</td>
<td>2.001</td>
<td>2.226</td>
<td>2.419</td>
<td>3.104</td>
<td>2.288</td>
</tr>
<tr>
<td>P/E</td>
<td>Mean</td>
<td>28.47</td>
<td>19.43</td>
<td>18.09</td>
<td>27.03</td>
<td>25.51</td>
<td>28.09</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>18.17</td>
<td>14.63</td>
<td>14.79</td>
<td>18.33</td>
<td>22.08</td>
<td>17.54</td>
</tr>
<tr>
<td>SUE</td>
<td>Mean</td>
<td>-45.67</td>
<td>-8.647</td>
<td>-53.27</td>
<td>-62.14</td>
<td>-56.90</td>
<td>-34.80</td>
</tr>
<tr>
<td>CAR</td>
<td>Mean</td>
<td>-0.075</td>
<td>-0.054</td>
<td>-0.061</td>
<td>-0.065</td>
<td>-0.080</td>
<td>-0.076</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>-0.053</td>
<td>-0.039</td>
<td>-0.051</td>
<td>-0.048</td>
<td>-0.061</td>
<td>-0.050</td>
</tr>
<tr>
<td>CAR/SUE</td>
<td>Mean</td>
<td>0.087</td>
<td>0.068</td>
<td>0.034</td>
<td>0.035</td>
<td>0.100</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.015</td>
<td>0.017</td>
<td>0.014</td>
<td>0.009</td>
<td>0.014</td>
<td>0.016</td>
</tr>
</tbody>
</table>

* except financials and utilities

Source: Author
Mixing together such inhomogeneous groups would distort the results of statistical analyses and therefore conflict with the attempt of deriving meaningful conclusions from the data. For example, the healthcare industry displays high gross profit margins in comparison to other industries. Therefore, a healthcare company with a relatively low gross profit margin compared to its peers would likely appear as a company with a high gross profit margin when compared to industrials or basic materials companies. In case this exemplary company is a bad fallen angel, as would be expected according to the assumed direction of hypothesis H₃, it would turn up in the upper ranks in the total base dataset in terms of gross profit margin, while a good fallen angel industrial company would likely be ranked in the lower percentiles due to the comparatively low gross profit margins in that industry. As a consequence, potential statistical relationships between the magnitude of the possible indicators and angel quality would rather be influenced by industry affiliation than by the quality of the single company. To mitigate this problem and account for the peculiarities of different industries, the base dataset is split into six subsets according to industry classification. Therefore, several data subsets are constructed according to ICB groups. With financials and utilities excluded before, the following six main groups remain:

- Basic materials (incl. oil & gas)
- Consumer goods
- Consumer services
- Healthcare
- Industrials
- Technology & Telecommunications

Table 8 shows the number of companies and negative earnings surprise events for each industry in total as well as the number of good and bad fallen angels for the angel qualities considered in this thesis. The strictest measure of angel quality, AQ13, is highlighted.

### Table 8: Number of fallen angels according to angel quality and industry

<table>
<thead>
<tr>
<th>Number of companies</th>
<th>All industries*</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Technology &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>NES</td>
<td>1,641</td>
<td>219</td>
<td>200</td>
<td>299</td>
<td>210</td>
<td>378</td>
<td>335</td>
</tr>
<tr>
<td>GFA° for BFA°° for AQ13</td>
<td>2,982</td>
<td>432</td>
<td>330</td>
<td>593</td>
<td>373</td>
<td>688</td>
<td>566</td>
</tr>
<tr>
<td>GFA° for BFA°° for AQ12</td>
<td>871</td>
<td>134</td>
<td>96</td>
<td>173</td>
<td>121</td>
<td>224</td>
<td>123</td>
</tr>
<tr>
<td>GFA° for BFA°° for AQ23</td>
<td>1,105</td>
<td>162</td>
<td>131</td>
<td>225</td>
<td>153</td>
<td>278</td>
<td>156</td>
</tr>
<tr>
<td>GFA° for BFA°° for AQ14</td>
<td>1,057</td>
<td>146</td>
<td>123</td>
<td>204</td>
<td>171</td>
<td>226</td>
<td>241</td>
</tr>
<tr>
<td>GFA° for BFA°° for AQ15</td>
<td>1,334</td>
<td>185</td>
<td>141</td>
<td>261</td>
<td>146</td>
<td>304</td>
<td>297</td>
</tr>
</tbody>
</table>

* except financials and utilities **/°° Good/bad fallen angels

Source: Author

The fact that the relative distribution of good and bad fallen angels differs significantly across industries (see Figure 9) further strengthens the case for conducting the statistical tests at an industry level rather than at the aggregate level.

![Figure 9: Share of good and bad fallen angels across industries for AQ13](image)

Source: Author
6.4 Methods of Testing of Angel Quality Indicators

In general, the selection of statistical analysis methods depends on the underlying research questions and the scale of the dependent variables. With the above-mentioned goal and the binary character of the dependent variable angel quality (0 for bad and 1 for good AQ), the initial focus of the empirical analysis is placed on univariate testing of the difference-in-means of the aforementioned possible indicators for angel quality. The univariate t- and Wilcoxon rank-sum tests are then followed by a multivariate LOGIT regression analysis that also controls for company size and timing effects and a calculation of average marginal effects for each tested potential angel quality indicator.

With regard to the selection of univariate testing methods, the skewed distribution of most variables due to a relatively large number of outliers recommends the use of a non-parametric test such as the Wilcoxon rank-sum test\textsuperscript{459}, which is also referred to as the Mann-Whitney U-test\textsuperscript{460}. Goal of the test is to find out whether two populations are identically distributed or not. The null hypothesis assumes an identical distribution. In order to determine whether the null hypothesis can be rejected or not, the test compares one sample of size \( n_1 \) from population 1 with another sample of size \( n_2 \) from population 2. The samples can be both of equal or arbitrary size. All observations are expressed as ordinal or continuous measurements and are supposed to be independent of each other. As a first step, the Wilcoxon rank-sum test sorts all observations of both samples, i.e. in total \( n_1 + n_2 \), from the smallest to the largest value. Secondly, each observation is assigned a rank starting with 1 for the smallest to \( n_1 + n_2 \) for the largest value. In case there is a tie between two or more observations, the average of the ranks for those observations is assigned as the rank to all of those observations. Thirdly, the expected value for each sample under the assumption that the two samples display identical distributions is calculated as follows: \( n_1/(n_1+n_2) \) respectively \( n_2/(n_1+n_2) \) times the total sum of all ranks. As a fourth step, the actual sum of all rank numbers is computed for each of the two samples. The fifth and final step is comparing the actual and expected rank sums for each sample. If actual and expected values are not statistically different from each other the null hypothesis cannot be rejected. This means that the distribution of the sum of the ranks only depends on the number of the observations in the respective sample and not on the shape of the population distribution. If there are significant differences between actual and expected values of

\textsuperscript{459} See Wilcoxon (1945).
\textsuperscript{460} See Mann/Whitney (1947).
each sample the populations are not equally distributed and the null hypothesis can be rejected.\textsuperscript{461}

In addition to the Wilcoxon rank-sum test, a standard two-tiered t-test on the equality of means was performed to test the null hypothesis that the means of tested variables for the groups of good and bad fallen angels are equal.\textsuperscript{462} In order to take care of outliers, data was winsorized at a 1 percent level.\textsuperscript{463}

With regard to multivariate analysis, a LOGIT regression was performed for each possible angel quality indicator for each selected industry in order to test all hypotheses more rigorously.\textsuperscript{464} The model for the logistic regression is as follows:

\[ y_{it} = \beta_0 + \beta_1 \text{VAR} + \beta_2 \log \text{SALES}_{it} + \beta_n \text{YEAR}_n + \epsilon_{it} \]

The dependent variable \( y_{it} \) is the angel quality of firm i at the time of the NES t. It is dichotomous and can either have the value 0 for a bad fallen angel or 1 for a good fallen angel. VAR represents the tested independent variable, i.e. the possible indicator for angel quality. The first control variable is company size, which is measured by the log of sales of company i at time t. The second factor the model controls for is time. This is measured by the variable YEAR\(_n\), with n representing each year between 1996 and 2009.

Apart from the statistical significance that is measured by the respective t- or z-statistics, average marginal effects were calculated to gauge the economic importance of variations of the respective independent variables.\textsuperscript{465} Marginal effects for LOGIT models can be interpreted as the change of the predicted probability of a positive outcome of the dependent variable in reaction to a change in the underlying

\textsuperscript{461} See Wilcoxon (1945) and Mann/Whitney (1947).

\textsuperscript{462} See Park (2003) for further information on the t-test on the equality of means.

\textsuperscript{463} See, for example, Chernobai/Rachev (2006), for a discussion of the advantages of winsorizing over trimming of data.

\textsuperscript{464} A Logit regression is very similar to a Probit regression. Although both models differ in terms of their underlying distribution functions, they both arrive at very similar results. See Stock/Watson (2007), pp. 394-396. Therefore, this thesis used only one of these two methods for statistical testing.

\textsuperscript{465} See Bartus (2005) and Williams (2011) for a discussion of the advantages of average marginal effects in comparison to marginal effects of the mean. In terms of STATA commands, margeff was used, which reports partial changes caused by unit changes, while the margins command reports the effects of marginal changes. Differences in coefficient and standard error values between the two commands are minimal. See Bartus (2005) for a more detailed discussion of the advantages of the margeff command.
independent variable, holding all other independent variables constant at the respective reference points.\textsuperscript{466} While marginal effects at the mean calculate the change only at the sample mean, average marginal effects do so at all observations, and the reported marginal effects are sample averages of these effects.\textsuperscript{467} In the case of continuous independent variables, which is the case for all angel quality indicators tested in this thesis, the marginal effects can be interpreted as the percentage change in the predicted probability that a fallen angel stock will be part of the group of good fallen angels in reaction to a one unit change in the tested independent variable.\textsuperscript{468} Nevertheless, this useful and intuitive interpretation will not always be accurate, given the non-linear trend of LOGIT regression graphs. Although the calculation of average marginal effects is supposed to mitigate the problem that marginal effects at a specific point of the regression function will likely differ from the reported marginal effects, there is still no guarantee that this will be so in any specific case.\textsuperscript{469} Therefore, marginal effects for LOGIT regression functions should always be interpreted with caution. While marginal effects are helpful in evaluating the probability that a certain fallen angel stock will become a good fallen angel, they should not be the sole basis of an investment decision.

6.5 Test Results for Angel Quality Indicators

The structure of the following depiction of the results of the aforementioned statistical tests follows the one provided in the previous chapter. Firstly, the influence of financial stability on angel quality is analyzed, followed by profitability, cash flow, cost structure, mergers and acquisitions activity, valuation, and negative earnings surprise-related information.

6.5.1 Financial Stability Ratios

6.5.1.1 Current Ratio

The first hypothesis concerning financial stability addresses the short-term financial stability of a company. H\textsubscript{1} claims that a higher current ratio represents a higher degree of short-term financial stability and is thus an indicator for good angel quality.

\textsuperscript{466} See Park (2010), pp. 7 et seq.
\textsuperscript{467} See Bartus (2005), pp. 320 et seq.
\textsuperscript{469} See Williams (2011), p. 8.
Univariate test results, however, point towards the opposite direction. For all industries except consumer services, test statistics are significant at a 99 percent level, but demonstrate that a lower current ratio is associated with a higher probability of becoming a good fallen angel (see Table 9).

**Table 9: Short-term liquidity as measured by current ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test†)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA°° BFA°</td>
<td>GFA°° BFA°</td>
<td>GFA°° BFA°</td>
<td>z</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>127 119</td>
<td>1.624 2.074</td>
<td>1.404 1.685</td>
<td>3.311***</td>
<td>3.340***</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>90 96</td>
<td>2.177 3.031</td>
<td>1.973 2.667</td>
<td>3.123***</td>
<td>3.466***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>161 175</td>
<td>1.669 1.925</td>
<td>1.573 1.542</td>
<td>0.863</td>
<td>1.910</td>
</tr>
<tr>
<td>Health-care</td>
<td>112 81</td>
<td>3.300 4.750</td>
<td>2.286 3.454</td>
<td>3.575***</td>
<td>3.461***</td>
</tr>
<tr>
<td>Industrials</td>
<td>213 192</td>
<td>1.878 2.724</td>
<td>1.736 1.970</td>
<td>4.280***</td>
<td>5.431***</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>107 202</td>
<td>2.748 5.815</td>
<td>2.671 2.995</td>
<td>2.785***</td>
<td>3.635***</td>
</tr>
</tbody>
</table>

°/°° Good/bad fallen angels

*** p<0.01, ** p<0.05, * p<0.1

† winsorized at 1% level

Source: Author

These results are confirmed by the LOGIT regression (see Table 10), though at slightly lower significance levels for most industries. Again except for consumer services, a low current ratio appears to be a statistically significant indicator for good angel quality.

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case the current ratio goes up by one. They are strongest for industrials with a change of -8.7 percent, followed by technology & telecommunication companies with -7.3 percent. Consumer goods and basic materials follow closely with -7.0 respectively -6.7 percent. For healthcare companies, marginal effects are markedly lower at -3.7 percent. Consumer services trail the other industries with -1.6 percent (see Table 10).
Table 10: Short-term liquidity as measured by current ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>-0.482**</td>
<td>-0.396**</td>
<td>-0.100</td>
<td>-0.183**</td>
<td>-0.483***</td>
<td>-0.359***</td>
</tr>
<tr>
<td></td>
<td>(-2.25)</td>
<td>(-2.14)</td>
<td>(-0.73)</td>
<td>(-2.18)</td>
<td>(-3.60)</td>
<td>(-3.87)</td>
</tr>
<tr>
<td></td>
<td>[-0.067]</td>
<td>[-0.070]</td>
<td>[-0.016]</td>
<td>[-0.037]</td>
<td>[-0.087]</td>
<td>[-0.073]</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.064</td>
<td>-0.156</td>
<td>-0.23</td>
<td>0.105</td>
<td>0.078</td>
<td>-0.211**</td>
</tr>
<tr>
<td></td>
<td>(-0.49)</td>
<td>(-1.07)</td>
<td>(-0.24)</td>
<td>(0.88)</td>
<td>(0.77)</td>
<td>(-2.37)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>2.213</td>
<td>2.631</td>
<td>-17.717***</td>
<td>1.026</td>
<td>-1.120</td>
<td>5.815***</td>
</tr>
<tr>
<td></td>
<td>(1.13)</td>
<td>(1.10)</td>
<td>(&lt; -10)††</td>
<td>(0.54)</td>
<td>(-0.73)</td>
<td>(3.59)</td>
</tr>
<tr>
<td>Observations</td>
<td>224</td>
<td>162</td>
<td>317</td>
<td>169</td>
<td>375</td>
<td>285</td>
</tr>
<tr>
<td>McFadden’s</td>
<td>0.362</td>
<td>0.237</td>
<td>0.298</td>
<td>0.142</td>
<td>0.214</td>
<td>0.108</td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

The interpretation of these seemingly counterintuitive results leads to the importance of operational efficiency. Having a high current ratio could not only be seen as a safety cushion, but also as an indication for operational inefficiency and bad working capital management. If a company has an unnecessarily high amount of cash, inventory, or accounts receivables on its balance sheet, while at the same time having negotiated payment terms with suppliers too leniently or paying its accounts receivables too quickly, its operational management would simply be worse compared to the one of a company with a lower current ratio. Additionally, a high current ratio could also point towards a structurally worse business model, which requires a high amount of net working capital. These effects appear to more than offset the increased short-term financial stability that was assumed to go along with a higher current ratio. Furthermore, sufficient short-term financial stability does not necessarily require a higher amount of current assets that allegedly can be liquidated short-term, but can also be achieved by having large enough credit lines or other asset-based financing instruments in place.

This explanatory approach is also consistent with the differences between industries. Particularly for industrial, consumer goods, and basic materials companies efficient
production processes that swiftly turn raw materials into semi-finished and finished goods and thus keep working capital needs low are of great importance. The same holds true for a significant part of the technology & telecommunications industry subset, where companies such as computer equipment manufacturers additionally face the risk of write-offs if their inventories are oversized and have to be written down once technological progress has made them obsolete. All these issues are of less concern for healthcare and consumer service companies, thus explaining their lower marginal effects. With regard to the consumer services industry, weak results might also be attributable to the significant influence of media and travel & leisure companies within that industry class. Net working capital is generally not a key topic in these industries, as the focus lies on fixed assets or fixed costs. For example, it is much more important for a hotel or restaurant company to get its beds or tables filled than to excel in working capital management. The same is true for a newspaper or television company with its high fixed cost base in terms of personnel and infrastructure. The other sub-group making up the consumer service industry class is retail, in which excellence in working capital management should play a role. This could also explain why the results for consumer service companies lean towards the general tendency for other industries as well, but only with significance in the t-test and comparatively low marginal effects.

6.5.1.2 Equity Ratio

The second hypothesis concerning financial stability ratios, H₂, states that a higher equity ratio indicates long-term financial stability and is thus an indicator for good angel quality.

Like with H₁ regarding the current ratio, univariate tests do not support this statement. Instead, they point towards a lower equity ratio as an indicator for good angel quality, though generally not with statistical significance. The only exception is industrials for which both univariate tests are significant at a 95 (Wilcoxon rank-sum test) respectively 99 (t-test) percent level pointing against the hypothesized direction. Consequently, test results indicate that industrial companies with a lower equity ratio are more likely to become good fallen angels than fallen angels with a higher equity ratio. The same is true for basic materials and technology & telecommunications companies, although for these two industry groups only the t-tests are significant at a 90 percent level, whereas the Wilcoxon rank-sum tests are insignificant (see Table 11).
Table 11: Capital structure as reflected by equity ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA(^{°}) BFA(^{°°})</td>
<td>GFA(^{°}) BFA(^{°°})</td>
<td>GFA(^{°}) BFA(^{°°})</td>
<td>z</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>120 107</td>
<td>0.360 0.425</td>
<td>0.383 0.416</td>
<td>1.126</td>
<td>1.779(^{\ast})</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>78 87</td>
<td>0.491 0.506</td>
<td>0.506 0.464</td>
<td>0.026</td>
<td>0.374</td>
</tr>
<tr>
<td>Consumer services</td>
<td>123 138</td>
<td>0.500 0.520</td>
<td>0.505 0.533</td>
<td>0.384</td>
<td>0.814</td>
</tr>
<tr>
<td>Healthcare</td>
<td>98 75</td>
<td>0.583 0.604</td>
<td>0.561 0.591</td>
<td>0.646</td>
<td>0.695</td>
</tr>
<tr>
<td>Industrials</td>
<td>180 169</td>
<td>0.441 0.501</td>
<td>0.451 0.471</td>
<td>2.477(^{**})</td>
<td>3.279(^{***})</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>91 172</td>
<td>0.612 0.659</td>
<td>0.654 0.676</td>
<td>1.498</td>
<td>1.849(^{\ast})</td>
</tr>
</tbody>
</table>

\(^{°}/^{°°}\) Good/bad fallen angels \(^{***} p<0.01, ^{**} p<0.05, ^{*} p<0.1\) \(^{\dagger}\) winsorized at 1% level

Source: Author

The LOGIT regression results show a slightly different picture. Firstly, the significant result for industrials is repeated, though at a significance level of only 90 percent, thereby confirming the direction indicated by univariate tests. Secondly, technology & telecommunications receives a significant result at a 95 percent level, stating that a low equity ratio is an indicator for good angel quality within that industry, thereby strengthening the results of the univariate tests. Thirdly, results for all other industries, including basic materials, are insignificant (see Table 12).

With regard to economic importance, marginal effects show the percentage change in probability that a fallen angel stock is part of the group of good fallen angels in case the equity ratio goes up by one. To put these percentages in perspective, an increase of the equity ratio by one is practically not possible, as the equity ratio can only reach a maximum value of one. Therefore, real marginal effects will be lower depending on the change of the equity ratio as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Nevertheless, the values for the marginal effects demonstrate the difference of economic importance across the various industries. They are strongest for technology & telecommunication companies with a change of -43.3 percent, followed by industrials with -32.3 percent. Healthcare companies come next in terms of absolute value, though with marginal effects in the opposite direction of 23.9 percent. Markedly lower are the values for consumer services with 8.3 percent, basic materials with -3.6 percent, and consumer goods with 0.5 percent (see Table 12).
Table 12: Capital structure as reflected by equity ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity ratio</td>
<td>-0.251</td>
<td>0.027</td>
<td>0.521</td>
<td>1.158</td>
<td>-1.778**</td>
<td>-2.035**</td>
</tr>
<tr>
<td></td>
<td>(-0.42)</td>
<td>(0.02)</td>
<td>(0.56)</td>
<td>(0.92)</td>
<td>(-1.95)</td>
<td>(-2.49)</td>
</tr>
<tr>
<td></td>
<td>[-0.036]</td>
<td>[0.005]</td>
<td>[0.083]</td>
<td>[0.239]</td>
<td>[-0.323]</td>
<td>[-0.433]</td>
</tr>
<tr>
<td>Control size</td>
<td>0.027</td>
<td>-0.018</td>
<td>0.011</td>
<td>0.310***</td>
<td>0.147</td>
<td>-0.100</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(-0.09)</td>
<td>(0.09)</td>
<td>(2.42)</td>
<td>(1.25)</td>
<td>(-1.07)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.284</td>
<td>2.027</td>
<td>-18.683***</td>
<td>-4.851***</td>
<td>-2.513</td>
<td>2.943*</td>
</tr>
<tr>
<td></td>
<td>(-0.16)</td>
<td>(0.60)</td>
<td>(&lt; -10)**</td>
<td>(-2.11)</td>
<td>(-1.30)</td>
<td>(1.76)</td>
</tr>
<tr>
<td>Observations</td>
<td>210</td>
<td>143</td>
<td>245</td>
<td>152</td>
<td>322</td>
<td>241</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.347</td>
<td>0.234</td>
<td>0.294</td>
<td>0.120</td>
<td>0.210</td>
<td>0.073</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

When interpreting the results for technology & telecommunication as well as industrial companies, which point towards a lower equity ratio as an indicator for good angel quality, referring to the disciplining effect of debt theory offers help.\textsuperscript{470} It states that the management of a company with higher debt levels focuses much more on keeping its operations lean and refrain from pursuing costly “nice-to-have” projects or “empire building” via aggressive acquisitions. Therefore, such companies are much more concentrated on activities that really matter for the business and do not waste resources on non-value creating issues. Applying this theory to fallen angels, it would mean that fallen angels abstain from acquisitions to externally stimulate the slowed-down growth. Particularly for the technology & telecommunications industry, where M&A activities take place frequently, this explanation appears plausible. Furthermore, fallen angels that were more efficient as a result of disciplining higher debt levels when the negative earnings surprise had to be announced, are better prepared to react and correct the negative developments having caused the earnings shortfall. It is more likely that such companies will quickly take action even if this encompasses drastic measures. The reason why they are more likely to do so than companies with a more comfortable

\textsuperscript{470} See Jensen (1986) and Jensen (1989), pp. 41-44.
equity cushion is firstly that they simply do not have an alternative. Given their tighter financial situation, they have to rely more on their own inherent strength to generate sufficient capital for their operations. Secondly, it could also be that taking swift action and being thrifty has already been instilled in their culture given their past as a company with rather tight financial resources. On the contrary, companies with a higher equity ratio might be more complacent and therefore less willing to take action against the negative earnings development. A slower reaction on the negative earnings surprise would likely cause further negative news in the future and disappoint the investment community again. Additionally, they might also have less experience with alternative funding sources outside external equity funding, which can put them under severe funding pressure leading to a further decline in their stock price. Such a negative downward spiral would likely earmark these companies as bad fallen angels.

As the disciplining effect of debt theory can indeed explain why a more debt-financed fallen angel is more likely to turn into a good fallen angel, this still leaves the question unanswered why this is not the case for the majority of industries. According to the theory, the disciplining effect of debt is working across any company. So why do only technology & telecommunication and industrials companies show this relationship? With regard to industrials, many sectors in this industry, for example construction & materials, electronic & electrical equipment, or industrial transportation are of a cyclical nature and therefore experience relatively strong fluctuations in demand. In comparison to other more stable industries such as healthcare or consumer-oriented segments, a negative earnings surprise will more likely be caused by a general drop in demand rather than by a company-specific event. Companies that are more agile and command more efficient operations will be quicker in reacting to such fluctuating demand levels and thus be faster in emerging out of the trough. Logically, such companies are more likely to be rewarded by the stock market and become good fallen angels. For technology and telecommunication companies, the same argument holds. Technology hardware and software companies as well as office and telecommunications or semiconductor companies, which generate a sizeable part of their revenues with other businesses and make up for almost 80 percent of the companies in this industry sample, do suffer from economic downturns caused by IT budget cuts and the consequent delay of IT investments. Furthermore, the dynamic force of technological change might play a role. A more efficient company should be better prepared for the imponderabilities of technology shifts. A formerly well-performing technology company can very quickly find itself in a difficult condition if it misses one or more important technological trends. The changing fortunes of
companies like Apple or Nokia serve as good examples here. In this case it is surely helpful if the company is able to react quickly and is clearly focused on rebuilding the core of its business. The fact that the industry group technology & telecommunication has the relatively highest share of bad fallen angel highlights the risk of becoming a victim of such disadvantageous shifts in technology, which often can only be countered by fairly radical changes.

Lastly, the comparatively high result with regard to marginal effects for healthcare companies needs some explanation. Though insignificant, it points towards confirmation of the hypothesis, i.e. that a higher equity ratio is an indicator for good angel quality. The indication that a higher equity cushion is beneficial for the angel quality of healthcare companies could lie in the long and expensive research & development cycles for its products. Particularly for pharmaceutical or biotechnology companies, it takes several years until a new drug has been developed, tested, and approved by regulatory authorities. Furthermore, this process is an “all-or-nothing game”, in which the drug is either successfully brought to market or the process has to be stopped at same stage without reaping any benefits for the company. Given the low probability of success and the high investments involved, a strong equity base is advantageous, if not essential for the long-term success of a company active in this industry.

6.5.2 Profitability Ratios

6.5.2.1 Gross Profit Margin

The first hypothesis concerning profitability ratios, H3, presumes that companies with a higher gross profit margin should more likely become good fallen angels than fallen angels with a lower gross profit margin.

Overall, univariate tests underpin this assumption. For consumer goods, technology & telecommunication, and basic materials companies, both Wilcoxon rank-sum and t-tests are significant at a 99 percent level. Results for healthcare companies are also significant at a 99 percent level for the t-test and at a 95 percent level for the Wilcoxon rank-sum test. While industrials show significant results for the t-test at a 95 percent level, but are insignificant for the Wilcoxon rank-sum test, neither of the univariate tests shows significance for consumer services companies (see Table 13).
Table 13: Gross profit margin and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test)†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA°° BFA°°</td>
<td>GFA°° BFA°°</td>
<td></td>
<td>Z</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>126 119</td>
<td>0.411  0.310</td>
<td>0.364  0.316</td>
<td>-3.333***</td>
<td>-4.417***</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>90 96</td>
<td>0.422  0.327</td>
<td>0.422  0.318</td>
<td>-4.145***</td>
<td>-4.679***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>160 171</td>
<td>0.415  0.258</td>
<td>0.385  0.383</td>
<td>-1.067</td>
<td>-1.342</td>
</tr>
<tr>
<td>Health care</td>
<td>108 75</td>
<td>0.588  0.436</td>
<td>0.609  0.520</td>
<td>-2.301**</td>
<td>-2.735***</td>
</tr>
<tr>
<td>Industrials</td>
<td>209 190</td>
<td>0.350  0.318</td>
<td>0.323  0.306</td>
<td>-1.573</td>
<td>-2.247**</td>
</tr>
<tr>
<td>Tech &amp; Telem</td>
<td>106 200</td>
<td>0.620  0.516</td>
<td>0.619  0.524</td>
<td>-4.022***</td>
<td>-4.814***</td>
</tr>
</tbody>
</table>

°°/°° Good/bad fallen angels
*** p<0.01, ** p<0.05, * p<0.1
† winsorized at 1% level

Source: Author

Univariate test results are confirmed by LOGIT regression tests. For all industries, the direction points towards confirmation of the hypothesis. Results are significant at a 99 percent level for technology & telecommunication, consumer goods, and basic materials companies, at a 95 percent level for industrials, and at a 90 percent level for healthcare. Only for consumer services, test results again show no significance (see Table 14).

With regard to economic importance, marginal effects show the percentage increase in probability that a fallen angel stock is part of the group of good fallen angels in case the gross profit margin goes up by one. Since an increase of the gross profit margin by one is only theoretically possible, the real marginal effects will be lower depending on the change of the gross profit margin as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Nevertheless, marginal effects appear relatively strong. Their value is highest for consumer goods with 107.6 percent, followed by technology & telecommunication companies with 68.1 percent, and basic materials with 60.8 percent. Industrials and healthcare are trailing with 35.7 percent respectively 28.5 percent. Weakest marginal effects are found for consumer services companies with 20.0 percent (see Table 14).
Table 14: Gross profit margin and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross profit margin</td>
<td>4.531***</td>
<td>6.839***</td>
<td>1.265</td>
<td>1.377†</td>
<td>1.863**</td>
<td>3.395***</td>
</tr>
<tr>
<td></td>
<td>(3.48)</td>
<td>(3.97)</td>
<td>(1.27)</td>
<td>(1.73)</td>
<td>(2.04)</td>
<td>(4.23)</td>
</tr>
<tr>
<td></td>
<td>[0.608]</td>
<td>[1.076]</td>
<td>[0.200]</td>
<td>[0.285]</td>
<td>[0.357]</td>
<td>[0.681]</td>
</tr>
<tr>
<td>Control size</td>
<td>0.164</td>
<td>0.029</td>
<td>-0.085</td>
<td>0.119</td>
<td>0.227</td>
<td>-0.104</td>
</tr>
<tr>
<td></td>
<td>(1.23)</td>
<td>(0.19)</td>
<td>(-0.90)</td>
<td>(1.23)</td>
<td>(2.60)</td>
<td>(-1.23)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.497†</td>
<td>-1.756</td>
<td>-17.510***</td>
<td>-2.697†</td>
<td>-5.898***</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>(-1.77)</td>
<td>(-0.71)</td>
<td>(-9.35)</td>
<td>(-1.65)</td>
<td>(-3.80)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Observations</td>
<td>222</td>
<td>165</td>
<td>315</td>
<td>160</td>
<td>368</td>
<td>273</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.393</td>
<td>0.306</td>
<td>0.300</td>
<td>0.110</td>
<td>0.172</td>
<td>0.100</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

In accordance with these results, which are pointing to a higher gross profit margin as an indicator for angel quality, a high gross margin can be interpreted as an indication of a strong competitive position that allows a company to command higher prices for its products or services. As a consequence, a company in such a more favorable position should be able to better overcome a negative earnings surprise and thus become more likely a good fallen angel. This logic appears to hold for all analyzed industries except consumer services. Given that in this industry media companies and retailers play an important role the results appear more reasonable. Firstly, for media companies the metric gross profit margin is generally not important, since media companies usually do not rely on reselling nor on manufacturing products involving a high input of purchased goods. Secondly, for retailers a significant part of their expenses lies in the costs of the goods sold to the consumer. However, purchase prices of many consumer goods are very competitive, thus leaving little room to make sizeable gross profit margin improvements here. Economies of scale in purchasing could make a difference, but a certain size can be assumed for all companies in the S&P 1500 to make them a good customer for any producer of consumer goods.
6.5.2.2 Return on Assets

The second hypothesis concerning profitability ratios, H₄, addresses the ability of a company to use its asset base in order to create profits from it. The assumption is that the higher the return on assets for a company, the more likely it will become a good fallen angel.

Univariate tests support this hypothesis for all industries except basic materials. For technology & telecommunication and healthcare companies, both test results are significant at a 99 percent level. For consumer goods and consumer services, this is the case for the t-tests, while the Wilcoxon rank-sum tests are significant at a 95 percent respectively 90 percent level. For industrials, the 99 percent significance level achieved by the t-tests is not accompanied by significant results of the Wilcoxon rank-sum test, although the test statistic falls only slightly short of the 90-percent-significance-level threshold. Only with regard to basic materials, both univariate tests are insignificant (see Table 15).

Table 15: Return on assets and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test†)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA° BFA°°</td>
<td>GFA° BFA°°</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic materials</td>
<td>113 108</td>
<td>0.056 0.048</td>
<td>0.047 0.057</td>
<td>0.324</td>
<td>-0.336</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>83 86</td>
<td>0.089 0.062</td>
<td>0.076 0.065</td>
<td>-2.204**</td>
<td>-2.591***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>145 160</td>
<td>0.077 0.057</td>
<td>0.071 0.063</td>
<td>-1.876*</td>
<td>-2.722***</td>
</tr>
<tr>
<td>Health-care</td>
<td>103 79</td>
<td>0.074 0.004</td>
<td>0.075 0.062</td>
<td>-2.667***</td>
<td>-3.656***</td>
</tr>
<tr>
<td>Industrials</td>
<td>194 174</td>
<td>0.069 0.052</td>
<td>0.063 0.056</td>
<td>-1.635</td>
<td>-2.867***</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>91 185</td>
<td>0.109 0.040</td>
<td>0.100 0.053</td>
<td>-5.153***</td>
<td>-5.694***</td>
</tr>
</tbody>
</table>

°/°° Good/bad fallen angels  ***p<0.01, **p<0.05, * p<0.1  † winsorized at 1% level

Source: Author

Overall, LOGIT test results confirm the results of the univariate tests, though with slightly differing significance levels regarding the various industries. While results for technology & telecommunication, industrial, and healthcare companies are significant at a 99 percent level, test results for basic materials and consumer services are
significant at a 95 percent level. Only the test statistic for consumer goods does not quite meet the threshold for significance at a 90 percent level (see Table 16).

With regard to economic importance, marginal effects show the percentage increase in probability that a fallen angel stock is part of the group of good fallen angels in case ROA goes up by one. Since an increase of the ROA by one is only theoretically possible, because ROA values only very rarely exceed 100 percent, the real marginal effects will be lower depending on the change of the ROA as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Nevertheless, marginal effects appear relatively strong. They are strongest for industrials with a change of 192.5 percent, closely followed by technology & telecommunication companies with 189.1 percent and basic materials with 168.8 percent. Consumer services and healthcare companies come next with 107.3, respectively 100.6 percent. And despite scarcely missing the 90-percent significance level, marginal effects for consumer goods companies are comparatively strong at 95.6 percent (see Table 16).

Table 16: Return on assets and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return on assets</td>
<td>12.052**</td>
<td>5.426</td>
<td>7.008***</td>
<td>5.091***</td>
<td>10.705***</td>
<td>9.935***</td>
</tr>
<tr>
<td>(2.50)</td>
<td>(1.64)</td>
<td>(2.07)</td>
<td>(2.69)</td>
<td>(3.44)</td>
<td>(4.55)</td>
<td></td>
</tr>
<tr>
<td>[1.688]</td>
<td>[0.956]</td>
<td>[1.073]</td>
<td>[1.006]</td>
<td>[1.925]</td>
<td>[1.891]</td>
<td></td>
</tr>
<tr>
<td>Control size</td>
<td>-0.027</td>
<td>-0.021</td>
<td>0.027</td>
<td>0.067</td>
<td>0.353***</td>
<td>0.001</td>
</tr>
<tr>
<td>(-0.20)</td>
<td>(-0.14)</td>
<td>(0.25)</td>
<td>(0.61)</td>
<td>(3.69)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.662</td>
<td>1.849</td>
<td>-19.215***</td>
<td>-1.472</td>
<td>-7.958***</td>
<td>1.070</td>
</tr>
<tr>
<td>(-0.37)</td>
<td>(0.76)</td>
<td>(&lt; -10)†</td>
<td>(-0.89)</td>
<td>(-4.83)</td>
<td>(0.69)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>205</td>
<td>148</td>
<td>287</td>
<td>161</td>
<td>340</td>
<td>253</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R2</td>
<td>0.364</td>
<td>0.234</td>
<td>0.315</td>
<td>0.151</td>
<td>0.214</td>
<td>0.145</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.

† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author
In summary, empirical evidence supports the hypothesis that a higher return on assets as an indication of management’s efficiency in profitably employing the resources of the company also appears to be a good indicator for future good angel quality. This is particularly the case for industrials, technology & telecommunication, and healthcare companies, but also holds true for basic materials and consumer services. Even for consumer goods as the industry with the lowest z-value of the test statistic and lowest marginal effects, results still tend to suggest that companies which succeed in making better use of their assets to produce profits for their shareholders are also in a better position when faced with the problems that lead to or are caused by a negative earnings surprise. Thus, their likelihood to become a good fallen angel is higher.

6.5.3 Cash Flow

6.5.3.1 Free Cash Flow Margin

H₅, the first cash flow-related hypothesis, examines the free cash flow (FCF) margin of a fallen angel as an indication of the sustainable cash generation power of a company relative to its revenue base. It assumes that fallen angels with a higher free cash flow margin are more likely to turn into good fallen angels and vice versa.

Univariate tests predominantly underpin this assumption. For consumer goods, industrials, and technology & telecommunication companies both Wilcoxon rank-sum and t-tests are significant at a 99 percent level supporting the hypothesis. For healthcare, this is also the case at a 95 percent significance level for the Wilcoxon rank-sum and at a 99 percent significance level for the t-test. For basic materials companies, t-test results indicate significance at a 99 percent level, while the Wilcoxon rank-sum test statistic slightly misses the 90 percent significance threshold. Only for consumer services, results are insignificant with regard to both univariate tests (see Table 17).
Table 17: Free cash flow margin and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-statistic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA° BFA°°</td>
<td>GFA° BFA°°</td>
<td>z</td>
<td>t-statistic</td>
<td></td>
</tr>
<tr>
<td>Basic materials</td>
<td>119 105</td>
<td>0.043</td>
<td>-0.011</td>
<td>-1.617</td>
<td>-3.005***</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>82 87</td>
<td>0.063</td>
<td>-0.041</td>
<td>-4.552***</td>
<td>-4.500***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>128 140</td>
<td>0.033</td>
<td>0.029</td>
<td>0.860</td>
<td>-0.069</td>
</tr>
<tr>
<td>Healthcare</td>
<td>104 80</td>
<td>0.043</td>
<td>-0.254</td>
<td>-2.471**</td>
<td>-3.416***</td>
</tr>
<tr>
<td>Industrials</td>
<td>190 170</td>
<td>0.060</td>
<td>0.013</td>
<td>-3.596***</td>
<td>-4.607***</td>
</tr>
<tr>
<td>Tech &amp; Teleco</td>
<td>95 178</td>
<td>0.107</td>
<td>0.010</td>
<td>-3.288***</td>
<td>-4.469***</td>
</tr>
</tbody>
</table>

°/°° Good/bad fallen angels *** p<0.01, ** p<0.05, * p<0.1 † winsorized at 1% level

Source: Author

These univariate test results are fully confirmed by the results of the LOGIT regressions. For all industries, the values of the test statistics indicate that a high free cash flow margin is related to a higher probability of becoming a good fallen angel, although the significance levels differ across industries. While the significance level is at 99 percent for industrials and technology & telecommunication companies, it is at 95 percent for consumer goods, basic materials, and healthcare companies. Only consumer service companies again fail to achieve significant results (see Table 18).

With regard to economic importance, marginal effects show the percentage increase in probability that a fallen angel stock is part of the group of good fallen angels in case the free cash flow ratio goes up by one. Since an increase of the FCF margin by one is practically unlikely, because the FCF margin only very rarely will take on extreme values of, for example, minus 50 or plus 50 percent, the real marginal effects will be lower depending on the change of the FCF margin as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Nevertheless, marginal effects appear relatively strong. They are strongest for industrials with a change of 174.5 percent, followed by consumer goods with 148.4 percent. Technology & telecommunication companies come next with 110.3 percent before basic materials companies with 78.2 percent. Only for healthcare and consumer services companies marginal effects are comparatively low at 36.1 and 33.0 percent (see Table 18).
The interpretation of these results is similar for all industries except consumer services. The underlying assumption behind the hypothesis that a more cash-generating company should be more able to act against the disadvantageous factors having caused the negative earnings surprise appears to be correct. With regard to consumer services companies, where no such relationship could be found, it is important to note that capital expenditures are included in the free cash flow as a cash drain and the consumer services industry is strongly influenced by retail and leisure companies such as hotels or restaurants. In case a retailer or leisure company is successful, it will be able to grow mainly by expanding its existing network of locations, such as shops, restaurants, or hotels. In order to benefit from its current popularity and to maintain and extend its competitive advantage, such an expansion must take place rather quickly. In any case, increasing the number of locations usually requires a substantial investment in fixed assets and also working capital, thus decreasing free cash flow. Since the connection between sales and the number of locations is not near as close for all other industries, it is comprehensible that the free cash flow margin does not appear to be a good angel quality indicator for consumer service companies.

### Table 18: Free cash flow margin and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free cash flow margin</td>
<td>5.986**</td>
<td>9.228**</td>
<td>2.039</td>
<td>1.762**</td>
<td>10.033***</td>
<td>5.490***</td>
</tr>
<tr>
<td></td>
<td>(2.44)</td>
<td>(2.58)</td>
<td>(0.94)</td>
<td>(2.10)</td>
<td>(4.36)</td>
<td>(4.22)</td>
</tr>
<tr>
<td></td>
<td>[0.782]</td>
<td>[1.484]</td>
<td>[0.330]</td>
<td>[0.361]</td>
<td>[1.745]</td>
<td>[1.103]</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.068</td>
<td>-0.055</td>
<td>-0.023</td>
<td>0.002</td>
<td>0.229**</td>
<td>-0.055</td>
</tr>
<tr>
<td></td>
<td>(-0.51)</td>
<td>(-0.36)</td>
<td>(-0.21)</td>
<td>(0.02)</td>
<td>(2.38)</td>
<td>(-0.59)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>1.865</td>
<td>1.732</td>
<td>-17.957***</td>
<td>0.167</td>
<td>-4.112***</td>
<td>-0.183</td>
</tr>
<tr>
<td></td>
<td>(0.94)</td>
<td>(0.73)</td>
<td>(-9.14)</td>
<td>(0.11)</td>
<td>(-2.83)</td>
<td>(-0.13)</td>
</tr>
<tr>
<td>Observations</td>
<td>204</td>
<td>149</td>
<td>250</td>
<td>163</td>
<td>332</td>
<td>252</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.391</td>
<td>0.292</td>
<td>0.283</td>
<td>0.130</td>
<td>0.236</td>
<td>0.117</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.

† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author
Furthermore, it is not surprising that marginal effects are strongest for industrial and consumer goods companies. Both industries tend to have large fixed asset bases that have to be replaced in regular intervals, resulting in significant ongoing capital expenditures. Minimizing these expenditures by using existing capacity effectively and replacing outdated assets efficiently is essential for success of these companies, and a sign that they are well managed. This logic also holds for parts of the technology & telecommunication companies, namely for telecom network operators or computer hardware and office equipment producers, but less so for software companies, which explains the slightly weaker marginal effects in comparison to industrials and consumer goods companies. A similar pattern can be detected for the basic materials industry, where all companies command a large asset base, but assets in place such as oil or mining production facilities do not have to be replaced as frequently as in other industries, thus making capital expenditures to sustain operations less important. This is even more so for healthcare companies, where R&D and SG&A expenses are of higher importance compared to capital expenditures.

6.5.3.2 Cash Flow from Operating Activities-to-Net Income Ratio

The second cash flow-related hypothesis, $H_6$, analyzes the cash flow from operating activities-to-net income ratio. This ratio is an indication of earnings quality\(^\text{471}\) and a low CFO-to-net income ratio is regarded as a negative sign for future profitability and returns.\(^\text{472}\) Consequently, the hypothesis assumes that fallen angels with a higher CFO-to-net income ratio are more likely to turn into good fallen angels and vice versa.

Univariate tests point towards confirmation of this logic. Both Wilcoxon rank-sum and t-tests are significant at a 99 percent level for industrials, consumer goods, and basic materials companies. Results for technology & telecommunications companies show significance at a 95 percent level for the Wilcoxon rank-sum and at a 99 percent level for the t-test. For healthcare companies, both tests are significant at a 95 percent level. Only for consumer services companies, the Wilcoxon rank-sum test shows insignificant results, although the t-test demonstrates significance at a 95 percent level (see Table 19).

\(^{471}\) See Albrecht et al. (2007), pp. 687 et seq.

\(^{472}\) See Sloan (1996).
Table 19: Cash flow from operating activities-to-net income ratio and angel quality—results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean GFA° BFA°</th>
<th>Median GFA° BFA°</th>
<th>Diff. test (Wilcoxon) z</th>
<th>Diff. test (t-test†) t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic materials</td>
<td>119</td>
<td>2.235 1.238</td>
<td>1.867 1.427</td>
<td>-2.629***</td>
<td>-2.876***</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>80</td>
<td>1.861 0.438</td>
<td>1.495 1.092</td>
<td>-3.614***</td>
<td>-3.300***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>128</td>
<td>1.750 1.188</td>
<td>1.626 1.652</td>
<td>-0.348</td>
<td>-2.439**</td>
</tr>
<tr>
<td>Healthcare</td>
<td>105</td>
<td>1.324 0.900</td>
<td>1.281 1.032</td>
<td>-2.458**</td>
<td>-2.380**</td>
</tr>
<tr>
<td>Industrials</td>
<td>191</td>
<td>1.865 -.808</td>
<td>1.645 1.188</td>
<td>-4.930***</td>
<td>-5.266***</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>92</td>
<td>1.469 0.486</td>
<td>1.331 1.157</td>
<td>-2.258**</td>
<td>-3.449***</td>
</tr>
</tbody>
</table>

\(^{©/°} \text{Good/bad fallen angels}\) \(^{**} p<0.01, \; ^{*} p<0.05, \; * p<0.1\) \(^{†} \text{windsorized at 1% level}\)

Source: Author

LOGIT regressions confirm these findings with significant results for all industries pointing towards confirmation of the hypothesis, i.e. a higher CFO-to-net income ratio as an indicator for good angel quality. Test results are significant at a 99 percent level for all industries except healthcare, where the significance level is 95 percent (see Table 20).

With regard to economic importance, marginal effects show the percentage increase in probability that a fallen angel stock is part of the group of good fallen angels in case the CFO-to-net income ratio goes up by one. They are strongest for healthcare companies with a change of 11.1 percent, followed by consumer goods with 9.3 percent. Thereafter, industrials and technology & telecommunication companies show marginal effects of 7.9 percent and 7.7 percent. Basic materials and consumer services companies trail the other industries with 5.0 percent respectively 4.6 percent (see Table 20).
### Table 20: Cash flow from operating activities-to-net income ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFO/NI ratio</td>
<td>0.390***</td>
<td>0.609***</td>
<td>0.297***</td>
<td>0.543**</td>
<td>0.452***</td>
<td>0.382***</td>
</tr>
<tr>
<td></td>
<td>(2.76)</td>
<td>(2.65)</td>
<td>(2.71)</td>
<td>(2.11)</td>
<td>(3.71)</td>
<td>(3.44)</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.162</td>
<td>-0.125</td>
<td>-0.071</td>
<td>0.105</td>
<td>0.204**</td>
<td>-0.071</td>
</tr>
<tr>
<td></td>
<td>(-1.23)</td>
<td>(-0.83)</td>
<td>(-0.70)</td>
<td>(1.21)</td>
<td>(2.18)</td>
<td>(-0.80)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>2.589</td>
<td>2.610</td>
<td>-17.772***</td>
<td>-1.752</td>
<td>-4.116***</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>(1.35)</td>
<td>(1.11)</td>
<td>(&lt; -10)</td>
<td>(-1.36)</td>
<td>(-2.95)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>Observations</td>
<td>205</td>
<td>144</td>
<td>251</td>
<td>162</td>
<td>335</td>
<td>247</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.404</td>
<td>0.325</td>
<td>0.307</td>
<td>0.125</td>
<td>0.234</td>
<td>0.115</td>
</tr>
</tbody>
</table>

**p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

The explanation of these results is rooted in the higher robustness of cash flow figures against management influence as compared to earnings numbers. Since net income is subject to accounting policies and thus to the extent of setting up or dissolving accruals, and cash flow from operations cannot be influenced by management in such a way, it is assumed that a high cash flow from operations relative to net income indicates a higher earnings quality of the company. Consequently, a company with a higher earnings quality should be more likely in a position to become a good fallen angel than a company with a relatively weak cash flow from operations relative to its net income. This reasoning is supported by empirical results across all industries.

### 6.5.4 Cost Structure: Selling, General & Administrative Expenses Ratio

The general assumption regarding cost structure is that a leaner, more efficient cost structure, particularly in the area of selling, general & administrative (SG&A) expenses, is beneficial for the likelihood of becoming a good fallen angel. Therefore, hypothesis H7 claims that a lower SG&A ratio is linked to a higher probability of becoming part of the group of good fallen angels and vice versa.
Univariate tests confirm this assumption only for healthcare companies with 95 percent significance for the Wilcoxon rank-sum and 90 percent significance for the t-test. With regard to consumer goods companies, test results point against the direction of the hypothesis with a 99 percent significance level for both Wilcoxon rank-sum and t-tests. For all other industries, univariate tests do not show significance (see Table 21).

Table 21: Sales, general and administration ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test†)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA° BFA°°</td>
<td>GFA° BFA°°</td>
<td></td>
<td>z</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>52 63</td>
<td>0.098 0.093</td>
<td>0.073 0.068</td>
<td>0.146</td>
<td>-0.274</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>42 40</td>
<td>0.265 0.169</td>
<td>0.287 0.126</td>
<td>-2.876**</td>
<td>-3.238***</td>
</tr>
<tr>
<td>Consumer services</td>
<td>79 75</td>
<td>0.217 0.206</td>
<td>0.214 0.213</td>
<td>-0.540</td>
<td>-0.672</td>
</tr>
<tr>
<td>Health care</td>
<td>51 48</td>
<td>0.316 0.390</td>
<td>0.292 0.366</td>
<td>2.289**</td>
<td>1.892†</td>
</tr>
<tr>
<td>industrials</td>
<td>104 96</td>
<td>0.176 0.169</td>
<td>0.140 0.153</td>
<td>0.247</td>
<td>-0.452</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>60 119</td>
<td>0.380 0.372</td>
<td>0.333 0.332</td>
<td>0.028</td>
<td>-0.200</td>
</tr>
</tbody>
</table>

°/°° Good/bad fallen angels  *** p<0.01, ** p<0.05, * p<0.1  † winsorized at 1% level

Source: Author

LOGIT regressions confirm these results with regard to consumer goods companies. Test results indicate at a 99 percent significance level that consumer goods companies with a higher SG&A ratio are more likely to become good fallen angels. The same is true for consumer services companies at a 90 percent level. For all other industries, results are insignificant, although mostly pointing towards confirmation of the hypothesis according to the sign of the test statistic (see Table 22).

With regard to economic importance, marginal effects show the percentage change in probability that a fallen angel stock is part of the group of good fallen angels in case its SG&A ratio goes up by one. Since an increase of the SG&A ratio by one is only theoretically possible, the real marginal effects will be lower depending on the change of the SG&A ratio as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Marginal effects are strongest for consumer goods companies with a change of 195.7 percent, i.e. against the assumed direction of the hypothesis. The same is true,
although to a lesser extent, for consumer goods companies with 54.0 percent. The one remaining industry, where a higher SG&A ratio points towards a higher probability for becoming a good fallen angel, is industrials, but only with relatively weak marginal effects of 7.8 percent. For healthcare and basic materials companies, marginal effects of -27.3 respectively -21.8 percent show that a lower SG&A ratio is an indicator of good angel quality. For technology & telecommunication companies, the same is true with regard to the direction, but marginal effects are very weak with -1.5 percent (see Table 22).

**Table 22: Sales, general and administration ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries**

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGA ratio</td>
<td>-1.182</td>
<td>14.968***</td>
<td>3.545*</td>
<td>-1.436</td>
<td>0.389</td>
<td>-0.069</td>
</tr>
<tr>
<td></td>
<td>(-0.31)</td>
<td>(2.78)</td>
<td>(1.81)</td>
<td>(-1.03)</td>
<td>(0.23)</td>
<td>(-0.07)</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.129</td>
<td>0.535</td>
<td>-0.005</td>
<td>0.210</td>
<td>0.188</td>
<td>-0.087</td>
</tr>
<tr>
<td></td>
<td>(-0.68)</td>
<td>(1.24)</td>
<td>(-0.04)</td>
<td>(1.26)</td>
<td>(1.38)</td>
<td>(-0.64)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>1.726</td>
<td>-8.860</td>
<td>-19.066***</td>
<td>-3.526</td>
<td>-3.890†</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>(0.67)</td>
<td>(-1.34)</td>
<td>(&lt; -10)†</td>
<td>(-1.32)</td>
<td>(-1.81)</td>
<td>(0.20)</td>
</tr>
<tr>
<td>Observations</td>
<td>85</td>
<td>59</td>
<td>146</td>
<td>86</td>
<td>171</td>
<td>162</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.180</td>
<td>0.418</td>
<td>0.325</td>
<td>0.186</td>
<td>0.127</td>
<td>0.034</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than 10.0, STATA displays an empty value „.„ instead of the actual z-value.

Source: Author

The interpretation of results differs strongly from industry to industry. The initial assumption was, that companies with a lean cost structure, and therefore lower SG&A expenses, should be in a better position to overcome the set-backs that have caused the negative earnings surprise. The significant results for consumer goods companies in the opposite direction of the hypothesis are likely connected with the high importance of advertising and marketing activities for such companies. Consumer goods companies rely on their brand recognition with consumers for winning and retaining a sufficient amount of customers. Unless consumers do not know about a company and its brands, they will neither buy its products directly from the company nor, and
usually more important, will they buy it off the shelves of retailers. Furthermore, brands weakened by low advertising spending will also find it hard to be allowed by retailers to occupy scarce shelf space. As a consequence, consumer goods companies rely heavily on sufficient marketing activities to build their brands as an essential element of their long-term success. Cutting SG&A expenses and thereby lowering the SG&A ratio is usually a short-term measure of last resort and therefore more a sign of weakness rather than strength. This explains why good fallen angels in the consumer goods industry are more likely to be found among companies with a higher SG&A ratio. The same logic applies for consumer services companies, thus also explaining the results in opposite direction of the hypothesis for this industry. The strength of this effect, however, is weaker, which is also comprehensible given the relatively lower importance of marketing expenses for consumer services companies like media firms, restaurants, hotels, or retailers with their frequent direct contact to the consumer.

For other industries with comparatively strong marginal effects supporting the hypothesis, i.e. healthcare and basic materials companies, the reasoning is different. For healthcare companies, research and development activities are of high importance. A lean cost structure with regard to SG&A expenses leaves a company more room to step up or at least avoid cutting R&D spending, which is important for the medium- to long-term success particularly of a healthcare company. For basic materials companies, marketing and advertising generally plays a less important role, as products are often standardized and prices are – at least for parts of the product range – fixed on commodity markets. Thus, operational efficiency as indicated by a low SG&A ratio becomes more important.

### 6.5.5 Mergers & Acquisition Activities: Goodwill Ratio

H₈, the hypothesis concerning mergers & acquisition activities of a fallen angel, claims that a lower goodwill ratio is an indicator for good angel quality.

However, univariate tests do not support this assumption. Only for technology & telecommunication companies, the Wilcoxon rank-sum test indicates significance at a 90 percent level, pointing towards the direction of the hypothesis. T-test results, though, remain insignificant. This is also the case for all other industries, for which both univariate tests show no significance (see Table 23).
Table 23: Goodwill ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean GFA° BFA**</th>
<th>Median GFA° BFA**</th>
<th>Diff. test (Wilcoxon) z</th>
<th>Diff. test (t-test†) t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic materials</td>
<td>120</td>
<td>0.061 0.068</td>
<td>0.014 0.017</td>
<td>0.371</td>
<td>0.588</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>86</td>
<td>0.119 0.096</td>
<td>0.057 0.032</td>
<td>-1.030</td>
<td>-0.974</td>
</tr>
<tr>
<td>Consumer services</td>
<td>154</td>
<td>0.085 0.104</td>
<td>0.012 0.013</td>
<td>0.818</td>
<td>1.131</td>
</tr>
<tr>
<td>Health-care</td>
<td>109</td>
<td>0.162 0.138</td>
<td>0.121 0.060</td>
<td>-0.951</td>
<td>-0.944</td>
</tr>
<tr>
<td>Industrials</td>
<td>201</td>
<td>0.153 0.156</td>
<td>0.112 0.090</td>
<td>-0.086</td>
<td>0.264</td>
</tr>
<tr>
<td>Tech &amp; Teleco</td>
<td>101</td>
<td>0.069 0.094</td>
<td>0.000 0.013</td>
<td>1.725**</td>
<td>1.315</td>
</tr>
</tbody>
</table>

**°° Good/bad fallen angels  *** p<0.01, ** p<0.05, * p<0.1  † winsorized at 1% level

Source: Author

LOGIT regression results are also insignificant for most industries, but show a slightly different result. For basic materials companies, results are significant at a 95 percent level, indicating that a lower goodwill ratio is associated with a higher probability for good angel quality, i.e. pointing towards confirmation of the hypothesis. For all other industries, including technology & telecommunication companies, LOGIT regression results are insignificant (see Table 24).

With regard to economic importance, marginal effects show the percentage change in probability that a fallen angel stock is part of the group of good fallen angels in case its goodwill ratio goes up by one. To put these percentages in perspective, a change of the goodwill ratio by one is not possible, as the goodwill ratio can only reach a maximum value of one, which itself is only a theoretical value. Therefore, real marginal effects will be lower depending on the change of the goodwill ratio as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. The industry with the strongest marginal effects is basic materials with a change of -65.1 percent. Consumer services, industrial, and technology & telecommunication companies follow with -13.9 percent, -12.2 percent, and -11.3 percent. Marginal effects for consumer goods and healthcare companies show an opposite sign, but are relatively weak with 11.9 percent and 9.2 percent (see Table 24).
Table 24: Goodwill ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodwill ratio</td>
<td>-4.501**</td>
<td>0.641</td>
<td>-0.903</td>
<td>0.436</td>
<td>-0.656</td>
<td>-0.513</td>
</tr>
<tr>
<td></td>
<td>(-2.21)</td>
<td>(0.47)</td>
<td>(-0.88)</td>
<td>(0.39)</td>
<td>(-0.87)</td>
<td>(-0.50)</td>
</tr>
<tr>
<td></td>
<td>[-0.651]</td>
<td>[0.119]</td>
<td>[-0.139]</td>
<td>[0.092]</td>
<td>[-0.122]</td>
<td>[-0.113]</td>
</tr>
<tr>
<td>Control size</td>
<td>0.135</td>
<td>0.026</td>
<td>0.023</td>
<td>0.195**</td>
<td>0.310***</td>
<td>-0.018</td>
</tr>
<tr>
<td></td>
<td>(1.05)</td>
<td>(0.18)</td>
<td>(0.22)</td>
<td>(2.06)</td>
<td>(3.44)</td>
<td>(-0.23)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.619</td>
<td>-1.308</td>
<td>-18.420***</td>
<td>-2.743**</td>
<td>-5.261***</td>
<td>0.438</td>
</tr>
<tr>
<td></td>
<td>(-0.33)</td>
<td>(-0.63)</td>
<td>(-9.53)</td>
<td>(-1.99)</td>
<td>(-3.80)</td>
<td>(0.38)</td>
</tr>
<tr>
<td>Observations</td>
<td>216</td>
<td>156</td>
<td>304</td>
<td>170</td>
<td>355</td>
<td>269</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.347</td>
<td>0.205</td>
<td>0.311</td>
<td>0.104</td>
<td>0.190</td>
<td>0.049</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

The interpretation of these results leads to the conclusion that except for basic materials companies, the relative amount of goodwill is not a suitable indicator for angel quality. The underlying assumption that companies with a large amount of goodwill on their balance sheets are probably bad acquirers and thus also bad fallen angels, because the high amount of goodwill might serve as an indication of having overpaid, cannot be confirmed. It seems like that the success of an M&A strategy depends on specific acquisitive qualities of a fallen angel company, and that the goodwill ratio is not a suitable indicator for identifying good and bad acquirers. A possible explanation for the significant LOGIT regression results for basic materials companies is that acquisition values in this industry should be predominantly based on “hard” assets, like proven reserves of oil, gas, or other raw materials, or aluminum or steel manufacturing plants. Thus, if a fallen angel pays a significant amount of goodwill in a basic materials transaction, it appears reasonable to assume that the acquisition price could have been too high. Since this argument does not hold for all other industries, where the motives behind an acquisition and the values inherent in the acquisition target are generally more diverse, it appears to be a suitable reasoning for the significant test results for basic materials companies.
6.5.6 Valuation Ratios

6.5.6.1 Price-to-Book Ratio

The first hypothesis concerning valuation ratios, $H_0$, presumes that companies with a low price-to-book ratio should more likely become good fallen angels and vice versa. As described earlier, the price-to-book ratio is a widely used criterion to separate value from growth stocks. Therefore, testing the hypothesis that a low price-to-book ratio as a typical attribute of a value stock is a suitable indicator for the good quality of a fallen angel (aka growth) stock almost suggests itself given that this thesis aims at bringing value and growth investment styles closer together.

Univariate test results largely support this hypothesis. For industrials, both univariate tests are significant at a 99 percent level. The same is true for the Wilcoxon rank-sum tests for healthcare and technology & telecommunication companies, whose t-tests indicate significance at a 95 percent level. For basic materials companies, both tests are significant at levels of 99 percent (Wilcoxon rank-sum test) and 90 percent (t-test). For consumer services, the t-test shows significance at a 99 percent level, while the Wilcoxon rank-sum test is insignificant. The latter is also the case for consumer goods, with the t-test indicating significance at a 95 percent level (see Table 25).

Table 25: Price-to-book ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test$^*$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA $^\dagger$ BFA $^\ddagger$</td>
<td>GFA $^\ddagger$ BFA $^\ddagger$</td>
<td>GFA $^\dagger$ BFA $^\ddagger$</td>
<td>$z$</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>127</td>
<td>113</td>
<td>2.529</td>
<td>3.191</td>
<td>1.821</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>85</td>
<td>96</td>
<td>2.325</td>
<td>4.147</td>
<td>2.256</td>
</tr>
<tr>
<td>Consumer services</td>
<td>134</td>
<td>148</td>
<td>2.703</td>
<td>9.557</td>
<td>2.340</td>
</tr>
<tr>
<td>Healthcare</td>
<td>111</td>
<td>86</td>
<td>3.320</td>
<td>8.974</td>
<td>2.928</td>
</tr>
<tr>
<td>Industrials</td>
<td>200</td>
<td>186</td>
<td>2.298</td>
<td>3.972</td>
<td>2.102</td>
</tr>
<tr>
<td>Tech &amp; Teleco</td>
<td>102</td>
<td>189</td>
<td>3.463</td>
<td>6.306</td>
<td>2.974</td>
</tr>
</tbody>
</table>

$^\dagger$ Good/bad fallen angels

*** $p<0.01$, ** $p<0.05$, * $p<0.1$

$^*$ winsorized at 1% level

Source: Author

Significance is confirmed by LOGIT regression tests at a 99 percent level for industrials, technology & telecommunication, and consumer services companies. For the other three industries, test results also point toward confirmation of the hypothesis, but with no statistical significance. For healthcare and basic materials companies, though, test statistics fall only slightly short of meeting the 90-percent significance level thresholds (see Table 26).

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case its price-to-book ratio goes up by one. They are strongest for industrials with a change of -5.8 percent, followed by consumer services and technology & telecommunication companies with -3.5 percent respectively -3.2 percent. Healthcare and consumer goods companies ensue with -2.6 percent respectively -2.2 percent. Basic materials companies trail with -1.0 percent (see Table 26).

Table 26: Price-to-book ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price-to-book ratio</td>
<td>-0.073</td>
<td>-0.131</td>
<td>-0.229***</td>
<td>-0.126</td>
<td>-0.336***</td>
<td>-0.157***</td>
</tr>
<tr>
<td></td>
<td>(-1.53)</td>
<td>(-1.10)</td>
<td>(-2.74)</td>
<td>(-1.62)</td>
<td>(-3.77)</td>
<td>(-2.93)</td>
</tr>
<tr>
<td></td>
<td>[0.010]</td>
<td>[0.022]</td>
<td>[0.035]</td>
<td>[0.026]</td>
<td>[0.058]</td>
<td>[0.032]</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.048</td>
<td>-0.098</td>
<td>-0.023</td>
<td>0.147</td>
<td>0.186**</td>
<td>-0.090</td>
</tr>
<tr>
<td></td>
<td>(-0.39)</td>
<td>(-0.73)</td>
<td>(-0.22)</td>
<td>(1.70)</td>
<td>(2.06)</td>
<td>(-1.05)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>1.577</td>
<td>3.525</td>
<td>-17.190***</td>
<td>-1.536</td>
<td>-2.709**</td>
<td>2.427</td>
</tr>
<tr>
<td></td>
<td>(0.84)</td>
<td>(1.58)</td>
<td>(&lt; -10)†</td>
<td>(-1.17)</td>
<td>(-2.01)</td>
<td>(1.90)</td>
</tr>
<tr>
<td>Observations</td>
<td>221</td>
<td>157</td>
<td>267</td>
<td>171</td>
<td>355</td>
<td>269</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.375</td>
<td>0.254</td>
<td>0.314</td>
<td>0.121</td>
<td>0.241</td>
<td>0.109</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value "." instead of the actual z-value.

Source: Author
The interpretation of the results is based on the underlying assumption that investors on average achieve positive returns when they “buy the dollar for 60 cents”\textsuperscript{474}, i.e. aim for the lowest price-to-book ratio possible. This assumption is confirmed given the fact that test statistics across all tested industries point in this direction. However, industry-specific differences in significance levels are substantial. One possible explanation for the 99 percent significance level of results for consumer services, industrials, and technology & telecommunication companies could be the differing importance of intangible assets that are not recorded on the balance sheet across the various industries. This position should be particularly important for basic materials companies with regard to their amount of proven reserves\textsuperscript{475}, for consumer goods firms in terms of brand equity, and for healthcare companies in terms of their drug patent and research pipeline.\textsuperscript{476} Although the value of these assets is not visible on the balance sheet, it will likely be recognized by financial markets, thus boosting the respective company’s market value without a corresponding increase in book value of equity. Thus, price-to-book ratios are distorted in such instances, making them less usable as angel quality indicators. This problem is less acute for companies with a lower share of assets that are unrecognized in the balance sheet. For consumer services and industrials companies, unrecognized intangible assets should play a less important role relative to their generally high value of recognized tangible assets. With regard to the technology & telecommunication industry, the same is true for telecommunication network operators or electronics equipment manufacturers. And software companies have to capitalize certain software development costs under SFAS 86, which is an exception to the general rule of expensing R&D expenses, thereby decreasing the share of unrecognized intangible assets in their balance sheets and bringing the book

\textsuperscript{474} Browne (2007), p. 145.

\textsuperscript{475} The SEC has recognized this deficiency itself by updating their regulation with regard to accounting of proven reserves in the oil & gas industry, which is included in the industry group basic materials as used by this thesis, effective as of December 1, 2010. See Securities and Exchange Commission (2009), p. 2158.

Furthermore, Schreiner classifies oil & gas and basic materials (the two industries grouped together as industry group basic materials as used by this thesis) as so called science-based industries that significantly depend on investments in intangible assets and R&D, which are often not properly reflected in financial statements. See Schreiner (2007), pp. 104-106.

\textsuperscript{476} A recent study by KPMG Corporate Finance Advisory of realized goodwill and intangible asset allocation of 342 selected M&A transactions showed that consumer- and life science/healthcare-oriented companies record the highest percentage of intangible assets in relation to the total purchase price. The industry group basic materials was not analyzed separately in this study. See Castedello/Klingbeil (2009), p. 15.
value of equity closer to market valuation. However, it should be noted that these explanations are not fully researched yet and therefore should be handled with caution.

### 6.5.6.2 Price-to-Earnings Ratio

The second valuation ratio analyzed is the price-to-earnings ratio. The related hypothesis, $H_{10}$, presumes that companies with a lower price-to-earnings ratio should more likely become good fallen angels and vice versa.

The results of univariate tests support this hypothesis for most industries. Industrials, technology & telecommunication, and consumer services companies demonstrate significance levels of 99 percent for both the Wilcoxon rank-sum and $t$-tests. For healthcare and basic materials companies, $t$-tests are significant at 95 percent respectively 90 percent, while Wilcoxon rank-sum tests are insignificant for both industries. The latter is also the case for consumer goods companies with regard to both univariate tests (see Table 27).

**Table 27: Price-to-earnings ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test ($t$-test$^\dagger$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA $^+$ BFA $^*$</td>
<td>GFA $^+$ BFA $^*$</td>
<td>GFA $^+$ BFA $^*$</td>
<td>z</td>
<td>t-statistic</td>
</tr>
<tr>
<td>Basic materials</td>
<td>112 105</td>
<td>15.97 23.11</td>
<td>13.48 15.27</td>
<td>0.785 1.883$^*$</td>
<td></td>
</tr>
<tr>
<td>Consumer goods</td>
<td>86 85</td>
<td>15.85 20.36</td>
<td>14.57 14.80</td>
<td>-0.056 1.400</td>
<td></td>
</tr>
<tr>
<td>Consumer services</td>
<td>145 159</td>
<td>18.57 34.74</td>
<td>17.46 19.42</td>
<td>2.933 3.980$^{***}$</td>
<td></td>
</tr>
<tr>
<td>Healthcare</td>
<td>93 64</td>
<td>22.78 29.74</td>
<td>22.08 22.35</td>
<td>1.468 2.400$^*$</td>
<td></td>
</tr>
<tr>
<td>Industrials</td>
<td>199 173</td>
<td>17.50 40.26</td>
<td>16.73 18.84</td>
<td>3.543 4.220$^{***}$</td>
<td></td>
</tr>
</tbody>
</table>

$^{{\dagger}}$ Winsorized at 1% level

Source: Author

---

$^{477}$ See Mohd (2005) or Heinrichs (2009), p. 84.
LOGIT regression results are significant at a 99 percent level confirming the assumed direction of the hypothesis for industrials, technology & telecommunication, consumer services, and basic materials companies. For healthcare and consumer goods companies, however, no significant results are shown, though test statistics for both industries also point towards supporting the hypothesis (see Table 28).

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case its price-to-earnings ratio goes up by one. They are strongest for industrials with a change of -1.0 percent, followed by technology & telecommunication and consumer services companies with -0.8 percent respectively -0.7 percent. Basic materials companies ensue with -0.6 percent. Healthcare and consumer goods companies trail with -0.4 percent respectively -0.1 percent (see Table 28).

Table 28: Price-to-earnings ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price-to-earnings ratio</td>
<td>-0.049***</td>
<td>-0.006</td>
<td>-0.047***</td>
<td>-0.018</td>
<td>-0.058***</td>
<td>-0.038***</td>
</tr>
<tr>
<td></td>
<td>(-2.87)</td>
<td>(-0.39)</td>
<td>(-3.17)</td>
<td>(-1.40)</td>
<td>(-4.29)</td>
<td>(-3.52)</td>
</tr>
<tr>
<td>Control size</td>
<td>-0.170</td>
<td>-0.205</td>
<td>-0.019</td>
<td>-0.038</td>
<td>0.159*</td>
<td>-0.151</td>
</tr>
<tr>
<td></td>
<td>(-1.23)</td>
<td>(-1.39)</td>
<td>(-0.18)</td>
<td>(-0.32)</td>
<td>(1.70)</td>
<td>(-1.54)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>4.480***</td>
<td>5.060**</td>
<td>-16.938***</td>
<td>0.006</td>
<td>-3.464***</td>
<td>3.521***</td>
</tr>
<tr>
<td></td>
<td>(2.06)</td>
<td>(2.11)</td>
<td>(&lt;-10)†</td>
<td>(0.00)</td>
<td>(-2.25)</td>
<td>(2.27)</td>
</tr>
<tr>
<td>Observations</td>
<td>196</td>
<td>151</td>
<td>287</td>
<td>136</td>
<td>341</td>
<td>220</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.441</td>
<td>0.258</td>
<td>0.367</td>
<td>0.106</td>
<td>0.252</td>
<td>0.155</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author
The interpretation of the results for the four industries with significance at a 99 percent level pointing towards confirmation of the hypothesis is in line with mean reversion. Companies that already have a high price-to-earnings ratio, i.e. market expectations regarding their future earnings are high, are more endangered to disappoint in the future and thus are more likely to belong to the category of bad fallen angels. However, the question remains why there is no significance for consumer goods and healthcare. With regard to consumer goods, the positive brand recognition a company has with consumers is of essential importance for its current and long-term success. A strong brand helps a company by inducing a buoyant demand for its products. A company in such a position might eventually be able to charge a price premium based on its brand name. Furthermore, a strong brand is neither built up nor destroyed short-term, i.e. results in profits over more than one period. Thus, financial markets will likely assign a relatively high valuation to a successful consumer goods company with a strong brand and vice versa. Since it requires large financial clout to invest in the build-up and support of a brand, a fallen consumer goods angel that does not already possess a strong brand is likely more vulnerable to the difficulties evolving in the wake of the negative earnings surprise. With regard to healthcare companies, the explanation is similar to the one brought forward above in conjunction with the price-to-book ratio. Particularly for pharmaceutical and biotechnology companies, the research and development pipeline is very important for future success. Like a brand for consumer goods companies, a strong R&D pipeline cannot be build up in a short time, but requires continuous investment. Companies with strong R&D activities will therefore likely command a higher valuation by financial markets. At the same time, it is these companies that are more robust against temporary turbulence caused by negative earnings surprises. Therefore, the effect of having a strong brand and a strong R&D pipeline appears to work in opposite direction than the valuation effect of a relatively low share price.

6.5.7 Negative Earnings Surprise-Related Ratios

The three last possible indicators for angel quality tested in this thesis reflect the force of the negative earnings surprise and the related abnormal drop in share price. The underlying assumption builds on overreaction theory, and states that the stronger the negative earnings surprise respectively the related abnormal share price return, the more likely the company will be a good fallen angel and vice versa.
6.5.7.1 Standardized Unexpected Earnings

SUE as defined in section 2.3.1 measures the extent of the negative earnings surprise. The smaller, i.e. more negative, the value of the SUE, the stronger the negative earnings surprise. Following above-mentioned underlying assumption, a fallen angel stock will more likely be a good fallen angel stock in case the SUE is stronger, i.e. the SUE value is smaller.

The results of both univariate tests are pointing towards support of the hypothesis for most industries. For basic materials, the Wilcoxon rank-sum test is significant at a 95 percent level, and the t-test indicates significance at a 99 percent level. For both industrials and healthcare companies, significance levels are at 99 percent for the Wilcoxon rank-sum tests, whereas t-tests show significance levels of 95 percent (industrials) respectively 90 percent (healthcare). For consumer services companies, both univariate tests support the hypothesis at a 95 percent significance level. While the Wilcoxon rank-sum test is significant at a 99 percent level for technology & telecommunication companies, t-test results fail to achieve significance for this industry. The latter is also the case for consumer goods companies with regard to both univariate tests (see Table 29).

Table 29: Standardized unexpected earnings ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test†)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GFA°°</td>
<td>BFA°°</td>
<td>GFA°°</td>
<td>BFA°°</td>
<td>z</td>
</tr>
<tr>
<td>Basic materials</td>
<td>134</td>
<td>128</td>
<td>-7.1</td>
<td>-10.3</td>
<td>-2.37</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>96</td>
<td>103</td>
<td>-45.9</td>
<td>-60.1</td>
<td>-2.87</td>
</tr>
<tr>
<td>Consumer</td>
<td>173</td>
<td>186</td>
<td>-88.6</td>
<td>-37.5</td>
<td>-4.97</td>
</tr>
<tr>
<td>services</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-care</td>
<td>121</td>
<td>93</td>
<td>-82.9</td>
<td>-23.0</td>
<td>-6.19</td>
</tr>
<tr>
<td>Industrials</td>
<td>224</td>
<td>203</td>
<td>-46.5</td>
<td>-21.9</td>
<td>-3.45</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>123</td>
<td>214</td>
<td>-74.7</td>
<td>-50.0</td>
<td>-4.87</td>
</tr>
</tbody>
</table>

°/°° Good/bad fallen angels  *** p<0.01, ** p<0.05, * p<0.1  † winsorized at 5% level

Source: Author

LOGIT regression results, however, are largely not able to confirm these results. Only for basic materials, test results are significant at a 99 percent level supporting the
direction of the hypothesis. While for all other industries the algebraic sign of the test statistic also points towards the assumed direction, test results are insignificant (see Table 30).

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case SUE ratio goes up by one. They are by far strongest for basic materials companies with a change of -1.7 percent. The following industries are consumer goods, healthcare, and industrials, with a change of -0.04 percent for the first two mentioned industries and of -0.02 percent for the latter. Consumer services and technology & telecommunication companies trail the other industries with -0.01 percent for both industries (see Table 30).

Table 30: Standardized unexpected earnings ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th></th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Healthcare</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUE ratio</td>
<td>-0.122***</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.000</td>
</tr>
<tr>
<td></td>
<td>(-2.63)</td>
<td>(-1.04)</td>
<td>(-1.03)</td>
<td>(-1.42)</td>
<td>(-1.55)</td>
<td>(-0.98)</td>
</tr>
<tr>
<td></td>
<td>[-17 x 10^{-3}]</td>
<td>[-0.4 x 10^{-3}]</td>
<td>[-0.1 x 10^{-3}]</td>
<td>[-0.4 x 10^{-3}]</td>
<td>[-0.3 x 10^{-3}]</td>
<td>[-0.1 x 10^{-3}]</td>
</tr>
<tr>
<td>Control size</td>
<td>0.058</td>
<td>-0.050</td>
<td>-0.010</td>
<td>0.139</td>
<td>0.226***</td>
<td>-0.104</td>
</tr>
<tr>
<td></td>
<td>(0.49)</td>
<td>(-0.40)</td>
<td>(-0.11)</td>
<td>(1.72)</td>
<td>(2.79)</td>
<td>(-1.39)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.765</td>
<td>2.043</td>
<td>-18.068***</td>
<td>-1.450</td>
<td>-5.396***</td>
<td>1.888*</td>
</tr>
<tr>
<td></td>
<td>(-0.43)</td>
<td>(1.06)</td>
<td>(&lt; -10)</td>
<td>(-1.23)</td>
<td>(-3.93)</td>
<td>(1.73)</td>
</tr>
<tr>
<td>Observations</td>
<td>236</td>
<td>172</td>
<td>339</td>
<td>186</td>
<td>394</td>
<td>306</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.376</td>
<td>0.225</td>
<td>0.298</td>
<td>0.101</td>
<td>0.177</td>
<td>0.064</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1: z-values in parentheses, average marginal effects in brackets.

† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

The interpretation of these results leads to two main conclusions: Firstly, there seems to be a general tendency that stocks affected by a stronger negative earnings surprise are more likely to come back as good fallen angels, but this tendency overall lacks significance. A possible explanation for this tendency is offered by overreaction theory. Particularly in the light of strong negative earnings surprises, investors might adapt a too pessimistic view of the events surrounding the fallen angel company. The
strength of the negative earnings surprises might be due to extraordinary events, such as disruptions in production, the loss of important customers or contracts, or other severe mishaps. Although such instances may appear catastrophic at the first glance and often indeed entail severe negative economic consequences, they are also fairly often short-lived and once a company overcomes the crisis, investors’ sentiment towards its stock improves again. Secondly, the significant results for basic materials companies might be attributable to the fact that their earnings often depend more on raw materials’ price levels than on company-specific events or activities like marketing or product development. Raw material prices, however, are rather volatile and are strongly related to the overall economic climate, which is largely beyond the control of single companies. Thus, strong negative earnings surprises might be triggered without any company-specific problems. However, once raw material prices recover, the fallen angel’s earnings would rebound as well, thus leading to an outperformance of the fallen angel stock. This logic could explain the fact that while LOGIT regression results are significant for basic materials companies, they do not indicate significance for other industries with negative earnings surprises that are more likely rooted in company-specific reasons.

6.5.7.2 Cumulative Abnormal Return

The second earnings surprise-related ratio deals with the extent of the negative cumulative abnormal return (CAR) in the five-day window around the earnings announcement. The hypothesis is based on the assumption that the more a fallen angel stock drops relative to its benchmark, the more likely this market overreaction will correct, turning the stock into a good fallen angel.

Univariate tests, however, do not support this hypothesis. Neither the Wilcoxon rank-sum nor the t-tests show any significant results. This is the case across all industries. Additionally, the algebraic signs of the test statistics indicate changing directions across the various industries (see Table 31).
### Table 31: Cumulative abnormal return and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean GFA° BFA°°</th>
<th>Median GFA° BFA°°</th>
<th>Diff. test (Wilcoxon) z</th>
<th>Diff. test (t-test†) t-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic materials</td>
<td>134</td>
<td>-0.055</td>
<td>-0.053</td>
<td>-0.038</td>
<td>-0.732</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>96</td>
<td>-0.058</td>
<td>-0.064</td>
<td>-0.048</td>
<td>-0.579</td>
</tr>
<tr>
<td>Consumer services</td>
<td>173</td>
<td>-0.069</td>
<td>-0.062</td>
<td>-0.046</td>
<td>-0.442</td>
</tr>
<tr>
<td>Healthcare</td>
<td>121</td>
<td>-0.084</td>
<td>-0.076</td>
<td>-0.068</td>
<td>1.164</td>
</tr>
<tr>
<td>Industrials</td>
<td>224</td>
<td>-0.077</td>
<td>-0.075</td>
<td>-0.047</td>
<td>-0.180</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>123</td>
<td>-0.106</td>
<td>-0.101</td>
<td>-0.084</td>
<td>0.595</td>
</tr>
</tbody>
</table>

°°/° Good/bad fallen angels *** p<0.01, ** p<0.05, * p<0.1 † winsorized at 5% level

Source: Author

The same is true for the results of the LOGIT regression tests. The values of the test statistics remain low and are therefore clearly below the chosen significance levels at 90, 95, and 99 percent (see Table 32).

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case CAR goes up by one. To put the seemingly high percentages in perspective, a change of CAR by one is only theoretically possible, as that would translate into a change of 100 percentage points, like the drop of the fallen angel stock to basically zero while the market remains at least stable. Therefore, real marginal effects will be lower depending on the change of the CAR as measured in percentage points, e.g. 0.1 for a 10 percentage point increase. Marginal effects are highest for consumer goods with 62.8 percent, followed by industrial companies with 32.9 percent. For basic materials, healthcare, and consumer services companies marginal effects are negative with -17.5 percent, -15.2 percent, and -11.8 percent. Technology & telecommunication companies show almost no marginal effects with -0.2 percent (see Table 32).
Table 32: Cumulative abnormal return and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative abnormal return</td>
<td>-1.205 (-0.42)</td>
<td>3.484 (0.95)</td>
<td>-0.745 (-0.31)</td>
<td>-0.705 (-0.32)</td>
<td>1.716 (1.13)</td>
<td>-0.011 (-0.01)</td>
</tr>
<tr>
<td>Control size</td>
<td>0.016 (0.14)</td>
<td>-0.095 (-0.73)</td>
<td>-0.013 (-0.14)</td>
<td>0.139*</td>
<td>0.210***</td>
<td>-0.111</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>0.300 (0.17)</td>
<td>0.622 (0.31)</td>
<td>-18.085***</td>
<td>-1.476</td>
<td>-5.049***</td>
<td>1.980†</td>
</tr>
<tr>
<td>Observations</td>
<td>236</td>
<td>172</td>
<td>339</td>
<td>186</td>
<td>394</td>
<td>306</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.340</td>
<td>0.223</td>
<td>0.296</td>
<td>0.090</td>
<td>0.174</td>
<td>0.061</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

Concluding, it appears that CAR does not have significant influence on the probability of whether the fallen angel stock is of good or bad quality. Therefore, further interpreting these results does not appear to be worthwhile.

6.5.7.3 Cumulative Abnormal Return-to-Standardized Unexpected Earnings Ratio

The third and last earnings surprise-related ratio combines the two other ratios from above by dividing the cumulative abnormal return by the standardized unexpected earnings. The hypothesis states that the more strongly a fallen angel stock has dropped relative to the extent of the negative earnings surprise, the more likely this drop will correct in the future, thus creating a good fallen angel.

Univariate tests cannot find support for the hypothesis. If significant, tests indicate that a high CAR-SUE ratio is linked to a lower probability of becoming a good fallen angel stock. This is the case for healthcare companies, where the Wilcoxon rank-sum test is significant at a 99 percent level, while the t-test is significant at a 90 percent level. For basic materials, both univariate tests are significant as well at significance levels of 95 percent (Wilcoxon rank-sum test) respectively 90 percent (t-test). For consumer
services, industrials, and technology & telecommunication companies, the Wilcoxon rank-sum tests indicate significance at a 95 percent level, but all t-tests remain insignificant. The latter is also true with regard to both univariate tests for consumer goods companies (see Table 33).

Table 33: Cumulative abnormal return-to-standardized unexpected earnings ratio and angel quality – results of univariate tests of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Observations</th>
<th>Mean</th>
<th>Median</th>
<th>Diff. test (Wilcoxon)</th>
<th>Diff. test (t-test†)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GFA° BFA°°</td>
<td>GFA° BFA°°</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic materials</td>
<td>134 128</td>
<td>0.053 0.085</td>
<td>0.016 0.020</td>
<td>1.985**</td>
<td>1.862*</td>
</tr>
<tr>
<td>Consumer goods</td>
<td>96 103</td>
<td>0.026 0.041</td>
<td>0.012 0.016</td>
<td>1.047</td>
<td>1.539</td>
</tr>
<tr>
<td>Consumer services</td>
<td>173 186</td>
<td>0.031 0.039</td>
<td>0.007 0.011</td>
<td>2.284**</td>
<td>1.056</td>
</tr>
<tr>
<td>Healthcare</td>
<td>121 93</td>
<td>0.038 0.180</td>
<td>0.010 0.017</td>
<td>2.729***</td>
<td>1.936*</td>
</tr>
<tr>
<td>Industrials</td>
<td>224 203</td>
<td>0.050 0.063</td>
<td>0.013 0.018</td>
<td>2.233**</td>
<td>0.455</td>
</tr>
<tr>
<td>Tech &amp; Telco</td>
<td>123 214</td>
<td>0.098 0.288</td>
<td>0.015 0.020</td>
<td>2.139**</td>
<td>1.412</td>
</tr>
</tbody>
</table>

°° Good/bad fallen angels *** p<0.01, ** p<0.05, * p<0.1 † winsorized at 5% level

Source: Author

LOGIT regression test results partially confirm the results of the univariate tests with significance at a 95 percent level pointing against the assumed direction of the hypothesis for consumer services, healthcare, and industrials companies. For the other three industries, however, results are insignificant (see Table 34).

With regard to economic importance, marginal effects show the percentage decrease in probability that a fallen angel stock is part of the group of good fallen angels in case the CAR-SUE ratio goes up by one. The seemingly high percentage values are put into perspective when recalling that the CAR-SUE ratio values are generally very small. As the CAR measures the cumulative abnormal return in the five-day window around the negative earnings surprise, it is usually a very small figure in absolute terms. In contrast, the SUE is generally larger in absolute terms, often reaching values of one and above. Therefore, dividing CAR by SUE (both with negative algebraic signs) leads to small absolute results. The resulting marginal effects are strongest for healthcare with -143.2 percent, followed by consumer goods and consumer services with -77.0 percent respectively -53.8 percent. Industrial and basic materials companies
ensue with -32.6 percent and -25.1 percent. Technology & telecommunication companies trail the other industries with -6.5 percent (see Table 34).

Table 34: Cumulative-abnormal-return-to-standardized-unexpected-earnings ratio and angel quality – results of LOGIT regression of base dataset (AQ13) split by industries

<table>
<thead>
<tr>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telco</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAR/SUE ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.759</td>
<td>-4.294</td>
<td>-3.431*</td>
<td>-6.872**</td>
<td>-1.715**</td>
<td>-0.300</td>
</tr>
<tr>
<td>(-1.55)</td>
<td>(-1.27)</td>
<td>(-2.12)</td>
<td>(-2.10)</td>
<td>(-1.98)</td>
<td>(-0.94)</td>
</tr>
<tr>
<td>[-0.251]</td>
<td>[-0.769]</td>
<td>[-0.538]</td>
<td>[-1.432]</td>
<td>[-0.326]</td>
<td>[-0.065]</td>
</tr>
<tr>
<td>Control size</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.005</td>
<td>-0.073</td>
<td>-0.018</td>
<td>0.109</td>
<td>0.223***</td>
<td>-0.115</td>
</tr>
<tr>
<td>(-0.04)</td>
<td>(-0.58)</td>
<td>(-0.20)</td>
<td>(1.32)</td>
<td>(2.75)</td>
<td>(-1.55)</td>
</tr>
<tr>
<td>Control time</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Constant</td>
<td>0.715</td>
<td>0.295</td>
<td>-17.823***</td>
<td>-1.123</td>
<td>-5.279***</td>
</tr>
<tr>
<td>(0.41)</td>
<td>(0.16)</td>
<td>(&lt; -10)†</td>
<td>(-0.92)</td>
<td>(-3.84)</td>
<td>(1.97)</td>
</tr>
<tr>
<td>Observations</td>
<td>236</td>
<td>172</td>
<td>339</td>
<td>186</td>
<td>394</td>
</tr>
<tr>
<td>McFadden’s Pseudo-R²</td>
<td>0.348</td>
<td>0.227</td>
<td>0.305</td>
<td>0.115</td>
<td>0.179</td>
</tr>
</tbody>
</table>

*** p<0.01, ** p<0.05, * p<0.1; z-values in parentheses, average marginal effects in brackets.
† If z-value is smaller than -10.0, STATA displays an empty value “.” instead of the actual z-value.

Source: Author

Interpreting these results with regard to possible explanations for them does not appear to be a promising attempt. As the CAR-SUE ratio is both driven by the strength of the reaction of financial markets to and the extent of the negative earnings surprise at the same time, the reasons for a relatively low or high CAR-SUE ratio can be very complex. Therefore, speculating about a possible reason does not appear to be a worthwhile endeavor.
6.5.8 Summary of Results of Empirical Tests

Summing up, statistical tests show differentiated results across the various possible indicators and industries. The following table displays a summary of the findings.

*Table 35: Summary of empirical test results of possible indicators for angel quality for the base dataset (AQ13) split by industries*

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telecom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
<td>-***</td>
<td>-**</td>
<td>-**</td>
<td>-***</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.067]</td>
<td>[-0.070]</td>
<td>[-0.016]</td>
<td>[-0.037]</td>
<td>[-0.087]</td>
<td>[-0.073]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.036]</td>
<td>[0.005]</td>
<td>[0.083]</td>
<td>[0.239]</td>
<td>[-0.323]</td>
<td>[-0.433]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+**</td>
<td>+**</td>
<td>+**</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.608]</td>
<td>[1.076]</td>
<td>[0.200]</td>
<td>[0.285]</td>
<td>[0.357]</td>
<td>[0.681]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+**</td>
<td>+**</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[1.688]</td>
<td>[0.956]</td>
<td>[1.073]</td>
<td>[1.006]</td>
<td>[1.925]</td>
<td>[1.891]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+**</td>
<td>+**</td>
<td>+**</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.782]</td>
<td>[1.484]</td>
<td>[0.330]</td>
<td>[0.361]</td>
<td>[1.745]</td>
<td>[1.103]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+**</td>
<td>+**</td>
<td>+**</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.050]</td>
<td>[0.093]</td>
<td>[0.046]</td>
<td>[0.111]</td>
<td>[0.079]</td>
<td>[0.077]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+***</td>
<td>-*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.218]</td>
<td>[1.957]</td>
<td>[0.540]</td>
<td>[-0.273]</td>
<td>[0.078]</td>
<td>[-0.015]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
<td>-***</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.651]</td>
<td>[0.119]</td>
<td>[-0.139]</td>
<td>[0.092]</td>
<td>[-0.122]</td>
<td>[-0.113]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-***</td>
<td>-**</td>
<td>-***</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.010]</td>
<td>[-0.022]</td>
<td>[-0.035]</td>
<td>[-0.026]</td>
<td>[-0.058]</td>
<td>[-0.032]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
<td>-***</td>
<td>-</td>
<td>-***</td>
<td>-</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.006]</td>
<td>[-0.001]</td>
<td>[-0.007]</td>
<td>[-0.004]</td>
<td>[-0.010]</td>
<td>[-0.008]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
<td>-***</td>
<td>-</td>
<td>-**</td>
<td>-**</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-1.7x10^3]</td>
<td>[-0.4x10^3]</td>
<td>[-0.1x10^3]</td>
<td>[-0.4x10^3]</td>
<td>[-0.3x10^3]</td>
<td>[-0.1x10^3]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.175]</td>
<td>[0.628]</td>
<td>[-0.118]</td>
<td>[-0.152]</td>
<td>[0.329]</td>
<td>[-0.002]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-***</td>
<td>-**</td>
<td>-**</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.251]</td>
<td>[-0.770]</td>
<td>[-0.538]</td>
<td>[-1.432]</td>
<td>[-0.326]</td>
<td>[-0.065]</td>
</tr>
</tbody>
</table>

***/**/* 99/95/90 percent significance level (based on LOGIT regression test results)
Average marginal effects in brackets
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Overall, the most suitable indicators for good fallen angel quality appear to be high **cash flow** ratios – particularly the CFO-to-net income ratio with its significance across all industries – and high **profitability** ratios, i.e. gross profit margin and ROA. A low **current ratio** (except for consumer services) and low **valuation** ratios (except for consumer goods and healthcare) also seem to be suitable indicators for good angel quality. A more industry-specific approach has to be taken with regard to equity ratio, SG&A ratio, goodwill, and the earnings surprise-related ratios.

With regard to the specific industries, a fallen angel investor who is looking at **basic materials** companies will more likely find good fallen angels among companies that score high in terms of gross profit margin, return on assets, free cash flow margin, and CFO-to-net income ratio. Furthermore, good fallen angels in this industry tend to have low values with regard to current ratio, goodwill ratio, price-to-earnings ratio, and SUE ratio.

When looking at the **consumer goods** industry, a high gross profit margin, free cash flow margin, CFO-to-net income ratio, and SG&A ratio are indicators for good angel quality. The same is also true for a low current ratio.

**Consumer services** companies tend to be more likely fallen angels of good quality when their valuation ratios, i.e. price-to-book or price-to-earnings, or their CAR-SUE ratio is low. Furthermore, a high ROA, CFO-to-net income, and SG&A ratio also appear to be indicators of good angel quality.

With regard to **healthcare** companies, a high CFO-to-net income ratio, ROA, free cash flow margin, and gross profit margin tend to be associated with good angel quality. The same is the case for a low CAR-SUE and a low current ratio.

Concerning **industrials**, high values for ROA, free cash flow margin, and CFO-to-net income ratio tend to be particularly strong indicators for good angel quality. The same is true for a low price-to-book and price-to-earnings ratio as well as a low current ratio. Furthermore, a high gross profit margin and a low equity or CAR-SUE ratio also seem to point towards good angel quality.

Finally, a **technology & telecommunication** company that turns into a good fallen angel tends to have a high ROA, gross profit margin, free cash flow margin, CFO-to-net income ratio, as well as a low current, price-to-book and price-to-earnings ratio. Particularly for this industry, a low equity ratio also seems to be a sign for good angel quality.
6.6 Robustness Testing

The results of the statistical tests of the base dataset and its industry subsets were subject of various robustness tests. These tests were conducted by varying the tested samples of fallen angels along several dimensions with leaving all other criteria of creating the base dataset and its industry subsets unchanged. The single factors changed in the various test scenarios were:

- level of sales growth required
- length of time period between negative earnings surprises
- length of post-earnings announcement drift period after the negative earnings surprise
- used measure of angel quality

In the following sections these variations of the base dataset are discussed further and the outcomes of statistically testing them are described.

6.6.1 Level of Sales Growth

Empirical studies demonstrate that the share prices of companies with higher growth rates suffer more strongly from a negative earnings surprise than companies with more moderate growth rates. In vivid terms, this means that if an angel company is flying exceptionally high, the fall after a negative surprise will be steeper. As the intensity of growth might also have an effect on fallen angel investing as presented in this thesis, it appears reasonable to gauge the extent of this possible effect on the underlying hypotheses.

To do so, three growth scenarios have been designed in order to adjust the base dataset for robustness testing. In the order of increasing sales growth requirements during the two years prior to the negative earnings surprise, these are:

- GROWTH I: Sales growth faster than the overall U.S. economy, which represents the base dataset as empirically tested above.
- GROWTH II: Sales growth faster than the average mid- to large-size U.S. firm
- GROWTH III: Sales growth in the top third of U.S. companies

The GROWTH I sample contains companies that have demonstrated sales CAGR of above 2.87 percent p.a. in the two years prior to the negative earnings surprise. This

---

constitutes the base dataset as tested in the sections above. It is the most lenient sales growth condition possible, since it means that the companies in the sample have at least grown one basis point (bp) faster than the economy. In case a company did not grow faster than the overall economy, it is very hard to argue to classify such a stock as a growth stock.

The GROWTH II sample requires the respective CAGR of sales to be at least 5.9 percent annually. This figure corresponds with the median real revenue growth rate of U.S. non-financial companies with revenues of more than US$ 500 million during 1997 until 2007.\textsuperscript{479} It should be noted that the 5.9 percent average growth rate is the result of both organic growth and growth through mergers and acquisitions. This is one explanation for the significant difference between economy and corporate revenue growth rates. Another reason is the fact that U.S. companies benefitted from globalization with their revenues generated abroad growing at a much faster rate than their revenues at home.\textsuperscript{480}

The GROWTH III sample further sharpens the growth requirements by setting the necessary sales CAGR to 10 percent p.a. This means that a company only enters the sample if it belongs to the upper third of aforementioned U.S. non-financial companies in terms of sales growth.\textsuperscript{481} The logic behind this more rigid sampling is that separating a sample of companies purely into growth and non-growth on the basis of a median or mean average – like in sample GROWTH II – is somewhat arbitrary. As a consequence, a company with a sales CAGR of one bp above the average could be classified as a growth company and therefore enter the sample, while another with one bp below the sales growth hurdle would be left out. To circumvent this problem, the pool of companies could be broken down into three parts, thus establishing a middle group that would neither be classified as growth or non-growth. This group could be seen as a kind of puffer between the group of growing companies and that of laggards.\textsuperscript{482} It should be noted that Wisdom, although he does not bring forward this argument, also uses the 10 percent annual sales growth threshold in his selection of

\textsuperscript{480} See Cao/Jiang/Koller (2011), p. 27.
\textsuperscript{482} The idea of breaking up datasets into smaller samples in a way that there is some kind of puffer between the more distinguished subsamples representing the features to be analyzed has been used frequently by other researchers in various contexts before. See among others De Bondt/Thaler (1985), De Bondt/Thaler (1987), p. 559, or Fama/French (1998), p. 1978.
fallen angels. However, this rigid selection criterion comes with a severe drawback, because sample sizes in the various industry subsets decrease significantly. Thus, deriving statistically meaningful results from these smaller samples becomes a problem, particularly with regard to the industries with less fallen angel companies. Consequently, more aggressive growth samples, such as a sample containing only companies with sales CAGR of 20 percent p.a. or more, which represents the top ten percent of the aforementioned group of U.S. non-financial companies, were not analyzed.

Test results for the GROWTH II sample confirm the results for the base dataset (GROWTH I). All significant effects point to the same direction and mostly at identical significance levels. Marginal effects are also very similar with slight upward and downward variations as compared to the base dataset (see Table 36 in the appendix).

For the GROWTH III sample, test results are also largely confirmed, although significance levels for several possible indicators did not reach the significance levels met by the GROWTH I (base dataset) or GROWTH II sample data (see Table 37 in the appendix). This might also be caused by the markedly lower sample sizes, which – depending on industry and independent variable – dropped below 100 observations in multiple instances. Furthermore, marginal effects are not always smaller or only slightly smaller, when significance levels are lower.

6.6.2 Length of Time Period between Negative Earnings Surprises

As discussed above in section 6.3.1.4 the “quiet period” between repeating negative earnings surprises necessary to enter the base dataset is set at 1050 days. This ensures maximum data integrity such that negative earnings surprises in the sample cannot be erroneously associated with financial statement data from the same date. However, as financial statement data are updated annually and it can be assumed that analysts refresh their earnings estimates at least in the same interval, a “quiet period” of 365 days might be a reasonable time span as well. Thus, statistical tests have been conducted on a sample that contains fallen angels selected in accordance with the same criteria like for the base dataset with the exception of a shorter “quiet period” of one year between recurring negative earnings surprises.

---

483 See Wisdom (2009), p. 97.
Test results largely confirm the findings for the base dataset with some smaller deviations in terms of significance levels and strength of marginal effects (see Table 38 in the appendix). Although marginal effects on average are slightly weaker than for the base dataset, there do not appear to be significant differences. In a nutshell, using the shorter “quiet period” data sample with its mix of an advantageous larger sample size and the disadvantageous less “clean” negative earnings surprise data does not appear to have a material effect on test results.

6.6.3 Length of Post-Earnings Announcement Drift

As explained in section 2.4.1, the calculation of the abnormal returns that determine the quality of a fallen angel stock in the base dataset starts 60 trading days after the negative earnings surprise. Assuming that an investor would not wait that long before buying the fallen angel stock, the question arises, whether such a faster investment decision-making behavior would alter the conclusions from the statistical tests of the base dataset. To find an answer, the starting point for measuring abnormal share price performance after the negative earnings surprise has been moved forward to right after the end of the five-trading day window around the negative earnings surprise, i.e. to the beginning of the third trading day after the announcement. Therefore, the resulting sample contains companies as good (bad) fallen angels that have outperformed (underperformed) the benchmark almost exactly one, two, and three years after the negative earnings surprise has happened.

The results of the statistical tests of this sample are not materially different from the base dataset, both with regard to direction and significance levels (see Table 39 in the appendix). The same is true for the strength of marginal effects, although they appear to be on average slightly weaker than for the base dataset. Only for CAR-SUE ratios, significance levels of the test results are markedly and consistently lower. This, however, does not come as a surprise, because the reason for implementing the above-mentioned period of 60 trading days in the base dataset lies in the empirically confirmed post-earnings announcement drift as described above. Since this phenomenon describes the initial underreaction of investors to earnings surprises, omitting a sufficient time span in which this effect can subside should have consequences on the test results of negative earnings surprise-related variables such as the CAR-SUE ratio.
For investors, these findings have the practical implication that there does not seem to be a material difference of whether they invest shortly after the negative earnings surprise or whether they wait until shortly before the next earnings announcement.

6.6.4 Measures of Angel Quality

The last robustness test deals with the strictness of defining good and bad fallen angels. The angel quality measure AQ13, which was used for the construction of the base dataset, requires that fallen angel stocks have to consistently outperform the benchmark on three measurement dates set at one-year intervals from the beginning of the measurement period. Softening the requirements by reducing the necessary outperformance to less measurement dates should lead to less consistent results, because the likelihood that a fallen angel stock passes the required quality criteria by chance, or other factors than the ones analyzed by this thesis, is higher than in the base dataset. The next strictest threshold in terms of required measurement dates is consistent out- or underperformance at two consecutive measurement dates, i.e. at one and two years respectively two and three years after start of the measurement period. The resulting angel qualities are called AQ12 and AQ23.

As expected, although often in line with base dataset test results, results for both the AQ12 and the AQ23 sample are less consistent. Relatively, results for the AQ12 sample are more in line with the findings for the base dataset (see Table 40 in the appendix). Most of the directions of the influence of tested indicators on angel quality were confirmed, although in fourteen cases sample AQ12 showed significance, when the base dataset results did not or vice versa. Additionally, eleven times there was a variation in the significance level. In comparison, test results for AQ23 recorded nineteen instances, when significance was indicated and the base dataset results did not or vice versa. Furthermore, variations in significance levels occurred six times (see Table 41 in the appendix). As sample AQ23 focuses on the longer end of the performance measurement period, where the influence of events unrelated to the negative earnings surprise on the share price is likely higher, this finding does not surprise.

Summing up, robustness tests with samples consisting of companies selected on the basis of less strict angel quality requirements produce less consistent results and thus do not add to achieving this thesis’s goals. These findings support the chosen focus on the strictest hurdle for angel quality as implemented in the base dataset. Since the negative effects on sample data quality are further magnified when measuring performance at only one date, tests of such samples have not been conducted.
7 Conclusion

7.1 Summary and Recommendations for the Investment Practice

When revisiting the key goals of this thesis and comparing them with the outcome of this thesis, it can be said that they are achieved. Statistical tests have resulted in a set of suitable indicators for distinguishing good from bad fallen angels. Therefore, the existing research gap concerning fallen angel stocks has narrowed, and investors are now in a better position to make profitable investment decisions when considering a purchase of fallen angel stocks. Furthermore, value investors can now systematically consider an investment in growth companies already at the time when they become fallen angels and not only when they meet traditional value investment criteria. Consequently, the time until value investors start to contemplate an investment in such stocks is significantly shortened, thus building a bridge between value and growth investment styles.

However, a general word of caution should be posted before applying the gained statistical insights in daily investment practice. The input for the conducted statistical tests is a vast amount of undisputable factual stock market and financial statement data. Thus, the statistically tested predictive power of certain variables for the future stock price development of fallen angels might appear as a precise reflection of objective relationships that are not subject to historical change. Therefore, it could be tempting to take the tested correlations for granted and mechanically apply them when picking individual stocks. However, movements on financial markets and actions within companies are very often the product of human actions. Hence, the less unpredictable element of psychology enters the field. This makes a purely mechanical application of statistical findings inadequate, like Neill pointedly stated: “You may have all the statistics in the world at your finger tips, but still you do not know how or when people are going to act.”\textsuperscript{485} No economic situation is completely alike, because of the infinite mixture of influences on human behavior.\textsuperscript{486} A thoughtful investor should not forget – in particular against the backdrop of the previous extensive data analysis – that before making an investment decision based on findings from this thesis, he should always thoroughly review the specific investment situation. Buying fallen angel stock is nothing else than obtaining ownership of a part of the related fallen angel companies. It is therefore necessary to understand the underlying business

\textsuperscript{485} Neill (2007), p. 98.
\textsuperscript{486} See McCraw (2007), pp. 504 et seq.
of these companies and not only act on the basis of a couple of numbers. Becoming an owner of something just because a statistically tested model tells you to do so is something an investor in the sense of this thesis would not want to do. A thorough and cautious investor would always check vital issues for a company’s success, such as quality and integrity of management, or information about a company’s product pipeline, before committing himself to an investment. Only by adding a qualitative element to sound quantitative analysis, it is possible to grasp these pieces of information that do not lend themselves to exact statistical analysis, but could still be a crucial element of the investment decision. Unfortunately, this often requires a substantial amount of work and judgmental ability from the investor, but there does not seem to be a way around it.

In that sense, the clear recommendation for any investor willing to apply the findings of this thesis in his investment practice is to use them as guidance for, but not as substitution of a well-rounded in-depth investment analysis. Nevertheless, having statistically grounded investment principles as provided by this thesis is surely something of value, since it helps to overcome the unpredictability and instability of human decision-making. A set of such firm rules helps investors in disciplining their emotions in order not to go astray due to mood swings or a currently predominant market opinion exercising persuasive influence on them. In this context, the following statement by Goldman Sachs senior investment strategist Abby Joseph Cohen perfectly summarizes how investors should apply the findings of this thesis: “Investors are urged to use models as tools, often very powerful tools, but not as replacements for sound analysis and common sense.”

7.2 Outlook and Potential for Future Research

The insights gained from this thesis can surely be deepened by future research at least along two dimensions. Firstly, the relatively young discipline of behavioral finance will almost surely evolve further. Secondly, there are multiple potential influence factors on angel quality that have not been tested for various reasons in this thesis.

487 See Bernstein (1956), pp. 94 and 97, for an early discussion of this issue.

488 This is also in line with the opinion held by Buffett, the world’s most successful investor over a period of several decades, who claims that neither secret formulae nor computer programs or signals from share or index price charts are key for achieving investment success, but rather good business judgment and the ability to stand firm against mood swings in the market. See Buffett (2003), p. 89.

Before giving attention to them, some light shall be shed on the current streams of development in the area of behavioral finance.

Although Thaler already in 1999 called for the “end of behavioral finance” in the sense that its underlying ideas will be seen as completely natural and will thus be fully incorporated in “normal” finance\footnote{See Thaler (1999).}, this development has by far not been concluded. Besides the inertia with which new theories and findings are incorporated into the standard body of knowledge of a science, there are also still many blank spots that need to be addressed and covered by behavioral finance research. Particularly the field of neuroeconomics, which tries to trace human economic decision making back to certain brain functions, is only in its beginning with regard to gaining insights into how investors make decisions.\footnote{For accounts of the relevance of neuroscience for economics see, for example, Camerer/Loewenstein/Prelec (2004), Camerer/Loewenstein/Prelec (2005), or Bernheim (2009) together with the comments by Gul/Pesendorfer (2009) and Sobel (2009).} It is therefore very likely that future research will generate new and more advanced theories and insights that might also have implications for the field of investments in fallen angel stocks.

Independent from such future developments in the field of behavioral finance, there are also multiple possible indicators for angel quality that are not covered by this thesis, but still might bear valuable new insights. An area that appears particularly promising with regard to further analysis is the quality of management of a fallen angel company. A more experienced management should be more able to deal with the adversarial situation of a negative earnings surprise and the consequent underperformance of the company’s stock. Although management quality is generally difficult to measure, there are some proxies for it, such as tenure\footnote{Zhang, for example, found a relationship between CEO tenure and earnings announcements in the sense that CEOs with long tenures on average report less aggressive earnings than CEOs with short tenure. See Zhang (2010).}, number of years in the industry, the percentage of internally promoted top management\footnote{See Fisher (2003), p. 188.}, or information about the salary structure within a management team\footnote{See Fisher (2003), p. 189.}. These variables can be obtained, though usually not in an easily automatable way, and might shed light on the strength and depth within a fallen angel’s management team. Related to that is the information whether the fallen angel company experienced a management change right before the earnings announcement or whether the negative surprise was delivered by tenured management. In case the fallen angel has company-specific issues, new
management tends to put as many charges and bad news as possible into their first earnings announcement. This so-called “big bath accounting” shall put the blame for the disappointing performance on the old management, and at the same time make it easier for new management to meet future expectations. In such case, a negative earnings surprise might appear in a different light.

Besides management quality, the quality of a company’s product or service pipeline seems to deserve more attention. Particularly when it comes to the point of assessing whether the problems of a fallen angel stock are temporary or more of a permanent nature, the success of a company’s research and development activities might matter. The share of R&D spending relative to a company’s sales could be a promising variable to be tested, particularly when industry-specific R&D intensity levels are considered.495

Related to but not limited to R&D expenditure is a concept that could also be of interest in the context of fallen angel investing. It is based on the assumption that a fallen angel company that offers unique products should be in a better position to overcome the current weakness than one with a fairly standard offering. Titman and Wessels suggest three measurable indicators for the uniqueness of the products a company sells: R&D intensity as defined by R&D expenditure over sales, selling expenses over sales, and quit rates with the latter being defined as the percentage of the company’s total work force that voluntarily left their jobs in the sample years.496 Although it will likely be difficult to obtain all data necessary to compute these three variables, an analysis of them as possible indicators for fallen angel quality might be a worthwhile endeavor.

Another important field to find suitable indicators of angel quality might be the shareholder structure of a fallen angel company in its various facets. For example, the percentage of institutional ownership could be an expression of whether shareholders will actively push management to solve the problems of the company or whether they remain passive. As professional investment institutions, such as banks, insurance companies, pension funds, mutual funds, or hedge funds, tend to actively manage their portfolio of companies, individual shareholders tend to stay more on the sidelines. Furthermore, it is assumed that institutional owners are smarter investors and have

495 See, for example, Hall (1999) or Duqi/Torluccio (2010) for the positive relationship between R&D expenditure and market value.

better insights into the companies\textsuperscript{497}, thus potentially not only creating pressure for management, but also contributing valuable insights and support. Another interesting aspect of a company’s shareholder structure could be the level of fragmentation. While a highly fragmented ownership leads to a greater degree of short-termism in the form of earnings management and underinvestment in order to avoid a short-term decrease in net income, a concentrated shareholder structure tends to mitigate these problems and result in a more long-term view.\textsuperscript{498} Particularly fallen angel companies, which experience a high pressure to improve short-term earnings in order to quickly meet their ambitious earnings targets again, should therefore benefit from a concentrated, more long-term oriented shareholder structure. Additionally, the extent of insider ownership in fallen angel companies could be an interesting independent variable to be tested. In general, corporations with a high percentage of insider ownership tend to be more shareholder-friendly.\textsuperscript{499} Empirical studies support this assumption by providing evidence for a positive correlation between the extent of insider ownership and share price performance.\textsuperscript{500} Testing this relationship might also be worthwhile in the context of fallen angels, particularly since a management incentivized by a significant equity stake is more likely to stay with the company in difficult times and take appropriate measures to overcome the problems that caused the negative earnings surprise.

Akin to insider ownership is trading activity by insiders. This could be particularly interesting with respect to fallen angels, because share purchases by insiders are widely seen as a sign of confidence in the company and vice versa. Insiders are believed to have most knowledge of the inner workings of a company, so if they acquire stock in their own company, the signaling to outsiders, who do not command this degree of knowledge, is clearly positive.\textsuperscript{501} This view is backed by academic studies.\textsuperscript{502} Specifically for growth stocks the extent of insider selling was found to be high when they are overvalued and vice versa\textsuperscript{503}, which provides valuable information in the context of fallen angel investing. Therefore, it is highly recommended to look at

\textsuperscript{497} See Kaye (2006), p. 36.
\textsuperscript{498} See, for example, Brunzell/Liljeblom/Vaihekoski (2011).
\textsuperscript{499} Kaye (2006), p. 36.
\textsuperscript{500} See, for example, Ruenzi/Von Lilienfeld-Toal (2010), who demonstrate a positive correlation between CEO ownership and stock market performance.
\textsuperscript{501} See Kaye (2006), p. 36.
\textsuperscript{502} See, for example, Lakonishok/Lee (2001) or Jeng/Metrick/Zeckhauser (2003), who found positive abnormal returns for insider transactions in the U.S. stock market, and Gregory/Tharyan/Tonks (2009), who found positive abnormal returns for directors’ transactions in the UK stock market.
\textsuperscript{503} See Knewtson/Sias/Whidbee (2010).
the direction and degree of insider trading activities before and after the negative earnings surprise to get a more complete picture of the potential fallen angel investment target. Empirically analyzing whether such activity is also significantly linked to angel quality remains an outstanding task for future research.

Furthermore, it appears promising to extend this research beyond the analysis of absolute values to also include the change in certain fundamental variables, such as inventory, accounts receivables, capital expenditure, or gross margin. However, changes in financial statement data are much more volatile than the absolute figures used in this study. Therefore, such an analysis should be based on quarterly financial statement data. Only then it seems possible to capture trends in the development of the analyzed variables early enough to sensibly link them to consequent abnormal stock returns. The hope is that with improving quarterly availability of financial data in the future, it should be possible to extent the research horizon long enough to achieve meaningful results for variables representing changes in financial statement data as well.

Summing up, the set of variables examined by this thesis might only be the beginning of further research in the field of fallen angel stocks. There appears to be still a vast set of possible indicators for angel quality to be possibly covered by future research. The key obstacle for undertaking such research will surely be data availability, which was also the reason why these variables were not included in this thesis already. However, there is hope that these hurdles will become lower over time, thus enabling more extensive and deeper analyses on suitable indicators for good investments in fallen angel stocks.

---

504 See Lev/Thiagarajan (1993). This study by Baruch Lev and S. Ramu Thiagarajan has shown the predictive power of several such variables for excess stock returns.
## APPENDIX

Table 36: Summary of empirical test results of possible indicators for angel quality of data sample GROWTH II for angel quality AQ13 split by industries

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telecom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
<td>-**</td>
<td>-</td>
<td>-</td>
<td>-***</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.078]</td>
<td>[-0.070]</td>
<td>[-0.031]</td>
<td>[-0.031]</td>
<td>[-0.076]</td>
<td>[-0.054]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-***</td>
<td>-**</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.027]</td>
<td>[0.375]</td>
<td>[-0.150]</td>
<td>[0.262]</td>
<td>[-0.508]</td>
<td>[-0.495]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+</td>
<td>+**</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.632]</td>
<td>[1.010]</td>
<td>[0.070]</td>
<td>[0.285]</td>
<td>[0.388]</td>
<td>[0.476]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+**</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[1.608]</td>
<td>[1.389]</td>
<td>[0.301]</td>
<td>[1.147]</td>
<td>[1.545]</td>
<td>[1.252]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.982]</td>
<td>[3.648]</td>
<td>[0.403]</td>
<td>[0.371]</td>
<td>[1.598]</td>
<td>[0.967]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.052]</td>
<td>[0.132]</td>
<td>[0.048]</td>
<td>[0.093]</td>
<td>[0.066]</td>
<td>[0.080]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+**</td>
<td>+**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.252]</td>
<td>[1.096]</td>
<td>[0.731]</td>
<td>[-0.307]</td>
<td>[-0.090]</td>
<td>[-0.041]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.583]</td>
<td>[0.114]</td>
<td>[-0.316]</td>
<td>[-0.018]</td>
<td>[-0.086]</td>
<td>[-0.149]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
<td>-***</td>
<td>-</td>
<td>-**</td>
<td>-</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.063]</td>
<td>[-0.034]</td>
<td>[-0.032]</td>
<td>[-0.023]</td>
<td>[-0.059]</td>
<td>[-0.016]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-***</td>
<td>-**</td>
<td>-***</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.005]</td>
<td>[-0.004]</td>
<td>[-0.007]</td>
<td>[-0.004]</td>
<td>[-0.006]</td>
<td>[-0.004]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
<td>-***</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-15x10^{-3}]</td>
<td>[-0.1x10^{-4}]</td>
<td>[-0.0x10^{-3}]</td>
<td>[-0.3x10^{-3}]</td>
<td>[-0.0x10^{-3}]</td>
<td>[-0.0x10^{-3}]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.171]</td>
<td>[1.069]</td>
<td>[-0.158]</td>
<td>[-0.129]</td>
<td>[0.318]</td>
<td>[0.153]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.194]</td>
<td>[-0.813]</td>
<td>[-0.333]</td>
<td>[-1.667]</td>
<td>[-0.225]</td>
<td>[-0.047]</td>
</tr>
</tbody>
</table>

***/***/* 99/95/90 percent significance level (based on LOGIT regression test results)

Average marginal effects in brackets

Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
**Table 37: Summary of empirical test results of possible indicators for angel quality of data sample GROWTH III for angel quality AQ13 split by industries**

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Influence on good fallen angel probability (AQ13=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic materials</td>
</tr>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.063]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.173]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.474]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.638]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.922]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.021]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-1.300]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.624]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.076]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.004]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-24x10^{-3}]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.142]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.227]</td>
</tr>
</tbody>
</table>

***/**/* 99/95/90 percent significance level (based on LOGIT regression test results)
Average marginal effects in brackets
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Table 38: Summary of empirical test results of possible indicators for angel quality of data sample with “quiet period” between negative earnings surprises of 365 days for angel quality AQ13 split by industries

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telecom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
<td>_*</td>
<td>____</td>
<td>_*</td>
<td>____</td>
<td>____</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.044]</td>
<td>[-0.064]</td>
<td>[-0.007]</td>
<td>[-0.033]</td>
<td>[-0.034]</td>
<td>[-0.063]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>____</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.022]</td>
<td>[-0.078]</td>
<td>[0.124]</td>
<td>[0.005]</td>
<td>[-0.444]</td>
<td>[-0.298]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
<td>+++</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.474]</td>
<td>[0.974]</td>
<td>[0.109]</td>
<td>[0.235]</td>
<td>[0.537]</td>
<td>[0.468]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[1.632]</td>
<td>[1.110]</td>
<td>[1.591]</td>
<td>[1.126]</td>
<td>[2.636]</td>
<td>[0.928]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
<td>++</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.429]</td>
<td>[2.842]</td>
<td>[0.607]</td>
<td>[0.338]</td>
<td>[1.872]</td>
<td>[0.813]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
<td>+++</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.029]</td>
<td>[0.098]</td>
<td>[0.046]</td>
<td>[0.043]</td>
<td>[0.057]</td>
<td>[0.042]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>**</td>
<td>-</td>
<td>_**</td>
<td>_**</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.265]</td>
<td>[1.250]</td>
<td>[0.264]</td>
<td>[-0.325]</td>
<td>[0.005]</td>
<td>[0.130]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>_**</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.275]</td>
<td>[0.054]</td>
<td>[-0.262]</td>
<td>[-0.001]</td>
<td>[-0.125]</td>
<td>[-0.033]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
<td>____</td>
<td>___</td>
<td>____</td>
<td>_**</td>
<td>_**</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.062]</td>
<td>[-0.009]</td>
<td>[-0.036]</td>
<td>[-0.014]</td>
<td>[-0.048]</td>
<td>[-0.021]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
<td>____</td>
<td>___</td>
<td>_*</td>
<td>_**</td>
<td>_**</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.004]</td>
<td>[-0.001]</td>
<td>[-0.008]</td>
<td>[-0.003]</td>
<td>[-0.011]</td>
<td>[-0.003]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.5x10^-3]</td>
<td>[-0.3x10^-3]</td>
<td>[-0.0x10^-3]</td>
<td>[-0.5x10^-3]</td>
<td>[-0.1x10^-3]</td>
<td>[-0.1x10^-3]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.056]</td>
<td>[0.122]</td>
<td>[0.378]</td>
<td>[-0.317]</td>
<td>[0.437]</td>
<td>[0.146]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
<td>____</td>
<td>___</td>
<td>____</td>
<td>____</td>
<td>____</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.646]</td>
<td>[-0.420]</td>
<td>[-0.736]</td>
<td>[-0.504]</td>
<td>[-0.392]</td>
<td>[-0.139]</td>
</tr>
</tbody>
</table>

***/***/* 99/95/90 percent significance level (based on LOGIT regression test results)
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Table 39: Summary of empirical test results of possible indicators for angel quality of data sample without post earnings announcement drift period of 60 trading days for angel quality AQ13 split by industries

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telecom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
<td><strong>-</strong>*</td>
<td><strong>-</strong>*</td>
<td>-</td>
<td><strong>-</strong>*</td>
<td><strong>-</strong>*</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.084]</td>
<td>[-0.102]</td>
<td>[-0.027]</td>
<td>[-0.049]</td>
<td>[-0.074]</td>
<td>[-0.050]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.025]</td>
<td>[-0.075]</td>
<td>[-0.226]</td>
<td>[0.382]</td>
<td>[-0.332]</td>
<td>[-0.352]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
<td><strong>+</strong>*</td>
<td>+</td>
<td>**</td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.530]</td>
<td>[0.840]</td>
<td>[0.088]</td>
<td>[0.319]</td>
<td>[0.370]</td>
<td>[0.399]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
<td><strong>+</strong>*</td>
<td>+</td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[2.122]</td>
<td>[1.292]</td>
<td>[0.463]</td>
<td>[0.990]</td>
<td>[1.744]</td>
<td>[1.065]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
<td><strong>+</strong>*</td>
<td>+</td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.821]</td>
<td>[2.586]</td>
<td>[0.484]</td>
<td>[0.531]</td>
<td>[1.620]</td>
<td>[0.605]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
<td>+</td>
<td>+</td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
<td><strong>+</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.031]</td>
<td>[0.069]</td>
<td>[0.040]</td>
<td>[0.106]</td>
<td>[0.072]</td>
<td>[0.059]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td><strong>+</strong></td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.312]</td>
<td>[1.964]</td>
<td>[0.593]</td>
<td>[-0.325]</td>
<td>[-0.116]</td>
<td>[-0.230]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.341]</td>
<td>[0.480]</td>
<td>[-0.277]</td>
<td>[0.045]</td>
<td>[-0.020]</td>
<td>[-0.101]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
<td>-**</td>
<td>-</td>
<td><strong>-</strong></td>
<td><strong>-</strong>*</td>
<td><strong>-</strong></td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.047]</td>
<td>[-0.007]</td>
<td>[-0.064]</td>
<td>[-0.009]</td>
<td>[-0.054]</td>
<td>[-0.023]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
<td><strong>-</strong>*</td>
<td>-</td>
<td><strong>-</strong></td>
<td><strong>-</strong>*</td>
<td><strong>-</strong>*</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.002]</td>
<td>[-0.001]</td>
<td>[-0.010]</td>
<td>[-0.005]</td>
<td>[-0.009]</td>
<td>[-0.004]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
<td>-**</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-20x10^{-3}]</td>
<td>[-0.3x10^{-3}]</td>
<td>[-0.1x10^{-3}]</td>
<td>[-0.3x10^{-3}]</td>
<td>[-0.2x10^{-3}]</td>
<td>[-0.0x10^{-3}]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.096]</td>
<td>[0.784]</td>
<td>[-0.445]</td>
<td>[-0.182]</td>
<td>[0.270]</td>
<td>[-0.405]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.233]</td>
<td>[-0.800]</td>
<td>[-0.499]</td>
<td>[-0.332]</td>
<td>[-0.307]</td>
<td>[-0.029]</td>
</tr>
</tbody>
</table>

**/***/*** 99/95/90 percent significance level (based on LOGIT regression test results)
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Table 40: Summary of empirical test results of possible indicators for angel quality for angel quality AQ12 split by industries

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Basic materials</th>
<th>Consumer goods</th>
<th>Consumer services</th>
<th>Health-care</th>
<th>Industrials</th>
<th>Tech &amp; Telecom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-***</td>
<td>+</td>
<td>-*</td>
<td>-***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.039]</td>
<td>[-0.079]</td>
<td>[0.008]</td>
<td>[-0.023]</td>
<td>[-0.064]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-*</td>
<td>-***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.000]</td>
<td>[-0.168]</td>
<td>[0.027]</td>
<td>[0.160]</td>
<td>[-0.269]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[0.554]</td>
<td>[0.889]</td>
<td>[0.145]</td>
<td>[0.346]</td>
<td>[0.190]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[2.179]</td>
<td>[1.430]</td>
<td>[0.425]</td>
<td>[1.070]</td>
<td>[1.419]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
<td>+***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[0.608]</td>
<td>[0.100]</td>
<td>[0.482]</td>
<td>[0.409]</td>
<td>[1.077]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+*</td>
<td>+***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[0.001]</td>
<td>[-0.002]</td>
<td>[-0.001]</td>
<td>[0.054]</td>
<td>[0.063]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+***</td>
<td>+*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.327]</td>
<td>[1.415]</td>
<td>[0.0465]</td>
<td>[-0.055]</td>
<td>[0.196]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.439]</td>
<td>[0.309]</td>
<td>[-0.186]</td>
<td>[0.048]</td>
<td>[-0.050]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-***</td>
<td>-*</td>
<td>-***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.008]</td>
<td>[-0.003]</td>
<td>[-0.033]</td>
<td>[-0.023]</td>
<td>[-0.003]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
<td>-*</td>
<td>-</td>
<td>-***</td>
<td>-*</td>
<td>-***</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.002]</td>
<td>[-0.002]</td>
<td>[-0.006]</td>
<td>[-0.003]</td>
<td>[-0.001]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-5.1x10^-5]</td>
<td>[-0.1x10^-3]</td>
<td>[-0.0x10^-7]</td>
<td>[-0.3x10^-3]</td>
<td>[-0.2x10^-3]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.167]</td>
<td>[0.396]</td>
<td>[-0.092]</td>
<td>[-0.271]</td>
<td>[0.182]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
<td>-</td>
<td>-</td>
<td>-*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>av. marg. eff.</td>
<td>[-0.216]</td>
<td>[-0.109]</td>
<td>[-0.518]</td>
<td>[-0.407]</td>
<td>[-0.254]</td>
</tr>
</tbody>
</table>

***/**/* 99/95/90 percent significance level (based on LOGIT regression test results)
Average marginal effects in brackets
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Table 41: Summary of empirical test results of possible indicators for angel quality AQ23 split by industries

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Influence on good fallen angel probability (AQ23=1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic materials</td>
</tr>
<tr>
<td>Current ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.061]</td>
</tr>
<tr>
<td>Equity ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.021]</td>
</tr>
<tr>
<td>Gross profit margin</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.303]</td>
</tr>
<tr>
<td>Return on assets</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.817]</td>
</tr>
<tr>
<td>Free cash flow margin</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.125]</td>
</tr>
<tr>
<td>Cash flow fr. oper./net inc.</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.000]</td>
</tr>
<tr>
<td>SG&amp;A ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.187]</td>
</tr>
<tr>
<td>Goodwill ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.335]</td>
</tr>
<tr>
<td>Price-to-book ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.001]</td>
</tr>
<tr>
<td>Price-to-earnings ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.000]</td>
</tr>
<tr>
<td>Stand. unexp. earnings</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-15x10^{-3}]</td>
</tr>
<tr>
<td>Cum. abn. return</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[0.060]</td>
</tr>
<tr>
<td>CAR/SUE ratio</td>
<td>stat. signific.</td>
</tr>
<tr>
<td>av. marg. eff.</td>
<td>[-0.200]</td>
</tr>
</tbody>
</table>

***/**/*** 99/95/90 percent significance level (based on LOGIT regression test results)
Average marginal effects in brackets
Gray shading indicates that a significant result points in the opposite direction than hypothesized

Source: Author
Table 42: ICB industry classification system (part 1)

<table>
<thead>
<tr>
<th>Sector Name</th>
<th>ICBSubSec</th>
<th>Textcode</th>
<th>Subsector Name</th>
<th>ICBSupersec</th>
<th>ICBIndustry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer &amp; Goods</td>
<td>3500</td>
<td>Consumer &amp; Goods</td>
<td>3500</td>
<td>Consumer &amp; Goods</td>
<td>3500</td>
</tr>
<tr>
<td>Medical &amp; Healthcare</td>
<td>3600</td>
<td>Medical &amp; Healthcare</td>
<td>3600</td>
<td>Medical &amp; Healthcare</td>
<td>3600</td>
</tr>
<tr>
<td>Oil &amp; Gas</td>
<td>4000</td>
<td>Oil &amp; Gas</td>
<td>4000</td>
<td>Oil &amp; Gas</td>
<td>4000</td>
</tr>
<tr>
<td>Telecommunications</td>
<td>6500</td>
<td>Telecommunications</td>
<td>6500</td>
<td>Telecommunications</td>
<td>6500</td>
</tr>
<tr>
<td>Utilities</td>
<td>7500</td>
<td>Utilities</td>
<td>7500</td>
<td>Utilities</td>
<td>7500</td>
</tr>
</tbody>
</table>

... (Continued)
<table>
<thead>
<tr>
<th>ICBHIC</th>
<th>Industry</th>
<th>ICBSubSec</th>
<th>Supersector Name</th>
<th>ICBSec</th>
<th>Sector Name</th>
<th>ICBSubSec</th>
<th>Textcode</th>
<th>Subsector Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8300</td>
<td>Banks</td>
<td>8350</td>
<td>Banks</td>
<td>8355</td>
<td>BANKS</td>
<td>Banks</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8500</td>
<td>Insurance</td>
<td>8550</td>
<td>Nonlife Insurance</td>
<td>8553</td>
<td>FLINS</td>
<td>Full Line Insurance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8500</td>
<td>Insurance</td>
<td>8550</td>
<td>Nonlife Insurance</td>
<td>8554</td>
<td>INSBR</td>
<td>Insurance Brokers</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8500</td>
<td>Insurance</td>
<td>8550</td>
<td>Nonlife Insurance</td>
<td>8536</td>
<td>PCINS</td>
<td>Property &amp; Casualty Insurance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8500</td>
<td>Insurance</td>
<td>8550</td>
<td>Nonlife Insurance</td>
<td>8558</td>
<td>REINS</td>
<td>Reinsurance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8500</td>
<td>Insurance</td>
<td>8570</td>
<td>Life Insurance</td>
<td>8576</td>
<td>LFINS</td>
<td>Life Insurance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8630</td>
<td>Real Estate Investment &amp; Services</td>
<td>8633</td>
<td>RLDEV</td>
<td>Real Estate Holding &amp; Development</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8630</td>
<td>Real Estate Investment &amp; Services</td>
<td>8637</td>
<td>RSLRV</td>
<td>Real Estate Services</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8671</td>
<td>RITID</td>
<td>Industrial &amp; Office REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8672</td>
<td>RITTRT</td>
<td>Retail REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8673</td>
<td>RITRI</td>
<td>Residential REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8674</td>
<td>RITDV</td>
<td>Diversified REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8675</td>
<td>RITSP</td>
<td>Specialty REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8676</td>
<td>RITMG</td>
<td>Mortgage REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8600</td>
<td>RealEstate</td>
<td>8670</td>
<td>Real Estate Investment Trusts</td>
<td>8677</td>
<td>RITHL</td>
<td>Hotel &amp; Lodging REITs</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8770</td>
<td>Financial Services</td>
<td>8771</td>
<td>ASSET</td>
<td>Asset Managers</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8770</td>
<td>Financial Services</td>
<td>8773</td>
<td>CNFIN</td>
<td>Consumer Finance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8770</td>
<td>Financial Services</td>
<td>8775</td>
<td>SPPFIN</td>
<td>Specialty Finance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8770</td>
<td>Financial Services</td>
<td>8777</td>
<td>INMFSV</td>
<td>Investment Services</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8770</td>
<td>Financial Services</td>
<td>8779</td>
<td>MORRTF</td>
<td>Mortgage Finance</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8980</td>
<td>Equity Investment Instruments</td>
<td>8985</td>
<td>INVMK</td>
<td>Investment Companies</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8990</td>
<td>Nonequity Investment Instruments</td>
<td>8995</td>
<td>ITINT</td>
<td>Investment Trusts</td>
</tr>
<tr>
<td>8000</td>
<td>Financials</td>
<td>8700</td>
<td>Financial Services</td>
<td>8990</td>
<td>Nonequity Investment Instruments</td>
<td>8995</td>
<td>ITINT</td>
<td>Investment Trusts</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9580</td>
<td>Software &amp; Computer Services</td>
<td>9533</td>
<td>CRPSV</td>
<td>Computer Services</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9580</td>
<td>Software &amp; Computer Services</td>
<td>9535</td>
<td>IRNT</td>
<td>Internet</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9580</td>
<td>Software &amp; Computer Services</td>
<td>9537</td>
<td>SOFTW</td>
<td>Software</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9570</td>
<td>Technology Hardware &amp; Equipment</td>
<td>9572</td>
<td>COMPH</td>
<td>Computer Hardware</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9570</td>
<td>Technology Hardware &amp; Equipment</td>
<td>9574</td>
<td>OFTEQ</td>
<td>Electronic Office Equipment</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9570</td>
<td>Technology Hardware &amp; Equipment</td>
<td>9576</td>
<td>SEMIC</td>
<td>Semiconductors</td>
</tr>
<tr>
<td>9000</td>
<td>Technology</td>
<td>9500</td>
<td>Technology</td>
<td>9570</td>
<td>Technology Hardware &amp; Equipment</td>
<td>9578</td>
<td>TELEQ</td>
<td>Telecommunications Equipment</td>
</tr>
</tbody>
</table>
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