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Abstract

Telepresence systems allow a human operator to act in a remote, inaccessible, dangerous or scaled environment and receive feedback from it without physically being there. Applications range from underwater and space teleoperation to minimally invasive surgery and nano-manipulation. The haptic (motion and force) feedback system - additional to the auditory and visual modality - enables the realistic and efficient manipulation in the remote environment. Ideally, a telepresence system is transparent, i.e. the human cannot distinguish between direct and tele-interaction with the remote environment.

Stability and transparency of haptic telepresence systems over non-ideal communication networks are challenging control problems. The human operator and the remote environment are both unknown dynamical systems and parts of a global closed control loop. Additionally, the human operator plays a special role in the closed control loop, in that he/she a) is coupled with the telepresence system through energy exchange, affecting it with his/her dynamics, and b) perceives the remote environment through the telepresence system with the degree of transparency strongly influencing his/her evaluation thereof. Consequently, the human operator should be an inextricable component of the control design process. The global control loop is closed through a communication network with time delay and other network-induced unreliabilities, such as packet loss. Without further control measures this may degrade the transparency of the telepresence system and even destabilize it. An additional challenge are the limited network resources, e.g. in underwater or space teleoperation. The ultimate goal would be to mitigate this, without impairing the system stability or distorting the human user experience.

This dissertation provides a comprehensive control-design concept for telepresence systems over non-ideal communication networks by bringing the perspectives of stability, transparency, and network utilization together using a common point of reference: the human operator. A novel control framework is proposed, in which the exact modeling of dynamics is circumvented through the use of the theory of dissipative systems. We manage to guarantee stability with communication unreliabilities and to improve the transparency of the system despite having only approximate knowledge on the human operator’s (or other subsystems’) energetic behavior. Unique compared to existing literature is the utilization of the grip force of a human operator. Using this haptic measure, the human arm dynamics can be estimated online and used for the parametrization of the control mechanisms. Finally, with regard to the communication-related challenges, an efficient method of transmitting haptic data is developed considering human factors, such as the haptic discrimination abilities of the human and the task performance. Haptic data can be reduced significantly, without impairing the human’s perception of the remote environment. The proposed methods are, throughout the thesis, extensively evaluated with experiments on telepresence systems with multiple degrees-of-freedom.
Zusammenfassung

Telepräsenzsysteme ermöglichen dem Menschen, in einer entfernten, unerreichtbaren, gefährlichen oder skaliierten Umgebung zu agieren, ohne selbst vor Ort zu sein. Die vielfältigen Anwendungsmöglichkeiten erstrecken sich von der Teleoperation unter Wasser und im Weltraum bis hin zu minimal-invasiver Chirurgie und Nanomanipulation. Dabei ermöglicht erst die haptische Modalität (Bewegung und Kraft) - zusätzlich zur visuellen und auditorischen Modalität - die wirklichkeitsnahe und effiziente Manipulation in der entfernten Umgebung. Im Idealfall ist das Telepräsenzsystem transparent für den/die Bediener/in, d.h. er/sie kann nicht zwischen direkter und Tele-Interaktion mit der entfernten Umgebung unterscheiden.
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Notations

Conventions

Scalars and Vectors are denoted by upper and lower case letters. Matrices are denoted by upper case letters.

- $x$: scalar/vector
- $X$: matrix
- $f(\cdot)$: function
- $\dot{x}$, $\ddot{x}$: equivalent to $\frac{d}{dt}x$, $\frac{d^2}{dt^2}x$
- $\| \cdot \|$: Euclidian norm
- $\lambda(\cdot)$: eigenvalue

Subscripts and Superscripts

- $x_h$: value $x$ associated with the human
- $x_e$: value $x$ associated with the environment
- $x_t$: value $x$ associated with the teleoperator
- $x_l$: value $x$ associated with the left-hand side
- $x_r$: value $x$ associated with the right-hand side
- $x_m$: value $x$ associated with the master
- $x_s$: value $x$ associated with the slave
- $x^d$: desired value $x$
- $x'$: stands for $x(t')$
- $\bar{x}$: mean of $x$
- $\hat{x}$: estimate of $x$
- $x_{\min}(\cdot)$: stands for minimum
- $x_{\max}(\cdot)$: stands for maximum
- $\cdot_t$: translational part
- $\cdot_o$: orientational part
Symbols and Abbreviations

Unless otherwise denoted:

\(b\) characterstic impedance
\(b_{i(\cdot)}\) damping
\(B(\cdot)\) inertia matrix
\(C(\cdot)\) centrifugal and Coriolis forces matrix
\(D(\cdot)\) damping term matrix
\(D_{(\cdot)}\) control gain matrix
\(d_{\text{min}}\) minimum damping term
\(e\) error
\(E\) energy
\(f\) force
\(g\) gravity forces
\(g_{11,12,21,22}\) scaling matrix parameters
\(G\) scaling matrix
\(I\) stimulus intensity
\(J(\cdot)\) performance index
\(J\) manipulator jacobian
\(J_{A}\) analytical jacobian
\(k\) deadband parameter
\(k_{(\cdot)}\) stiffness
\(K\) stiffness matrix
\(K_{(\cdot)}\) control gain matrix
\(m\) mass
\(M\) inertia matrix
\(M_{(\cdot)}\) control gain matrix
\(P\) impedance parameters matrix
\(P\) dissipativity matrix
\(P_{\text{in}}\) power input
\(q\) generalized coordinates
\(Q_{(\cdot)}\) quaternion
\(Q\) dissipativity parameter
\(R\) dissipativity parameter
\(R(\cdot)\) Rayleigh dissipation function
\(R_{\theta}\) rotation matrix
\(S\) dissipativity parameter
\(s\) independent variable in the Laplace domain
\(t\) time
\(T\) round trip time delay
\(T_{1}\) forward channel time delay
\(T_{2}\) backward channel time delay
\(T_{s}\) sampling time
Notations

\( \mathbf{u} \) flow vector
\( u \) system’s input
\( u_{l,r} \) transformed variable on left/right hand-side
\( \mathbf{v} \) linear velocity vector
\( V \) storage function
\( x \) position
\( \dot{x} \) velocity
\( \ddot{x} \) acceleration
\( \mathbf{x} \) fused multi-DoF vector
\( \mathbf{y} \) effort vector
\( y \) system’s output
\( Z \) mechanical impedance

\( \alpha \) velocity-proportion for deadband
\( \gamma(\cdot) \) small gain
\( \delta \) IFP-property parameter
\( \Delta_x \) deadband
\( \epsilon \) OFP-property parameter
\( \epsilon \) quaternion parameter
\( \theta \) transformation angle
\( \kappa \) Weber constant
\( \lambda(\cdot) \) eigenvalue
\( \xi_{11,12,21,22} \) general scattering transformation matrix parameters
\( \Xi \) generalized scattering transformation matrix
\( \Sigma \) system
\( \tau(\cdot) \) torque
\( \upsilon_{l,r} \) backward channel transformed variable on left/right hand-side
\( \phi \) velocity-adaptive deadband parameter
\( \omega \) angular frequency
\( \mathbf{\omega} \) angular velocity vector
\( \Omega(\cdot) \) multi-DoF deadband matrix
1 Introduction

1.1 Haptic telepresence systems

"People are living their lives remotely from the safety of their own homes via robotic surrogates – sexy, physically perfect mechanical representations of themselves" [112].

1.1.1 Vision and challenges

In the year 2011, the sentence above may sound fictional, and is indeed, as it is cited from the film 'Surrogates' [112]. Seen from another point of view though, it might only be one slightly exaggerated scenario of the evolution that communication and interaction means will take in the upcoming future. A short historical survey will give further insight to that. Graham Bell in 1875 developed the first acoustic telegraph which consisted the basis of the nowadays widely used voice-telephony. Only four years later, in 1879, the first extensions of it showed up as fictional ideas; the telephonoscope (transmits light as well as sound) was conceptually presented. It was some decades later, in 1920s, when the first video-phone was experimentally developed and some more decades until it finally really entered the market. Today, communicating by use of visual and auditive media seems very natural. Having successfully transmitted two of the five human modalities by using technical media, it no longer seems fictional to extend this concept by augmenting it with another human modality, the haptic one (motion and force). It is only a matter of time, if the trend stays the same, until the fictional and experimental concepts turn out to be everyday habit.

Multimodal telepresence (or teleoperation) systems make use of robotic and other technical media to allow a human to operate into a remote, scaled or even dangerous area without physically being there. A human operator manipulates a human system interface (HSI) and commands a remote executing robot, the teleoperator (TO). While the teleoperator interacts with the remote environment, the multi-modal sensor data - amongst them haptic signals - are fed back and displayed to the operator. A communication network realizes this transmission of the command and sensor signals between the operator and the teleoperator side, see Figure 1.1 for an illustration. The haptic feedback system - additional to the auditory and visual modality - enables the realistic and efficient manipulation in the remote environment. Whether this will be the future "telepresence-call" or not is yet to be seen. However, multimodal telepresence systems have already been used in a wide range of scenarios [143]. In space or underwater exploration the exposition of the human to a dangerous or unreachable environment is avoided [136]. Dangerous repairs on spacecrafts can for example, be performed by teleoperating a robot from the inside the space-shuttle or from earth, see for example the on-orbit servicing concepts in [135, 156] illustrated also in Figure 1.2(b). In minimally-invasive surgery the barrier exists on the skin of the human
body, which restricts the available space and degrees of motion available for the surgeon. Teleoperation systems are employed for that [53, 54] leading to less pain and quicker recovery of the patients, see Figure 1.2(a). Moreover, in telesurgery, an operation is made possible even when the specialist is not located at the site of the patient [138].

Nevertheless, haptic telepresence systems are still highly challenging from the control point of view. Through the command and feedback signals energy is exchanged between the HSI and the teleoperator thereby closing a global control loop through the communication network. Naturally, the transmission of the command and sensor signals is afflicted with time delay. Without further control measures the telepresence system is unstable, resulting in a severe hazard for the human and the environment. The Internet is a very attractive medium for the transmission of the haptic information as it provides communication with low cost, ease of access, worldwide coverage and high flexibility. However, it introduces further destabilizing effects such as time-varying delay and data losses. Finally, the human feeling of presence is very sensitive, thus it is highly challenging for a human operator to feel like really interacting with the remote side. It is obvious, that each subcomponent of the global control loop affects the realism of the haptic telepresence systems. A telepresence system will be called transparent if the human operator actually feels exactly what is happening on the remote site as if the technical equipment was not present. Robust stability vs. high degree of transparency has been a challenging trade-off until today.

Human knowledge is of utmost importance in this context. First of all, in order to understand the human factors that can degrade the transparency feeling of the system and explore them to further improve the design. Secondly, in order to understand how a human operator is incorporated in the closed-loop and how his/her dynamics and mechanical energy exchange affect it. Although most of the works on haptic telepresence systems consider and intensively concentrate on all other subcomponents included in this global loop, i.e. robotic manipulators, haptic displays, controllers etc., the human operator has been poorly studied in most of the works, as will be seen later. We believe that the human operator should be an inextricable component of the control design.

We envision true immersion in a remote environment through the transmission and realistic display of multimodal data over communication networks. To achieve that, we acknowledge the importance of the human as part of the closed-loop. This thesis focuses on haptic telepresence systems with communication unreliabilities and examines stability,
1.2 State-of-the-art

Transparency and efficiency of the design having one common reference point: the human operator. By considering the importance of the in-the-loop human, coupled with the technical system, a human-centered design is sought. State-of-the-art knowledge of both his/her dynamics but also his/her perceptual characteristics is considered in all phases.

1.2 State-of-the-art

Stability over communication networks

Time-delayed teleoperation appeared in early 60ies, initially, with no force-feedback. It was then shown that time delays can be a destabilizing factor for a force-reflecting teleoperation system and stability can only be achieved by severely reducing the bandwidth of the control loop [39, 169, 9]. The development of high-fidelity, force-reflecting teleoperators, and the introduction of passivity-based algorithms in the late 1980s inspired researchers to further investigate the utilization of force-feedback. For instance, Hannaford et al. [57] conducted a series of experiments with and without force feedback in teleoperation systems. They reported a positive effect in task-completion time when force feedback was employed in the control loop. However, force-feedback over modern packet-switched networks, such as the Internet, would be unfeasible have not been for proper control methods that explicitly dealt with effects such as the time delay and packet loss that will be analyzed later on.

In the last two decades several methods to stabilize haptic telepresence systems with time delay have been presented; for an overview of the control challenges and a survey on current approaches see [37, 80], and [5] for a comparison of control schemes. The control architectures can be categorized based on the number and type of signals transmitted between the operator and the teleoperator side. Early approaches consider a position/force architecture [149, 40], where the position is sent to the teleoperator, the environment force is transmitted back to the HSI. In four channel architectures, see [98] for the generic definition, velocity and force information is transmitted in both directions. Ideal transparency is achieved by dynamic filters [60, 61], but only for zero delay. By proper definition of the control parameters this control scheme can be simplified to a three channel architec-
In order to cope with the changing environment dynamics adaptive schemes are considered in [183, 184], based on a position/force four channel architecture. Variable structure control with an impedance controller at the HSI, and a sliding mode controller to obtain robust stability is applied in [125].

The considered approaches have to assume an upper bound for the time delay - some even assume bounded environment parameters or bounds on the deviation from a nominal environment or human dynamics model [21] to provide more aggressive network control and coupling parameters. Tognetti in [165] indicates that the high variability, adaptability, and complexity of the human as long as the different hand configurations, use of different muscles and magnitudes of motion might require different configurations of the control system. Therefore, he used human impedance/admittance dynamic limits in a two-port telepresence design and a virtual coupling to guarantee stability via the Llewelyn’s criterion. However, he could not circumvent the highly nonlinear human arm dynamics and additionally, his suggested work requires proper tuning to treat with the high intersubject variability. Generally speaking, in packet-switched communication networks, a bound on the delay is not reasonable. Limiting the range of possible environments is also not desired, whereas limiting the human dynamics is difficult. The well-known passivity paradigm, in contrast to model-based approaches, targets these challenges. From the approaches seen so far, it is the most powerful concept in telepresence systems analysis and synthesis as it is neither requiring bounded human/environment dynamics nor a bounded time delay.

Energy-based approaches

Over the last 20 years, control approaches based on the passivity framework and the scattering transformation have been developed in order to stabilize the teleoperation system in the presence of communication unreliabilities. All were based on one assumption, that the human operator behaves in a passive way. Inspired by power transmission lines, the scattering transformation is proposed in [4] where arbitrary large constant time-delay is addressed. This is the first time the passivity paradigm is applied to haptic telepresence systems and in the sequel it emerged to one of the most preferred tools. A network-theoretic equivalent approach was the outcome of the work in [118] where notations such as the 2-port systems passivity first appear in the teleoperation context. This seminal work contributed a lot to an easier and more digestible approach to guarantee stability of the time-delayed system. Network-theoretic inspired techniques, such as impedance matching were also made possible and achieved higher transparency at the cost of some tracking error.

In [140] a new passivity-based stabilization strategy is proposed. Instead of a priori guaranteeing the passivity of the system under all circumstances, they introduce a passivity observer that activates dissipating elements on demand to enforce passivity between the interconnected components of a teleoperation system. Sampled-based systems based on the same argument are studied in [1], whereas the time domain approach was further elaborated for time-delayed haptic telepresence systems in [6]. The same concept is also applied in purely position-transmitting teleoperation architectures in [7]. A energy-based concept similar to the passivity-paradigm is proposed in [157] to stabilize interconnected robotic systems observing their energy, using the notion of port-controlled Hamiltonian
systems. To allow for the highest transparency possible in this setting [44, 146] use a two-layered structure with a passivity/stability and a transparency layer.

In general, energy-based approaches appear rather promising as they avoid the exact modeling of the human operator or the environment dynamics. They paved the way for novel methods to address the further communication-related challenges. A packet loss compensation strategy is presented in [70], and time-varying delay is studied in [113, 22]. The scattering transformation approach has been further extended to stabilize with packet loss, see e.g. [9, 70] and with time-varying time delay [179] by guaranteeing a small gain property in the network loop. An extensive comparison study is presented in [137].

**Considering the human perception**

Although stability, even considering transparency, might seem sufficient for a successful haptic telepresence design, practically further significant challenges will appear. A high degree of telepresence is desired to enable a human operator to safely and successfully conduct teleoperation tasks. In recent years, much research has focused on the added value of haptic feedback for task performance and transparency [175, 31]. Although most of the approaches managed to achieve stability, even in the most unreliable communication networks without requiring bounds on the time delay, they included a very generic human model, i.e. passivity, that rendered a conservative control performance which in turn affects the human perception. High transparency is still a goal to be achieved in haptic telepresence but stability and telepresence (transparency) are generally conflicting tasks [56]. Incorporating knowledge of the human dynamics or perceptual system can relax the passivity conservatism; we will treat with that in Chapter 3.

Finally, data transmission and the efficient use of the communication resources is a very interesting area; not only have redundant data to be discarded in order not to congest the communication network, but this has to be done in stable and transparent way as well. Hirche et al. developed haptic data reduction mechanisms in [68, 69, 73, 71, 76] that aim to guarantee both stability, as they are used in a haptic control loop, and transparency, as the human-perception is taken into consideration. For a more thorough analysis and literature overview of this area the reader is referred to Chapter 4 which elaborates this topic.

**1.3 Major contribution and outline of the dissertation**

In this work, the focus is only on the haptic modality of the telepresence system. A key component of all the techniques discussed throughout this thesis is the human, which is involved at all design and evaluation phases of the telepresence system. We do not seek a pure model-based design, nor is the passivity-induced conservatism satisfying from the performance point of view. Thus, both the human operator dynamics and his/her energetic-behavior, but also its perceptual characteristics and human haptic discrimination factors are seriously taken into consideration to guarantee not only a stable, but resource-friendly and transparent telepresence systems. We acknowledge the importance of this human knowledge in the closed-loop and therefore, design both the control architecture
Fig. 1.3: Outline of the thesis: human-centered control design for stability, efficiency and transparency.

as well as the communication network in a human-centered manner; the role of human is graphically illustrated on Figure 1.3 in the thesis outline.

The key deliverables of this thesis are:

- a modular framework, based on the first time used in this context - dissipativity theory to guarantee stability in the control design of a teleoperation system over a communication network and in parallel improve its transparency, despite having knowledge of just the energetic behavior of the human, the environment and/or the robotic manipulators;

- a set of data-reduction techniques to guarantee an efficient use of communication resources by considering the perceptual characteristics of the human and, therefore, avoid impairing his feeling;

- techniques and ideas on how to acquire human dynamics knowledge online by using the grip force measurement in order to estimate the human arm impedance and use it in an augmented teleoperation system to improve the telepresence realism.

The Chapter 2 sets the stage for the innovation chapters that will follow. It provides the needed control background to treat with the stability challenges, as well as human- and communication-related discussion.

In Chapter 3 a general control design framework to guarantee stability of haptic telepresence systems over communication networks is presented. The framework is considering communication unreliabilities such as time delay and packet loss that can destabilize the system. Novel enough is the employment of the theory of dissipativity, for first time used in telepresence systems. It allows, first of all, to break the passivity-induced conservatism barrier by keeping all the advantages of passivity-based approaches and, secondly, it leads to significant control performance improvement. It further allows for systems that presents
some lack/excess of passivity to be studied. Exact modeling, of the usually unknown human operator and environment dynamics, is avoided by requiring only approximate knowledge (energetic behavior) about the human/environment and/or the robotic manipulators.

In Chapter 4, a discussion on the characteristics of the human haptic perception is given and, based on that, four haptic data-reduction schemes are discussed. The deadband-based data reduction scheme allows for imperceivable data reduction of the haptic data by using the psychophysical law of Weber. An extension of this approach is proposed, considering the relative hand movement of the human which allows for further data reduction. Psychophysical studies with human subjects evaluate that the perception of the human operator is impaired when his/her interaction speed is increasing, giving thus room for further reduction rates. Psychophysical experiments validate the results. Besides that, a teleoperation architecture is given where perceptual deadband-based reduction can be applied also to systems with time delay. Finally, the haptic data reduction algorithm is extended in a multi-dimensional framework to treat with the challenge of both increasingly degrees-of-freedom in nowadays robotic systems as well as with the non-isotropy of the human perception in multi-/dimensional/-modal spaces.

Finally, in Chapter 5, driven by the findings of Chapter 3, the haptic system is augmented with one extra degree-of-freedom, namely the human grip force, which is utilized for a more realistic and transparent human-robot interaction in the setting of haptic telepresence systems. Particularly, it is shown, that the grip force intensity correlates with the human arm impedance. An easy online recognition of a tighter or looser grip can therefore be employed for the otherwise difficult estimation of the human arm impedance. Taken this human knowledge, we illustrate how the maximum displayable stiffness of a haptic device can be increased. Besides that, and in combination with the findings of Chapter 3, this human knowledge is used to enhance the control performance even with the presence of communication unreliabilities.

The thesis is concluded in Chapter 6 with a summary and a discussion about future directions.
2 Background

A haptic telepresence system basically consists of the following components:

- the human system interface (HSI), also called master manipulator, a robotic equipment able to display forces;
- the human operator, who manipulates the HSI and commands the remote executing robot,
- the telerobot (TO), also called slave manipulator, which is equipped with haptic sensors (motion, forces) to be fed back and displayed to the human operator on the HSI,
- the environment, which is an unknown system that the operator wants to interact with and explore. Finally,
- the communication network, which realizes the transmission of information and data and brings the two sites, local and remote, together.

Before we examine each component separately, the overall system architecture is illustrated on Figure 2.1. Exemplarily, in this architecture, velocity is transmitted in the forward channel and force sensed by the TO is fed back. The human operator moves his/her arm holding on to the HSI with the velocity $\dot{x}_h$ and applies the force $f_h$. The velocity is transmitted and a desired teleoperator velocity $\dot{x}_d$ is given as an input to the remote robot. It then interacts with the environment collecting force/torque measurements which are indicated by $f_e$. Consequently, those are fed back through the communication channel to display a desired force $f_d^h$ to the human.

2.1 The role of human in haptics

The role of human in haptic systems is twofold. The human can not only perceive the haptic feedback offered - similar to other modalities - but also, in response, physically act upon an environment to alter it. The haptic modality is, hence, bilaterally communicated through the system. The human acts (motor skills), and affects the telepresence system with his/her dynamics, and perceives (sensory skills) through the same system, hence, evaluates the degree of realism of the system. This something totally different from the modality communication we are used so far, e.g. the visual communication is unilateral.

Understanding the human haptic behavior involves multiple fields such as mechanics, neuroscience, psychophysics, and motor control. At this part, only the physical mechanical modeling of the human arm will be discussed, accompanying the control design process of the next chapters. The human perceptual characteristics will be reviewed in Chapter 4.
2 Background

Communication subsystem

2.1.1 Human arm models

The human arm is an amazingly complex system of muscles, bones, nerves and other tissues. It is so dexterous and reconfigurable, that researchers have reported many different dynamic behaviors depending on variations in arm configurations, grip forces, and application environment. Besides that, they depend on intentional and physiological aspects and vary from operator to operator. The difficulty to institute a ”one-fits-all” model is obvious. Therefore, in robotics, research is usually not as concerned with the complex neuromuscular interactions within the human arm, but rather the development of a simple model that represents the effective arm dynamics as an input/output relationship.

Structured models

The role of mechanical impedance in human motor control has long been recognized in the fields of biomechanics and in robotics. Studies in biomechanics have shown that humans have the ability to actively vary both the magnitude and direction of their limb impedance, see Figure 2.3 for an illustration of the limb impedance. This capacity is employed strategically by the neural system to more successfully and efficiently perform motor control tasks [45, 163]. In robotics, the concept of impedance control dates to the 1980s and was applied to software implementations of variable stiffness and damping [142]. Subsequent research led to the use of hardware-based impedances such as series-elastic actuators for dynamic tasks like walking and running [131]. Most recently, efforts to create human-safe robots have spurred interest in impedance-based control methods and in the development of variable impedance hardware [185].

Several researchers have experimentally determined values for the human hand impedance as a function of the direction of motion in the horizontal plane and as a function of arm configuration [114, 43, 167, 34]; see [151] for an overview thereof. Mussa-Ivaldi et al. [114] delivered small displacements to the hand while a test subject maintained a particular posture. The force on the hand was measured and the stiffness was calculated from the force and displacement data. They concluded that the neuromuscular behavior of the arm is predominately spring-like. Flash and Mussa-Ivaldi [43] investigated the interactions between the geometrical, mechanical, and neural factors that determine arm behavior. They found that the hand stiffness is strongly dependent on the arm configu-
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Fig. 2.2: A mass-spring-damper model.

Gomi et al. [50] concluded that experimentally determined human-arm stiffness values vary greatly between subjects, tasks, experimental apparatuses, and perturbation patterns.

In the teleoperation context, the human arm is modeled as an impedance for the purposes of designing a teleoperation control architecture in [94]. The mass, damping and stiffness values for single degree-of-freedom linear model are experimentally determined. Lawrence [97] also suggested modeling the human as an impedance for the purposes of illustrating a telemanipulation architecture. This human impedance, \( Z_h \), is given by the equation

\[
Z_h(s) = \frac{f_h}{x_h} = \frac{m_h s^2 + b_h s + k_h}{s},
\]

(2.1)

where \( s = j\omega \) is a complex variable, representing the Laplace domain; it will be omitted when not needed, \( m_h, b_h, \) and \( k_h \) are the mass, damping and stiffness of the human operator; \( f_h \) is the force acting on the human; \( x_h \) is the displacement of the human. The mass-spring-damper system shown in Figure 2.2 illustrates the model. Kuchenbecker et al. [95], used a similar mass-spring-damper model to characterize the human wrist during haptic interaction with various grasp forces, and Hajian and Howe [55] studied the mechanical impedance of the human finger. Higher order models can be employed, to better approximate the dynamics of the human arm, as for example the work of Speich et al. in [151], however, in this thesis only the second-order models are considered from the structured human arm models class.

A second-order linear time invariant model for the impedance of the human arm seems to have sufficient accuracy, however, in all above studies the user had some specific configuration and/or predefined grip. Besides that, at some studies the human does not apply any force but rather passively tries to preserve his configuration while forces or perturbations are applied on his arm. Humans significantly vary the impedance of their limbs during many manipulation tasks and during interactions with their environment. As long as the configuration or the experimental conditions change, most of those models will no longer hold making still the human arm modeling a very challenging task. Moreover, these operation conditions are not suitable for applications in which applying perturbations in real-time is not feasible, e.g. haptics or telerobotics. This fact, triggered human arm dynamics identification methodologies that run online, such the one seen in [111], where electromyogram signals collected from the upper-arm muscles are also used to identify dynamic parameters with the help of trained neural network. The impedance for elbow motion in horizontal plane was approximated with a second-order quasi-linear dynamic model using the upper-arm EMG signals, and the elbow angular position and velocity.
In [67] a preliminary real-time measurement technique based on unperceivable controlled vibrations is used to estimate the user impedance. Structured human arm models will be employed at a later stage of our control design in Chapter 5.

**Energy-based: Passivity**

The dexterous, nonlinear and time-varying dynamics are not always sufficiently captured by the structured models presented above, especially simple LTI ones which are based on experimental time-constant conditions. The impedance of the human arm is highly adaptable; as task conditions change, the human arm impedance changes. Motivated by the large variation range of the human arm stiffness reported in literature, Hogan in his pioneering work in [78] provided a significant tool for teleroboticists, which is widely used until today in their research. It is there shown that "despite active neuro-muscular feedback control, the human arm exhibits the impedance of a passive object". The muscular actuators and neural feedback driving the arm would surely constitute an active system, yet his experiments indicated that the impedance at the hand appears indistinguishable from that of a passive object. As will be seen later on in this chapter, the passivity property of the human arm is very useful to guarantee stability of the global haptic teleoperation system. It avoids an exact modeling of the human arm dynamics, and it is based only on observing its input/output energetic-behavior.

Tognetti in his work in [165], criticized how Hogan came to classify the human’s arm impedance as passive. One must look further back to the testing he, Bizzi, and Mussa-Ivaldi performed in [114]. They set out to characterize the steady state spring like behavior of the neuromuscular system. They wanted to measure the force/displacement relationship for different postures of the arm-hand serial linkage when the hand is displaced from an equilibrium position. For each human subject and arm posture the resulting measured reaction force was expressed as a two-dimensional stiffness matrix. This matrix was then split into symmetric and anti-symmetric components, with the symmetric part representing the conservative spring like component and the anti-symmetric part representing any non-conservative reaction forces. From the assumption of a negligible anti-symmetric component and a positive definite symmetric component, Hogan derives the human acts as an element with a passive precognitive neuromuscular system.

The problem with this extension is that the human will not solely act in a precognitive manner when interfacing with haptic devices. Furthermore, it has been accepted that all
humans exhibit a pure time delay, either due to neuromuscular lags or reaction time. Once again, Hogan’s analysis only dealt with the neuromuscular’s steady state response and did not look into its dynamic response or lags. The problem is more extensively discussed in [165].

In our work, inspired by the passivity properties that a human arm does or may exhibit, we acknowledge for this problem, and do not take the passivity of the human arm for granted but rather keep the energy-based character of the passivity model, see Chapter 3; further research will evaluate that. In that way, a new class of semi-parametric human models is actually employed, in that we are able to distinguish between two models (based on the energetic behavior) without having to exactly characterize them.

2.1.2 Transparency evaluation

A high degree of telepresence is desired to enable operators to safely conduct a teleoperation task. However, it is hard to quantify the degree of telepresence, or the ”feel” of the remote site available to the operator through the teleoperation system. A telepresent system will be called transparent if the human is unable to distinguish between direct and tele-interaction with the environment. Ideally he/she feels as if directly interacting with it [133, 180].

Despite the transparency definitions, which are usually based on an ideal system, the transparency evaluation is not an easy task. On that account we evaluate the transparency of the developed architectures and algorithms in this work using two ways: a) objective transparency criteria, which are based on measurable quantities and the transparency definitions above, and b) human factors, which are a main field of study in psychology, hence, by experiments done with human subjects, employing post-test questionnaires and subjective rating scales.

Other performance metrics evaluate the task performance of the operator for example in terms of task completion time and the operators effectiveness in completing the assigned task like the sum of squared forces, e.g., in [57]. These metrics are in contrast to the concept of transparency and are operator dependent.

Objective transparency criteria

When the teleoperator comes in contact with the environment, its positions and forces are related by the impedance $Z_e$ of the environment

$$f_e = Z_e(x_e). \quad (2.2)$$

The operator’s force on the HSI $f_h$ and the HSI’s motion $x_h$ should have the same relationship, i.e. for the same forces $f_e = f_h$ we want the same motions $x_e = x_h$. This requires that the impedance $Z_h$ transmitted to or ”felt” by the human operator satisfies the transparency condition [97]

$$Z_h = Z_e. \quad (2.3)$$

Assuming the impedances are approximated by linear time-invariant systems, measures derived from this criterion are integral impedance error norms in the frequency domain as
will be applied in Chapter 4. In that way a performance index $J$ can be defined

$$ J(Z_1, Z_2) = \frac{1}{\omega_{\text{min}}} \int_{\omega_{\text{max}}}^{\omega_{\text{min}}} |Z_1(\omega) - Z_2(\omega)| d\omega, \quad (2.4) $$

where $\omega_{\text{max}}$ and $\omega_{\text{min}}$ are the maximum and minimum frequencies of the manipulation bandwidth of the human operator. A similar fidelity measure was introduced in [171] using a weighted integral to account more for the low frequency components. However, the value of such a measure does not allow an intuitive interpretation, although it can serve as a perfect objective comparison tool.

In [26, 24] the Z-width concept is introduced as the dynamic range of perceptible impedances by the haptic device in virtual reality frameworks. Transparency can be thus measured by contrasting the highest perceptible impedance (normally corresponding to a high stiffness contact situation $Z_e \to \infty$) against the lowest one, which the haptic device can render (analogous to a free environment situation $Z_e = 0$). In a teleoperation context it was first used in [61] to express the dynamic range of the impedance transmitted to the operator as a measure for the level of transparency. However, it is quantified for the two extreme values of environment impedance, i.e. $Z_e = 0$ and $Z_e \to \infty$ only. Accordingly, transparency is good if $Z_h \to 0$ and $Z_h \to \infty$, respectively.

A criterion which incorporates human haptic perception limits was first introduced in [69, 72, 74] where the haptic telepresence system is called perceived transparent if the difference between the displayed impedance and the environment impedance is within the just noticeable difference $Z_h \in [Z_e - JND, Z_e + JND]$ (analogous for position and force errors). Both, transparency and perceived transparency are objective quality metrics.

Finally, transparency has been recently also tackled by energetic means in [6], where the concept of bilateral energy transfer is introduced. A transparent system straightforwardly conveys energies bilaterally without (passive or active) energy leaks. The transparency for port-Hamiltonian-based bilateral telemanipulation systems is studied in [145, 146].

**Evaluation using human factors**

The above measures are appropriate for qualitative comparisons of control schemes without however considering human perceptual limits. Psychophysics is a discipline within psychology that quantitatively investigates the relationship between physical stimuli and the sensations and perceptions they affect [47]. In the teleoperation context, it aids the measurement of the ”feeling of presence” on the (remote) site and can therefore be used instead of the transparency evaluation metric defined above.

Regardless of the sensory domain, there are three main areas of investigation: absolute thresholds, discrimination thresholds and scaling. In this work, particularly in Chapter 4, the discrimination thresholds of the haptic sensation will be exploited for the design of efficient, imperceivable data reduction algorithms. Experimentation, on the other hand, seeks to determine whether the subject can detect a stimulus, identify it, differentiate between it and another stimulus, and describe the magnitude or nature of this difference [150]. Experimentations is hence also used to evaluate the transparency of a system.
2.2 Communication networks for control

The communication network constitutes a significant component of a haptic teleoperation system as a global control loop is closing through it. However, the communication network is a dynamical system itself, and as such, without further control measures the intrinsic communication unreliabilities can render the haptic telepresence system unstable and of course affect its performance. In this section, a careful look at the structure of communication networks and based on similar work in [69, 105, 20], will help understand some concepts and aid the design of stabilizing control architectures and efficient transmission algorithms later on in this thesis. However, the low-level protocol design is not considered in this work. The reader is encouraged to refer to [8] for a general overview on networks specifications, analysis and design approaches developed for networked controlled systems (NCS) such that stability and performance are preserved.

The OSI model

For better modularity, nowadays networks are developed in separate layers, with each one of them performing some specific functions, ideally independently from the other layers. These layers are arranged logically from the bottom to the top. Each one of them utilizes the services provided from the layer below and provides it’s services to the layer above. The most common model for networks is the OSI (Open Systems Interconnection) reference model developed by ISO (International Organization for Standardization). The OSI model comprises 7 layers (from the bottom to the top: physical, data link, network, transport, session, presentation, application) and dictates which specific functions each layer should implement. The control systems relevant characteristics are defined mainly by the second layer, or more precisely a sublayer of the second layer on which the medium-access-control (MAC) protocol is implemented. The MAC (sublayer) protocol is responsible for the network resource allocation among the various nodes attempting to communicate at each time instant and defines the blocking time, i.e. the time that each message has to wait until the necessary network resources are available before it is transmitted. Moreover, it is responsible for the action to be taken in case of buffer overflow or message corruption which can lead to packet loss. Higher layer protocols may also affect the time delay and the packet loss. This happens when a packet that is lost is requested to be retransmitted by a higher layer protocol.

In general, to treat with the wide variety of communication possibilities, we will focus on three key characteristics for teleoperation systems; the effective

- time delay,
- packet losses,
- and data rate.

Consequently, two layers of the OSI model are of interest, the data link (second) layer, which controls the information transmission and determines the characteristics of delays and packet dropouts of networks and the transport (fourth) layer, which determines the
effective effects of these issues. However, further in this work, no consideration or design is happening on the second layer. Moreover, we will refer only to Ethernet-based communication, due to its increased availability, infrastructure (e.g. the Internet), modularity and speed. Other communication networks, such as the controller area network (CAN) by Robert Bosch GmbH [28] are not considered as they achieve too low data rates for the realization of a telepresence system [101].

**Time delay**

Along the path across the network the packet suffers from several different types of delay. The most important of these delays are the queuing delay, the transmission delay, and the propagation delay; together, these delays accumulate to the total network induced delay [69].

The queuing delay results from the fact that the packet may have to wait in the input buffers and also in the output buffers of the routers due to other traffic using the same path. The queuing delay may substantially vary over the time depending on the traffic intensity along the path and the routing policies, it is the most significant portion of the overall delay.

The transmission delay is the amount of time required for the routers to push out the packet onto the outgoing links. It is a function of the packet’s length and the bandwidth of the traversed links. As the path in a dynamically routed network may vary over time and such the experienced link bandwidth, the transmission delay may vary even in the case of fixed packet length. Generally, the amount of data transferred within one packet in haptic telepresence application is very low, such that this type of delay is an assumingly small partition of the overall delay.

The propagation delay depends purely on the characteristics of the physical medium and the distance between the source and the destination. As the path through the network may vary, a slight variation of this delay portion is possible. In summary, the time-varying delay experienced by the data packets consists of a deterministic component, the minimum time delay determined by the minimum accumulated propagation and transmission delay for a dedicated path. The delay variation, mainly introduced by the queuing delay along a path, is very difficult to model. Stochastic models are generally used to model the network delay variation.

**Remark 2.2.1** Time-varying delay is in the literature commonly characterized by the parameters latency and jitter. The notion of latency describes the expected value of the time delay. The variability of the delay (not necessarily the delay variance) is commonly termed jitter.

**Packet loss**

Packet loss occurs when one or more packets of data traveling across a computer network fail to reach their destination. Packet loss is distinguished as one of the three main error types encountered in digital communications; the other two being bit error and spurious packets caused due to noise. Packet loss can be caused by a number of factors, including signal degradation over the network medium due to multi-path fading, packet drop because
of channel congestion, corrupted packets rejected in-transit, faulty networking hardware, faulty network drivers or normal routing routines.

The most simple models assume an uncorrelated probability of packet loss. As before for the time-varying delay, these model cannot describe the observed bursty packet losses as they often occur in packet switched networks. Therefore models with correlated probability are appropriate such as the well-known Gilbert model which is based on a two-state hidden Markov model [181]. Here the loss probability of a packet is influenced by the state of the previous packet.

2.2.1 The data link layer

The data link layer provides the functional and procedural means to transfer data between network entities and to detect and possibly correct errors that may occur in the physical layer.

Ethernet

Ethernet is known as the most popular communication network and has the widest application domains [82]. In general, Ethernet can be categorized into two types: (i) hub-based Ethernet, which is commonly used for data exchange. It uses CSMA/CD (carrier sense multiple access with collision detection) mechanism for resolving contention on the communication medium, (ii) switched Ethernet with CSMA/CA (carrier sense multiple access with collision avoidance) mechanism, which is implemented in manufacturing and control environments. In the former, a transmitting node first listens to the network to determine whether any other node on the network is occupying the medium. If the network is busy, the transmitting node waits until it becomes idle and continues the transmission. The latter acts to prevent collisions before they happen by checking whether the network is clear, i.e. no other node is transmitting at the time. If the network is clear, the packet is sent. Otherwise, the transmitting node waits for a randomly chosen period of time, and then checks again to see if the network is clear. Consequently, Ethernet is a non-deterministic protocol. Its network-introduced delay is random and highly depends on the traffic condition. However, Ethernet is cost-effective and has high bandwidth, popularity as well as versatility. This leads to a steady development and improvement of Ethernet technology for the application of complex control systems and telepresence systems, see [124, 30, 69].

Wireless Ethernet

In wireless networks the communication medium is by default a common bus, namely the air. The quality of the communication channel is affected by many parameters, including the distance of the communicating nodes and the interference with other networks, making thus hard to guarantee a standard communication quality, especially if the nodes are moving. The wireless medium inherently has higher error rates. Due to the nature of the communication channel additional restrictions apply in the implementation of MAC protocols. Collision detection is impossible, since wireless transceivers cannot send and receive at the same time, meaning that a node cannot listen if a collision occurs when it is
transmitting. The above are only some of the additional challenges that have to be faced in wireless networked control systems, for a more detailed discussion see [174].

2.2.2 Transport protocol - Effective delay and packet loss

The network topology, the routing policy and the traffic volume determine the transmission quality. However, the effective delay and loss seen by the processes in the end-systems, i.e. the HSI and the teleoperator, are further influenced by the transport protocol applied as discussed in [69]. The transport protocol provides the logical communication between the processes in the end systems. In IP based networks two protocols are available, namely the TCP (Transmission Control Protocol) and the UDP (User Datagram Protocol).

The TCP provides a reliable service as it detects packet loss and resends the data resulting in a significantly increased delay for the affected packet. Furthermore, the congestion control of TCP, i.e. the sending rate adaption known as window behavior may result in increasing delay. As the protocol overhead is high in relation to the small packet loads common in haptic telepresence systems the additional traffic induced by TCP is high. In summary the TCP trades increased jitter, higher latency to zero packet loss. The UDP is an unreliable protocol as it does not recover packet loss. As no implicit congestion control or other services are provided the protocol overhead is comparably low. The UDP does not significantly change the transmission characteristics seen by the processes in the end systems compared to the network induced characteristics. For a comparative view of those two protocols see Table 2.1.

The network traffic of closed loop control systems operated over a network is characterized by high packet transfer rates in the range of the sampling rate of the end systems HSI and teleoperator. The packet rate is not exile in general, hence the rate adapting congestion control of TCP is not appropriate. The packet loads in such systems are comparably small, as a result the additional traffic induced by the protocol overhead of TCP is high. The resend algorithm of TCP is useless in such time critical applications. For these reasons in networked telepresence systems the UDP is preferred over the TCP with its inferior real time characteristics, see also [41] for further arguments. The following considerations assume the communication over an IP based network with the UDP as transport layer protocol.

2.3 Control background

Haptic telepresence systems behave mainly as robots exchanging mechanical energy with the human and are hence posing significant challenges from the control point of view. Through the command and feedback signals energy is exchanged between the HSI and the teleoperator, thereby, closing the global control loop. From a control theoretic point of view the main goal of haptic teleoperation is twofold:

- **Stability**: Maintain stability of the closed-loop system irrespective of the behavior of the operator or the environment.
<table>
<thead>
<tr>
<th></th>
<th>TCP</th>
<th>UDP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ordering</strong></td>
<td>TCP rearranges data packets in the order specified</td>
<td>UDP does not order packets. If ordering is required, it has to be managed by the application layer</td>
</tr>
<tr>
<td><strong>Data reliability</strong></td>
<td>There is absolute guarantee that the data transferred remains intact and arrives in the same order in which it was sent</td>
<td>There is no guarantee that the messages or packets sent would reach at all</td>
</tr>
<tr>
<td><strong>Error checking</strong></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td><strong>Header size</strong></td>
<td>20 bytes</td>
<td>8 bytes</td>
</tr>
<tr>
<td><strong>Usage</strong></td>
<td>In non-time critical applications</td>
<td>In applications that require fast transmission of data</td>
</tr>
<tr>
<td><strong>Streaming</strong></td>
<td>Data is read as a byte stream, no distinguishing indications are transmitted to signal message (segment) boundaries</td>
<td>Packets are sent individually and are checked for integrity only if they arrive. Packets have definite boundaries which are honored upon receipt, meaning a read operation at the receiver socket will yield an entire message as it was originally sent.</td>
</tr>
<tr>
<td><strong>Weight</strong></td>
<td>TCP requires three packets to set up a socket connection, before any user data can be sent. TCP handles reliability and congestion control.</td>
<td>There is no ordering of messages, no tracking connections, etc. It is a small transport layer designed on top of IP.</td>
</tr>
</tbody>
</table>

**Tab. 2.1:** A comparative view of the two Internet protocols, TCP and UDP.
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- Telepresence: Provide the human operator with a sense of telepresence, with the latter regarded as transparency of the system between the environment and the operator.

Energy-based control approaches are a strong tool to face these challenges, see also Section 1.2, and consist the basis of the work presented in this thesis. They are therefore discussed below.

2.3.1 The passivity framework

The passivity formalism represents a mathematical description of the intuitive physical concepts of power and energy, see [93, 147], and is related to the more general framework of dissipative systems [173]. It provides a simple, robust, and powerful tool to analyze the stability of a system, solely based on input-output properties, hence without the exact knowledge of the internal state models. Passivity can be therefore applied to a large variety of systems, for example linear, nonlinear, continuous time, discrete time, distributed, or even non casual systems. It provides sufficient, but not necessary, input/output stability conditions.

Until the work of Popov [130], passivity was a network theory concept dealing with rational transfer function which can be realized with passive resistances, capacitances and inductances. Such transfer functions are restricted to have relative degree larger than one. They are called positive real because the real parts are positive for all frequencies, that is, their phase lags are always less than 90 degrees. A key feedback stability result from the 1960’s, which linked passivity with the existence of a quadratic Lyapunov function for a linear system, is the Kalman-Yakubovich-Popov (KYP) lemma also called Positive Real Lemma. It has spawned many significant extensions to nonlinear systems and adaptive control. As in the following of this work, nonlinear systems are considered, the reader is encouraged to look into [93] for more details on these lemmas.

Remark 2.3.1 Passivity is often equated with stability. However, passivity itself does not require any internal models or even the specification of states. And without knowledge of the states, the very notions of equilibrium points, converge, and even stability are in question [116]. This connection will be discussed later on in this chapter.

The systems we consider in the following are continuous time, non-linear time invariant dynamical systems described by the equations

\[ \Sigma : \begin{cases} \dot{x} = f(x, u), & x_0 = x(t = 0), \\ y = h(x, u), \end{cases} \tag{2.5} \]

\(x \in \mathcal{X} \subset \mathbb{R}^n, u \in \mathcal{U} \subset \mathbb{R}^p, y \in \mathcal{Y} \subset \mathbb{R}^q\) are the state, input and output vectors respectively, and \(f(0, 0) = h(0, 0) = 0\). The function \(f : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n\) is locally Lipschitz, \(h : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^q\) is continuous.

Passive systems

Intuitively, a passive system will absorb more energy than it produces.
2.3 Control background

Definition 2.3.2 We consider a system of the form (2.5) with the same input and output dimension \( p = q \), i.e. a square system. The system is said to be passive in \( \mathcal{X} \) if there exists a continuously differentiable positive semidefinite function \( V(x) \), \( V(0) = 0 \), such that for all \( x \in \mathcal{X} \)

\[ V(x(T)) - V(x_0) \leq \int_0^T u^T y \, dt \] (2.6)

for all \( u \in \mathcal{U} \) and all \( T \geq 0 \) such that \( x(t) \in \mathcal{X} \) for all \( t \in [0,T] \). The function \( V(x) \) is called the storage function.

If the storage function \( V(x) \) is differentiable, we can write (2.6) as

\[ \dot{V}(x(t)) \leq u^T y. \] (2.7)

Passivity, therefore, is the property that the rate of increase of storage (energy) is not higher than the scalar product between the input and the output (power). In other words a passive system cannot store more energy than is supplied to it from the outside, with the difference being the dissipated energy.

Definition 2.3.3 The system (2.5) is said to be lossless if the equality in (2.6) is true:

\[ V(x(T)) - V(x_0) = \int_0^T u^T y \, dt. \] (2.8)

When regarding the system (2.5) only as an input-output mapping \( T : u(\cdot) \mapsto y(\cdot) \), i.e ignoring its states, passivity can be also defined in a purely input-output sense, by ignoring the storage function. In order to avoid unnecessary confusion, without loss of generality, when referring to input-output behavior the initial state is considered to be zero, i.e. \( x(0), V(x_0) = 0 \). Considering further that \( V(x) > 0 \), the passivity inequality (2.6) can accordingly be written

\[ \int_0^T u^T y \geq 0. \] (2.9)

Geometrically, this means that the \( u-y \) curve of the input-output mapping must lie in the first and third quadrants, as shown in Figure 2.4(a). A resistor for example, see Figure 2.4(b), which is a very common element, will be passive if its characteristic lies in the first and third quadrant as indicated in Figure 2.4(c).

Remark 2.3.4 Only for specific choices of the input and output variables, such as velocity and force or current and voltage, will the power correspond to a physical power.

Example 2.1 (Integrator as a passive system)
An integrator is the simplest storage element:

\[ \dot{x} = u \]
\[ y = x \]
2 Background

Fig. 2.4: (a) The \( u-y \) characteristic of a passive system lies in the first-third quadrant. (b) A resistor is a common passive element. (c) The characteristic of a passive nonlinear resistor

The system is passive (lossless) with \( V(x) = \frac{1}{2}x^2 \) as a storage function because \( \dot{V} = uy \).

\[ \square \]

Remark 2.3.5 As passivity is a system input-output related concept, the passivity property is not invariant to the choice of the output.

Example 2.2 (Mass-spring-damper system)
Consider a mass-spring-damper system \( \Sigma \), with an external force acting on the mass considered as the input \( u \) as shown in Figure 2.5. The state equations for the mass position \( x \) and velocity \( v \) are

\[
\begin{align*}
\dot{x} &= v \\
\dot{v} &= -\frac{k_\Sigma}{m_\Sigma}x - \frac{b_\Sigma}{m_\Sigma}v + \frac{1}{m_\Sigma}u
\end{align*}
\]

where \( k_\Sigma > 0 \) is the spring constant, \( m_\Sigma > 0 \) is the mass, and \( b_\Sigma > 0 \) is the viscous friction coefficient. The energy is

\[ E = \frac{1}{2}m_\Sigma v^2 + \frac{1}{2}k_\Sigma x^2 \]

and its rate of change is

\[ \dot{E} = uv - b_\Sigma v^2 \leq uv. \]

Thus, when the velocity is considered as the output, the mass-spring-damper system is passive. Its storage function is the energy \( E \) and the supply rate is the input power \( uv \). However, the same system is not passive if the position \( x \) is taken to be the output \( y = x \).

\[ \square \]

Example 2.3 (Robot manipulator) [152]
The nonlinear dynamic equations for an \( m \)-link robot take the form

\[ B(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = u \] (2.10)
2.3 Control background

Fig. 2.5: A mass-spring-damper system can be shown to be passive with the force $f$ as input and the velocity $v = \dot{x}$ as output.

where $q$ is an $m$-dimensional vector of generalized coordinates representing joint positions, $u \in \mathbb{R}^m$ the control input, and $B(q)$ is a symmetric inertia matrix that is positive definite for all $q \in \mathbb{R}^m$. The term $C(q, \dot{q})\dot{q}$ accounts for centrifugal and Coriolis forces. The matrix $C$ has the property that

$$\dot{B} - 2C$$

is a skew-symmetric matrix for all $q, \dot{q} \in \mathbb{R}^m$, where $\dot{B}$ is the total derivative of $B(q)$ with respect to $t$. The term $g(q)$, which accounts for gravity forces, is given by $g(q) = \frac{\partial P(q)}{\partial q}$, where $P(q)$ is the total potential energy of the links due to gravity.

To prove the passivity property, let $V$ be the total energy of the system, i.e., the sum of kinetic and potential energies,

$$V = \frac{1}{2}q^T B(q)\dot{q} + P(q).$$

Then the derivative $\dot{V}$ satisfies

$$\dot{V} = \dot{q}^T B(q)\dot{q} + \frac{1}{2}q^T \dot{B}(q)\dot{q} + q^T \frac{\partial P}{\partial q}$$

$$= \dot{q}^T \{u - C(q, \dot{q})\dot{q} - g(q)\} + \frac{1}{2}q^T \dot{B}(q)\dot{q} + q^T \frac{\partial P}{\partial q},$$

where we have substituted for $B(q)\dot{q}$ using the equations of motion. Collecting the terms and using the fact that $g(q) = \frac{\partial P}{\partial q}$ yields

$$\dot{V} = \dot{q}^T u + \frac{1}{2}\dot{q}^T \{\dot{B}(q) - 2C(q, \dot{q})\} \dot{q}$$

$$= \dot{q}^T u$$

the latter equality following from the skew-symmetry property. Considering as output the angular velocity $\dot{q}$ and as control input $u$ the passivity (lossless) property follows.

\[\square\]

Passivity can be easily observed in LTI systems, without requiring knowledge of the state equations but only of the transfer function.

**Lemma 2.3.6** [115] Consider a SISO LTI continuous-time system, and let $G(s)$ be the transfer function associated to the system. If (2.6) is satisfied then

$$Re[G(j\omega)] \geq 0$$

(2.13)
for all real $\omega$ for which $j\omega$ is not a pole of $G(s)$.

**Corollary 2.3.7** [115] If a SISO LTI continuous-time system is passive then the following inequality holds

$$\text{Re}[G(s)] \geq 0, \text{ whenever Re}(s) \geq 0.$$  \hspace{1cm} (2.14)

In a graphical and intuitive way, this property of passive SISO LTI systems can be illustrated as in Figure 2.6. A continuous-time passive transfer function maps points in the right-half plane of the $s$-plane to the right-half plane in the Nyquist plot. The Nyquist plot of a passive system lies on the right-half plane, which means that an infinite gain proportional control can be introduced without destabilizing the system. In addition, positive real transfer functions do not have poles on the right-half-$s$-plane and their poles lying on $\text{Re}(s) = 0$ are simple with positive real residues.

**System connections**

One of the nicest features of passivity is its ability to connect two passive elements into a single passive unit, therefore allowing for reasoning about the stability of a closed-loop by studying individual components. This occurs if the connection is made in either a feedback or parallel configuration and it is very useful as many passive elements can be combined in this fashion without loss of the global stability properties.

**Theorem 2.3.8** [147] Suppose that a system $\Sigma_1$ and a system $\Sigma_2$, both of the form (2.5) are passive. Then the two systems, one obtained by the parallel interconnection, and the other obtained by the feedback interconnection are both passive.

**Proof:** By passivity of $\Sigma_1$ and $\Sigma_2$, there exist $V_1(x_1)$ and $V_2(x_2)$ such that $V_i(x_i(T)) - V_i(x_i(0)) \leq \int_0^T u_i^T y_i \, dt$, $i = 1, 2$. Define $x := (x_1, x_2)$ and $V(x) = V_1(x_1) + V_2(x_2)$ and note that $V(x)$ is positive semidefinite.

For the parallel interconnection, see Figure 2.7(b), the output is $y = y_1 + y_2$, so that

$$V(x(T)) - V(x(0)) \leq \int_0^T (u_1^T y_1 + u_2^T y_2) \, dt = \int_0^T u^T y \, dt.$$
This proves that the parallel interconnection is passive.

For the feedback interconnection, see Figure 2.7(a), we have

\[ V(x(T)) - V(x(0)) \leq \int_{0}^{T} (u_1^T y_1 + u_2^T y_2) \, dt. \]

Substituting \( u_2 = y_1 \) and \( u_1 = e_1 - y_2 \) we obtain

\[ V(x(T)) - V(x(0)) \leq \int_{0}^{T} e_1^T y_1 \, dt = \int_{0}^{T} u^T y \, dt. \]

which proves that the feedback interconnection is passive.

In Chapter 4 we will use two-port elements to construct a teleoperation system consisting of passive elements. To facilitate the development of the systems we proceed with some additional definition. First, we define a major direction, along with positive power will flow, from left to right. Next we establish two-port elements, which provide a separate interaction port on both their left and right side. Positive power will enter a two-port element from the left and exit to the right. The total power input for a two-port element is given as

\[ P_{\text{in}} = \dot{V} = u_1^T y_l - u_r^T y_r \]  \hspace{1cm} (2.15)

where we have labeled the left port with 'l' and the right one with 'r', see Figure 2.7(c). Notice the power for the right port is negated as it is exiting the system. This sign definition allows for the simple cascading of elements to insure the closure properties of passivity. It implies that a simple cascaded sequence of passive two-port elements is also passive [118, 116].

Example 2.4 (Passive haptic telepresence) [69]

The passivity concept has been firstly applied to haptic telepresence systems in [4], and has in the sequel emerged to one of the most preferred tools in haptic telepresence control. In order to apply the passivity concept to haptic telepresence systems it is decomposed into the interconnected subsystems human, HSI, communication channel, teleoperator, and environment, as visualized in Figure 2.1. The human and the environment are represented by one-ports, the HSI, the bilateral communication channel and the teleoperator by two-ports.

Following the stability arguments from [4] the unit of interconnected HSI, communica-
tion channel and teleoperator has to be passive as well as the environment. Note, that according to [25] the passivity of the system in contact with an arbitrary, passive environment is not only a sufficient, but also a necessary condition for stability. The human operator naturally produces energy to interact with the system, however, the input energy is assumed to be bounded, and the above passivity arguments remain intact.

For passivity reasons the appropriately locally controlled HSI and teleoperator exchange the power variables velocity and force [4] (flow and effort in a system theoretic context). The mapping from velocity to force is generally passive, further the local control laws can easily be designed such that passivity property of HSI and teleoperator is always preserved [4, 118, 116]. Ignoring, for the time being, the communication induced delays and packet losses, the haptic telepresence system consists thus of two-port interconnection of passive systems, is thus in overall passive and stable.

2.3.2 Dissipative systems - Excess and shortage of passivity

The passivity formalism has been successfully used for a long time in control. It is however considered a conservative condition to guarantee the stability of a system. A system can be stable without being passive, in other words it can be stable even if it is less than passive. On the other hand some systems can also be more passive, especially after some passivity-based control method [121], therefore the question that is posed is whether such a system can have an "excess of passivity" that another, possibly interconnected system, can make use of. To bridge this gap in the passivity framework analysis, we will discuss here the dissipativity framework, namely a class of systems that can be considered more or less passive. Sepulchre et al. first used the term excess and/or shortage of passivity in [147], and it will be also adopted in our work.

The dissipativity formalism provides - just like the passivity one - a simple, robust, and powerful tool to analyze the stability of a system based on its input-output properties, hence without the exact knowledge of an internal state model. It is a mathematical description of the intuitive physical concepts of energy and represents a generalization of the passivity concept widely used in robotics. Roughly speaking, a dissipative system is defined as one that cannot supply to the environment a larger amount of energy than the one the environment supplies to it. Additionally, dissipativity provides a modular approach for showing the stability of an interconnected system: the dissipativity properties of its components and the interconnection structure is sufficient.

Dissipative systems

**Definition 2.3.9** [66, 105] A dynamical system (2.5) is called \((Q, S, R)\)-dissipative if there exist a positive semi-definite function \(V : \mathbb{R}^n \rightarrow \mathbb{R}_+\) such that for each admissible \(u\) and each \(t \geq 0\)

\[
V(x(t)) - V(x(0)) \leq \int_0^t \begin{bmatrix} u^T & y^T \end{bmatrix} P \begin{bmatrix} u \\ y \end{bmatrix} d\tau,
\]  

(2.16)
with dissipativity matrix

\[
P = \begin{bmatrix}
Q & S \\
S^T & R
\end{bmatrix}
\]

where \( P \in \mathbb{R}^{p \times p}, Q \in \mathbb{R}^{q \times q} \) and \( S \in \mathbb{R}^{p \times q} \).

The dissipativity matrix \( P \) can be restricted, without loss of generality, to the set of matrices that are not positive-semidefinite or negative-definite. The matrix \( P \) is not unique for each system. For example it is straightforward to see that if a system (2.5) is \((Q, S, R)\)-dissipative with a matrix \( P \), then it is also \((Q, S, R)\)-dissipative for every matrix \( P' \) satisfying \( P' \geq P \). If this holds with strict inequality, i.e \( P' > P \), then \( P' \) is more conservative than \( P \), in the sense that it defines a larger class of systems than \( P \), i.e. is less restrictive than \( P \). This is inferred, as if a system satisfies the dissipativity inequality (2.16) with the matrix \( P \) then it also satisfies it with the matrix \( P' \), however, the opposite does not hold [105].

A special case of \((Q, S, R)\)-dissipative systems are input-feedforward-output-feedback-passive (IF-OFP) systems. In IF-OFP systems the number of the inputs is equal to the number of the outputs, i.e. \( p = q \) holds, and the dissipativity parameters are \( Q = -\delta I, R = -\epsilon I, S = \frac{1}{2} I, \delta, \epsilon \in \mathbb{R} \).

**Definition 2.3.10** The system (2.5) is said to be **Output Feedback Passive (OFP)** if the number of inputs is equal to the number of outputs \( (p = q) \) and there exists a continuously differentiable positive semidefinite function \( V(x) \), \( V(0) = 0 \), such that for all \( x \in X \)

\[
V(x(T)) - V(x_0) \leq \int_0^T u^T y - \epsilon y^T y \, dt
\]

for some \( \epsilon \in \mathbb{R}, u \in U \) and all \( T \geq 0 \) such that \( x(t) \in X \) for all \( t \in [0, T] \).

**Definition 2.3.11** The system (2.5) is said to be **Input Feedforward Passive (IFP)** if the number of inputs is equal to the number of outputs \( (p = q) \) and there exists a continuously differentiable positive semidefinite function \( V(x) \), \( V(0) = 0 \), such that for all \( x \in X \)

\[
V(x(T)) - V(x_0) \leq \int_0^T u^T y - \delta u^T u \, dt
\]

for some \( \delta \in \mathbb{R}, u \in U \) and all \( T \geq 0 \) such that \( x(t) \in X \) for all \( t \in [0, T] \).

We quantify the excess or shortage properties with the notation \( \text{IFP}(\delta) \) and \( \text{OFP}(\epsilon) \). According to our convention, positive sign of \( \delta \) and \( \epsilon \) means that the system has an excess of passivity. Conversely, negative sign of \( \delta \) and \( \epsilon \) means that the system has a shortage of passivity [147]. If \( \delta > 0 \) the IFP concepts coincides with the Input Strict Passivity (ISP) introduced by Hill and Moylan [65, 66]. Respectively, OFP systems with \( \epsilon > 0 \) coincide with the Output Strict Passive (OSP) systems. For completeness we mention here also the very-strongly passive (VSP) systems, which are simply both ISP and OSP and their
storage function has to satisfy [65, 66]

\[ V(x(T)) - V(x_0) \leq \int_0^T u^T y - \delta u^T u - \epsilon y^T y \, dt \]  

(2.19)

for some \( \delta, \epsilon > 0 \). The IFP and OFP properties of a system will be extensively used in Chapter 3.

**Remark 2.3.12** Note that in the case of multi-input-multi-output systems, \( p, q > 1 \), the described IFP and OFP properties (2.18), (2.17) may result in a conservative approximation of the input-output behavior as possibly individual supply rates can be assumed for every degree of freedom and the \((Q, S, R)\) definition of dissipativity should be used instead. We will concentrate on isotropic supply rates, and thus IF-OFP systems, here for the sake of simplicity.

**System connections**

Similar to the system connection theorems for passive systems, the interconnection of dissipative subsystems is here of interest. It seems that feedback interconnections of IFP and OFP systems still exhibit IF-OFP properties as the two following lemmas show.

**Lemma 2.3.13** [193] Consider the OFP(\( \epsilon_1 \)) system \( \Sigma_1 \) and the IFP(\( \delta_2 \)) system \( \Sigma_2 \). The negative feedback interconnection of \( \Sigma_1 \) and \( \Sigma_2 \) is OFP(\( \epsilon_1 + \delta_2 \)).

**Proof:** The system \( \Sigma_1 \) is OFP(\( \epsilon_1 \)) thus

\[ V_1(x(t)) - V_1(x(0)) \leq \int_0^t u_1^T y_1 - \epsilon_1 y_1^T y_1 \, d\tau, \]

whereas the IFP(\( \delta_2 \)) system \( \Sigma_2 \)

\[ V_2(x(t)) - V_2(x(0)) \leq \int_0^t u_2^T y_2 - \delta_2 u_2^T u_2 \, d\tau, \]

holds, where \( u_1, u_2 \) and \( y_1, y_2 \) are the respective inputs and outputs, see Figure 2.8(a). For the negative feedback interconnection of those two systems considering the compound storage function \( V = V_1 + V_2 \) gives

\[ V(x(t)) - V(x(0)) \leq \int_0^t u_1^T y_1 - \epsilon_1 y_1^T y_1 + u_2^T y_2 - \delta_2 u_2^T u_2 \, d\tau \]

\[ = \int_0^t (\epsilon_1 - \delta_2) y_1^T y_1 \, d\tau. \]
where $u_1 = e_1 - y_2$, $e_1$ being the input to the overall system, and $u_2 = y_1$ hold. The output of the overall system is $y_1$. The above lemma is illustrated in Figure 2.8(a).

Lemma 2.3.14 [193] Consider the IFP($\delta_2$) system $\Sigma_2$ and the OFP($\epsilon_1$) system $\Sigma_1$ with $\delta_2 \geq 0$ and $\delta_2 + \epsilon_1 \geq 0$. The negative feedback interconnection of $\Sigma_1$ and $\Sigma_2$ is IFP($\kappa$) with $\kappa = \min(\delta_2, \delta_2 + \epsilon_1)$.

Proof: The compound storage function gives

$$V(x(t)) - V(x(0)) \leq \int_0^t u_2^T y_2 - \delta_2 u_2^T u_2 + u_1^T y_1 - \epsilon_1 y_1^T y_1 \, d\tau$$

$$= \int_0^t (e_1 - y_1)^T y_2 - \delta_2 (e_1 - y_1)^T (e_1 - y_1) + y_2^T y_1 - \epsilon_1 y_1^T y_1 \, d\tau$$

$$= \int_0^t e_1^T y_2 + \begin{bmatrix} e_1 \\ y_1 \end{bmatrix}^T W \begin{bmatrix} e_1 \\ y_1 \end{bmatrix} \, d\tau$$

$$\leq \int_0^t e_1^T y_2 + \lambda_{\text{max}}(W) \begin{bmatrix} e_1 \\ y_1 \end{bmatrix}^T \begin{bmatrix} e_1 \\ y_1 \end{bmatrix} \, d\tau,$$

where, now, $u_2 = e_1 - y_1$, $e_1$ being the input to the overall system, $u_1 = y_2$ holds and

$$W = \begin{bmatrix} -\delta_2 I & \delta_2 I \\ \delta_2 I & -(\delta_2 + \epsilon_1) I \end{bmatrix}.$$  

As $\lambda_{\text{max}}(W) = -\kappa \leq 0$

$$V(x(t)) - V(x(0)) \leq \int_0^t e_1^T y_2 - \kappa e_1^T e_1 - \kappa y_1^T y_1 \, d\tau$$

$$\leq \int_0^t e_1^T y_2 - \kappa e_1^T e_1 \, d\tau,$$

holds. Thus, the system is IFP($\kappa$) and $\kappa = \min(\delta_2, \delta_2 + \epsilon_1)$ as $\delta_2 \geq 0$ and $\delta_2 + \epsilon_1 \geq 0$. The above lemma is illustrated in Figure 2.8(b).

As in the passivity case, $(Q, S, R)$-dissipative systems can be also identified by the positive realness of a transfer function, for the LTI case; see [115, 51]. Here we will only refer to nonlinear systems and hence the lemma is not repeated here. However, a visualization of the LTI case will help understand and gain more insight into the IFP and
2.3.3 Stability

The above presented frameworks, passivity and dissipativity, are discussed to guarantee stability of a system based on its input/output properties without requiring exact model knowledge.

Passive systems let stability in the sense of Lyapunov straightforwardly imply with one exception: The definition of passivity does not require that the storage function $V$ is positive definite but it is satisfied also for positive semidefinite. As a consequence, in the presence of an unobservable unstable part of the system, they allow $x = 0$ to be unstable. This is excluded by zero-state detectability.

**Definition 2.3.15** (Zero-state detectability and observability)
Consider a system with zero input, $\dot{x} = f(x, 0)$, $y = h(x, 0)$, and let $Z \subset \mathbb{R}^n$ be its largest positively invariant set contained in $\{x \in \mathbb{R}^n | y = h(x, 0) = 0\}$. We say that the system is zero-state detectable (ZSD) if $x = 0$ is asymptotically stable conditionally to $Z$. If $Z = \{0\}$, we say that it is zero-state observable.

**Remark 2.3.16** Equivalently, we can assume that if all system variables are represented in the energy storage function, such that bounded energy will also bound all states, passivity implies stability in the sense of Lyapunov.

**Theorem 2.3.17** (Stability of OFP/IFP feedback interconnections) [147]
Assume that in the feedback interconnection a system $\Sigma_1$ is GAS and IFP($\delta$) and the system $\Sigma_2$ is ZSD and OFP($\epsilon$). Then $(x_1, x_2) = (0, 0)$ is asymptotically stable if $\epsilon + \delta > 0$.

The above result shows how the shortage of passivity in one system can be compensated for by the excess of passivity in the other system.
2.3 Control background

**Finite gain $L_2$-stability**

Among the variety of stability notions we also consider finite gain $L_2$-stability, which is another special case of quadratic dissipativity with $S = 0$, $R = I$, $Q = -\gamma^2 I$, $\gamma \in \mathbb{R}_+$.

Finite gain $L_2$ stability implies that for each bounded input, the output is also bounded by the norm of the input signal scaled by a constant factor $\gamma$. When such a value exists, we are interested in the smallest possible one. The smallest possible value of $\gamma$ is called the $L_2$ gain of the system. Usually the exact value of $\gamma$ can not be computed, but only an upper bound of it. In this case we say that the $L_2$-gain of the system is smaller or equal to $\gamma$. An exception constitute LTI systems, where the $L_2$-gain of a strictly stable system can be exactly computed, and it is shown to be the maximum gain of the transfer function over all frequencies, i.e $\gamma = \max |G(j\omega)|$ for all $\omega$, where $G(j\omega)$ the transfer function of the system.

**Definition 2.3.18** [93] A dynamical system $\Sigma$ (2.5) is called finite-gain $L_2$ stable if there exist a positive semi-definite function $V : \mathbb{R}^n \rightarrow \mathbb{R}_+$ such that for each admissible $u$ and each $t \geq 0$

$$V(x(t)) - V(x(0)) \leq \frac{1}{2} \gamma^2 \int_0^t u^T u \, d\tau - \frac{1}{2} \int_0^t y^T y \, d\tau,$$

(2.20)

The smallest possible value $\gamma$ satisfying (2.20) is called the $L_2$-gain of the system. An operator $\sigma : u(\cdot) \mapsto y(\cdot)$ with $u, y \in \mathbb{R}^p$ the input and output respectively is called small gain operator if its $L_2$-gain satisfies $\gamma_\sigma \leq 1$.

**System connections**

Finite gain $L_2$-stability of a negative feedback interconnection can be concluded from the $(Q,S,R)$-dissipativity properties of its subsystems.

**Corollary 2.3.19** [105] Consider the negative feedback interconnection of two systems $\Sigma_1$ and $\Sigma_2$. Assume that $\Sigma_1$ and $\Sigma_2$ are $(Q,S,R)$-dissipative with the dissipativity matrices $Q_1$, $R_1$, $S_1$ and $Q_2$, $R_2$, $S_2$ respectively. If

$$\hat{R} = \begin{bmatrix} Q_1 & S_1 \\ S_1^T & R_1 \end{bmatrix} + \begin{bmatrix} R_2 & -S_2 \\ -S_2^T & Q_2 \end{bmatrix} \prec 0,$$

(2.21)

then the system is finite gain $L_2$ stable. If further $\Sigma_1$, $\Sigma_2$ are zero state observable, the closed loop system is asymptotically stable.

As a more special case the, for IF-OFP systems, finite gain $L_2$-stability of the negative feedback interconnection can be also concluded from the IF-OFP properties.

**Proposition 2.3.20** [93] Consider two IF-OFP systems $\Sigma_1$ and $\Sigma_2$ with $\delta_i$, $\epsilon_i$, $i \in 1, 2$. The negative feedback interconnection of $\Sigma_1$ and $\Sigma_2$ is finite gain $L_2$-stable if

$$\epsilon_2 + \delta_1 > 0 \text{ and } \epsilon_1 + \delta_2 > 0.$$

(2.22)
Consequently, sufficient relationships to guarantee stability of interconnections between \((Q, S, R)-\text{dissipative}, \text{or IF-OFP in case } p = q\) were given and will aid the control design of Chapter 3.

**Remark 2.3.21** A nice property of balancing shortage of passivity with excess of passivity between subsystems can be deduced. Clearly, the excess of passivity of one system can compensate for the shortage of passivity of the other if \((2.21)\) holds. In the special case of IF-OFP systems \((2.22)\) can be used instead, so some of the \(\delta_i, \epsilon_i\) can be negative if they are compensated by appropriate positive values. This property will be exploited in Chapter 3.

### 2.4 Discussion

In this chapter the necessary background knowledge required for the rest of this thesis is ordered. Three major areas can be distinguished, the human operator, the communication network, and the control-theoretic background on the stability of the systems.

The human operator is probably the most important and deciding element in a haptic telepresence system, both from the action as well as from the sensory point of view. Both aspects are considered, and the fundamental and up to now widely-used parametric mass-spring-damper modeling of the human arm who comes in contact with a haptic equipment is discussed. On the other hand, non-structured models such as e.g. the passivity-based human model can help the control design providing higher robustness. However, they have been criticized on empirical grounds and do not allow for high distinguishability of the human, i.e. all humans are considered passive. All these aspects will be considered in the control design following in Chapter 3. Moreover, transparency, as a way of evaluating the haptic teleoperation realism, is addressed. The evaluation of haptic telepresence systems can happen in two ways, either by the given objective transparency criteria or experimentally, a field with a high scientific interest by psychologists, aiming at identification of significant human factors.

With respect to the communication network, things can be considered standardized as the Internet, or more general, packet-switched networks are well-established technologies nowadays. Therefore, the most important protocols that will influence the development of a haptic teleoperation system and will be also deployed in the experiments are studied; both the TCP and the UDP are observed under the scope of the very general OSI model and the choice of the UDP protocol as more appropriate is explained. The effective time delay and/or packet loss that the communication network implies in the application layer of a haptic telepresence system has to be considered, otherwise stability of the system is endangered. Bandwidth-related issues were not discussed here, although they consist a key part of this thesis; they will be exploited extensively in Chapter 4.

Finally, stability is the main focus of interest from the control point of view. Acknowledging for the difficulty of stability for a system where a highly unknown dynamic environment and a human with very complex dynamics are in the loop, initiated the passivity framework discussion. As will be seen later it is a very useful tool for studying the stability of a system over network and has been widely used in haptic teleoperation approaches over the years. However, it has been criticized for its conservatism results in terms of control
performance. Hence, systems with excess and shortage of passivity are considered and the dissipativity framework is illustrated. It is, to the best of the author’s knowledge, poorly discussed in the literature, at least in the context of robotics. It is hoped, hence, that this background section can even aid the development of system in the wider area of robotics and spread similar ideas in various disciplines.
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The major reason for the success of the passivity formalism in teleoperation is its ability to cope with the largely unknown, nonlinear human arm and environment dynamics, which, however, can assumed to be passive [78]. However, the passivity framework, and therefore all aforementioned works, are known to be conservative resulting in a distorted display of the remote environment properties [74]. As shown in [97] robust stability and transparency of such systems are conflicting design goals. A transparent teleoperation system still remains a challenge and will be addressed in this chapter by introducing knowledge of the human/environment or robot manipulator dynamics or energetic behavior.

A bilateral control system that does not only guarantee stability under unreliable networks, but also shows sufficient performance and a high degree of transparency remained a challenge over the years. In recent work by Buerger and Hogan, the passivity condition for a human limb is shown to be unnecessarily restrictive [14]. Relaxing the passivity conservatism by using knowledge on the human dynamics is addressed in [13] using a natural admittance control (NAC) scheme, a nominal second-order linear model and a maximum deviation for the uncertain human in a human-robot interaction context. However, a nominal model can be difficulty defined for the highly unknown environment side of a teleoperation scenario. Stability analysis is performed with a classical robust control framework, therefore suffers when a nominal model is difficult to determine or when the disturbance from this nominal model does not allow all dynamics to be captured. Besides that, their work is not considering the communication unreliabilities of haptic telepresence. Gillespie in [48] also models the human as a second-order linear time-invariant system. His work goes further to propose an observer for the human model that makes use of real-time data collected by haptic hardware. It is not though reported, how good this method can perform with varying human arm/finger postures. It is assumed that a method that requires only bounds and not exact model of human/environment dynamics can perform more robust. Besides that, stability can be guaranteed only for constant user impedances, which is known to be not the case [168]. Recently input-to-state-stability (ISS) based methods for teleoperation have been developed in [128] that address relatively general classes of human operator and environment models. Although not direct comparison with passivity-based approaches has been seen so far they suffer from the fact that not all possible (passive) environments can provide such bounded external forces as required by the framework, for a discussion refer to [81].

In [108] explicit modeling of human operator dynamics is avoided by establishing the passivity of the haptic display. The results provide some useful insights, such as the role played by the physical damping, i.e. the excess passivity in the haptic device and the sampling rate. Particularly, the designer is able to determine the amount of physical damping required in the device if the class of environments is well characterized (e.g. nee-
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dle placement task). The method is based on excess/lack of passivity, which is exploited also in this part of this work. However, only virtual environments are considered and no communication unreliabilities. Similarly, it is shown in [176] that the passivity condition depends on the device friction and on the minimum damping coefficient of the human arm during each sampling time. The achievable maximum stiffness depends also on it. The study is, however, limited to haptic interfaces. Passivity-based control (PBC) is now a well-established technique to design robust controllers for physical systems described by Euler-Lagrange (EL) equations of motions [121]. Recent research has now departed from the EL description of the systems and considers port-controlled Hamiltonian models instead, resulting from the network modeling of energy-conserving lumped-parameter physical systems. Recently the assignment of damping has been recognized as a useful technique to stabilize interconnected systems in [122, 120]. Dissipation has been further used in [19] to prove cyclo-passivity, a necessary (but not sufficient) passivity condition and damping injection has been further used together with a virtual spring coupling to enforce closed-loop passivity under communication unreliabilities, or interconnection of systems with slow or variable rate in [99, 100]. Moreover, the exploitation of the mechanical properties of the environment can also greatly improve the performance of the robotic system, see [32]. Nevertheless, the time-varying nature of human operator dynamics as well as that of the environment have continued to pose a challenge for the design of guaranteed stable but also high-performing and transparent haptic telepresence systems.

In the present chapter the \((Q, S, R)\)-dissipativity theory discussed in Chapter 2 will be used for the human operator, the controlled manipulators and/or the environment to guarantee stability of a telepresence system with haptic feedback system under communication unreliabilities. In fact, it can be shown that only approximate knowledge on damping properties of these subsystems can be utilized to the benefit of transparency.

The approach is based on the generalized scattering transformation (GST) [77, 106] which applies to \((Q, S, R)\)-dissipative systems, ensuring finite gain \(L_2\)-stability with communication unreliabilities satisfying a small gain condition such as arbitrarily large constant time delay and properly handled packet loss do. Apart from the dissipativity framework, which is for first time discussed in the teleoperation context, this chapter innovates also in the fact that, this is the first work where the transparency of a teleoperation system is enhanced by the approximate knowledge of dynamics of any and not a specific subsystem preserving thus the modularity of the approach. Furthermore, the dissipativity framework is for first time discussed in the teleoperation context. A transparency analysis of the proposed scheme with the generalized scattering transformation shows improved performance, in terms of transparency, compared to the standard scattering transformation and passivity formalism.

The remainder of this chapter is organized as follows: In Section 3.1 a dissipativity-based modeling of the constructive modules of a teleoperation system is discussed based on the background knowledge of Chapter 2. The dissipative subsystems are used to render the overall teleoperation architecture as a dissipative system in Section 3.2, two architectures are exemplarily studied. Approximate dynamics knowledge can thus be utilized in the dissipativity of the system. The stability of the overall architecture with the communication unreliabilities is discussed in Section 3.3 and its performance, in terms of transparency is
shown in Section 3.4. It is there shown that the proposed scheme with the generalized scattering transformation shows improved performance, in terms of displayed mechanical properties, compared to the standard scattering transformation. In Section 3.5 and 3.6 a simulative and experimental evaluation is shown, respectively.

3.1 Dissipativity-based modeling of teleoperation systems

A teleoperation system consists of robotic manipulators, namely the human system interface and the teleoperator, a human operator, and the environment. In this section, these different systems are discussed under the dissipativity point of view and it is shown how they can fit to the proposed dissipativity-based framework. Particularly, as discussed in Chapter 2, \((Q,S,R)\)-dissipativity is an input/output property, thus no state or model knowledge is required. On the contrary only the energetic-behavior of the system is of interest; the dissipated (or stored) energy is the difference of the supplied input energy (supply rate) minus the output one.

In the following, two different models of robotic manipulators are exemplarily studied, without however the requirement on their knowledge or the intention to restrict the overall framework to these. Teleoperation architectures made up from \((Q,S,R)\)-dissipative subsystems are discussed in Section 3.2.

3.1.1 Lagrangian dynamics

The Lagrangian dynamics of a rigid and fully actuated \(n\)-link manipulator with dissipation are first briefly reviewed. The dynamics of such a system is described by the Euler-Lagrange equation [121]

\[
B(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) + \frac{\partial R}{\partial \dot{q}}(t) = \tau - \underbrace{J^T(q)f}_{\text{dissipation}}
\]

(3.1)

where \(q \in \mathbb{R}^n\) is the vector of joint displacements, \(\tau \in \mathbb{R}^n\) are the applied input torques, \(B(q) \in \mathbb{R}^{n \times n}\) the symmetric positive definite manipulator inertia matrix, \(C(q, \dot{q}) \in \mathbb{R}^{n \times n}\) the Coriolis-centrifugal matrix, \(g(q) \in \mathbb{R}^n\) the vector of gravitational torques, \(J^T\) is the transposed Jacobian of the manipulator and \(f \in \mathbb{R}^n\) the vector of externally exerted forces. The term \(R(\dot{q}) : \mathbb{R}^{2n} \rightarrow \mathbb{R}\) in mechanical systems is capturing frictional forces in Lagrangian dynamics and is called the Rayleigh dissipation function. It satisfies

\[q^T\frac{\partial R}{\partial \dot{q}}(\dot{q}) \geq 0, \quad \text{and} \quad \frac{\partial R}{\partial \dot{q}}(0) = 0.\]

Such a system is dissipative with the input/output pair torque \(\tau/\text{angular velocity } \dot{q}\). In order to show that, compensation of gravitational and external forces is assumed and the following positive definite function is selected

\[V(q, \dot{q}) = \frac{1}{2} q^T B(q) \dot{q}.\]
Differentiating with respect to time and considering the skew symmetry of $\dot{B} - 2C$ yields

$$\dot{V}(q, \dot{q}) = \dot{q}^T \tau - \dot{q}^T \frac{\partial R}{\partial \dot{q}}(\dot{q}).$$

Considering the superlinearity of the Rayleigh dissipation function, e.g. viscous friction, it holds

$$\dot{V}(q, \dot{q}) \leq \dot{q}^T \tau - \dot{q}^T D_{\text{min}} \dot{q} \quad (3.2)$$

where $D_{\text{min}} \in \mathbb{R}^{n \times n}$ a matrix which represents a lower bound of the Rayleigh dissipation function for each degree of freedom. For example, for a fully-damped (also called pervasively damped) system, which satisfies

$$\dot{q}^T \frac{\partial R}{\partial \dot{q}}(\dot{q}) \geq \sum_{i=1}^{n} \alpha_i q_i^2 \quad \text{with} \quad \alpha_i > 0 \ \forall \ i \in \{1, \ldots, n\}.$$  

(3.3)

the minimum damping will be

$$D_{\text{min}} = \text{diag}(\alpha_i) \ \forall \ i \in \{1, \ldots, n\}. \quad (3.4)$$

The system (3.1) is, thus, shown to be $(Q, S, R)$-dissipative with matrix

$$P = \begin{bmatrix} 0 & \frac{1}{2}I \\ \frac{1}{2}I & -D_{\text{min}}I \end{bmatrix}. \quad (3.5)$$

**Remark 3.1.1** With a more conservative choice of $d_{\text{min}} = \min_i(\alpha_i) \ \forall \ i \in \{1, \ldots, n\}$ the system is OFP($d_{\text{min}}$), whereas for the switched input/output pair, i.e. angular velocity $\dot{q}$ / torque $\tau$, IFP-ness with same $d_{\text{min}}$ can be deduced; the proof is omitted for brevity.

### 3.1.2 Task space impedance controlled manipulator

One of the fundamental requirements for the success of a manipulation task is the capability to handle interaction between manipulator and human/environment. Therefore, often impedance control approaches in task space are used and the corresponding teleoperation architecture is discussed in Section 3.2. In the following, the dissipativity properties of an impedance controlled manipulator will be derived as a second example on dissipative manipulators.

In an impedance control scheme the manipulator is controlled to exhibit a certain impedance in contact with the environment; for details see task space impedance control in [144]. In approximation, the manipulator can be then represented by a mechanical impedance in operational space which models the relationship between the vector of resulting forces and the vector of displacements in operational space (input/output model). Here, we suggest, potentially partially unknown, time-invariant, nonlinear mass-spring-damper systems (as a more general case than a linear mechanical impedance)

$$M\ddot{x}(t) + D(x, \dot{x})\dot{x}(t) + Kx^{2k+1}(t) = f(t), \quad (3.6)$$
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with the nonlinear damping term $D(x, \dot{x})\dot{x}$; $k \in \mathbb{R}$, and $K \in \mathbb{R}^{n \times n}$ is the diagonal and positive-definite stiffness matrix, $x \in \mathbb{R}^n$ is the Cartesian position vector, $f \in \mathbb{R}^n$ are the external forces, $M \in \mathbb{R}^{n \times n}$ the diagonal and positive-definite inertia matrix. The components $D_i(x, \dot{x})$ of the damping term $D(x, \dot{x}) = \text{diag}\{D_i(x, \dot{x})\}$ are assumed to be continuous and nonlinear functions for which $D(x, \dot{x}) \geq \min_d \dot{x}$ when $\dot{x} \geq 0$ and $D(x, \dot{x}) \leq \min_d \dot{x}$ when $\dot{x} < 0$, with $d_{\min} \geq 0$ holds componentwise and accounts for viscous damping. The nonlinear stiffness term should display also negative forces and therefore only odd powers of the position are allowed.

It will be now shown that with the appropriate choice of the input/output pair the model (3.6) is input-feedforward-output-feedback passive (IF-OFP) system. Consider for example the force $f/velocity \dot{x}$ as input/output pair and the following storage function

$$V = \frac{1}{2} \dot{x}^T M \dot{x} + \frac{1}{2k + 2} (x^{k+1})^T K x^{k+1},$$

(3.7)

representing the kinetic and potential energy. Taking the derivative of it and integrating it follows

$$V(x(t)) - V(x(0)) = \int_0^t (M \ddot{x} + K x^{2k+1})^T \dot{x} \, d\tau =$$

$$= \int_0^t (f - D(x, \dot{x}))^T \dot{x} \, d\tau \leq \int_0^t f^T \dot{x} - \min_d \dot{x}^T \dot{x} \, d\tau$$

The system is, hence, for $f \mapsto \dot{x}$ shown to be OFP($d_{\min}$) with $d_{\min} = \epsilon \geq 0$. Similarly, the system can be shown to be IFP($\delta$) with input/output pair the velocity $\dot{x}$/force $f$, i.e. $\dot{x} \mapsto f$, and storage function (3.7)

$$V(x(t)) - V(x(0)) \leq \int_0^t \dot{x}^T f - \min_d \dot{x}^T \dot{x} \, d\tau,$$

$d_{\min} = \delta \geq 0$.

Remark 3.1.2 For all subsystems that are represented as such an impedance, i.e. human operator arm, environment, and master/slave manipulators, knowledge of the lower sector bound of the damping force term $D(x, \dot{x})$ of the system (3.6) is sufficient to guarantee IF-OFP properties. Note that in case of a linear damping term, i.e. $D(x, \dot{x}) = \text{diag}\{d_i\}$, $i = 1, \ldots, n$ the dissipativity parameter is $d_{\min} = \min_i d_i$. The inertia $M$ and stiffness $K$ components can be unknown as long as it can be shown that the subsystem has a second order structure as (3.6).

Remark 3.1.3 A general $(Q,S,R)$-dissipative approach allows for a more differentiated consideration of dissipativity than IF-OFP can, in particular the lower bound of the damping can be defined element-wise as in (3.4), i.e. separately for each degree of freedom, if the knowledge exists.
Remark 3.1.4 In case the bound of the damping force term $D(x, \dot{x}, t)$ of the system (3.6) is unknown, the analysis is reduced to the case of simply passive systems as performed in [4] by setting $d_{\text{min}} = 0$.

3.1.3 Human dynamics

The human arm dynamics are required at this phase of the control design and should be also modeled under the dissipativity point of view. Actually, it is discussed in Section 2.1.1 that the actual human arm endpoint characteristics are close to second-order. For our approach we can, therefore, only assume that the human arm can be represented by a second order structure as (3.6) in task space, without knowledge of the specific values of $M$, $D(\cdot)$, and $K$ though. Taken that, the human arm endpoint characteristics can be easily shown to be OFP($d_{\text{min}}$) or IFP($d_{\text{min}}$) systems depending on their input/output causality. To define the degree of dissipativity, only approximate knowledge of the human arm damping $d_{h_{\text{min}}}$ is required, particularly a lower bound of it. Further knowledge of a bound for each degree of freedom can result in a $(Q,S,R)$ dissipativity matrix as well. In that way, a class of semi-parametric human models is used. Neither a solid second-order model is employed, reducing the robustness of the approach when the model slightly differs from the nominal one, nor are all models characterized as simply passive leading thus to one class of systems that is not distinguishing between two human operators.

Damping lower bound acquisition

As discussed, the presented framework requires only the knowledge of a lower bound $d_{\text{min}}$ on the damping each subsystem displays. This is not a restrictive constraint, considering that even unknown lower bound of the damping can be modeled when the lower bound is set to zero $d_{\text{min}} = 0$. The dissipativity-based analysis can, in worst case, be reduced to the well-studied case of passive systems.

However, it is known that human arm damping varies depending on neuromuscular activity and other psychophysical factors. In [42] it is shown that the human arm follows a minimum jerk trajectory, and [132] shows that there is a minimum damping on this movement in a human-robot co-operation context, namely 16 Ns/m for a 1-DoF task with a specific grip of the human arm. Although, specific numbers do not apply to the whole range of scenarios, neuromuscular activities and different types of grip, a lower bound can be found by other means, see e.g. the impedance estimation technique in [67]. Speich et al. in [151] reported a damping of 3.6 Ns/m by using only a damper-spring model and instructing the human to remain still but maintain a strong grip on the handle and not apply any other tension, i.e. human remained passive to the device’s reactions. Kosuge et al. in [94] identified the human arm damping to be equal to 17.26 Ns/m in a scenario where the user was allowed to apply intentional force.

In Chapter 5 the problem of estimating this lower bound is further discussed, an approximation of the lower damping bound is there achieved with an estimation based on the human grip force, i.e. tight grasp of the device will imply higher lower bound of the damping. For the rest of the analysis in this chapter a lower bound of the human arm damping $d_{h_{\text{min}}}$ is taken for granted, if not it is set to zero.
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3.1.4 Environment dynamics

Similarly to the human arm characteristics, the environment dynamics are also often approximated by that of a linear second-order model that can be straightforwardly applied in the proposed framework. Although it is probably much more difficult to find a lower bound of damping for the environment, as the free space motion is in most of the applications has zero damping thus lower bound $d_{\text{min}} = 0$, specific applications allow for some improvements. Particularly, in-body operations usually come with some higher environmental damping due to the contact with tissues, not to mention operations were no free space motion at all is employed. Nevertheless, specific environments such as for example the sea water in underwater operations have also significant viscosity factors that further allow for some higher dissipativity, and as will be seen later some corresponding improvement. More indicatively, sea water displays viscosity of $10^{-3} \text{Ns/m}^2$, heavy water used in nuclear reactors $1.3 \times 10^{-3} \text{Ns/m}^2$ and motor oil $250 \times 10^{-3} \text{Ns/m}^2$. A free space environment will have a lower bound $d_{\text{min}} = 0$ of damping and the dissipativity properties of this subsystem reduce to the case of passive systems.

3.2 Dissipativity properties of teleoperation architectures

In this section two popular delay-free teleoperation architectures are exemplarily investigated under the scope of our dissipativity framework: A task space velocity-force impedance/admittance teleoperation scheme based on the dynamics of the mechanical impedance in Section 3.1.2 and a joint space velocity/coordinated torque control teleoperation architecture based on the Lagrangian dynamics of Section 3.1.1 and assuming two kinematically similar manipulators for the HSI (master) and TO (slave) side.

3.2.1 Task space impedance/admittance control architecture

A velocity-force impedance/admittance teleoperation control scheme in task space is considered where the devices on both sides measure the forces that the user or the environment exert on them and react with motion (acceleration, velocity, position), i.e. admittance-type devices. The desired compliant behavior is achieved by implementing admittances in the form of simple linear mass-spring-damper systems as in (3.6) with linear time-invariant damping and stiffness matrices. The desired admittances are, therefore, also IFP or OFP systems depending on the input/output pair.

In Figure 3.1, the feedback interconnection structure is illustrated for a velocity-force architecture. The communication time delay blocks and the blocks $\Xi$, $\Xi^{-1}$ should be neglected at the moment, i.e. $\Xi = 1$, $T_1 = T_2 = 0$, they will be explained in the next section. The admittance controlled manipulators, master and slave, are assumed articulated robots with position control in joint space and Cartesian impedance. The joint controllers are assumed high gain; gravity and external forces are compensated, therefore the internal position loop dynamics can assumed to be negligible and are not shown on the figure; for
more details see [61, 126]. The resulting master and slave dynamics is

$$f^*_m + f^*_h - f_h = M_m \ddot{x}_m + D_m \dot{x}_m,$$

(3.8)

$$f_s = M_s \ddot{x}_s + D_s \dot{x}_s + K_s x_s$$

(3.9)

where $D_i$ the damping, $M_i$ masses, $K_i$ stiffness, $x_i$ positions, $i = \{m, s\}$ subscripts indicate master and slave, respectively. Therefore, a linear impedance in task space as in (3.6) is rendered for each manipulator. The human and environmental forces are represented by $f_h$ and $f_s$, respectively, whereas $f^*_m$ is the force-feedback term and $f^*_h$ the voluntarily applied force.

The systems (3.8) and (3.9) are sub-cases of the nonlinear dynamics in (3.6) and the controlled manipulators are, hence, OFP($\epsilon_m$) and OFP($\epsilon_s$), respectively, with $\epsilon_m = \lambda_{\min}(D_m)$ and $\epsilon_s = \lambda_{\min}(D_s)$ being the smallest eigenvalues of the damping matrices.

The human arm and the environment are also modeled as nonlinear mass-spring-damper systems according to (3.6). With the choice of $u = \dot{x}_m$ as input and $y = f_h$ as output the human arm is IFP($\delta_h$) with $\delta_h = d^h_m$. Similarly with input $u = \dot{x}_s^* - \dot{x}_s$ as input and $y = f_s$ as output the environment is also IFP($\delta_e$) with $\delta_e = d^e_m$.

**Proposition 3.2.1** The feedback interconnection of the left-hand subsystem in Figure 3.1 with $f^*_m + f^*_h$ as input and $\dot{x}_m$ is OFP($\epsilon_l$) with $\epsilon_l = \epsilon_m + \delta_h > 0$, and the right-hand subsystem with $\dot{x}_s^*$ as input and $f_s$ as output is IFP($\delta_r$) with $\delta_r = \delta_e$ and $\delta_e + \epsilon_s > 0$

**Proof:** Using Lemma 2.3.13 and 2.3.14.

From now on the task space impedance/admittance control architecture is considered as the networked interconnection of an OFP($\epsilon_l$) and an IFP($\epsilon_r$) system with $\epsilon_l, \delta_r > 0$ and

$$P_l = \begin{bmatrix} 0 & \frac{1}{2} I \\ \frac{1}{2} I & -\epsilon_l I \end{bmatrix}, \quad P_r = \begin{bmatrix} -\delta_r I & \frac{1}{2} I \\ \frac{1}{2} I & 0 \end{bmatrix}$$

their $(Q, S, R)$-dissipativity matrices. Stability of this interconnection can be now deduced, see Section 3.2.3. Of course any $(Q, S, R)$-dissipativity matrix $P'_l \succeq P_l$ and $P'_r \succeq P_r$ applies the same way.
Remark 3.2.2 The modularity of the overall approach allows for similar argumentation with switched causality, i.e. admittance/impedance control architecture with force transmitted in the forward channel and position fed back through the backward one. In this case, the left-hand side system is a IFP($\delta_l$) system with $\delta_l = \delta_h$ and $\delta_h + \epsilon_m > 0$ and similarly the right-hand side system a OFP($\epsilon_r$) system with $\epsilon_r = \epsilon_s + \delta_e$.

![Diagram](image)

Fig. 3.2: Joint space PD-control architecture: transmission of the joint velocity from HSI to TO and feedback of the coordinating torque.

### 3.2.2 Joint space PD-control

In the classical PD-control approach of a bilateral teleoperation system a proportional-derivative controller on the slave side is controlling both manipulators. Assuming the manipulators have the Lagrangian dynamics of Section 3.1.1 and are locally compensated for the gravitational forces for both manipulators a simple PD feedback based on the tracking error between master and slave joints is used in joint space

\[
\tau_m = -g_m(q_m) + \tau_{PD}
\]

\[
\tau_s = -g_s(q_s) + \tau_{PD}
\]

\[
\tau_{PD} = D_c(q_m - \dot{q}_m) + K_c(q_m - q_s),
\]  

(3.10)

where the feedback gains $D_c \in \mathbb{R}^{n \times n}$ and $K_c \in \mathbb{R}^{n \times n}$ are constant diagonal positive definite matrices, $\tau_{PD} \in \mathbb{R}^n$ the computed torque of the PD-controller, and $\tau_m, \tau_s \in \mathbb{R}^n$ the applied input torques of the Lagrangian master and slave manipulators, see (3.1). With $g_m$ and $g_s$ the gravity compensation of the manipulators is denoted. The control architecture is illustrated in a simplified form in Figure 3.2; the gravity compensation of the manipulators as long as the conversion of the endpoint forces to joint values (using inverse kinematics) are not illustrated. It can be straightforwardly shown that this simple PD controller (3.10) is a dissipative IFP($d_{\text{min}}$) system with the joint velocity $\dot{q}$ / torque $\tau_{PD}$ as input/output pair and $d_{\text{min}} = \lambda_{\text{min}}(D_c)$; with $\lambda_{\text{min}}$ the smallest eigenvalue is denoted.

The overall teleoperation architecture, seen from the dissipativity point of view, is again an interconnection of dissipative systems as graphically illustrated in Figure 3.3. The end system is a networked interconnection of an OFP($\epsilon_m + \delta_h$) and an IFP($d_{\text{min}}^{PD}$) system with $d_{\text{min}}^{PD} = \min(D_c, D_c + \epsilon_s + \delta_e)$ as Lemma 2.3.13 and Lemma 2.3.14 show.
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Fig. 3.3: Dissipativity-based analysis of the PD control scheme step by step. a) The overall system composed of IF-OFP subcomponents. b) The feedback interconnections of the human and the master manipulator on the one side, and the environment with the slave manipulator on the other, are merged with the help of Lemma 2.3.13 and Lemma 2.3.14 into two OFP structures respectively. c) The PD-controller in feedback with the OFP systems form an IFP system.

From now on the joint space PD-control architecture is considered as the networked interconnection of an OFP($\epsilon_m + \delta_h$) and an IFP($d_{PD}^{min}$) system with $\epsilon_l, \delta_r > 0$ and

$$P_l = \begin{bmatrix} 0 & \frac{1}{2}I \\ \frac{1}{2}I & -(\epsilon_m + \delta_h)I \end{bmatrix}; \quad P_r = \begin{bmatrix} -d_{PD}^{min}I & \frac{1}{2}I \\ \frac{1}{2}I & 0 \end{bmatrix}$$

their ($Q, S, R$)-dissipativity matrices.

3.2.3 Stability without communication unreliabilities

By neglecting any communication network unreliabilities (e.g. time delay or packet loss) and by having each subcomponent of the teleoperation architecture modeled as a dissipative system, finite $L_2$-gain stability of both the task space impedance control of Section 3.2.1 as well as the joint space PD-control of Section 3.2.2 can be deduced from Corollary 2.3.19 or Proposition 2.3.20.

For the task space impedance/admittance control architecture the left- and right-hand side structures have to present some positive dissipative properties as the only sufficient condition. Particularly, $\epsilon_l = \delta_h + \epsilon_m > 0$ should hold for the OFP($\epsilon_l$) left-hand side system ($\delta_r = 0$). The dissipativity properties of the human operator and that of the master manipulator are equally contributing to the overall left-hand side system, see Lemma 2.3.13.

A possible lack of passivity from the human action can thus be compensated just by some
This is a very important fact and consists one of the major novelties of the presented framework as the human is no longer required to be passive, something that, as discussed, was judged on empirical grounds. Similarly, on the right-hand side, a similar sufficient condition holds, i.e. \( \epsilon_r = 0, \delta_r = \min(\delta_e, \delta_e + \epsilon_s) > 0 \) deduced from Lemma 2.3.14. This means that no lack of passivity is allowed for the environment that has to be at least passive, however, its excess of passivity can compensate some lack of passivity at the slave manipulator, which is though considered a rare case.

For the switched causality, namely when force is transmitted in the forward channel and velocity in the backward one, similar conditions hold. Particularly, in this case the slave manipulator can compensate for lack of passivity at the environment, and vice versa.

Similarly, in the joint space PD-control architecture, same conditions hold where again \( \epsilon_l \) and \( \delta_r \) should be positive. However, in this case the right-hand side allows for lack of passivity to be present in other terms of the structure. Particularly, the environment can have some lack of passivity \( \delta_e < 0 \) as long as the sum \( \epsilon_s + \delta_e > 0 \), i.e. this is compensated by excess of passivity at the manipulator; see also Figure 3.3b. The feedback gain \( D_c \) of the PD-controller is required to be positive.

The above results go one step beyond the passivity setting. Particularly, the fact that not each single parameter is required to be positive for stability, but the sum of the IF-OFP, or \((Q, S, R)\), properties of the system is required instead, allows for some lack of passivity in specific subsystems and hence some reduced conservatism.

### 3.3 Stability with communication unreliabilities

It is well-known that communication unreliabilities may destabilize an otherwise stable teleoperation system and within the standard passivity-based approach and its extensions, the scattering transformation has been proven a robustly stabilizing control measure. In the following, the problem of communication unreliabilities is considered and it is shown how the generalized scattering transformation \([105]\) can be used to stabilize the teleoperation system in this presented dissipativity-based modeling framework. First, the most important results regarding the generalized scattering transformation will be presented and the communication unreliabilities under which the teleoperation system can be stabilized will be discussed thereafter.

#### 3.3.1 Stability with the generalized scattering transformation

The generalized scattering transformation is a linear input/output transformation to guarantee stability in presence of any small gain operator in the communication loop and it is represented by the matrix \( \Xi \) in Figure 3.1. Instead of the left-hand output variable \( \dot{x}_m \) the variable \( u_l \) is transmitted

\[
\begin{bmatrix}
    u_l \\
    u_l
\end{bmatrix} = \Xi
\begin{bmatrix}
    \dot{x}_m \\
    f^*_m
\end{bmatrix}. 
\] (3.11)
Analogously, \(v_r\) is transmitted to the HSI instead of the right-hand side output \(f_s\) where
\[
\begin{bmatrix}
  u_r \\
  v_r \\
  f_s
\end{bmatrix} = \Xi \begin{bmatrix}
  \ddot{x}^*_s \\
  f_s
\end{bmatrix}.
\] (3.12)

The transformation consists of a rotation \(R_\theta\) and a positive-definite scaling matrix \(G\)^1
\[
\Xi = R_\theta \cdot G = \begin{bmatrix}
  \cos \theta I & \sin \theta I \\
  -\sin \theta I & \cos \theta I
\end{bmatrix} \begin{bmatrix}
  g_{11} I & 0 \\
  0 & g_{22} I
\end{bmatrix}
\] (3.13)
where \(I\) represents the \(n \times n\) unity matrix, \(\det G \neq 0\) and \(\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]\). The choice of the transformation angle \(\theta\) is based on the IFP- and OFP-properties of each side, \(g_{11}, g_{22}\) represent free tuning scaling parameters. By means of this transformation stability can be achieved for any small gain type network operator as the following proposition states.

**Proposition 3.3.1** [77] Assume a system consisting of networked interconnection of an OFP(\(\epsilon_i\)) and an IFP(\(\delta_i\)) system with \(\epsilon_i, \delta_i > 0\), the bidirectional communication channel with arbitrary large but constant time delay and the input-output transformation (3.13). Delay-independent finite gain \(\mathcal{L}_2\)-stability is ensured for any small gain operator in the network if and only if for each \(G\) the rotation matrix parameter \(\theta \in [\theta_l, \theta_r]\). Here \(\theta_l\) and \(\theta_r\) are one of the two solutions of
\[
\cot 2\theta_i = \frac{\epsilon_i G_i - \delta_i G_i}{2\eta_i G_i}, \quad i \in \{l, r\}
\] (3.14)
which simultaneously satisfy
\[
\alpha(\theta_i) = 2\eta_i G_i \sin \theta_i \cos \theta_i - \delta_i G_i \cos^2 \theta_i - \epsilon_i G_i \sin^2 \theta_i \geq 0,
\] (3.15)
\(\epsilon_i, \delta_i, \) and \(\eta_i\) are given by the matrix \(P_{G_i}\)
\[
P_{G_i} = \begin{bmatrix}
  -\delta_i G_i I & \eta_i G_i I \\
  \eta_i G_i I & -\epsilon_i G_i I
\end{bmatrix} = G^{-T} P_i G^{-1} =
\]
\[
= \begin{bmatrix}
  -\delta_i \frac{1}{g_{11}} I & \frac{1}{g_{22}} I \\
  \frac{1}{g_{11}} I & -\epsilon_i \frac{1}{g_{22}} I
\end{bmatrix}, \quad i \in \{l, r\}.
\] (3.16)

Hence, instead of choosing \(\theta = 45^\circ\) and \(g_{11} = \sqrt{b}, \ g_{22} = \frac{1}{\sqrt{b}}\), as for standard scattering transformation [4], here \(\theta\) can be chosen out of an interval. The interval for a choice of \(\theta\) that will guarantee stability is influenced by the IF-OFP properties of the interconnected systems, the human and the environment side. It is, for \(g_{11} = g_{22} = 1\), exemplarily illustrated in Figure 3.4.

---

^1This transformations consists of a special case of a general class of static transformations presented in [105]. There \(G\) should just be an invertible matrix providing thus an additional degree of freedom for performance design aspects.
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Fig. 3.4: The influence of the IF-OFP-properties of the human and environment subsystems to the stability margins for $\theta$; here for $G = I$. (a) $\theta_l$ based on the OFP-ness $\epsilon$. (b) $\theta_r$ based on the IFP-ness $\delta$. It is observed that in both cases the more IF-OFP the system is, the larger is the admissible region for the choice of $\theta$.

Remark 3.3.2 It can be shown that for the systems studied here, i.e. either OFP with $\epsilon_l > 0$ and $\delta_l = 0$, or IFP with $\delta_r > 0$ and $\epsilon_r = 0$, and due to our initial assumption on positive-definiteness of $G$, the rotation matrix parameter $\theta \in [0, \frac{\pi}{2}]$.

Remark 3.3.3 To gain further insight on the effect that the generalized scattering transformation has on IF-OFP systems one could look at the LTI case, which is, exemplarily here, illustrated on Figure 3.5. A rotation of an OFP or IFP system will cause the characteristic of the Nyquist plot of each system to map to that of a system with finite gain. Note that for a rotation with some specific angle, $\theta_r$ or $\theta_l$ given by the Proposition 3.3.1, the IF-OFP system will map to a system with small gain $\gamma \leq 1$. For passive systems ($\epsilon = \delta = 0$) this angle is $45^\circ$.

Remark 3.3.4 Finite gain $L_2$-stability is guaranteed for any small gain operator in the communication loop. As will be seen in the following this applies not only to arbitrarily large constant time delay, which has a $L_2$-gain $\gamma_D = 1$, but also for properly handled time-varying delay [22] and packet loss [9, 70].

3.3.2 Small gain communication network operators

In the following the small gain properties of different communication network operators will be discussed.

Time delay

We consider a time delay operator $D : u(\cdot) \to y(\cdot)$ with $u, y \in \mathbb{R}^m$ the input and output respectively, i.e. $y(t) = u(t - T(t))$, where $T$ is the time delay value. In case of constant time delay, i.e. $T(t) = T_0$ it is easy to show that the $L_2$ gain $\gamma_D = 1$ for arbitrarily large constant time delay.
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Fig. 3.5: The generalized scattering transformation maps the characteristic of the Nyquist plot of IF-OFP systems into that of finite gain systems. (a) OFP system rotated with various angles. (b) IFP system rotated with various angles.

However, in case of time-varying delay, without further assumptions, the operator becomes unbounded [92]. The time delay operator can be bounded assuming a maximum in the time delay derivative.

**Proposition 3.3.5** [92] If the time delay is continuously differentiable and the time delay derivative bounded, i.e.

\[ \dot{T} \leq d < 1 \]  

the \( \mathcal{L}_2 \) gain of the time-varying delay operator is

\[ \gamma_D = \frac{1}{\sqrt{1-d}}. \]  

(3.18)

We observe from (3.18) that the \( \mathcal{L}_2 \)-gain of the time-varying delay can be larger than one, and therefore violate the small gain condition. It is shown in [107] that the system in Proposition 3.3.1 is globally asymptotically stable if

\[ \gamma_{D_1}^2 \gamma_{D_2}^2 < \frac{\beta(\theta)\alpha(\theta) + \Delta}{\beta(\theta)\alpha(\theta) - \Delta} \]  

(3.19)

where \( D_1 \) and \( D_2 \) the time delay operators in both channels,

\[ \Delta = \min \left[(\epsilon_r + \delta_l)g_{11}^2, (\epsilon_l + \delta_r)g_{22}^2\right] > 0, \]

and

\[ \beta(\theta) = \alpha(\theta) + \delta_G + \epsilon_G. \]

From (3.19), we observe that the larger \( \Delta \) is (the more dissipative the system), the larger
the gain of the time delay operators which do not compromise stability can be, allowing thus larger bounds for the time delay derivatives. Furthermore, many scattering based approaches are addressing time-varying delay [103, 113]: They introduce control actions to keep the $L_2$ gain of the corresponding input-output operator $\gamma \leq 1$. These approaches are straightforward to combine with the proposed approach.

### Packet loss

Packet loss occurs when one or more packets of data traveling across a computer network fail to reach their destination. It can be caused either by network congestion, faulty networking hardware or as a result of time-varying time delay, i.e. packets arriving in permuted order or empty sampling instances at the receiver side due to increasing time delay. In case of a short term signal outage due to packet loss, either due to network congestion or processing, the missing data can be estimated. Packet processing algorithms as presented in [70, 10, 9] can balance the energy and it is straightforward to show that they have an $L_2$ gain less or equal to one.

The simplest strategy belonging to a largest class of all possible algorithms is the Hold-Last-Sample (HLS), where the last received sample is held for the instance when no packet (sample) is received. However, as it was shown in [70] it is generically not passive and does not satisfy the small gain condition, as the last received sample might have a higher absolute value (energy) than the current one. Stability with the proposed control structure may be compromised.

However, packet processing algorithms as presented in [70, 10, 9] can balance the energy and therefore satisfy passivity and a small gain condition. In fact in [70] three strategies are presented, the strictly passive zeroing strategy where zero packets are considered at packet loss instances, the rate bounding method where bounded change rate is considered to guarantee energy generation does not occur and, finally, low-pass filtering where high frequency components introduced by the hold-last-sample are filtered out. The simple zeroing strategy replaces each missing packet with zero. The network input-output operator can be described as

$$
D_{P,\text{zero}} : \begin{cases} 
  u^*(t) = u(t), & \text{when packet received} \\
  u^*(t) = 0, & \text{when packet is lost},
\end{cases}
$$

where $u(t)$ the transmitted signal and $u^*(t)$ the output of the packet processing algorithm. It can be easily seen that the zeroing strategy is passive and the input-output operator has a $L_2$-gain $\gamma_{D_{P,\text{zero}}} \leq 1$. Particularly

$$
u^*(t)^2 \leq u(t)^2 \Rightarrow ||u^*_t||^2 \leq ||u_t||^2$$

where $||u^*_t||^2, ||u_t||^2$ represent the $L_2$-norm of the truncated input and output signals respectively. The equality is valid only if no packet is lost. Nevertheless, the zeroing strategy is known to be very conservative.

For the bounded rate strategy, the rate of the transmitted signal is assumed to be bounded $|\dot{u}| \leq |u_{\text{max}}|$. In application this can be guaranteed by a rate limiter block just before the communication two-port. It is easy to show that this rate limiter does not
generate energy, hence is passive. Considering then data losses on the channel within the
time interval \([t_1, t_2]\) with the transmitted signal rate bounded by \(|\dot{u}| \leq |\dot{u}_{\text{max}}|\) the data
recovery algorithm

\[
D_{P,\text{bound}}: \begin{cases} 
u^*(t) & \text{if } \text{sign}\{u(t_1)u^*(t)\} \\ 0 & \text{otherwise} \end{cases}
\]  

(3.20)

where \(u^*(t) = u(t_1) - \text{sign}\{u(t_1)\}|\dot{u}_{\text{max}}|\Delta t \) with \(\Delta t \in [0, t_2 - t_1]\) is passive. For the proof it
is sufficient to show that \(u^2(t) \geq u^{*2}(t)\). Given the bounded rate the signal dynamics of the
lost data is bounded by

\(|u(t_1 + \Delta t)| \geq |u(t_1)| - |\dot{u}_{\text{max}}\Delta t|,

hence

\((u(t_1 + \Delta t))^2 \geq (u(t_1) - \text{sign}\{u(t_1)\}|\dot{u}_{\text{max}}|)^2 = u^{*2}(t)\).

Thus, \(\gamma_{D_{P,\text{bound}}} \leq 1\).

Remark 3.3.6 The results equally apply to both backward and forward path.

Finally, for architectures or packet processing techniques that do not satisfy a small
gain condition the reader can refer to [105], where a small gain observer is used, which,
by observing the current and past signals, ensures that the output is always satisfying a
small gain condition, and if not multiplies it with a gain < 1 so that it does, forcing thus
the small gain property of the algorithm.

Haptic data reduction

Haptic data reduction algorithms, as presented in [76, 73] and in [196, 191] by the au-
thor, are employed in teleoperation scenarios to avoid network congestion due to the high
packet rate of a haptic telepresence system. It can be straightforwardly shown, that those
passivity-preserving reduction and reconstruction strategies also comply with the presented
work here, namely the small gain condition is satisfied. The data reconstruction techniques
will be however further elaborated in Chapter 4.

In summary, the proposed dissipativity-based framework can also guarantee stability
for teleoperation systems with communication unreliabilities under the only condition that
the corresponding input/output operator of the unreliability has a \(L_2\)-gain \(\leq 1\). Utilizing
the dissipativity properties of the subsystems, and as already discussed only approximate
model knowledge, the generalized scattering transformation can be applied and a wide
range of transformations can be chosen. Later on in this chapter, this wide range of
transformations will be investigated for the one that has the best performance.

3.3.3 Passivity-based teleoperation and the scattering transformation

The scattering transformation and the passivity paradigm for teleoperation systems was
originally developed by Anderson and Spong [4] and later extended to the concepts of wave
variables by Niemeyer and Slotine [118]. Recall Example 2.4 and assume arbitrary large
3.3 Stability with communication unreliabilities

The scattering transformation guarantees stability by making the communication channel passive, and by further assuming passivity of the environment and human together with the fact that a feedback interconnection of passive systems is again passive, hence stable.

A constant time-delay is present in the communication channel. The scattering transformation renders the communication 2-port system also passive, thus the systems remains an interconnection of passive systems, thus stable. The scattering transformation consisted the inspiration for the generalized scattering transformation developed in the context of network control systems in [105], and is for this reason presented here. Particularly, the scattering transformation is nothing more than the generalized one, selecting a rotation angle \( \theta = 45^\circ \) and scaling \( g_{11} = \sqrt{b}, g_{22} = \frac{1}{\sqrt{b}} \) in (3.13).

The other way round, if none of the left-/right hand sides in the presented dissipativity-based framework has some dissipativity, but they are considered just passive systems instead \( (\epsilon = 0, \text{ and } \delta = 0) \), and if \( G \) is a positive-definite matrix, Proposition 3.3.1 allows only for one \( \theta = 45^\circ \). Selecting the scaling as instructed above one is provided with the scattering transformation

\[
\Xi_{\text{scattering}} = R_\theta \cdot G = R_{45^\circ} \cdot \begin{bmatrix} \sqrt{b} I & 0 \\ 0 & \frac{1}{\sqrt{b}} I \end{bmatrix}.
\]  

The scattering transformation architecture is illustrated in Figure 3.6. The transmitted scattering (or wave) variables are

\[
\begin{align*}
  u_l &= \frac{1}{\sqrt{2b}} (f_d^{h} + b \dot{x}_h), \\
  u_r &= \frac{1}{\sqrt{2b}} (f_e + b \dot{x}_d) ,
\end{align*}
\]

\[
\begin{align*}
  v_l &= \frac{1}{\sqrt{2b}} (f_d^{h} - b \dot{x}_h), \\
  v_r &= \frac{1}{\sqrt{2b}} (f_e - b \dot{x}_d),
\end{align*}
\]

where \( b \geq 0 \) defines the characteristic impedance associated with the scattering variables and represents a tuning parameter.
3.4 Transparency evaluation

Performance in a teleoperation system is related to the notion of transparency, which is the ability of the teleoperation system to present the undistorted dynamics of the environment to the human. As a result the human feels like “being” on the remote side and directly interacting with the environment. Modeling the real environment as a mechanical linear time-invariant impedance $Z_e(s)$ and the impedance displayed to the human $Z_h(s)$ transparency is achieved if

$$Z_h(s) = Z_e(s),$$

where $s = j\omega$ is a complex variable, representing the Laplace domain; it will be omitted when not needed.

In practice, perfectly transparent teleoperation is difficult to achieve. The interesting question is the degree of transparency that is possible on a teleoperation system. Ignoring the controller dynamics and robot compliance, the case of constant time delay is in this section investigated. The displayed impedance can be computed based on the environment impedance and the generalized scattering transformation according to

$$Z_h = \frac{\xi_{21} - \xi_{11}\Phi e^{-sT}}{-\xi_{22} + \xi_{12}\Phi e^{-sT}}, \quad \Phi = \frac{\xi_{21} + \xi_{22}Z_e}{\xi_{11} + \xi_{12}Z_e},$$

where $T = T_1 + T_2$ the round trip time delay and

$$\Xi = \begin{bmatrix} \xi_{11} & \xi_{12} \\ \xi_{21} & \xi_{22} \end{bmatrix}.$$

In order to analyze and compare different impedances a Padé approximation will be used for the time-delay, which is, however, only valid for low frequencies

$$e^{-sT} \approx \frac{1 - \frac{T}{2}s}{1 + \frac{T}{2}s} \text{ for } \omega < \frac{1}{3T}. \quad (3.25)$$

The teleoperator dynamics are ignored for simplicity. The transformation angle is limited to $\theta \in [0, \frac{\pi}{4}]$, see Remark 3.3.2.

3.4.1 Free space

In case of a free space motion on the environment side ($Z_e = 0$) the eligible range for $\theta$ is reduced to $\theta \in [0, 45^\circ]$ as only the left-hand side of the interconnected system is dissipative. The angle $\theta$ depends also on (3.14) and (3.15) to give the final eligible range, see Figure 3.4. The displayed impedance is approximated for low frequencies by (3.24) as

$$Z_h^{LF}|_{Z_e=0} = \frac{g_{11}\sin\theta\cos\theta Ts}{g_{22}} \frac{1}{\left(1 + \frac{T}{2}\cos(2\theta)s\right)}.$$  

The above transfer function is stable for all $\theta \in [0, 45^\circ]$. The right-hand term of (3.26) is a low-pass filter with cut-off frequency $\omega_c = \frac{2}{T\cos(2\theta)}$. As $\frac{2}{T} > \frac{1}{3T}$ the term is negligible in the
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Fig. 3.7: Displayed inertia in free space for various $\theta$ values; characteristic impedance and scaling $G$ are set to unity and time delay is set to $T = 50$ ms. The generalized scattering transformation displays lower apparent inertia rendering thus the approach better.

In the low-frequency range we are focusing on, i.e. $\omega < \frac{1}{3T}$. The remaining displayed impedance indicates an inertia

$$m_h \approx \frac{g_{11}}{g_{22}} \sin \theta \cos \theta T$$  \hspace{1cm} (3.27)

linearly increasing with the time delay. For $\theta = 45^\circ$, $g_{11} = \sqrt{b}$ and $g_{22} = \frac{1}{\sqrt{b}}$ this reduces to the known $m_h \approx b\frac{T}{2}$ computed for the conventional scattering transformation, see [71]. Clearly, it can be concluded from (3.27), that the displayed inertia of the generalized scattering transformation outperforms that of the standard scattering approach as the product $\sin \theta \cos \theta$ displays a maximum at $45^\circ$, i.e. the angle of the scattering approach. A numerical example is illustrated in Figure 3.7.

3.4.2 Stiff environment

Analogously, in case of a stiff environment $Z_e = \frac{k_e}{s}$ with a stiffness $k_e$ an eligible range of $\theta \in [0, 45^\circ]$ is allowed depending on the dissipativity of the left-hand system as the right-hand system is simply passive, i.e. the teleoperator dynamics are ignored and the environmental damping is zero. The displayed impedance is approximated for low frequencies by (3.24) as

$$Z_{h, LF} \big|_{Z_e=\frac{k_e}{s}} = A \frac{k_e}{s} \cos(2\theta) + \frac{g_{11}}{g_{22}} \sin \theta \cos \theta T s$$  \hspace{1cm} (3.28)

where

$$A = \frac{1}{1 + \frac{g_{22}}{g_{11}} \sin \theta \cos \theta k_e T} > 0 \text{ for } \theta \in [0, \frac{\pi}{2}].$$

$Z_{h, LF} \big|_{Z_e}$ is a stable transfer function for $\theta \leq 45^\circ$. As $A < 1$ the displayed stiffness $k_h = Ak_e$ is always smaller than the real environmental one, but $A$ is clearly larger for the generalized scattering transformation. The denominator of (3.28) is a low-pass filter that in the worst case, i.e. $\theta = 0^\circ$, has a cut-off frequency $\frac{s}{T} > \frac{1}{3T}$, therefore, it can be ignored.
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Fig. 3.8: Displayed impedance comparison in contact with the environment. The generalized scattering transformation presents for all $\theta$ cases designed an impedance which is closer to the real environmental impedance, thus renders a more realistic (transparent) system.

3.4.3 Stiff-damped environment

The displayed impedance in case of an environment with a spring and a damper $Z_e = \frac{k_e}{s} + b_e$ is approximated for low frequencies by (3.24) as

$$Z_h^{LF}|_{Z_e} = \frac{\gamma k_e}{s} + b_h + m_h s$$  \hspace{1cm} (3.29)

with $\gamma = \frac{1}{1 + \frac{g_{22}}{g_{11}} T_e s \sin \theta \cos \theta}$, $b_h = \gamma (b_e - \frac{T_e}{2} k_e \cos (2\theta))$, $m_h = \gamma (\frac{g_{11}}{g_{22}} T_e \sin \theta \cos \theta - \frac{T_e}{2} b_e \cos (2\theta))$.

The requirement on stable transfer functions in the approximation gives $\frac{g_{22}}{g_{11}} < \frac{\cos (2\theta)}{2b_e \sin \theta \cos \theta}$.

The denominator of (3.29) can be shown to be a low pass filter that can be ignored in the lower frequencies. The resulting displayed impedance is then

$$Z_h^{LF}|_{Z_e = \frac{k_e}{s} + b_e} = \frac{k_e}{s} + b_h + m_h s$$  \hspace{1cm} (3.30)

**Remark 3.4.1** We observe that the above displayed impedance in (3.30) can for some values of $\theta \in [0, 90^\circ]$ result in a negative displayed damping part. In order to avoid that and to preserve a non minimum-phase structure of the displayed impedance $\theta$ should be chosen such that

$$\cos (2\theta) < \frac{2b_e}{T k_e}.$$  \hspace{1cm} (3.31)
3.4 Transparency evaluation

![Displayed stiffness](image)

**Fig. 3.9:** Displayed stiffness for various $\theta$ values, environment stiffness is 300 N/m, characteristic impedance is $b = 1$. The generalized scattering transformation displays an increased stiffness. For fair comparison the scaling $G$ of the generalized scattering transformation is tuned such that the free space performance of both methods is the same.

**Example 3.1** (Numerical comparison with standard scattering transformation)

In order to exemplarily compare the standard scattering transformation with the generalized scattering transformation we choose the scaling components of the generalized scattering transformation such that the displayed inertia in free space (3.27) is the same as for the standard scattering transformation, namely $\frac{g_{11}}{g_{22}} = \frac{b}{2\sin \theta \cos \theta}$. The approximated displayed stiffness $k_h$ is then compared for the two methods, see Figure 3.9, and it is seen that the stiffness of the generalized scattering transformation outperforms the one displayed by the conventional scattering transformation approach, i.e. for $\theta = 45^\circ$ and the choice $b = 1$. The bigger the deviation from the $45^\circ$ the larger the improvement in terms of displayed stiffness, however, the damping properties are slightly distorted, see (3.30) and the remark below.

**Remark 3.4.2** In Figure 3.9 a symmetry around $45^\circ$ is observed in terms of displayed stiffness. This symmetry holds for the displayed stiffness only as the displayed damping will not be the same for $\theta < 45^\circ$ and $\theta > 45^\circ$ making thus one choice of the angle preferable than the other. If the eligible range for $\theta$ allows a dubious choice, the angle that will satisfy (3.31) should be preferred. Note that an angle $\theta > 45^\circ$ always satisfies the requirement, pointing out that an IFP-dissipative environment will not face this problem.

3.4.4 Scaling

By (3.28), (3.30) and (3.27) it can be derived that the scaling matrix alters the performance of the system in a similar way the characteristic impedance adjusts the performance of the scattering transformation architecture, cf. [71]. Considering the low frequency approximation, a small factor $\frac{g_{11}}{g_{22}}$ will avoid large inertia in free space movement whereas a large one is required to display high stiffness. Moreover, it can be seen in (3.14), (3.15) and (3.16) that the choice of the scaling components influences the region $[\theta_l, \theta_r]$ that finite gain $\mathcal{L}_2$-stability can be guaranteed. An increasing factor $\frac{g_{11}}{g_{22}}$ will allow for lower $\theta_l$ whereas if $\frac{g_{11}}{g_{22}}$ is decreased, the interval $[\theta_l, \theta_r]$ is increasing from the right-hand side, i.e. higher $\theta_r$. [55]
Furthermore, it should be noted that for simplicity in our approach a positive-definite scaling matrix is chosen in (3.13), consequently constraining the eligible range of \( \theta \). However, this is just a special case of a range of static transformations as presented in [105]. Theoretically, in case of SISO systems only invertibility of \( G \) is required, whereas for MIMO systems the scaling matrix is restricted to the form

\[
G = \begin{bmatrix}
  g_{11}I & g_{12}I \\
g_{12}I & g_{22}I
\end{bmatrix},
\]

with arbitrary \( g_{11}, g_{12}, g_{12}, g_{22} \in \mathbb{R} \), however, under the requirement of invertibility of \( G \). Such a scaling matrix can provide a further degree-of-freedom for performance design aspects and affects the eligible range for angles \( \theta \).

### 3.5 Evaluation

The proposed approach is analyzed in simulation for a velocity - force admittance control scheme consisting of a linear time-invariant spring-damper environment \( Z_e = 500s + 20 \) and negligible slave dynamics, i.e. \( \delta_r = \delta_e = 20 \). The left hand-side subsystem is assumed to be OFP(\( \epsilon_l \)) with \( \epsilon_l = 10 \) resulting from either the human or master dynamics’ minimum damping. For comparison reasons a characteristic impedance \( b = 1 \) is chosen for the standard scattering transformation and the generalized scattering transformation is tuned with scaling components, \( g_{11} = \sqrt{b} = 1 \) and \( g_{22} = \frac{2g_{11}\sin\theta \cos\theta}{b} \) such that in free space motion both methods display same inertia, i.e. have the same free space performance. The resulting system is delay-independently stable for all \( \theta \in [3^\circ, 85^\circ] \). The time delay is set to \( T_1 = T_2 = 50 \) ms. The Bode plots of the environment impedance and the displayed impedance are depicted in Figure 3.8 for the stiff environment. The system is tuned such that the free space motion is the same for both methods, and the comparison is thus fair. It is observed that the displayed impedance in Figure 3.8 is closer to the environment impedance for the generalized scattering transformation. Particularly for the case \( \theta = 30^\circ \), \( \theta = 60^\circ \) a stiffness of 48.2 N/m is displayed, whereas for \( \theta = 80^\circ, 10^\circ \) a stiffness of 204 N/m is displayed. This is by far closer to the real environment stiffness than with the use of the standard scattering transformation, where a stiffness of 36.9 N/m is displayed, see Figure 3.8.

### 3.6 Experimental evaluation

Experiments are performed to demonstrate the benefits of the proposed control approach in contrast to the standard scattering-based approach. The experimental testbed consists of a real teleoperation system with two 3-DoF manipulators. All three DoF were active and were used during the non-contact phase, however, contact and haptic interaction occurred only in the Z-direction to simplify the comparison and its demonstration. A 6-DoF force/torque-sensors (JR3) is mounted at the tip of each manipulator to measure interaction forces with the human operator and the environment, only the three forces measurements were used. The sampling rate of the haptic signals and the local control loops
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#### Tab. 3.1: Controller parameters

<table>
<thead>
<tr>
<th></th>
<th>Master manipulator</th>
<th>Slave manipulator</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>P-gain</strong></td>
<td>(\text{diag}(1400,1400,1400))</td>
<td>(\text{diag}(1400,1400,1400))</td>
</tr>
<tr>
<td><strong>D-gain</strong></td>
<td>(\text{diag}(44,44,44))</td>
<td>(\text{diag}(44,44,44))</td>
</tr>
<tr>
<td><strong>Inertia [Kg]</strong></td>
<td>(\text{diag}(12,12,12))</td>
<td>(\text{diag}(40,40,40))</td>
</tr>
<tr>
<td><strong>Damping [Ns/m]</strong></td>
<td>(\text{diag}(30,30,30))</td>
<td>(\text{diag}(1000,1000,1000))</td>
</tr>
<tr>
<td><strong>Stiffness [N/m]</strong></td>
<td></td>
<td>(\text{diag}(5000,5000,5000))</td>
</tr>
</tbody>
</table>

human+HSI    \hfill\hfill human+HSI

**Fig. 3.10:** Experimental setup consisting of two networked 3-DoF manipulators equipped with force sensing.

is 1 kHz. A position-based admittance control scheme is considered with the slave rendering a virtual tool. A proportional-derivative joint controller is used as motion controller; gravity and external forces are compensated. All controller parameters are summarized on Table 3.1.

The empirical values identified in [94], namely 17.6 Ns/m were used for the human damping resulting (together with a master damping of approximately 20 Ns/m) in an overall master-side damping of 37 Ns/m in all three degrees-of-freedom; we set the lower bound hence at a conservative value of \(\epsilon_m = 30\). On the slave side the virtual tool has 1000 Ns/m damping thus \(\epsilon_s = 1000\). A silicon cube is used as environment, having a damping 10 Ns/m, however, free space motion is also employed in the experiment, thus, we choose \(\delta_e = 0\). The human arm damping is considered unknown, i.e we just assume passive behavior of the human arm as typically done in the literature, \(\delta_h = 0\). The scaling parameters are chosen such that the free-space motion displayed dynamics are similar for both methods, \(b = 800, g_{11} = \sqrt{\hat{b}}, g_{22} = \frac{g_{11} \sin \theta \cos \theta}{\hat{b}}\) and result in \(\theta_l = 0.1^\circ\) and \(\theta_r = 45^\circ\). The time delay is 50 ms in both channels. The system is stable throughout the experiment. During the experiment the silicon cube, which has a stiffness 1400 N/m, is haptically explored. The proposed scheme is tested with \(\theta = 11^\circ\), see Fig. 3.11 and
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Fig. 3.11: Position tracking for (a) the generalized scattering transformation and (b) the standard scattering transformation. Together with the Figure 3.12 it is observed that for the same position displacements in both experiments, higher force is displayed in the generalized scattering transformation architecture.

Fig. 3.12 for a position and force tracking illustration, respectively. For almost the same displacement of the manipulators, a much larger in amplitude force is displayed for the generalized scattering transformation architecture. The displayed impedance is identified by a least-squares method and shown in Table 3.2. The same experiment is repeated, with a higher delay, i.e. 150 ms in each channel. Both approaches were stable and the identified displayed impedance results are also shown in Table 3.2. As expected, derived also from the transparency analysis, the environment feels ”softer” in both methods, with the generalized scattering transformation still superior in terms of displayed impedance. This generally results in more realistic contact, particularly in the first experiment a 34\% increase of displayed stiffness is observed, whereas in the second a 65 \%, both above the stiffness discrimination threshold reported in [89].

Overestimating the dissipativity of the right-hand side can result in instability, e.g. choosing or estimating the right-hand side as \(\delta_r = 50\) whereas in reality the damping is less, and choosing \(b = 100\) results in a wider range of eligible \(\theta \in [0, 59^\circ]\) for the transformation. Selecting the angle \(\theta = 55^\circ\), which should be a safe choice if everything was done correctly, resulted in an unstable system, as illustrated by the positions in Figure 3.13.

3.7 Discussion

Networked haptic teleoperation systems are facing the challenge of stability. Even a small amount of time delay can destabilize an otherwise stable closed-loop system. To mitigate this, the stability is studied under various communication unreliabilities of packet-switched networks. Previous researchers successfully used the passivity paradigm, however, to avoid the over-conservatism, only partially acquired knowledge about the unknown human and environment dynamical systems is, here, desired to be used.

Consequently, in this chapter, the stability of teleoperation architectures is studied under a dissipativity theory point-of-view. It is shown that all the subsystems of the overall
3.7 Discussion
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Fig. 3.12: Force tracking for (a) the generalized scattering transformation and (b) the standard scattering transformation. Higher in amplitude forces are observed in the case of the generalized scattering transformation.

teleoperation architecture can be modeled as IF-OFP dissipative systems, a subclass of $(Q, S, R)$-dissipative systems. Only approximate knowledge of their energetic behavior is required for that, and the overall approach avoids exact modeling of the internal states by preserving the input/output properties of energy-based approaches. A lower bound of the dissipation each system has is in most cases enough for the framework to apply. In that way, a human-centered approach is achieved, as the knowledge about the human arm dynamics is used in the control design and it is shown to help for performance improvements of the controller. Moreover, a semi-parametric class of systems is in that way used for the human dynamics. On the one hand, a constant second-order human arm model is not required as it would reduce the robustness of the approach in case the real model slightly differs from the nominal one. On the other hand, most passivity-based approaches seen so far characterized the human as simply passive, failing to distinguish between two human operators. With the proposed framework this is avoided. Furthermore, the approach, allows for non-passivity of certain components to be compensated by the excess passivity of others. This is a very important finding, considering the conservatism of the control design implied so far by requiring passivity of each subsystem. For the first time, for example, a human taking some non-passive action can be used in an energy-based teleoperation approach as his lack of passivity is expected to be compensated by some excess of passivity at another subsystem.

Besides that, a more general class of transformations, i.e. the generalized scattering transformation, helps to guarantee delay-independent finite gain $\mathcal{L}_2$-stability. The results can be extended to accommodate with other communication unreliabilities present in the channel, e.g. packet loss or missing samples due to data reduction (variable-rate updates). This practically allows every operator that satisfies some small gain property to be introduced in the communication channel.

A transparency analysis demonstrates the superior performance of the proposed approach. Particularly, the generalized scattering transformation outperformed the standard scattering approach in all cases in terms of displayed impedance. An experiment using
Fig. 3.13: Position tracking for $\theta = 55^\circ$, having overestimated the dissipativity of the right-hand side. The system is unstable.

A 3-DoF telerobotic system validated the effectiveness of our novel approach in terms of displayed impedance.

Further research of the presented methodology should look at the extension to dynamical transformations. The ability to change the transformation online, using sensor data that will notify significant changes of either the human or the environment is expected to overcome the conservatism that comes with the fact of a priori designing a static controller. Moreover, the online acquisition of model knowledge of the highly nonlinear human and environment systems still poses a significant challenge and remains an open problem. In Chapter 5, some ideas about the human arm dynamics knowledge are sketched.
**Tab. 3.2:** Displayed impedance results for the experimental comparison.

<table>
<thead>
<tr>
<th>Time delay $T_1 = T_2 = 50$ ms</th>
<th>Disp. Stiffness</th>
<th>Disp. Damping</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>367 N/m</td>
<td>68 Ns/m</td>
</tr>
<tr>
<td>$GST_{\theta = 11^\circ}$</td>
<td>492 N/m</td>
<td>12 Ns/m</td>
</tr>
<tr>
<td>Environment (ideal)</td>
<td>1400 N/m</td>
<td>10 Ns/m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time delay $T_1 = T_2 = 150$ ms</th>
<th>Disp. Stiffness</th>
<th>Disp. Damping</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>201 N/m</td>
<td>49 Ns/m</td>
</tr>
<tr>
<td>$GST_{\theta = 11^\circ}$</td>
<td>332 N/m</td>
<td>4 Ns/m</td>
</tr>
<tr>
<td>Environment (ideal)</td>
<td>1400 N/m</td>
<td>10 Ns/m</td>
</tr>
</tbody>
</table>
4 Perceptual haptic data reduction

In teleoperation systems haptic information needs to be sent bidirectionally between the human and the teleoperator, and a global control loop is closed over the communication system. For real-time processing and communication of haptic data in TPTA systems, very strict delay constraints are imposed by the involved control loops. Already milliseconds of time delay may destabilize the overall system. Besides that, the transmission resources for typical communication networks used in teleoperation scenarios are sometimes limited. Severe communication constraints are imposed by communication technology and infrastructure in space [170] and underwater telepresence applications [2] where the available bandwidth is generally limited and high packet rates are simply not feasible. Generally, in mobile (wireless) applications, higher network traffic is also directly related to higher power consumption. High network traffic may also lead to network congestion, in packet-switched networks as for example the Internet [104], and hence, to large transmission time delays and packet loss that can destabilize the control system or degrade the performance of a force-reflecting teleoperator [39, 169]. Efficient use of the communication channel and its resources is therefore of high interest. It has been significantly investigated by researchers in the previous decades and successfully employed standards for video (MPEG-4) and audio (MP3) are nowadays widely used. Here, data reduction methods, as well as transmission protocols, are investigated for the haptic modality. We envision, thus, efficient, resource-friendly haptic telepresence systems over communication networks.

Data compression for efficient storage and/or transmission has been investigated extensively by the information theory and source coding communities. For the compression of multimedia signals, lossy compression algorithms are most suitable, as they explicitly detect and remove irrelevant information, which either is not perceivable by the human or cannot be displayed due to hardware limitations. If compression is done without affecting the perceptual quality and without disturbing system performance, the applied signal processing methods are said to be transparent. Lossy compression schemes achieve high compression rates and are therefore of great interest for the compression of haptic signals. Data reduction for haptic signals is, however, fundamentally different from the compression of audio and video due to the haptic closed loop that a bilateral haptic communication requires. As a result of the strict delay and stability requirements, approaches that compress haptic signals without algorithmic delay are required.

In this chapter, data reduction schemes for haptic data are given. Focus is given, as in video and audio compression, on the perception of possibly introduced artifacts, thus the human psychophysics are strongly considered. First, the human perceptual abilities of motion and force are studied, and only then human-centered haptic data reduction approaches are discussed. For the evaluation of the proposed data reduction schemes, human factors are considered leading thus to a holistic human-centered data reduction algorithms design.
4.1 State-of-the-art and current challenges

Early approaches for haptic data compression can be found in [11, 64, 119], where different sampling and quantization techniques for haptic data are introduced. Applying differential pulse-code modulation (DPCM) and adaptive DPCM with Huffman coding on haptic signals has been treated in [148]. The concept of perceptual lossy compression for haptic data is there introduced and the authors propose to adjust the quantization coarseness such that the introduced quantization noise stays below absolute human haptic perception thresholds. None of the aforementioned approaches, however, addresses the reduction of the high packet rates which is the main challenge for real-time haptic interaction across packet-switched networks. The first proposal that targets packet rate reduction for networked control systems can be found in [123]. If the difference between the most recently sent update and the current input value exceeds a fixed threshold, signal updates are triggered. The receiver reacts to a missing sample by holding the value of the most recently received sample. Kuschel et. al developed a class of lossy data reduction methods for haptic telepresence systems that guaranteed stability in [96]. However, their approach adds additional time delay and estimation errors that do not allow for a subjective evaluation performance of the algorithms. Therefore, there is no guaranty provided that the data reduction algorithms will not impair the human perception. On the other hand, they benefit from the fact, that a specified upper-bound of the required bandwidth can be defined.

Haptic data reduction algorithms considered in this work should comply with three basic requirements

- high data reduction rate,
- transparency, i.e. the loss of information should be perceptually imperceivable, and
- stability of the control loop should not be impaired by the loss of information.

Actually, the first two requirements are common in data reduction/compression algorithms and are met in MP3 and JPEG standards. The combined approach from a communication, control-theoretic as well as psychophysics point of view resulted in the deadband-based haptic data reduction in [76, 68]. It is shown, that the deadband-based data reduction can lead to high reduction rates. Psychophysical studies indicate that the loss of information induced by the algorithm can be considered imperceivable. Stability of the global control loop is challenging as long as some information is removed from it. Therefore, all aforementioned approaches consider it and guarantee stability of the system with proper reconstruction strategies on the receiver side.

Aiming at an efficient communication resources usage in a haptic telepresence system, there are still significant challenges to be addressed. Teleoperation systems, nowadays, employ a lot of degrees-of-freedom. A human-like arm will need at least 7-DoF, whereas a cyber-hand haptic system is using more than 18 sensors [84, 27]. The future trend towards multi-DoF in robotic applications is illustrated also by the active artificial skin system presented in [160], showing the tendency of future applications that will of course require proper fusion and usage of large amount of data. Unfortunately, all presented approaches fail to address data-reduction of a multi-DoF system, at least in an efficient way. Having
the human user always in mind, and avoiding a transparency degradation by considering human perceptual limits, we propose, here, a data-reduction scheme appropriate for multi-DoF systems. The psychophysical background of the scheme is discussed whereas the conditions for stability are given.

Time delayed communication channels are also considered in this context. Although, the problem of data-reduction in time-delayed systems has been already studied in [73], human haptic perception still poses a challenge as it was not considered in the time-delayed setting. Particularly, all current approaches fail to satisfy all three criteria mentioned above when time delay is present, namely reduction, transparency and stability. Therefore, we propose a modified control scheme that uses the perceptual deadband-based data reduction technique on a time-delayed system, as long as the time delay is measurable. It is then managed to achieve, not only stability and high data reduction rates but also transparency as the underlying algorithm used is based on psychophysical findings.

To conclude, in this chapter, deadband-based data reduction is considered as a means of an efficient use of communication resources, especially in packet-switched networks. The main contribution of the chapter is the design of algorithms that satisfy first of all the three aforementioned criteria, namely data reduction, transparency, and stability. In parallel, they allow for realistic implementation in multi-DoF systems and over delayed communication channels too. The remainder of this chapter is organized as follows: The human perceptual characteristics are discussed in Section 4.2 and after briefly mentioning the deadband-based data reduction, see Section 4.3, a new approach for adaptive deadband is examined in Section 4.4. The chapter continues with the scheme for perceptual data reduction in time-delayed teleoperation in Section 4.5 and an algorithm for stable and transparent multi-DoF deadband in Section 4.6. Finally, a discussion concludes the chapter in Section 4.7.

4.2 Human perceptual characteristics

It is well known that the human may not discriminate arbitrarily small differences in a physical quantity. In order to investigate whether a human can detect a stimulus, differentiate between two stimuli, and quantify the magnitude or nature of this difference, its psychophysics are studied and psychophysical experiments are performed. In this context, typically two different types of thresholds are of interest. Absolute (sometimes called detection) thresholds refer to the smallest stimulus amplitude that can be perceived by a subject. Difference thresholds refer to the smallest difference in stimulus magnitude that can be perceived.

In 1834, the experimental physiologist Ernst Weber was among the first to propose a mathematical relationship between the physical intensity of a stimulus and its phenomenologically perceived intensity [172, 47]. Specifically, he proposed the size of the difference threshold (or just noticeable difference, JND) to be a linear function of stimulus intensity. This has become known as Weber’s Law of the JND. It can be described by the following equation

\[ \frac{\Delta I}{I} = \kappa = \text{constant} \]  

(4.1)
4 Perceptual haptic data reduction

<table>
<thead>
<tr>
<th>Haptic property</th>
<th>JND [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Force</td>
<td>7 %</td>
</tr>
<tr>
<td>Velocity</td>
<td>8 %</td>
</tr>
<tr>
<td>Torque</td>
<td>12,7 %</td>
</tr>
<tr>
<td>Angular velocity</td>
<td>12,5 %</td>
</tr>
<tr>
<td>Stiffness</td>
<td>23 %</td>
</tr>
</tbody>
</table>

Tab. 4.1: Examples of JND values for haptic entities reported in the literature [89] and [86].

where $I$ is the stimulus intensity, $\Delta I$ is the so-called Difference Threshold or the Just Noticeable Difference (abbreviated as JND) and $\kappa$ is a constant called the Weber fraction. It describes the smallest amount of change of stimulus intensity $I$ which can be detected just as often as it cannot be detected. In this context, the constant $\kappa$ describes the linear relationship between the JND and the initial stimulus intensity $I$. According to Weber’s Law, the psychophysical perception of a signal change is therefore proportional to the stimulus intensity itself.

Weber’s Law of the JND was found to apply to almost every sense modality, including haptic perception, and over a wide stimulus range [47, 162, 15, 52, 3]. It allows for the construction of a simple, yet efficient psychophysical model of human haptic perception. Discrimination thresholds for mechanical parameters such as stiffness [89, 88], inertia [139], and viscosity [90] and for quantities, such as position, velocity and force can be found in literature, see e.g. [87, 153]. A summary of the the most important haptic entities for this work are listed in Table 4.1. These values correspond to the perception for hand and arm.

Remark 4.2.1 The JND values also depend on the experiment conditions. They represent statistically determined empirical values and have in some cases wide variations.

Consequently, they can be applied to perceptual coding schemes, enabling the detection of perceived differences caused by coding artifacts in order to keep them continuously within imperceptible ranges. Interestingly enough, JNDs are most of the times identified in one-dimensional settings, this problem will be discussed in Section 4.6.

4.3 Deadband-based data reduction for haptic signals

The deadband approach is a lossy perceptual coding approach for haptic signals that exploits human haptic perception limits using Weber’s law of JND. It enables the detection of imperceptible changes in the signal that do not need to be signaled and can therefore be dropped at the encoder leading to packet rate reduction.

4.3.1 Deadband approach

With the deadband approach data are sent over the communication channel only if the difference between the most recently sent sample $x(t')$ and the current value $x(t)$, where $t > t'$, exceeds a perception threshold $\Delta x(t')$ then a signal update event is triggered and...
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Fig. 4.1: Principle of the Weber-inspired deadband approach. Haptic samples that lie in the deadzone $\Delta$ are not transmitted. The deadband changes analogously to the amplitude of the signal.

The packet is transmitted

\[
\text{If: } |x(t') - x(t)| \leq \Delta x(t') \quad \text{Do not transmit}
\]

\[
\text{Else: } \quad \text{Transmit new value.}
\]

The current deadband is redefined based on the update sample’s intensity value. Using the insights of Weber’s law this threshold is chosen to grow proportionally with the magnitude of the signal $x(t')$

\[
\Delta x(t') = k \cdot |x(t')| > 0,
\]

(4.2)

where $k \in [0, 1)$ is a factor that influences the size of the deadband. We intentionally use different notation for the deadband parameter as for the JND, i.e. $\kappa$, as the proposed compression scheme is inspired by Weber’s law but is not destined to identify JNDs. Therefore, a meaningful choice, from the transparency point of view, would be $k \leq \kappa$. The time instant $t$ or $t'$ will be in the following omitted for brevity; the most recently sent value $x(t')$ will be referred also as $x'$. The Weber-inspired deadband is proposed in [68] and has also been called relative deadband, as it grows relatively with the amplitude of the haptic signal.

The principle of the Weber-inspired deadband approach is also illustrated in Figure 4.1. Only samples that exceed the deadband $\Delta$ are transmitted and are indicated as black circles of this discrete signal output. Samples with blank circles fall within the currently defined deadband and can be dropped as the change is considered to be too small to be perceptible. Note that the deadband increases with the signal amplitude. As only the samples which violate the deadband are considered to contain perceptible information, the deadband-based data reduction scheme allows for signal-adaptive downsampling and therefore reduces the amount of samples within the haptic data streams. If the signal $x(t)$ is close to the origin the deadband becomes infinitely small. For practical reasons, e.g. in the case of noisy sensors, a minimum absolute deadband size exceeding the current noise level should be defined and the deadband is lower bounded

\[
\Delta \geq \Delta_{\text{min}},
\]

such that when the signal has a low amplitude no new packets are transmitted.
Remark 4.3.1 [75] The signs of the haptic signals define the direction of the power flow in the communication subsystem. As soon as the input $x(t)$ changes sign it must be transmitted. Therefore when the haptic signal $x(t)$ is close to the origin $|x(t)| < \Delta_{\min}$ the deadband is unequally spaced such that

$$\left| x(t) \right| \in \left[ 0, x(t') + \Delta_{\min} \right] \quad \text{if} \quad |x(t')| < \Delta_{\min} \quad (4.3)$$

$$\left| x(t) \right| \in \left[ |x(t')| \pm \Delta_{\min} \right] \quad \text{if} \quad |x(t')| \geq \Delta_{\min}. \quad (4.4)$$

With this definition of the deadband the sign consistency between transmitted values and current values at the sender is guaranteed

$$x(t)x(t') \geq 0. \quad (4.5)$$

4.3.2 Stability with deadband control

In order to guarantee the stability of the haptic telepresence system within the considered passivity approach the passivity of the subsystems has to be verified. Although this has been discussed for the human/HSI and the teleoperator/environment subsystem by assumption in Section 3.3.3, the passivity of the communication channel has to be studied again as now some artifacts due to the data reduction scheme are expected that can eventually lead to active behavior (energy generation). This can be examined by computing the energy balance of the bilateral communication line which for passivity must satisfy

$$\int_{0}^{t} \left( \dot{x}_h f^d_h - \dot{x}_e f_e \right) \, d\tau \geq 0 \quad \forall t > 0. \quad (4.6)$$

Without the deadband control the equality holds as $\dot{x}_e f_e = \dot{x}_h f_h$ and $f_h^d = f_e$ for all times $t$; the communication subsystem is passive (lossless).

The use of deadband results in empty sampling instances at the receiver side. The missing values need to be estimated to reconstruct the (quasi-)continuous signal at the corresponding receiver side; it is indicated as data reconstruction block in Figure 4.2. The data reconstruction block must not generate energy in order to preserve the passivity of the communication channel.
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The most common strategy used is the Hold-Last-Sample (abbreviated as HLS) algorithm. It uses the information of previous signal behavior and can be interpreted as zero-order hold, i.e. zero-order Taylor expansion. However, it is shown in [23, 70] that this algorithm may inject energy and, consequently, violate passivity.

Remark 4.3.2 Note that the non-passivity of the HLS algorithm does not necessarily lead to unstable behavior of the haptic telepresence system. In fact, there exist configurations of signal behavior where the HLS acts as a dissipative element. Still, stability cannot be guaranteed.

Therefore, it is here shown how a modified HLS strategy can reconstruct the empty sample instances of the transmitted signal without injecting energy in the communication channel, and hence, preserve passivity. It is expressed by

\[ \dot{x}^*_h(t) = \dot{x}_h(t') - \text{sign}\{\dot{f}_e(t)\}\Delta \dot{x}_h, \]

(4.7)

at the OP side and

\[ f^*_e(t) = f_e(t') + \text{sign}\{\dot{x}_d^d(t)\}\Delta f_e. \]

at the TO side where \( \dot{x}^*_h \) denotes the modified velocity at the OP side which equals the desired teleoperator velocity \( \dot{x}^d \) in Figure 4.2 and \( f^*_e \) is the modified environment force value which equals the desired human force \( f^d_h \). \( \Delta \dot{x}_h \) and \( \Delta f_e \) denote the currently applied deadbands and \( t' < t \) the time instant of the most recent signal update, and the sign function

\[ \text{sign} = \begin{cases} -1 & \text{if } x < 0 \\ 1 & \text{otherwise.} \end{cases} \]

Depending on the sign of the environmental force, the value is modified to upper or lower end of the deadband interval in order to dissipate energy. This is illustrated in Figure 4.3 for the OP side. By keeping the value within the deadband the change in signal is still considered as imperceivable.
Proposition 4.3.3 Assuming passivity of the human/HSI and TO/environment systems as described in Section 3.3.3, the modified HLS algorithm passifies the communication channel.

Proof: [75] We want to show that (4.6) is satisfied. The output of the data reconstruction \( x_h^*(t) \) and \( f_e^*(t) \) is fed to the TO and HSI, respectively, i.e. \( \dot{x}_h^*(t) = \dot{x}_t^d \) and \( f_e^*(t) = f_h^d(t) \) as shown in Figure 4.2. Due to the passivity of the human/HSI and TO/environment subsystems

\[
\dot{x}_h(t) f_e^*(t) \geq 0
\]

and

\[
\dot{x}_h^*(t) f_e(t) \geq 0.
\]

It is, therefore, sufficient to show that

\[
|\dot{x}_h(t)| |f_e^*(t)| > |\dot{x}_h^*(t)| |f_e(t)|.
\]

From the deadband control in (4.3) we know that

\[
|\dot{x}_h(t)| \geq |\dot{x}_h(t^{'})| - \Delta x_h(t^{'}).
\]

From the passivity condition on the subsystem human/HSI follows that

\[
\text{sign}\{f_e^*(t)\} = \text{sign}\{\dot{x}_h(t)\}
\]

which by the sign consistency in (4.5) gives

\[
\text{sign}\{f_e^*(t)\} = \text{sign}\{f_e(t^{'})\}.
\]

Hence from (4.7) the reconstructed value can be rewritten as

\[
|f_e^*(t)| = |f_e(t^{'}) + \Delta f_e(t^{'})|.
\]

In consequence

\[
|\dot{x}_h(t)| |f_e^*(t)| > (|\dot{x}_h(t^{'})| - \Delta x_h(t^{'}) + \Delta f_e(t^{'})|).
\]

Similarly

\[
|\dot{x}_h^*(t)| |f_e(t)| \leq (|\dot{x}_h(t^{'})| - \Delta x_h(t^{'}) + \Delta f_e(t^{'})|).
\]

Hence, it is true that

\[
|\dot{x}_h(t)| |f_e^*(t)| > |\dot{x}_h^*(t)| |f_e(t)|,
\]

and the reconstruction strategy (4.7) renders the communication block passive.  

\[ \blacksquare \]
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4.4.1 Human perception in relative movement

Weber’s law infers perceptual limits of the human haptic modality as seen in Section 4.2; however, very few of the empirical studies which investigate these limits consider the effects of dynamic movements and attentional requirements, both of which are important aspects of real-life task performance. Based on this rationale, it is here proposed to extend the previously discussed Weber-inspired deadband-based data reduction principle by incorporating an additional perceptual dimension, namely the velocity of the operator’s hand movement.

Whilst several studies suggest that haptic perceptive abilities are superior with active as opposed to passive movements [62, 158], attentional theories suggest that the opposite occurs when attention is divided between several goals or directed towards a specific task; see [38] for an overview. For example, in a realistic TPTA-based scenario, an operator would be required to plan, control and execute certain movements. These movements usually need to be executed with some degree of precision, in terms of position as well as force, in order to achieve a task objective. In this case, one would speculate that less cognitive resources are available to devote attention to the perception and interpretation of the force feedback received, in particular, if these force signals, or a distortion thereof, are not strictly task-relevant. Thus, it would seem likely that task-directed movement reduces the operator’s ability to perceive changes in displayed force-feedback, thus increasing JNDs between stimuli.

Although literature on this topic is scarce, empirical evidence seems to support this assumption. Several studies suggest that attention may have a direct effect on human haptic perceptive ability by triggering a remodulation of neuronal activity in the primary sensory cortex [83, 12]. Other studies found direct support for increased JNDs in the presence of multiple attentional demands. For example, [177] found in a study on change blindness, that the log of the Weber parameter is proportional to the log of the number of targets given. Moreover, [178] found that force discrimination thresholds were greater during hand movements than they were reported by studies in which no hand movement occurred. This effect was independent of the speed of movement. The influence of hand movements on absolute force perception thresholds (AFT) in the context of haptic data reduction is analyzed in [182]. They found AFTs to increase when the operator’s hand is in motion. However, neither difference detection thresholds nor performance and/or efficiency of corresponding data reduction architectures were investigated in their work. Based on these findings, and by using the acquired knowledge for human perception in relative movement, we investigate, here, the use of adaptive deadbands at the benefit of an efficient data transmission for haptic applications.

4.4.2 Velocity-adaptive deadband

Aiming to adjust the deadband data reduction approach to the demands of real-life TPTA-applications, we propose to modify the deadband approach with respect to the operator’s hand velocity, thus exploiting the potentially increased JNDs during task-directed hand
movement for the purpose of increased, yet still imperceptible, data reduction. This part of our work appeared first in [188]. The deadband-based reduction scheme constitutes a very useful tool for this study. Its simple mathematical model on the one hand side, and the guarantee of stability on the other, allow its direct use in TPTA-systems. Therefore, here, only the adaptive part of it will be investigated and its performance will be shown by psychophysical experiments. In the following only the force-discrimination when using a velocity-adaptive deadband is examined, therefore we will refer only to force deadband.

Specifically, we extend the deadband model, and the deadband parameter is now defined as a function of velocity

\[ \phi = k + \alpha \cdot |\dot{x}| \]  

where the velocity-adaptive deadband parameter \( \phi \) is determined by the sum of the constant component \( k \) and a velocity-proportional component characterized by the factor \( \alpha \geq 0 \). The parameter \( k \) represents a velocity-independent component of the JND as it was seen in Section 4.3.1. Adjusting \( \alpha \) allows us to control the influence of the velocity on the resulting modified deadband parameter \( \phi \). For \( \alpha = 0 \) the velocity independent relationship in (4.2) is obtained.

Accordingly, the size of the applied deadband bounds becomes

\[ \Delta f = \phi \cdot |f(t)| = (k + \alpha \cdot |\dot{x}(t)|) \cdot |f(t')| \]  

where the last violation of the deadband occurred at time \( t' > t \).

Example 4.1 An example of the applied adaptive deadband parameter \( \phi \) is visually illustrated in Figure 4.4. The random velocity signal \( \dot{x} \) referring to the operator’s hand movements is illustrated in Figure 4.4(a). It is used to define the velocity-adaptive deadband parameter \( \phi \), shown in Figure 4.4(c); \( \alpha = 0.3 \) whereas the constant deadband parameter \( k = 10\% \). The original, as well as the after-deadband, force signal is illustrated in Figure 4.4(b). A simulated packet rate comparison of both method is illustrated in Figure 4.4(d) for this example. A clear benefit of the adaptive deadband approach is observed.

4.4.3 System architecture

The architecture of our proposed velocity-adaptive deadband-based data reduction scheme is illustrated in Figure 4.5, where \( \dot{x}_h \) and \( f_h \) denote the velocity and the force-feedback signal on the human operator side, respectively; \( \dot{x}_t \) denotes the velocity of the teleoperator and \( f_e \) represents the environment force. The HSI measures the human operator’s hand movements and corresponding motion commands are sent across the network at high rate in order to control the teleoperator.

Remark 4.4.1 In this part of the work, the focus is on the evaluation of our proposed velocity-adaptive deadband scheme and, therefore, the latter is applied only on the force
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Fig. 4.4: Overview of the adaptive deadband algorithm. (a) An example of the velocity signal. (b) The corresponding force signal with and without deadband. (c) The adaptive deadband parameter $\phi$. (d) The number of transmitted packets with adaptive and standard deadband approach.

channel; no data reduction is applied on the velocity channel. However, previously developed schemes can be applied on the velocity transmitting forward channel in order to achieve bilateral haptic data reduction in the system [68].

At the teleoperator, the received velocity information enters the novel adaptive deadband block modifying the current deadband size according to (4.9). Compared to the data reduction principle of Section 4.3.1, larger deadbands can be applied during movements of the operator’s hand. A change in the force-feedback signal is only transmitted in case the applied perception threshold is violated. Thereby, an additional reduction in packet rate on the communication channel can be achieved.

4.4.4 Performance evaluation

To evaluate whether the velocity-dependent deadband coding scheme constitutes an improvement to the traditional Weber-inspired approach in terms of transparent, i.e. imperceptible, data reduction, an experimental study has been conducted. Firstly, it was aimed to determine the respective disturbance detection thresholds of the coding parameters, e.g.,
the constant component $k$, basis of the traditional Weber-inspired deadband approach, as well as the velocity adaptation parameter $\alpha$ from (4.9), which forms the basis of the proposed velocity-adaptive deadband extension. Secondly, it was to be tested whether either factor changed significantly with the speed of the movement performed by participants. Finally, it was to be investigated whether incorporating the velocity adaptation parameter $\alpha$ into the Weber-inspired deadband data reduction approach would lead to a significant packet rate reduction without adversely affecting the accuracy of teleoperator control.

**Participants**

18 male and 3 female students participated in the experiment (mean age = 27 years, std. deviation = 2.5 years), all of whom were right-handed and naive to the purpose of the experiment and the experimental setup. One person’s data set had to be excluded from further analysis due to measurement irregularities.

**Apparatus**

The experimental testbed consisted of a linear haptic device operated in force control mode as more extensively discussed in Appendix A. The remaining dynamics of the devices, i.e. 0.35 kg inertia and 3.01 Ns/m damping, were considered negligible for the purpose of the experiment. The human holding the linear haptic device interacted with a virtual environment. A virtual spring was chosen, supported by the fact that the mechanical spring represents a generic and simple design of many environments on haptic tasks. It acted as an admittance, namely it received velocity information from and provided force feedback to the device. A second PC, also running a real-time Linux kernel, received the position information from the haptic device in order to visualize the virtual teleoperator within a virtual telepresence environment. The connection between the two PCs was UDP/IP-based and time delay was on average less than 1 ms and was considered to be negligible. Two potentiometers enabled participants to control the parameters $k$ and $\alpha$ online and allowed for adjustments of $k$ and $\alpha$ to maximum settings of 0.40 and 1.20, respectively, with a resolution of 0.01. For an illustration of the experimental testbed see Figure 4.6.
### Experimental design

The study made use of a 2 (deadband type) x 3 (motion speed) within-subjects design. In order to introduce a measure of task performance accuracy and to ensure that participants move the master device with similar motion speeds, participants were given a task. Task objective was to control the movement of the virtual teleoperator so as to follow a moving cursor as closely as possible whilst participants experienced force-feedback originating from a virtual spring which covered the entire motion range on both directions. The spring constant was set to 100 N/m during all experiments. Assuming the users followed the cursor perfectly a maximum displacement of 15 cm was measured resulting in 15 N of maximum intended force. A screenshot of the visual feedback is illustrated in Figure 4.6(b). The motion speed with which the cursor moved from one side of the computer screen to the other was manipulated in a sinusoidal manner using three different frequencies: low, medium and high (2, 3 and 4 rad/s). The maximum for each motion speed level was 0.12 m/s, 0.18 m/s and 0.24 m/s. During the experiment, preferable configuration settings for the force component $k$, and for the velocity adaptation parameter $\alpha$ were measured for each speed. Also measured for each speed of movement were the resulting mean squared error (mse) of the distance between computer cursor and teleoperator positions including the data packet rates with use of the two deadband schemes.

### Procedure

Participants were first demonstrated the effects of the component $k$ as well as the velocity adaptation parameter $\alpha$ on the quality of the displayed force feedback signal; and they were given the opportunity to familiarize themselves with the task, the potentiometers and their effects on the control of the teleoperator. A carefully designed training phase ensured that all participants were approximately at the same level of training, as far as the detection of possible signal disturbances is concerned. They were then asked to continuously perform the task of following the moving cursor as closely as possible using the haptic device and the cursor coupled to it. In our experiment, an adapted method of adjustment was used.
for detecting and measuring absolute thresholds that allowed us to test a wide range of parameter values, see e.g. [47]. Whilst performing the task, participants were to adjust the parameters $k$ and $\alpha$, using the potentiometers, until they found the maximum setting with which no disturbance was felt. This disturbance would manifest itself in the form of increasingly abrupt dislocations of the force feedback device, which in turn required greater physical effort to precisely control the position of the teleoperator. All participants were instructed to use the same strategy for finding this setting, that is, to alternate between settings that lie below and above the perceived threshold. Specifically, they were asked to approach the target setting from both directions, i.e., initially starting to slowly increase from the minimum parameter value, followed by slowly decreasing from a maximum value, until they were confident that they had found the highest setting at which they felt no disturbance in the control of the teleoperator.

In a first step, participants focused on finding an optimum configuration for $k$ starting with its lowest setting ($k = 0$) while the velocity adaptation parameter $\alpha$ was set to zero. When they were confident that they had found the target setting, performance was measured for 10 seconds using the setting that participants had adjusted to. During these 10 seconds, participants only focused on their task performance. This procedure was repeated to find an optimum velocity adaptation parameter $\alpha$ with $k$ still set to the participants’ preferred configuration. Afterwards, both steps were repeated with two other speeds of movement.

The order of the three speed conditions, which determined the speed of the computer cursor, and consequently participants’ hand movements, was systematically randomized for each participant. Participants were also given headphones which prevented them from hearing sounds that might distract or influence them in any way. In addition, all participants were instructed to use the same type of grip, i.e., a heavy wrap grip as classified by [29], on the master device.

### 4.4.5 Results

Data were inspected for outliers, as well as for normality and homogeneity of variance. Data with $z$-scores of $z > \pm 3.29$ were excluded from further analysis. Where a violation of the assumptions of parametric data was suspected, necessary corrections have been made, as specified below.

**Disturbance detection thresholds for $k$ and $\alpha$**

The mean settings and standard deviations for parameters $k$ and $\alpha$ that participants adjusted to for each movement speed without feeling any introduced coding artifacts are displayed in Table 4.2.

The presented results indicate that the mean preferred setting for the constant component $k$ lies at around 0.06. The mean preferred value for the velocity adaptation parameter $\alpha$ has been detected to be approximately 0.15.
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**Tab. 4.2:** Preferred configuration for the parameters $k$ and $\alpha$ of the adaptive deadband coding scheme with respect to different speed levels. Maximum settings possible were 0.40 and 1.20 for $k$ and $\alpha$, respectively.

<table>
<thead>
<tr>
<th>Guided speed</th>
<th>Parameter $k$</th>
<th>Parameter $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>std. deviation</td>
</tr>
<tr>
<td>low</td>
<td>0.053</td>
<td>0.053</td>
</tr>
<tr>
<td>medium</td>
<td>0.064</td>
<td>0.056</td>
</tr>
<tr>
<td>high</td>
<td>0.059</td>
<td>0.027</td>
</tr>
</tbody>
</table>

**Velocity dependency of parameters $k$ and $\alpha$**

In order to determine the influence of the velocity of the operator’s hand on the respective deadband detection thresholds for the Weber-inspired and velocity-adaptive deadband types, as indicated by $k$ and $\alpha$, two within-subjects univariate analyses of variance (ANOVA) were conducted with hand movement speed as independent variable and adjusted $k$ and $\alpha$ settings as dependent variables, respectively. Since Mauchley’s test of sphericity was significant ($\chi^2(2) = 9.74, p < 0.05$), F-values for factor $k$ were adjusted using Greenhouse-Geisser corrections ($\epsilon = 0.71$). The ANOVA showed that neither $k$ ($F(1.41, 26.80) = 0.58, p = 0.57$) nor $\alpha$ ($F(2, 38) = 0.08, p = 0.93$) varied significantly with motion speed. This suggests that the effects of each component are velocity independent. That is, participants adjusted to very similar values for $k$ and $\alpha$, regardless of the speed at which they performed their movement. While the number of participants in this study would not suffice to detect small effects of speed on $k$ and $\alpha$ values, the results provide an indication that the design and the deployed psychophysical function consisting of a constant component $k$ and a velocity-proportional component characterized by $\alpha$ is a valid assumption.

**Effects of parameters $k$ and $\alpha$ on operator task performance and data reduction performance**

In order to determine whether or not the use of velocity-adaptive deadbands achieves greater data reduction compared to the Weber-inspired approach without deteriorating performance accuracy, two further repeated-measures ANOVA were conducted with movement speed (low, medium, high) and deadband type (non-adaptive vs. adaptive) as independent variables, and task performance accuracy (mean squared position error) as well as data reduction performance (signal updates per second) as dependent variables, respectively.

With regard to data reduction performance, F-values for speed effects were adjusted using Greenhouse-Geisser corrections ($\epsilon = 0.68$) as Mauchley’s test of sphericity was significant ($\chi^2(2) = 11.83, p < 0.05$). Despite a trend of increasing signal updates with increasing motion speed as indicated by the mean values, the ANOVA did not find a significant main effect of speed on data reduction performance ($F(1.35, 25.65) = 0.57, p = 0.51$). However, it did reveal a significant main effect of deadband type ($F(1, 19) = 18.43, p < 0.001$, part. $\eta^2 = 0.49$). The interaction between motion speed and deadband type was not significant.
Fig. 4.7: Mean values and standard deviations of packet rates with respect to velocity level and deadband type. Compared to Weber-inspired deadbands, an additional mean packet rate reduction of 30.1% without effects on task performance accuracy as observed on Figure 4.8 is achieved when using velocity-dependent deadbands.

Fig. 4.8: Task performance accuracy with respect to velocity level and deadband type. It is observed that the adaptive deadband does not significantly influence the task performance compared to the case where the Weber-based deadband is applied.
4.4 Velocity-adaptive perceptual thresholds

Looking at the mean values, the results indicate that the use of adaptive deadbands significantly reduced the number of signal updates performed per second, see Figure 4.7, regardless of the speed at which participants moved their hands.

For the ANOVA of task performance data, F-values for speed effects were adjusted using Greenhouse-Geisser corrections ($\epsilon = 0.62$) as Mauchley’s test of sphericity was significant ($\chi^2(2) = 16.60, p < 0.05$). The ANOVA revealed a significant main effect of speed on mean squared position error ($F(1.25, 23.71) = 32.59, p < 0.001$, part. $\eta^2 = 0.63$). Not surprisingly, Bonferroni-adjusted post-hoc comparisons indicated that the mean squared position error increased significantly with higher levels of velocity (low vs. medium $F(1, 19) = 32.32, p < 0.001$, part. $\eta^2 = 0.63$; medium vs. high $F(1, 19) = 13.34, p < 0.01$, part. $\eta^2 = 0.41$), as indicated by the mean values illustrated in Figure 4.8. However, there was no significant main effect of deadband type on position error ($F(1, 19) = 0.04, p = 0.85$), suggesting that task performance accuracy did not significantly deteriorate with the use of velocity-adaptive deadbands compared to the use of nonadaptive deadbands.

The mean values of the respective packet rates for each velocity showed that the adaptive deadband approach led to significantly greater data reduction compared to the Weber-inspired deadband coding scheme, as shown in Figure 4.7.

4.4.6 Summary

The main contribution of this part of the work is a novel data reduction approach for haptic signals with deadbands that dynamically change in order to exploit human haptic perception and discrimination limitations during task-directed hand movements. It is inspired by Weber’s Law of the JND and assumes the deadband size to be a linear function of the velocity of the human operator’s hand movement.

Psychophysical experiments were conducted aiming to assess whether or not the proposed perceptual coding scheme can be considered superior to the traditional deadband approach in terms of transparent data reduction.

The results indicate an optimum configuration of approximately $k = 0.06$ and $\alpha = 0.15$, regardless of the speed at which participants operated the master device. These settings indicate the average deadband detection threshold, defined as the maximum setting at which no disturbance is felt by the participants. It should be kept in mind that, since participants were motivated to find settings that lie below the disturbance threshold, these settings are likely to reflect a conservative response tendency. Thus, there remains a possibility that even greater data reduction may be used without a noticeable deterioration in performance accuracy or signal quality. On the other hand, one must also consider that the present study was only designed to test for large effects. Using a substantially larger participant pool might find small deteriorative effects. Nevertheless, considering the fine resolution of the potentiometers combined with the fact that participants’ optimum settings confine themselves to a fairly narrow range of the entire spectrum possible, see Table 4.2, the results presented in this study appear to represent a fairly accurate approximation to participants’ subjective experiences.

Overall, the results suggest that the velocity-adaptive deadband approach constitutes a significant improvement to the traditional Weber-inspired deadband approach in terms of data reduction performance. In our experiment, adding the velocity-proportional com-
ponent controlled by $\alpha$ to the constant component $k$ led to further significant reduction in sent data packets, thus allowing for an additional data reduction of up to 30% compared to the Weber-inspired deadband approach (total data reduction of 96%), without perceptibly impairing the quality of the force-feedback signal or significantly affecting task performance accuracy. Since this effect was observed for all three motion speeds tested, the concept of the velocity-dependent data reduction approach seems to be valid.

It should be pointed out that, whilst the adaptive deadband approach is certainly inspired by traditional psychophysical models and draws on findings of cognitive and neuropsychological studies, the present study was neither designed nor destined to make any substantiated claims regarding the role of directed attention in force perception. As such, it provides further impetus for future studies to examine the role of cognition in human haptic perception.

4.5 Perceptual data reduction in time-delayed teleoperation

In the previous sections we discussed how perceptual coding can be applied to haptic communication channels, and we provided the reconstruction strategies that will guarantee a stable haptic control loop based on the assumption of ineligible time delay. In most applications there exists a propagation as well as transmission delay depending on the protocol, network congestion etc. Guaranteeing stability can require transformation such the ones used in Chapter 3. In its simplest form, i.e. scattering transformation, the linear transformation of the power conjugated signals is transmitted over the communication channel instead of the power conjugated signals, i.e. force and velocity. Perceptual coding as discussed previously is, therefore, not directly applicable. Only the modified variables are transmitted over the communication network. Taken that, a modification of the deadband approach and the presented scattering transformation control architecture is discussed here, to further allow for perceptual coding on time delayed teleoperation.

4.5.1 Local computation of wave variables

In the following, we present a modification of the wave variable (or scattering transformation) control architecture which allows for directly sending perceptually encoded haptic signals over the communication channel while ensuring wave variable based teleoperation for TPTA systems with known constant communication latency. Expanding the wave variables equation (3.22), the desired force at the HSI can alternatively be written as
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\[ f_h^d(t) = b\ddot{x}_h(t) - \sqrt{2b}v_r(t) = b\ddot{x}_h(t) - \sqrt{2b}v_r(t - T_2) \]
\[ = b\ddot{x}_h(t) - \sqrt{2b}\left[ b\sqrt{\frac{2}{b}}\dot{x}_e(t - T_2) - \frac{1}{\sqrt{2b}}f_e(t - T_2) \right] \]
\[ = b\ddot{x}_h(t) - \left[ b\left( \frac{2}{b}\dot{x}_r(t - T_2) - \frac{1}{b}f_e(t - T_2) \right) - f_e(t - T_2) \right] \]
\[ = b\ddot{x}_h(t) - \left[ \sqrt{2b}\dot{x}_r(t - T_1 - T_2) - f_e(t - T_2) \right] \]
\[ = 2f_e(t - T_2) + b\ddot{x}_h(t) - b\ddot{x}_h(t - T_1 - T_2) - f_h(t - T_1 - T_2) \]
\[ = 2f_e(t - T_2) + b\ddot{x}_h(t) - b\ddot{x}_h(t - T_1 - T_2) - f_h(t - T_1 - T_2). \] (4.10)

The displayed force is, therefore, depending on the HSI velocity and the delayed HSI velocity/force which are all locally accessible assuming some storage element that stores these signals for the round-trip time delay, and the environment force which is transmitted over the backward time-delayed communication channel. Therefore, no real transmission of the wave variable \( v_r \) is needed, the environmental force \( f_e \) is transmitted instead. This technique is called Local Computation of Wave Variables (LCWV) and is presented for first time in [196].

Similarly, it holds for the desired velocity of the teleoperator

\[ x_t^d(t) = 2\ddot{x}_h(t - T_1) + x_t(t - T_1 - T_2) - f_e(t - T_1 - T_2) - \frac{1}{b}f_e(t), \] (4.11)

where now the HSI velocity is communicated via the forward communication channel.

The transmission block of the presented approach with locally computed wave variables (LCWV) has an equivalent input/output behavior as the standard wave variable architecture, see Figure 4.9, hence the passivity property is preserved and the stability is guaranteed. Observe that now haptic signals instead of wave variables are transmitted over the communication channel. This enables the use of perceptual coding schemes. In order to perform the computation, however, the local signals partially have to be stored for the round-trip time delay \( T_1 + T_2 \): \( \dot{x}_h, f_h \) at the OP side and \( \dot{x}_t, f_e \) at the TO side. Hence, the round-trip time delay needs to be known, which poses a limitation compared to the original wave variable approach where the exact knowledge is not required.

Fig. 4.9: The LCWV approach has an equal input/output behavior with the scattering transformation.
Fig. 4.10: The LCWV architecture combined with a perceptual coding scheme and deadband passifier blocks to guarantee stability.

Remark 4.5.1 The approach above, can be straightforwardly extended to other linear transformations as well, in particular, here the generalized scattering transformation is of interest. Unfortunately, measurable constant time delay is a prerequisite coming against most of the advantages GST comes with, such as the inclusion of any operator satisfying a small gain property in the network loop. This extension is thus not presented here and we limit ourselves to the standard scattering transformation approach.

4.5.2 System architecture

The proposed coding scheme, using the LCWV architecture to make the communication channel passive, is seen in Figure 4.10 as a cascade of two-port systems. A deadband block is now applied immediately on the haptic signals, i.e. the velocity of the human $\dot{x}_h$ and the force of the environment $f_e$. On the receiver side a data reconstruction block takes place. However, in order to guarantee the passivity of the channel, an extra deadband passifier block is introduced which is nothing more than the implementation of the modified HLS reconstruction strategy in Section 4.3.2. The cascade connection of those three 2-port systems, each of them dissipating energy, with the passive human/HSI and passive TO/environments leads then to a stable overall system.

4.5.3 Evaluation

To evaluate the proposed LCWV control scheme and the modified deadband scheme within a TPTA system, the packet rate reduction ability and system’s transparency is investigated. Our performance evaluation of the proposed control and coding architecture distinguishes two cases. We analyze the packet rate when both systems show a similar degree of transparency and also compare the transparency when both systems indicate similar packet rates. In lines with the transparency criterion from [97] we analyze the displayed mechanical impedance $Z_h$ in comparison to the environment impedance $Z_e$. The mechanical impedance is given as the mapping between velocity $\dot{x}$ and force $f$, if a valid linear approximation exist it can be represented in the Laplace domain as $Z(s) = \frac{F(s)}{sX(s)}$. If the displayed impedance $Z_h$ at the OP side is equal to the environment impedance $Z_e$ at the TO side $Z_e = Z_h$ then the TPTA system is transparent [97]. In order to make the transparency
of two approaches comparable we will use the degree of similarity of two impedances as presented in Section 2.1.2 and in (2.4). Particularly, we consider two impedances $Z_{h_1,2}$ as similar if

$$J(Z_{h_1}, Z_{h_2}) = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} \frac{1}{|Z_{h_1}(j\omega)|} |Z_{h_1}(j\omega) - Z_{h_2}(j\omega)| d\omega < \rho$$

with $\rho > 0$ some threshold value. The deadband algorithm changes the dynamics of the system and no analytical representation or linear model for the displayed impedance $Z_h(s)$ can be derived. We assume, however, that a linearization of the displayed impedance around some working point exist and use identification methods to estimate its frequency response.

For the simulations we consider a haptic TPTA system where the dynamics of HSI and TO are assumed to be negligible, only the environment and the coding/transmission blocks are considered. The system is excited with sinusoidal velocity inputs within a frequency window $[\omega_{\text{min}}, \omega_{\text{max}}] = [10^{-2}, 10^3]$ rad/s and unity amplitude. The gain and phase relation between the velocity signal and the resulting force feedback, i.e. the frequency response of the displayed impedance, is computed using a standard cross-correlation method [85]. The results for two prototypical cases: contact with a spring environment with a spring constant of 200N/m and free space motion are studied. The simulated time delay is $T_1 = T_2 = 30$ms which is considered to be a realistic assumption for teleoperation scenarios on earth using modern packet-switched networks. The sampling rate of the local control loops at HSI and teleoperator is 1 kHz. Accordingly, 1000 pks/s represents the standard packet rate without any data compression.

Results

Initially, the LCWV approach with modified deadband is applied with threshold parameter of $k = 10\%$ which is an empirically preferable value for transparent data reduction of haptic signals within TPTA systems, as presented in [68]. Additionally, the same Weber-inspired deadband scheme is applied on wave variables as proposed in [73], also configured with $k = 10\%$. The mean packet rates measured for both methods during the simulation are:

- WV - Weber-inspired deadband: $\uparrow$ 262 pks/s, $\downarrow$ 262 pks/s
- LCWV - Weber-inspired deadband: $\uparrow$ 265 pks/s, $\downarrow$ 245 pks/s,

where the average of the packet rate is taken over time and over all exciting frequencies, $\uparrow$ stands for the forward and $\downarrow$ for the backward channel. Both approaches show approximately the same packet rates which are substantially reduced compared to the original 1000 pks/s. However, the proposed LCWV based coding scheme achieves greater transparency according to displayed stiffness indicated by the amplitude and phase impedance characteristics, i.e.

$$J(Z_e, Z_{h_{\text{LCWV}}}) < J(Z_e, Z_{h_{\text{WV}}}),$$

as shown in Figure 4.11. It can be observed that the spring characteristics is lost for the WV architecture as no integrator behavior is apparent in its frequency response. This observation complies with the results of [73] where a relative (Weber-inspired) deadband is applied in the wave variable domain directly. Interestingly, there, a constant,
magnitude-independent deadband turns out to provide better results with respect to transparency/compression ratio than a relative one. Therefore, in the following we will compare our approach with the constant deadband approach for wave variables in [73].

A similar degree of transparency for the LCWV approach with $k = 10\%$ and the wave variable (WV) approach with constant deadband, i.e. similar displayed impedances $J(Zh_{LCWV}, Zh_{WV}) = 0.0015$, is achieved if the constant deadband value is chosen to be $0.02\sqrt{W}$ as identified in a line search. The corresponding Bode plots are shown in Figure 4.12. It should be noted here that part of the deviation of the displayed impedance in both approaches from the environment impedance is also a result of the original wave variable approach even without data compression as consequence of dynamics of the bilateral controller and the time delay. This deviation usually results in stiff environment being displayed softer. The mean packet rates are strongly - by further 38% - reduced within the LCWV approach.

- WV - constant deadband: ↑ 544 pks/s, ↓ 525 pks/s
- LCWV - Weber-inspired deadband: ↑ 324 pks/s, ↓ 332 pks/s

Finally, free space motion is simulated using the same deadband configuration as in the previous simulation, see Figure 4.13 for the corresponding impedance plots. For both architectures a deviation from the ideal displayed impedance, $Zh(s) \rightarrow -\infty$, is observed.
Fig. 4.12: Bode plot of displayed impedance for spring environment: LCWV with Weber-inspired deadband with $k = 10\%$; WV with constant deadband of $0.02\sqrt{W}$.

as the bilateral control dynamics and the time delay degrade the degree of transparency. The mean packet rate for the LCWV architecture is reduced by further 61% compared to the WV architecture, overall only 13% of the original data are transmitted:

- WV - constant deadband: $\uparrow 352$ pks/s, $\downarrow 334$ pks/s
- LCWV - Weber-inspired deadband: $\uparrow 265$ pks/s, $\downarrow 0$ pks/s

Qualitatively similar results are obtained for different deadband thresholds $k$, i.e. different compression rates, and different environments.

4.6 Systems with multiple degrees-of-freedom

The challenging and complex human perception of haptic signals in a multidimensional space restrains the deadband-based data reduction scheme to be as efficient as possible. In particular, the presented up to now schemes do not provide the ability of a compression scheme to fuse two different modalities, e.g. force and torques, or two dimensions, e.g. is a force with small magnitude in the y Cartesian direction perceivable if a force with a high magnitude in the x Cartesian direction dominates? Consequently, the reduction techniques in realistic multi-DoF scenarios are conservative and the reduction rates achieved can be
low. In this section, a simple, generic, easily-adaptable to many scenarios deadband-based reduction scheme for multi-DoF systems, first presented by the authors in [191], is proposed considering all different and complex perceptual limits of the human. A fit-for-all deadband form is given and by solving an optimization problem stability is guaranteed when using the proposed reconstruction strategy.

4.6.1 Human perception aspects

If a stimulus has more than one dimension, e.g. a force in the 3-dimensional space, or if stimuli of different nature are influencing the perception, e.g. 6-dimensional wrench in robotics, the multidimensional perception of the human has to be considered. Literature is scarce on this topic and the author could argue that the perception of multidimensional haptic stimuli is a rather poorly discovered field. Considering stimuli of different nature fused together, e.g. forces and torques, makes the problem even more complicated.

In [35] a two-dimensional Weber law is realized by determining the stimulus coordinates for all just noticeably different stimuli in all directions. The unidimensional Weber law provides a heuristic for the formulation of a law for two or more dimensions, assuming that Weber’s constants are equal along the dimensions $x$ and $y$. Therefore, a JND zone can be formed, that has in general a hyperspherical form. It is considered that stimuli that lie in
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Fig. 4.14: Direction-dependent perception thresholds adopted from [91]. The black vector indicated the last transmitted vector. All new vectors that will lie in the blue region are considered as imperceivable.

it, are imperceivable when the human is displayed with the initial stimulus \( I \).

Approaches with more complicated geometry are also discussed in [35], e.g. Helmholtz’s approach. However, the complexity of such forms makes them difficult to parametrize and to use. Besides that, Helmholtz’s approach has been criticized on empirical grounds.

Going one step further, there are unfortunately very few psychophysical studies investigating the dependency of the proportionality factor on the direction of haptic quantities. Pongrac et al. in [129] studied the discrimination of perturbating force depending on its direction. The results show a complex relation between the JND and the direction also depending on the reference value. Kammerl et. al propose in [91] to apply direction dependent perception thresholds for multi-DoF telepresence scenarios and revealed that the perception of artifacts arising from deadband-based data reduction is influenced by the direction of force feedback, and therefore, the multi-DoF equivalent of the 1-DoF deadzone is not isotropic for the force discrimination; see Figure 4.14 for an illustration.

The following work is psychophysically inspired and based on all these principles. As literature on this topic is still at an immature level, careful attention is given in the proposed framework to allow for most of the proposed perceptual models that face the problem of multidimensionality and multimodality in perception to be easily enclosed in our generic data reduction scheme.

4.6.2 Deadband for multi-DoF systems

In teleoperation systems with multi degrees-of-freedom a vector \( \mathbf{x} \in \mathbb{R}^n \) is transmitted instead of a signal. Applying the 1-DoF deadband approach to every single component of the representation is a straightforward extension, which however, turns out to be very inefficient with respect to the data transmission rate; in the following this approach will be called \textit{component-wise} deadband. If random movements with identically distributed directions and magnitudes of forces and velocities are examined, the component with the lowest magnitude and therefore the smallest deadband is mostly responsible for packet generation, see e.g. [68]. Moreover, the probability of having a component with low mag-
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Fig. 4.15: Multi-DoF deadband approaches. With the continuous line the signal received at time $t'$ is denoted, whereas the new signal is illustrated by the dashed blue line. It is observed that the new haptic signal (blue dashed line) does not trigger a new packet in the case of the vectorial deadband as it still lies in the deadzone. This is not the case for the component-wise deadband where the new haptic signal will indicate a new packet transmission despite the small, maybe imperceivable, change.

magnitude increases with the number of components, i.e. degrees-of-freedom, used. This effect is illustrated in Figure 4.15(a) where it is shown that a small change on the $x_2$ direction will violate the deadband although the change at the tip of the vector can be considered ”small”. A new multi-DoF deadband is proposed here and aims to overcome this limitation. Let $x \in \mathbb{R}^n$ and $x' \in \mathbb{R}^n$ be the current and the last sent signal vectors respectively. Analog to the 1-D case, if the norm of the difference is smaller than the deadzone, then no signal is sent, otherwise the new value is transmitted and the deadzone is reset. This idea is illustrated for a 2-dimensional signal in Figure 4.15(b) and the algorithm is named vectorial deadband. The deadband control algorithm can be defined

$$
\text{If: } d(x, x') \leq \Delta x' \quad \text{Do not transmit}
$$
$$
\text{Else: } \quad \text{Transmit new value},
$$

where $d(x, x')$ is the difference between the two stimuli $x$ and $x'$ and $\Delta x'$ defines the deadband zone.

In this work we consider a control architecture where velocities (linear and angular) and forces/torques are transmitted between HSI and teleoperator. As a result all transmitted variables can be assumed to be from finite dimensional vector spaces. Therefore, the general case of norm, the p-norm, can be used as the distance metric between the two vectors. For a given $x \in \mathbb{R}^n$, it is defined

$$
||x||_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}.
$$

Remark 4.6.1 The use of a p-norm is not meaningful when orientations have another representation, e.g. quaternions or Euler angles.

In psychophysics, a special case, the Euclidean norm, i.e. $p = 2$, is often used [47] and thus will be adopted here

$$
d(x, x') = ||x - x'||,
$$
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Fig. 4.16: Multi-DoF deadbands. (a) Spherical 3D deadzone with $k = 20\%$. The vector with the continuous line indicates the last received vector \( \mathbf{x}' \), whereas the dashed-lined vector indicates the value \( \mathbf{x} \) at the current time instance. (b) 2D elliptical (blue) and spherical (red) deadband zones for \( \mathbf{x} = [4 \ 10] \), \( k_{x_1} = 10\% \), \( k_{x_2} = 15\% \). and \( k_x = k_{x_1} = 10\% \) respectively.

where \( \| \cdot \| \) is used instead of \( \| \cdot \|_2 \) to simplify the notation. In the simplest case, the deadband \( \Delta_{\mathbf{x}'} \) can be defined analog to the 1-D case

\[
\Delta_{\mathbf{x}'} = k \cdot \| \mathbf{x}' \|.
\]

The multi-DoF deadband control algorithm can thus be described as follows

If: \( \| \mathbf{x}' - \mathbf{x} \| \leq k \cdot \| \mathbf{x}' \| \) Do not transmit
Else: Transmit new value. \hspace{1cm} (4.12)

In this case the deadband zone has a hyper-spherical form; see Figure 4.16(a) for an illustrative example. A signal with a small amplitude in one direction will no longer trigger redundant transmissions, the norm of the signal is used in the deadband instead.

However, the complex structure of the perceptual thresholds of a human, as discussed in the previous section, is not always isotropic but depends on the direction. Hence, nothing can guarantee that the perceptual space of the human or the spatial distribution of the JND is spherical. Therefore (4.12) might not be the best choice for a multidimensional signal. The presented framework should allow for the parameter \( k \) not to be equal for all spatial directions, i.e. non-istotropical perceptual spaces should be included. The data reduction scheme in (4.12) can still be considered valid although it is conservative. There, the smallest JND is still responsible for the choice of \( k \), i.e. the smallest allowable radius for a sphere will be chosen. As a result the efficiency of the data reduction mechanism may be low for the degrees of freedom which would allow for a higher \( k \). Hence, it is here proposed, to apply independent values for each corresponding dimension based on
psychophysical findings instead of using the same deadband factor for all the vector components. This generalization of the case discussed above has the advantage of defining a larger deadband zone, that can therefore lead to further data reduction without impairing the human perception. The proposed data reduction algorithm is now described as

\[ ||Ω_x(x' - x)|| \leq ||x'|| \]  

(4.13)

with

\[ Ω_x = \begin{pmatrix} \frac{1}{k_1} & 0 & \cdots & 0 \\ 0 & \frac{1}{k_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{k_n} \end{pmatrix} \]  

(4.14)

a diagonal positive-definite matrix. The deadband zone is in this case an axis-aligned ellipsoid.

**Remark 4.6.2** If \( Ω_x \) is a non-diagonal positive-definite matrix the deadband zone is a rotated ellipsoid. The cross-terms in \( Ω_x \) refer then to the masking effects between the different components of the vector considered. However, as the purpose of this work is neither to study masking effects nor are there available psychophysical studies to support it with proper values, they are set to 0.

Note that the positive-definiteness property of \( Ω_x \) is, here, a necessary condition. Since the set of changes that are unperceivable to human is bounded, the deadband zone must also form a bounded set, which is guaranteed here by \( Ω_x \) being positive-definite. An example of an elliptical deadzone compared to the spherical is illustrated for 2-dimensions in Figure 4.16(b). In Figure 4.17 it can also be seen, how the presented framework can be applied on different perceptual zones.
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4.6.3 Stability issues

Similarly to Section 4.3.2 a reconstruction strategy has to preserve the passivity of the communication channel, which is now using a multi-DoF deadband. As high sampling rates of the local control loops at the HSI and the teleoperator are assumed, the effects of discretization will be neglected in the following analysis: The locally controlled systems are approximated by continuous time systems.

We will refer to flow $u$ and effort $y$ variables, instead of the velocity and force signals of the 1-DoF case. For the 2-port network model shown in Figure 4.18 the passivity condition can be formulated recalling (2.15) as follows

$$\int_{0}^{t} \left( \frac{u^{T} \cdot y^{*}}{P_{M}} - \frac{y^{T} \cdot u^{*}}{P_{S}} \right) \, d\tau \geq 0 \quad \forall \, t > 0,$$

where the $*$ indicates reconstructed values, $P_{M}$ represents the power on the master side, and $P_{S}$ the power on the slave side. Unfortunately, the term $P_{M}$ is not known on the slave side, and the term $P_{S}$ is not known on the master side. A direct comparison between those two terms is thus not possible for passivity check. It is therefore here proposed, to maximize $u^{T} \cdot y^{*}$ and minimize $u^{*T} \cdot y$ to guarantee there exist no vector $y$ that generates more energy than the $y^{*}$ we are using for reconstruction, and no vector $u$ that generates less energy than $u^{*}$. This is a conservative reconstruction strategy which guarantees passivity, recall Section 2.3.1 and Proposition 4.3.3.

Reconstruction of flow signal

The reconstruction vector $u^{*}$ should at each time instance minimize the power under the constraints that

1. it lies in the deadband zone, and

2. that the power in (4.15) is positive, namely energy is dissipated by the communication channel and power is flowing from master to slave.

The first constraint ensures the transparency of the reconstruction algorithm, and the second is defined to guarantee that the reconstruction algorithm will not change the power
flow direction. However, by assumption the environment and the human dynamical systems are considered passive. Therefore it is true that

\[
\int_0^t u_h^T y_h^* = \int_0^t u^T y^* \geq 0,
\]

due to the passivity of the human, where \(u_h\) and \(y_h\) the human effort and flow variables, respectively. Similarly,

\[
\int_0^t y_e^T u_e^* = \int_0^t y^T u^* \geq 0,
\]

due to the passivity of the environment, where \(u_e\) and \(y_e\) the environmental effort and flow variables, respectively. Hence, the second condition is, here, always satisfied.

A constrained minimization problem of the energy \(P_S\) is then formulated as

\[
\text{Minimize } p(u^*) = u^* \cdot y \\
\text{with } c_1(u^*) = ||\Omega u^* (u' - u^*)|| \leq ||u'||,
\]

and can be solved using the Karush-Kuhn-Tucker method [109] by solving the following conditions

\[
\begin{align*}
\mathbf{u}^* L_{\mathbf{u}^*} &= 0 \\
\lambda_1 L_{\lambda_1} &= 0 \\
\lambda_1 &\geq 0 \text{ and } c_1(u^*) \leq ||u'||,
\end{align*}
\]

where

\[
\mathcal{L}(\mathbf{u}^*, \lambda_1) = p(\mathbf{u}^*) + \lambda_1 (c_1(\mathbf{u}^*) - ||u'||),
\]

and \(L_{\mathbf{u}^*}, L_{\lambda_1}\), the partial derivative of \(\mathcal{L}(\mathbf{u}^*, \lambda_1)\) with respect to \(\mathbf{u}^*\), and \(\lambda_1\), respectively. A solution exists when \(p(\mathbf{u}^*)\) and \(c_1(\mathbf{u}^*)\) are real-valued differentiable functions.

Solving the optimization problem yields

\[
\mathbf{u}^* = \mathbf{u}' - \frac{\Omega u^{-1} \Omega u^T y}{||\Omega u^T y||} ||u'||.
\]

**Proposition 4.6.3** The reconstruction strategy (4.20) solves the optimization problem (4.18).

**Proof:** The partial derivatives of \(\mathcal{L}\) in respect to \(\lambda_1\) and \(\mathbf{u}^*\) have to be calculated

\[
\mathcal{L}_{\mathbf{u}^*} = \frac{\partial p}{\partial \mathbf{u}^*} + \lambda_1 \frac{\partial (c_1 - ||u'||)}{\partial \mathbf{u}^*}.
\]
The term $C$ can be developed as follows

$$
\frac{\partial (c_1)}{\partial u^*} = \frac{\partial \left( \left( (u^* - u')^T \Omega_u^T \Omega_u (u^* - u') \right)^{\frac{1}{2}} \right)}{\partial u^*} = \frac{\partial u^*}{(\Omega_u^T \Omega_u + \Omega_u^T \Omega_u)^{\frac{1}{2}}} \left( u^* - u' \right) \frac{\Omega_u^T \Omega_u (u^* - u')^{\frac{1}{2}}}{2 c_1 (u^*)}.
$$

Without loss of generality, $\Omega$ is assumed to be symmetric. This way

$$
(\Omega_u^T \Omega_u + \Omega_u^T \Omega_u) = 2 \Omega_u^T \Omega_u.
$$

Based on these results, $L_{u^*}$ can be expressed as

$$
L_{u^*} = y + \lambda_1 \left( \Omega_u^T \Omega_u (u^* - u') \right) \frac{c_1 (u^*)}{c_1 (u^*)}, \quad (4.21)
$$

$$
L_{\lambda_1} = c_1 (u^*) - ||u'||, \quad (4.22)
$$

where

$$
L_{u^*} = \left( \frac{\partial L}{\partial u_1^*} \frac{\partial L}{\partial u_2^*} \frac{\partial L}{\partial u_3^*} \right)^T,
$$

$$
L_{\lambda_1} = \frac{\partial L}{\partial \lambda_1}.
$$

The Karush-Kuhn-Tucker conditions for (4.18) are the following

$$
u^* L_{u^*} = 0, \quad (4.23)
$$

$$
\lambda_1 L_{\lambda_1} = 0, \quad (4.24)
$$

$$
\lambda_1 \geq 0 \text{ and } c_1 (u^*) \leq ||u'||,
$$

Since $u^* \neq 0$, it follows from (4.23)

$$
L_{u^*} = 0.
$$

Considering the Karush-Kuhn-Tucker conditions there are two possible combinations of $\lambda_1$.

**Case 1:** $\lambda_1 = 0$: Setting $\lambda_1 = 0$ in (4.22) would lead to $y = 0$ which is not an admissible solution.
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**Case 2:** \( \lambda_1 > 0 \): Since \( \lambda_1 > 0 \), solving (4.24) leads to \( (c_1(u^*) - \|u'\|) = 0 \) which means

\[
c_1(u^*) = \|u'\| \Leftrightarrow \|\Omega_u (u^* - u_\ell)\| = \|u'\|. \tag{4.25}
\]

By replacing (4.25) in (4.22) and solving for \( u^* \), the following expression for \( u^* \) can be derived

\[
\Omega_u^T \Omega_u (u^* - u') = \frac{-y \|u'\|}{\lambda} \Rightarrow u^* = -\Omega_u^{-1} \Omega_u^{-T} \frac{y \|u'\|}{\lambda} + u'. \tag{4.26}
\]

Note that since \( \Omega_u \) is positive definite, it is always invertible and its inverse is also positive definite. Using the form (4.27) in (4.25) results in

\[
\left\| \Omega_u \left( -\Omega_u^{-1} \Omega_u^{-T} \frac{y \|u'\|}{\lambda} + u' - u' \right) \right\| = \left\| \Omega_u^{-T} \frac{y \|u'\|}{\lambda} \right\| = \|u'\|
\]

\[
\Rightarrow \left\| \frac{\|u'\|}{\lambda} \right\| \left\| \Omega_u^T y \right\| = \|u'\|. \tag{4.28}
\]

By solving for \( \lambda \) we get

\[
\lambda = \left\| \Omega_u^T y \right\|.
\]

By replacing \( \lambda \) in (4.27) the solution of the minimization problem (4.18) can be found as

\[
u^* = u_\ell - \frac{\Omega_u^{-1} \Omega_u^{-T} y \|u'\|}{\|\Omega_u^T y\|} \|u'\|. \tag{4.29}
\]

This completes the proof.

**Remark 4.6.4** In the case of spherical deadband, i.e. when \( \Omega_u = \frac{1}{k_u} I \), where \( k \) a positive constant and \( I \) the unity matrix, (4.20) can be simplified to

\[
u^* = u' - \frac{y}{\|y\|} k_u \|u'\|.
\]

**Remark 4.6.5** The above results comply in the 1-DoF case with the result in [76, 73] where it is shown that

\[
u^* = u' - \text{sign}(y) k_u \|u'\|. \tag{4.30}
\]

**Reconstruction of effort signal**

Similarly to the expression for \( u^* \) in (4.20), a maximization problem can be solved for \( P_M = u^T y^* \), such that the reconstruction of the effort signal \( y^* \) will maximize the power flow \( P_M \). This is equivalent with a minimization problem of \( -u^T y^* \). Using the same
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constrained optimization method the problem is formulated as as

\[
\text{Maximize} \quad u^T \cdot y^* \\
\text{with} \quad ||\Omega_y (y' - y^*)|| \leq ||y'||,
\]

which is equivalent to

\[
\text{Minimize} \quad -u^T \cdot y^* \\
\text{with} \quad ||\Omega_y (y' - y^*)|| \leq ||y'||.
\]

Solving the optimization problem (4.33) yields

\[
y^* = y' + \frac{\Omega^{-1}_y \Omega^{-T}_y u}{||\Omega^{-1}_y y^* u||} ||y'||.
\]

Proposition 4.6.6 The reconstruction strategy (4.34) solves the optimization problem (4.33).

Sketch of Proof: The solution follows the same steps as with the minimization problem solved above for the reconstruction vector \( u^* \).

Remark 4.6.7 For the spherical deadband (4.34) can be simplified to

\[
y^* = y' + \frac{u}{||u||} k_y ||y'||.
\]

4.6.4 Pose drift correction for multi-DoF systems

It can been shown that any disturbance, such as some missing samples due to data reduction, on a velocity-based architecture will induce a velocity error that consequently causes the human system interface and the teleoperator to drift from each other. Velocity-based architectures, e.g. suffer from this position and orientation drifts due to the integration error of the controllers. Such a position drift does not only deteriorate the transparency, but may also drive the system to inoperability if either the HSI or the TO reach their workspace limits. In [22] a time-delayed velocity/force architecture is extended by a position feedback. It is designed with a saturated position controller at the teleoperator such that the passivity condition is not violated. However, a system with only one degree-of-freedom is considered. Similarly, in a multi-DoF system a pose update in Cartesian space can be transmitted to compensate for the pose drift.

Here, a pose (position and orientation) update strategy within a closed-loop kinematic control as in [18] is used instead. A clever strategy will guarantee that this will not sacrifice for the efficiency in the transmissions of the communication channel. Particularly, a pose update is always transmitted together with the velocity data packets to improve the position tracking. This does not create any considerable load on the network, since haptic
telepresence systems are characterized more by increased packet rate rather than by high
payload utilization. On the other hand, when a new position update packet is required,
as will be seen later, the velocity information is also included in the same packet, avoiding
thus an extra transmission when the deadzone will be violated.

**Example 4.2** (Augmenting the payload data with position updates)
Assume a haptic telepresence system with 6 degrees-of-freedom. Its orientation is expressed
in quaternion space, the translation in Cartesian space; therefore 7 double end effector
values have to be transmitted. Needing 8 bytes per each double value will require a
relatively small 56 bytes data packet payload. The available payload of a UDP datagram
which is carried in a single IP packet is 65.507 bytes for IPv4 and 65.527 bytes for IPv6.
Therefore, the packet utilization that the haptic telepresence does is only 0.08% of the
available packet payload. With the addition of a pose update strategy, i.e. another 7 double
values, this will double up to 0.16%, which is however still extremely low. It is therefore
obvious, that unless there is no large increase in the degrees-of-freedom, the transmission
of additional signals is not problematic as long as now new packets are transmitted which
could lead to network congestion.

From the control point of view, the orientation and position errors introduced by the
deadband control are considered as kinematic disturbances. The updated pose values are
used in the closed kinematic controller in the sample time when they are received. For the
rest of the time the kinematic control loop is considered open until a new update arrives.
The closed-loop kinematic equation has the following form

\[
\dot{q} = J^{-1} \left[ v^* + K_t e_t + \omega^* + K_o e_o \right]
\]

(4.35)

where \(v^*\) and \(\omega^*\) the reconstructed linear and angular target velocities, \(q\) the joint angles,
\(J\) the Jacobian matrix of the robot, \(K_t\) and \(K_o\) positive-definite matrices of the kinematic
controller gains, and \(e_t, e_o\) the translational and orientational error, see Figure 4.19 for
an illustration. For the orientation error and the closed kinematic loop see Appendix B.2.
Asymptotic stability of this kinematic control, with the use of quaternions for orientation
representation, is proven in [18].

Nonetheless, if no deadband updates are transmitted for a long time, e.g. when velocity
remains constant, there might still be some significant position and orientation drift. In
some telerobotic scenarios, a maximum position drift \(\tilde{x}_{max}\) is allowed. There exists, there-
fore, a maximal period of time \(T_{max}\) that can elapse without new packets being sent, and
it is depending on the maximum velocity of the system. By knowledge of the maximum
allowable error, based on the last velocity value sent, and on the deadband parameter
\(k_{max} = \frac{1}{\lambda_{min}(\Omega_x)}\), where \(\Omega_x\) is defined in (4.14), we can compute the maximum period \(T_{max}\)
so that the upper bound of the position drift is not violated as follows.

Let \(x\) and \(x^*\) be the position of the master and slave respectively, corresponding to the
Fig. 4.19: The closed kinematic control used for the pose updates.

velocities $v$ and $v^*$ respectively, with $x(0) = x^*(0)$. The following relations hold

$$
\|x - x^*\| \leq \hat{x}_{max}
$$

$$
\Rightarrow \left\| \int_0^t v d\tau - \int_0^t v^* d\tau \right\| \leq \hat{x}_{max}
$$

$$
\Rightarrow \left\| \int_0^t (v - v^*) d\tau \right\| \leq \hat{x}_{max}.
$$

(4.36)

Using the Cauchy-Schwarz inequality

$$
\left\| \int_0^t (v - v^*) d\tau \right\| \leq \int_0^t \| v - v^* \| d\tau.
$$

This means that

$$
\int_0^t \| v - v^* \| d\tau \leq \hat{x}_{max} \Rightarrow \left\| \int_0^t (v - v^*) d\tau \right\| \leq \hat{x}_{max}.
$$

(4.37)

So the condition $C$ in (4.37) must hold in order to keep the position error below the its maximum allowed value. Since $v$ and $v^*$ are bounded by the deadband ellipsoid, the maximum distance between the points presented by these vectors is

$$
\max (\| v - v^* \|) = 2k_{max} \| v^* \|.
$$

In the case of an axis-aligned ellipsoid $k_{max} = \frac{1}{\lambda_{min}(\Omega)}$. If the ellipsoid is rotated, it can
be first transformed into an axis-aligned ellipsoid using the principal component analysis, and then $k_{\text{max}}$ can be calculated as described above.

In the period of time where no packets are sent, $k_{\text{max}} \|v'\|$ is constant since $v'$ is constant. This leads to

$$\int_0^t \max(||v - v^*||) \, d\tau = 2k_{\text{max}} \|v'\| \cdot t.$$  

This way, the maximal period of time $T_{\text{max}}$ can be determined, so that the upper bound of the position drift is not violated

$$2k_{\text{max}} \|v'\| T_{\text{max}} = \ddot{x}_{\text{max}}$$

$$\Rightarrow T_{\text{max}} = \frac{\ddot{x}_{\text{max}}}{2k_{\text{max}} \|v'\|}.$$  

(4.38)

Concluding, an augmented pose update strategy is proposed here to compensate for position and orientation drifts in velocity-based architectures. Pose updates are always transmitted together with the velocity updates as in the classical position update strategies, without having any significant influence on the efficiency of the system as it is shown in Example 4.2. If, however, the maximum allowable time $T_{\text{max}}$ is exceeded between two consecutive transmission, an extra pose update packet is triggered to avoid exceeding the maximum allowable drift.

If: $t - t' > T_{\text{max}}$ Transmit pose update
Else: Do nothing.

### 4.6.5 Experiments

The goal of the experiments here is to evaluate the proposed multi-DoF deadband scheme in terms of packet rate reduction, stability and position as well as stiffness error. As the main focus of this work, is rather the extension of previous results for systems with multiple degrees-of-freedom and the corresponding reconstruction criteria, these experiments are not destined to identify JNDs or argue about the perceptual performance of the proposed approach.

#### Experimental setup

The multi-DoF haptic teleoperation consists of a master 7-DoF manipulator, i.e. VlShaRD 7, and a human-scaled 7-DoF robotic arm for the teleoperator; for further technical details see Appendix A. Both robots are admittance-type devices and are thus controlled using a position-based admittance control scheme. Gravity and external forces are compensated. The rotation is represented in both robots in the quaternion space, however, the multi-DoF deadband approach applies to finite dimensional vector spaces. Therefore, the quaternions were converted to angular velocities, only for the transmission, and then converted back to quaternions. For the teleoperation experiment a velocity/force architecture was used. Hence, a 6-dimensional vector consisting of the master device Cartesian velocity as well
as the angular velocity, i.e. twist, were transmitted. On the slave side, the corresponding quaternion had to be computed and fed into the lower position-based controller of the robot. The 6-DoF force/torque, i.e. wrench, sensor of the slave device, measures the interaction forces/torques with the environment and transmitted it as a force-feedback to the HSI device. The teleoperation architecture is illustrated on Figure 4.20. The network channel consists of simple LAN with 100 MB/s bandwidth. Time delay is therefore considered negligible. Packet losses are ignored.

**Experiment design**

Deadband was applied on both channels and the reconstruction strategy given in (4.20) and (4.34) was applied at each receiver side. A multi-DoF deadband was defined independently for the linear and angular velocity, as well as for the forces and torques, totally four deadbands were used. The reason for this design, as explained previously, is that a psychophysical scaling quantity has to be defined between e.g. a force and a torque, otherwise they have different scales and the one deadband would mask the influence of the other quantity.

The experiment consisted of a free space motion and a contact phase where a silicon cube with stiffness 1400 N/m is haptically explored. The contact occured in a constant angle near 45°, so both the x- and z-components of the force were triggered. During the interaction the deadband algorithm switched between the multi-DoF deadband approach and the straightforward extension of the 1-DoF deadband, i.e. component-wise deadband. The same k is used in each dimension for simplicity. The displayed stiffness to the human is then estimated offline using least-squares identification.

**Results**

**Pose update strategy** The position and orientation updates contributed to a better position tracking of the system. A comparison of the translational position error in all three directions, x, y, and z with and without position update is illustrated in Figure 4.21.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinematic controller gain $K_t$</td>
<td>1000</td>
</tr>
<tr>
<td>Kinematic controller gain $K_o$</td>
<td>500</td>
</tr>
<tr>
<td>$\Delta f_{\min}$ [N]</td>
<td>1</td>
</tr>
<tr>
<td>$\Delta r_{\min}$ [Nm]</td>
<td>0.01</td>
</tr>
<tr>
<td>$\Delta \omega_{\min}$ [rad/s]</td>
<td>0.1</td>
</tr>
<tr>
<td>$\Delta v_{\min}$ [m/s]</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Tab. 4.3:** Deadband control parameters

![Graph](image)

**Fig. 4.21:** Position tracking with and without position update. An overall error of less than 2mm is observed when position updates are transmitted, whereas significant position drift is observed when not.

It is observed that after 35 sec of interaction with the system the position drift has increased significantly. With the proposed position update strategy the position drift is much smaller, less than 2 mm in this experiment, and considered negligible. In parallel, the whole approach does not significantly increase the packet rate. As observed in Figure 4.22 the packets transmitted with the position update strategy are not significantly increased compare to the packets transmitted without using this technique. The maximal period without update $T_{\text{max}}$ was heuristically set to 50ms, hence position updates were transmitted at least every 50ms.

**Stiffness error** Results are illustrated in Figure 4.24. It is observed that the multi-DoF deadband can lead to high data reduction without significant error on the stiffness; for 90% of packets reduced the stiffness error was measured to be below 5%. Psychophysical studies indicate a stiffness error up to 8% to be imperceivable for pinch/finger movements [161]
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Fig. 4.22: The packets transmitted with the use of the position update strategy and without it. It is observed that the position updates do not significantly increase the packet rate. The packets that would be transmitted without the use of deadband-based data reduction algorithm would be in that case $35 \times 1000 = 35000$ packets.

whereas the stiffness error perception threshold is increased up to 23% for the arm/forearm as shown in [89, 88]. Moreover, the fact that the curve for the multi-DoF deadband lies always below the component-wise deadband in both figures indicates the increased performance of the proposed approach. For the same amount of transmitted packets less stiffness error is induced.

4.6.6 Summary

To summarize, the novel multi-DoF haptic data reduction framework proposed here is considered to aid the development of algorithms for data reduction in multidimensional or multimodal settings. The ability to use hyper-ellipses in a multidimensional space and configuring them individually to the perceptual characteristics, that are of course in many cases yet to define by the psychophysics society, is a very important property, as it poses a generic tool to the field of haptic data reduction. Besides that, stability of the presented approaches is not endangered as the presented frameworks complies with the passivity (or dissipativity) setting. Experimental results validate our findings, indicating first, no significant packet rate increase when position updates are transmitted, and second, illustrating a clear benefit for the multi-DoF deadband scheme in terms of displayed stiffness error, compared to the classic component-wise deadband approach.
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4.7 Discussion

Modern haptic telepresence systems employ a lot of degrees-of-freedom. Consequently, the amount of data exchanged between the two principal components of a teleoperation system over the communication network is significant. Besides that, high packet rates are required for the haptic information, that are hard to maintain on long distances in current packet-switched communication networks. This can lead to network congestion and transmission delay. Especially, in wireless or underwater scenarios the high packet rates are far from realizable. Strategies to reduce the network traffic in haptic telepresence systems are reviewed in this chapter and extended to allow for further applicability in various scenarios. Core aspect of all approaches is the human perception, meaning that the artifacts introduced by the algorithms have to be imperceivable. The deadband control is thus chosen as underlying approach and deadband-based haptic data reduction schemes are employed.

First of all, the importance of the dynamics of the movement of the human arm in a teleoperation scenario is for first time, here, exploited to adapt accordingly the data reduction scheme. Higher data reduction rates are therefore achievable by just increasing the deadband when the human operator is moving with high velocity, and thus becomes less attentive to the forces applied on him/her, and vice versa. The method is evaluated experimentally and the results suggest that the velocity-adaptive deadband approach constitutes a solid improvement to the traditional Weber-inspired deadband approach. In the conducted experiments, adding the velocity-proportional component led to a additional

Fig. 4.23: Stiffness error: x-component. The proposed Multi-DoF deadband outnumbers the component-wise approach as it transmits less amount of packets for the same stiffness error and vice versa.
Fig. 4.24: Stiffness error: z-component. The proposed Multi-DoF deadband outnumbers the component-wise approach in this component as well. The fact that the Multi-DoF deadband curve lies below the component-wise one indicates its superior performance as it transmits less amount of packets for the same stiffness error and vice versa.

data reduction of up to 30% compared to the original Weber-inspired deadband, without significantly affecting the task performance accuracy. Furthermore, the effect was proved to be speed-invariant.

Besides that, the need for a perceptual scheme that will reduce the haptic data in a time-delayed teleoperation scenario without impairing the overall system stability is mentioned. An algorithm that uses the successful scattering transformation (or wave variables) approach to treat with the problem of stability on the other hand, but applies the perceptual deadband algorithm on haptic signals, and not on their transformed variables, is here proposed. It is shown how this technique can lead to higher data reduction rates.

Finally, the overall deadband-based data reduction scheme is generalized for multi-degree-of-freedom haptic telepresence systems. This aims to satisfy the requirement of efficient reduction in multidimensional spaces, which none of the approaches presented in the literature has touched upon. Moreover, the presented multi-DoF framework complies with the passivity-based architectures widely used in haptic teleoperation.

In summary, this chapter exploits the interaction, and especially the perceptual characteristics of the human to enable an efficient way of transmitting haptic data over a communication channel, usually packet-based. It builds upon well employed standards of the haptic data reduction literature, such as the Weber law and the deadband control, to enable for its realistic use in various teleoperation scenarios by integrating more of the acquired knowledge about the human in the design of the algorithms. Future studies should further
concentrate on acquiring human perception knowledge, e.g. in multi-dimensional/modal spaces, to further drive the field of haptic data reduction forward. Built on solid findings, the establishment of a haptic data protocol could also be considered.
5 The grip force employed for human-centered teleoperation

Obtaining knowledge of the human in a form of perceptual discrimination thresholds, i.e. JNDs, is just one way of designing the system in favor of transparency and efficiency in terms of communication resources. The human operator is far more complicated than that. Revolutionary ideas, as discussed in Chapter 3, incorporate human knowledge to the benefit of both stability and transparency. As the human is coupled with the telerobotic system and exchanges mechanical energy with it, this is done based on the energetic behavior or the apparent minimum damping the human arm displays. The inclusion of the human-knowledge in the design process still poses significant challenges. The work in Chapter 3 sets the stage by implying knowledge of the human operator to be acquired offline. In this chapter, we investigate the human dynamics and envision their online use in a human-centered control design, to the benefit of stability and transparency of the human-robot interaction and consequently of the overall haptic teleoperation system.

Amongst many human identification techniques, an extra degree-of-freedom, poorly exploited so far, is here investigated to acquire the knowledge of some human arm dynamics: the grip force of the human. It is believed, that by easily measuring how tight a human operator grasps the human system interface it is possible to adapt the haptic system accordingly and increase the interaction realism and the control performance. Particularly, it is found that the human grip force correlates with the mechanical impedance of his/her arm, or better specific parameters thereof. As a consequence, an approximation of the human arm mechanical impedance can be employed online by the controller and all this coming from a single, fast and reliable measurement. Along with this study, it is found, that the energetic behavior of the human arm, in terms of the dissipativity-based framework discussed in previous chapters, also correlates with the grip force offering thus great potential for energy-based approaches using this measurement and without requiring the measurement of the energy or the solution of process consuming linear matrix inequalities to estimate the \((Q,S,R)\) properties. In parallel, through the experiments conducted in this chapter the theory on dissipativity of the human arm discussed in Chapter 3 is further validated.

The innovation in this chapter lies thus in the inclusion of the human grip force, poorly exploited in human-robot interaction applications so far, in a teleoperation system design to improve transparency. Considering the fact that the damping is the most important parameter to stabilize an unstable system, either in a remote teleoperation setting, or in interactions with a virtual environment, we aim to utilize this relationship to improve the control performance. Moreover, visionary ideas are discussed combining the results of the previous chapters. The open problems highlighted in this chapter are expected to direct future research in this direction.

The remainder of this chapter is organized as follows: In Section 5.1 the state-of-the-
art in estimating the impedance of the human operator arm is presented. The idea of utilizing the grip force for an impedance estimation is sketched in Section 5.2 where a pilot experiment and its results are also illustrated. The benefit of the possible correlation of the grip force intensity with the human arm impedance is discussed in Section 5.3 and the chapter concludes with Section 5.4 discussing open problems and ideas for future work.

5.1 State-of-the-art

5.1.1 Modeling: Accuracy vs. robustness

As discussed in Section 2.1.1, human arm models can be distinguished to structured and unstructured ones. Structured models, such as e.g. the linear mass-spring-damper model are widely used for the human arm and are

- easier to identify,
- more useful in a control scheme, and
- can offer parametric stability conditions.

Such models are identified in [114, 43, 167, 34, 151] and used in various control schemes in [45, 163] and in teleoperation [94]. Nevertheless, they are criticized on their robustness as even small deviations from the nominal model may cause instabilities which is a significant disadvantage in approaches with high inter-subject variability. An online identification and an adaptive control scheme would definitely contribute to their wider use.

Non-parametric models, on the other hand, can allow for more nonlinearities. Moreover, the passivity paradigm also allows for an unknown structure appropriate to model the unknown changing human behavior/dynamics leading thus to greater robustness of the control approaches based on this principle; see [114, 78] and the discussion in Section 2.1.1. Nevertheless, non-parametric models difficultly distinguish between models. E.g. if two models are treated as passive, the same control strategy applies to both and, consequently, with the same results. They are therefore unsuitable for parameter adaptation.

Bridging the gap between those two cases, the dissipativity framework in Chapter 3 uses semi-parametric models by characterizing the human arm as dissipative and utilizing only approximate knowledge on its lower damping, in general its energetic behavior. This still allows for a partially nonlinear and unknown structure, but on the other hand two systems can be distinguished from each other and can differ on their degree of dissipativity facilitating the use of adaptive techniques without the disadvantages of model-based approaches. To the best of the author’s knowledge, no approach exist for the online identification of such semi-parametric human arm models, thus, early steps are provided in this chapter.

5.1.2 Measurements

Various sensors are used to accommodate the online identification of a model for the human arm. Usually high-precision position encoders and force measurements are employed to measure the position/orientation and the force/torques applied by the human
arm attached to the handle of a haptic device. The acquired data are then used in standard identification techniques, e.g. least-squares fit, to estimate the effective human arm characteristics usually as a mechanical impedance. In [43, 111] apart from the force and position data, electromyogram signals collected from upper arm muscles were also collected from electrodes attached at specific positions on the skin of the human operator. Although, this technique gives much more information on the muscle activity than simple position-force measurements, it is considered rather invasive as the electrodes have to be attached to each human operator. Furthermore, most electromyogram-based approaches require precise positioning of the sensors on each human arm, extensive calibrations and advanced signal processing.

It was only recently in [95] and in [59] where first insights appear that the grip (or grasp) force correlates with the impedance of the human arm and, hence, might help estimate it. Consequently, the measurement of the grip force could aid the development of haptic applications. As the field is rather immature a few grip force sensing devices exist. In [95] and in [59] simple forcing elements and rotational load cells were used. Similar approach is used later on in this chapter where a simple force sensor is positioned at the handle of the HSI to measure the grip force. Commercially available devices exist, at a rather early stage, such as the Grip Force Sensing Glove in [164] consisting of multiple flexible force sensors. Empirically, the accuracy and repeatability of the device is criticized. Recently, e-skin concepts made their appearance either as acting or sensing elements able to replicate the human skin behavior [159, 46]. In [46] a pressure sensitive skin is presented, able to adapt to the geometry of the object attached can offer reliable contact measurements. Those devices are yet not commercially available.

### 5.1.3 Human arm impedance identification

In the following we treat with parametric human models and therefore discuss techniques that are used to identify the human arm impedance in human-robot interaction setting. The basis of the identification techniques discussed here are the works of Hogan, Flash, and Mussa-Ivaldi in [79, 114]. They study the elastic force field which is generated to restore the human arm when displaced from an equilibrium posture by an external disturbance. The stiffness computed from this elastic force is represented as an ellipse characterized by three parameters: magnitude (the area), shape (the ratio of axis) and orientation (direction of the major axis). This representation captures the main geometrical features of the elastic force field associated with posture. It is also found that the conservative components of this elastic force field are much larger than the non-conservative part and the behavior of the neuromuscular system of the multiarticular arm is predominantly spring-like. It is finally then also found, that the results are strongly dependent on the arm configuration.

A linear least squares regression algorithm is applied in [43] to identify this stiffness during maintained posture with the foremost goal of understanding, by further knowledge of the human arm mechanics, the reason for this variation. It is shown, that the spatial variations of the hand stiffness ellipses in the horizontal place could be explained by a covariation between the shoulder stiffness and the stiffness component provided by two-joint muscles. They also found out that these stiffness parameters remained invariant over time.
Tsuji et al. in [168] studied damping and inertia amongst stiffness parameters in multi-joint arm movements using the same identification approach. Their results are summarized as follows: (1) the estimated inertia matrices of the human hand well agrees with computed values using a two-joint arm model, (2) spatial variations of the stiffness ellipses are consistent with the experimental results of Muss-Ivaldi in [114], (3) hand stiffness and damping increase with the grip force of the subject, and (4) damping and stiffness ellipses tend to have similar orientation.

Consequently, we use the same approach of [168] and [114] to identify the human arm end-point impedance by maintaining the posture. Small external disturbances are applied to the human arm, as seen in Figure 5.1, and a least-squares regression algorithm is employed to identify the apparent impedance parameters.

5.2 The human grip force towards impedance estimation

5.2.1 Idea

The human grip force, as discussed, is first explored in the works of Kuchenbecker et al. who found a positive linear correlation between grip force and wrist impedance in [95] and by Husser and Cutkosky who found out in [59] that the hand damping is steadily increasing with increasing pinch grasp force using two fingers. Also Tsuji et al. indicated in [168] that the grasp of the handle increased their identified impedance values.

We therefore, here, acknowledge for this extra degree-of-freedom - the grip force - and study it with the foremost goal of finding a relationship between the grip force intensity and the end-point human arm impedance. From now, as grip force, the measured force in the palm of the human operator grasping the haptic handle is considered. In the following, we present how a possible relationship between the grip force and the arm impedance during maintained posture is identified. The findings will be later employed for the according adaptive control mechanisms.

5.2.2 Impedance identification during maintained posture and grasping

The human arm impedance characteristics are examined here, including inertia and damping as well as stiffness, in multi-joint arm movements. For our work, only the apparent end-point impedance will be exploited, therefore no joint impedance values will be considered. The following impedance model is assumed

\[ M(t)\ddot{x}(t) + D(t)\dot{x}(t) + K(t)(x(t) - x_v(t)) = -f(t) \] (5.1)

where \( M(t), D(t) \) and \( K(t) \in \mathbb{R}^{l \times l} \) represent the arm end-point inertia, damping and stiffness matrices, respectively. \( x(t) \in \mathbb{R}^l \) is the hand position vector, \( x_v(t) \) represents a virtual equilibrium point, and \( f(t) \in \mathbb{R}^l \) is the interaction force (not to be confused with the grip force) measured by the force sensor of the haptic device. \( l \) is the dimensionality of the task space; in this work the impedance was investigated in a planar setting, hence \( l = 2 \),
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The human grip force $f_g(t) \in \mathbb{R}$ of the human operator grasping the handle of the HSI is measured from a simple self-constructed device using one sensor element in the force range of 0-110 N, see Figure 5.2. For more technical details the reader is referred to Appendix A.3. The human operator grasps the haptic device handle in such a way that the force sensing element and the aluminum bar on top of it is in contact with the intermediate phalanges (middle area) of the index, middle and ring finger. Goal of the study is to investigate potential relationship between this grasping force $f_g(t)$ and the parameter matrix $P = [M \ D \ K]$. For this reason a pilot study is conducted using the methodology described below to identify - if any - the existence of such a mapping function.

\begin{equation}
    h : f_g \rightarrow P.
\end{equation}

Impedance identification method

While a subject maintains a given hand location and posture, small external disturbances are applied to his arm by a manipulandum in order to estimate the its impedance, see Figure 5.1. A force is generated to restore the arm to its original position and the corresponding force-displacement vectors are measured and sampled over time in order to estimate the arm impedance by means of a second-order linear model. A small size of the disturbance is necessary in order to assume the approximate constancy of $M$, $D$ and $K$. The impedance model can be, however, straightforwardly extended to more dimensions. The impedance parameters can be joined in a parameter matrix $P = [M \ D \ K]$. The grip force $f_g(t) \in \mathbb{R}$ of the human arm is externally disturbed it displays an impedance similar to that of a mechanical mass-spring-damper system.

Fig. 5.1: Description of arm impedance. Adopted from [168]. If the human arm is externally disturbed it displays an impedance similar to that of a mechanical mass-spring-damper system.

The grip force $f_g(t) \in \mathbb{R}$ of the human operator grasping the handle of the HSI is measured from a simple self-constructed device using one sensor element in the force range of 0-110 N, see Figure 5.2. For more technical details the reader is referred to Appendix A.3. The human operator grasps the haptic device handle in such a way that the force sensing element and the aluminum bar on top of it is in contact with the intermediate phalanges (middle area) of the index, middle and ring finger. Goal of the study is to investigate potential relationship between this grasping force $f_g(t)$ and the parameter matrix $P$ when a posture is maintained in a planar setting, in other words the existence of a mapping function

\begin{equation}
    h : f_g \rightarrow P.
\end{equation}

For this reason a pilot study is conducted using the methodology described below to identify - if any - the existence of such a mapping function.

Impedance identification method

While a subject maintains a given hand location and posture, small external disturbances are applied to his arm by a manipulandum in order to estimate the its impedance, see Figure 5.1. A force is generated to restore the arm to its original position and the corresponding force-displacement vectors are measured and sampled over time in order to estimate the arm impedance by means of a second-order linear model. A small size of the disturbance is necessary in order to assume the approximate constancy of $M$, $D$ and $K$. The human grip force $f_g(t) \in \mathbb{R}$ of the human arm is externally disturbed it displays an impedance similar to that of a mechanical mass-spring-damper system.

Fig. 5.1: Description of arm impedance. Adopted from [168]. If the human arm is externally disturbed it displays an impedance similar to that of a mechanical mass-spring-damper system.
The grip force employed for human-centered teleoperation

which are known to depend on posture only in a smooth way. The short duration of the disturbance is demanded by the need to avoid a variation of the virtual equilibrium point $x_v$ during the measurement due to voluntary neural feedback. As a result, the arm inertia, damping, stiffness and the virtual equilibrium point are assumed to be constant after the onset of the disturbance. It is then possible to assume constancy of the second-order, linear impedance model of the arm dynamics for small motions around an equilibrium posture.

Since the equation is linear, the estimation problem can be solved by means of the standard least square procedure. At each set of displacement and force vectors the parameters of the impedance matrices is estimated by linear squares regression algorithm applied to the following equation

$$-f(t) = K\Delta x(t) + D\dot{x}(t) + M\ddot{x}(t)$$

where $f = [f_{x_1}, f_{x_2}]^T$, $\Delta x = [\Delta x_1, \Delta x_2]^T$, $\dot{x} = [\dot{x}_1, \dot{x}_2]^T$. Only 6 parameters are each time estimated as the displacements are either only along the horizontal $x_1$ or only along the vertical $x_2$ axes keeping the other component each time at zero. The linear regression algorithm is applied independently to the two equations and no restriction (constrain) is used. The system is overdetermined as the mass, damping and stiffness matrices are considered constant.

**Arm impedance representation**

As a result an estimated $\hat{P} = [\hat{M} \quad \hat{D} \quad \hat{K}]$ matrix is acquired. The identified matrices represent the relationship between a force vector and a displacement vector or one of its time derivatives, and are thus descriptive of force fields. Each two-dimensional impedance
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Fig. 5.3: (a) The subject grasping the manipulator. (b) The visual feedback the subjects were provided. They were instructed to use their grip force intensity to control the progress bar as closely as possible to the instructed value. At the end of the experiment, mean, minimum and maximum values were provided.

The matrix may be written generally as

$$Z = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix},$$

and may be decomposed into symmetric, $Z_s$, and antisymmetric, $Z_a$, parts

$$Z_s = \frac{1}{2}(Z + Z^T),$$

$$Z_a = \frac{1}{2}(Z - Z^T).$$

A concise graphical means of representing the symmetric component of such a matrix is as an ellipse whose contour is the locus of force vectors produced by rotating a fixed-length displacement vector (or one of its derivatives, for the dynamic impedance components) about the origin [79, 34]. Such an ellipse is characterized by size, shape, and orientation. The size is proportional to the determinant, the shape is given by the ratio of the larger to the smaller eigenvalue, and the orientation by the angle made by the principal eigenvector with the $x_1$-axis. The following equations transform the elements of the symmetric two-dimensional matrix [34]

$$Z_s = \begin{bmatrix} s_1 & s_2 \\ s_2 & s_3 \end{bmatrix},$$

into size, shape and orientation values

$$\lambda_{2,1} = \frac{1}{2}[(s_1 + s_3) \pm \sqrt{(s_1 + s_3)^2 + 4(s_2^2 - s_1 s_3)}],$$

$$A = \pi \lambda_1 \lambda_2.$$
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\[ R = \frac{\lambda_2}{\lambda_1}, \]  
\[ \theta = \tan^{-1} \frac{\lambda_2 - s_1}{s_2} = \tan^{-1} \frac{s_2}{\lambda_2 - s_3}, \]

where \( \lambda_i \) are the eigenvalues (\( \lambda_2 \geq \lambda_1 \)), and \( A, R, \) and \( \theta \) are the size (area), shape (aspect ratio), and orientation values, respectively.

**Participants**

5 male subjects participated in the experiment (mean age = 27.8 years, std. deviation = 2.05 years), all of whom were right-handed and naive to the purpose of the experiment and the experimental setup.

**Apparatus**

To measure the impedance parameter of the human arm manipulating a planar manipulandum a 2-DoF linear device is used as experimental testbed. The handle is equipped with the grip force sensing handle of Appendix A.3 and is able to measure forces up to 110 N with 1% accuracy. Both actuators are tubular linear motors, one Thrusttube 2504 and one 2510 both from Copley Controls Corp.. The linear devices were placed in a cross-configuration with the motor able to display the highest torque on the lower part. The device was equipped with a JR3 6-DoF force sensor to measure the applied arm interaction - and not grip - forces. The device is able to display 312 N of peak force in the direction of movement of the upper motor and 780 N in the direction of movement of the lower one. Both motors were connected to a digital servo drive Xenus XTL, also from Copley Controls Corp.. The digital servo operated in current control; thus, we can consider the signal input to be approximately proportional to the applied motor force. The position was measured by an optical incremental encoder with a precision of 1\( \mu \)m. The entire haptic interface was controlled by a PC running a real-time Linux operating system. The digital servo was connected to the PC through a Sensoray I/O card. The overall haptic device was controlled by a high-gain position controller which compensated for viscous and Coulomb friction as well as for external forces. The sampling rate of the haptic signals and the local control loops was 1 kHz.

**Experimental design**

The subjects took a seat in front of the robot and were instructed to grasp a planar robot manipulandum with a specified pre-instructed grip force level, see Figure 5.3(a). Five different grip force levels \( f_g \in \{10, 20, 40, 60, 80\} \) were given in random order as an instruction. A monitor was used to indicate the current grip force of the user using a progress bar and an arithmetic indication, see Figure 5.3(b). Each trial was repeated if the human subject failed to keep the indicated grip force approximately constant. Particularly, the mean value \( \mu_{f_g(t)} \) and the standard deviation \( \sigma_{f_g(t)} \) of the grip force were computed after each trial and displayed on the screen. If they exceeded the predefined tolerance thresholds the experiment was repeated. Particularly the mean and standard deviation
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should not exceed more than 20% the instructed grip force level.

The robot was positioned at the starting position using a feedback control law. The subject was asked to keep his hand at the initial position. An external disturbance was then applied to his hand by the robot, see Figure 5.4(a) for a profile of the disturbance pattern. The disturbance had an amplitude of about 15 mm and returned to the initial position in about 500 ms. This should eliminate any significant influence of voluntary responses of the subject on the measurements performed. Moreover, in order to avoid prediction by the subject, the time onset of the disturbance and its direction (among four possible ones, see Figure 5.4(b)) were chosen in random way. For each disturbance direction 5 repetition were required resulting in a $5 \times 4 = 20$ set of trials for each grip force level. The hand displacements $dx(t)$, the acceleration $\ddot{x}(t)$ and hand force $dF(t)$ were recorded. The derivative of the hand displacement $\dot{x}(t)$ was used as an estimation of the velocity. The arm impedance parameters, $M$, $D$, $K$, were estimated for a set of data corresponding to four disturbances with different directions. Mean values and standard deviations of the parameters of the arm impedance for the data sets (each trial) were used in the following analysis.

**Evaluation**

In [79, 114] it is shown that for a stiffness matrix acquired from a human impedance identification experiment during maintained posture only the conservative part of the matrix is largely predominant and therefore the symmetrical part of the stiffness matrix was calculated, as described in (5.4), and illustrated as an ellipse. Later, in [168] it is found, that similar to the stiffness matrix, the estimated inertia $\hat{M}$ and damping $\hat{D}$ matrices display also similar behavior. The conservative parts of the matrices are much larger than the non-conservative ones, and therefore only the symmetrical part is considered.

This rationale is considered also in the evaluation of our pilot study. Hence, the area (size), shape, and orientation of each impedance ellipse is computed after each set of 20
trials for each grip force level.

Results

The mean of the conservative part of each estimated impedance parameter matrix, i.e. $\hat{M}$, $\hat{D}$ and $\hat{K}$, is first computed for each grip level over all 20 repetitions. The size (area) of each ellipse can then be computed for each subject, and Figure 5.5 summarizes the findings of the pilot study by illustrating the mean size of the ellipse, together with the standard deviation for each impedance parameter at each grip force level. Figure 5.6 exemplarily shows the results in ellipse size for one random subject.

The results of the study are summarized in the following:

- The most important finding is that the size of the damping ellipses significantly increases with increasing grip force, see Figure 5.5(b). It is also observed, that the relationship is very close to linear. This knowledge can lead to significant performance increase as will be discussed in Section 5.3.

- The stiffness ellipse size did not significantly increase, see Figure 5.5(c). Although further insight is needed on that, this fact might be explained by the predefined specified human arm maintained posture we used in our experiment, see Figure 5.4(b). To no surprise, this result is aligned to the findings in [168], where the hand stiffness with and without grasping of the manipulandum is compared in an experiment with many maintained postures. It is observed, that in the same posture used in our experiments, no significant increase of the stiffness ellipse occurred as well, although the stiffness did significantly increase at other postures. However, that experiment used a molded plastic cast to fix the wrist and this result cannot straightforwardly be compared with our setting; future investigation with multiple postures should evaluate that.

- Finally, the inertia ellipse in our experiment, decreases with increasing grip force intensity, see Figure 5.5(a). Without any further insight, it is assumed that this behavior is a result of the more rigid contact that the human arm establishes when grasping the handle of the device tighter, which in turns reduces the apparent inertia. The study in [95], assumes the apparent inertia to be independent of the grip force and identifies one single value which is then used throughout all identification experiments. However, a more extensive study should further consider whether this leads to better impedance identification.

In Figure 5.5(d) the corresponding grip force levels are indicated for all subjects over all trials. Trials that exceeded the predefined thresholds were excluded from the study, and the trial was repeated. Therefore, the mean grip force of the subjects was very close to the instructed values, without any statistically significant overlap.

5.2.3 Discussion

The main result of this part is that the human arm end-point damping, in a second-order mechanical impedance model, highly correlates - almost linear - with the grip force. This
5.2 The human grip force towards impedance estimation

Fig. 5.5: The size of the impedance parameters ellipses for 5 different grip force levels. (a) The inertia ellipse size did not have a statistically significant change with increasing grip force. (b) The size of the damping ellipses is increasing, almost linearly, with the grip force level. This is an important finding which can be used at the controller design. (c) The size of the stiffness ellipse remained almost constant, indicating that the stiffness is eventually more influenced by the maintained pose rather than the maintained grip force. (d) The grip force intensity (mean and standard variation) of the subjects at the moment of the disturbance.
Fig. 5.6: The identified ellipses for the five grip force levels, 10, 20, 40, 60 and 80 N for a randomly chosen subject (No. 4). (a) The inertia ellipse size reduces with increasing grip force. (b) The damping increases for increasing grip force. Note however that no significant change occurred between 10 and 20 N grip. (c) Strange pattern for the stiffness ellipse size as it is for small grip forces decreasing, but higher grip forces lead to higher arm stiffness. Note that the non-elastic forces were ignored for all identified parameters, hence the ellipses cannot rotate. However, note that the principal axis in all ellipses over all parameters is always horizontally aligned due to the specific maintained posture that this experiment had. This agrees with the findings in [168].
result, for the time being, holds only for a planar environment at the given maintained posture. We hope that our pilot study, can further inspire studies from physiologists to provide solid results to be used from control engineers.

The pilot study poses several challenges. Despite the similarities with previous approaches, the presented one differs from what has been known so far and comparison with published results should be done with care. Particularly, in the study in [168] the wrist and the hand were fixed by a molded plastic cast tightly attached to the robot handle for the purpose of the experiment. In the present study, focusing on the effect of the grip force intensity in the overall apparent human arm impedance, the wrist was allowed to move freely and users were just instructed to keep it at the beginning of the experiment aligned with the forearm. Moreover, results are expected to be task- and device-dependent; the latter plays an important role in the identification process. Gomi et al. in [49] came up with five important factors for a reliable human arm stiffness measurement in dynamic environments. In detail, stiffness measurement invokes application of external forces to the arm by a manipulandum and measurement of the resulting trajectory perturbations. If the perturbation is too strong or the manipulandum is too heavy, the subject cannot complete natural movements, and arm stiffness increases to prevent failure. On the other hand, if the perturbation is too small, a reliable estimate cannot be obtained. The manipulandum needs to be (1) fast and light enough to minimize movement interference, while also being (2) strong enough to transmit large forces, and (3) rigid enough to be controlled at high frequencies. It is also necessary to (4) support the human arm on a horizontal plane to be free from the force of gravity and to reduce fatigue. Additionally, (5) nonlinear forces due to manipulandum dynamics should be reduced so as not to disturb the arm movements. Our high-fidelity equipment is assumed to satisfy almost all requirements, being able to be fast, display high forces, and approximating a linear behavior (physically and through friction compensation). On the other hand, it is a large and heavy device and it would be interesting to evaluate the results also with a lightweight impedance-type device.

5.3 Benefits of increased human arm damping and its online estimation

In the following, four distinct applications areas where the previous findings can be beneficial are discussed together with an illustration of the approach benefits. Direct thoughts towards a human-centered control design for teleoperation systems are also given.

5.3.1 Human-centered adaptive control

It is well known that in the presence of even small communication delay, a bilateral controller may become unstable. To increase the stability robustness, artificial damping can be added to the master controller to absorb the energy that is generated by the non-passive communication channel. As a result the control action consists not only of the delayed force-feedback but an extra damping term \( f_{vd} = f_e e^{-sT_d} + b_d \dot{x}_h \) where \( b_d \) represents the constant damping of the HSI device. Although, this damping term provides stability in
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practice it creates a mushy feeling for the operator. It is therefore desirable to keep it as low as possible, as often as possible.

Furthermore, as discussed in Chapter 3, the human arm damping contributes together with the device inherent damping to the stabilization of the overall haptic system. It is hence expected that a high human arm damping will stabilize the system and a lower one will put stability at risk. Actually, variable damping has been proposed to guarantee stability during contact actions in [102, 141, 36]. Although these methodologies are primarily stability-based designs, they do not include the operator’s dynamics in their adjustment schemes. A loose grasping, to use the grip force framework, can result in a system more vulnerable to instability than a firm grasp. On the other hand, the use of a conservative and excessive choice for the damping, as discussed above, will affect the realism of the haptic interaction.

The work of Mobasser and Hashtrudi-Zaad in [110] builds upon this principle based on their impedance identification work in [111] and proposes a variable damping teleoperation controller. It adjusts the master artificial damping based on the arm online identified natural damping to maintain a constant level of total damping. Practically this means, that when the human arm impedance, mainly the arm damping, reduces, additional damping is injected by the controller preserving the stability of the haptic system. When the human operator grasps the device firmly, with a higher effective damping, the extra damping is removed. Mobasser et al. manage to estimate the human arm impedance using 4 EMG signals. However, they require user-specific training of their classifiers plus extensive calibration and positioning of the EMG sensors. Our approach can avoid that, with the use of an grip-force-based damping estimation. Moreover, their work, and their identification technique is only appropriate for a 1-DoF system. The following example illustrates this adaptive approach.

Example 5.1 (Variable damping controller)
In this simulation study the effect of the human arm damping as a stabilizing factor is demonstrated for a basic haptic telepresence control architecture. A system with 1-DoF is considered and velocity is commanded from the HSI to the TO, the sensed environmental force is fed back to be displayed by the HSI. The time delay is 15 ms in both channels. The human operator applies a sinusoidal force with amplitude of 3 N and frequency 2 rad/s on the HSI. The HSI is simulated as an inertial device of 1 kg. By local control a damping $b_m$ can be injected. The TO is second-order system with mass 1 kg and damping 5 Ns/m and is controlled by a proportional-integral controller with the P-gain 300 Ns/m and the I-gain 4000 N/m. The environment is represented by a spring with constant 100 N/m.

The results are illustrated in Figure 5.7. In Figure 5.7(a) we observe a stable contact resulting from the firm grasp of the human, i.e. $b_h = 50$ Ns/m. Instability occurs when the human arm damping is reduced in Figure 5.7(b). If the reduction of the human arm damping is quickly recognized, e.g. with a grip force estimator, extra damping can be injected to stabilize the system as shown in Figure 5.7(c). Hence, stability is achieved without over-conservatism; the extra injected damping that might influence the haptic rendering is removed as long as the human operator grasps the haptic device firmly again and it is not used at all times.
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(a) Tight grasp guarantees a stable contact. (b) Loose grasp, namely low human arm damping, destabilizes the system. (c) Fast recognition of the lower human arm damping injects extra damping to stabilize it again.

Fig. 5.7: Simulation of a haptic teleoperation system in contact with a virtual environment represented by a spring with 100 N/m spring constant. (a) A firm human grasp ($b_h = 50\,\text{Ns/m}$) maintains a stable contact. (b) A loose grasp ($b_h = 0.1\,\text{Ns/m}$) makes the system unstable. (c) A variable damping of $10\,\text{Ns/m}$ is added at the moment of the loose grasp and the system remains stable.
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5.3.2 Higher fidelity in haptic rendering

The role of friction in haptic devices was early recognized as important in [48] as it plays a key role in dissipating surplus energy to maintain passivity of the haptic system when a haptic environment is rendered. It is also well known that the maximum achievable stiffness of a haptic system varies widely, mainly depending on sampling rate, quantization error, computational delay and amplifier dynamics [33]. Woo and Lee in [176] however, show that the effective viscous coefficient depends on the degree of human arm impedance as well as the physical friction, as the human stiffness and damping is applied in conjunction with the device parameters [33]. This implies, as also seen in Chapter 3, that the energy generated in a haptic system can be also dissipated by the human damping as well.

Particularly, they show that a necessary and sufficient condition for the maximum virtual wall stiffness displayable under the passivity setting is

\[ k_{\text{disp}} \leq \frac{2(b_m^h + b_d)}{T_s}. \]  

(5.11)

where \( b_m^h \) the minimum damping coefficient of the human arm, \( b_d \) the device damping and \( T_s \) the sampling time. This is a very important finding, highlighting that approximate knowledge of the human arm damping can lead to large benefits in haptic rendering, either higher displayed stiffness or relaxed requirements on the sampling frequency can be achieved. The relationship (5.11) is illustrated in Figure 5.8 indicating how a higher lower bound of human damping will allow for either higher stiffness for the same sampling rate, or lower required sampling frequency for the same amount of maximum displayable stiffness.

**Fig. 5.8:** The maximum displayed stiffness increases with the lower human arm damping. This can lead to either more stable systems or lowest required sampling frequency, thus data reduction and efficiency in networked systems.

\[ \text{Maximum displayable stiffness (N/m)} \]

\[ \text{Human arm minimum damping (Ns/m)} \]

\[ f_s = 2 \text{ kHz} \]

\[ f_s = 1 \text{ kHz} \]

\[ f_s = 500 \text{ Hz} \]
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Fig. 5.9: Means and standard deviation of the IFP(δ) parameter of the human arm for the 5 subjects that participated in the pilot study. An almost linear correlation of the grip force intensity and the parameter δ is observed. Extending this result might lead to fast and reliable dissipativity estimation without requiring the direct energy observation or the online solution of complex and processing power consuming optimization problems.

5.3.3 Estimating dissipative properties of human arm online

Chapter 3 dealt with the exploitation of dissipative energetic characteristics of different subsystems of the teleoperation architecture in order to guarantee stability and improve the transparency in haptic telepresence systems. For the human, in most cases and as shown in Section 3.1.3, the (Q, S, R)-dissipative parameters are assumed to be acquired offline, either by estimating lower damping bounds in simple IF-OFP systems or by solving LMIs such that the (Q, S, R)-dissipative inequality (2.3.9) is satisfied; for more details on solving the LMIs see [105].

To avoid the use of energy observers and the process-power consuming online solution of LMIs, but also to study the dissipative characteristics of the human arm from the data collected in the pilot study conducted for this chapter, Figure 5.9 illustrates the IFP(δ) property for the human arm considering the velocity/force as input/output pair. It is observed that for all grip forces the human arm of the subjects showed an apparent dissipative behavior which increased, almost linearly, with increasing grip force intensity. This indicates larger energy dissipation for larger grip forces, and consequently the grip force measurement can be utilized, in particular applications, as a good online dissipativity-estimator.
5.3.4 Transparency improvements in telepresence with communication unreliabilities

The benefit of an increased damping for a system with communication unreliabilities is sketched analytically in Chapter 3 and the corresponding transparency analysis is shown in Section 3.4. The identification of the human damping lower bound is important as higher values might lead to significant performance improvement. However, only static lower bounds were discussed. In fact, an online estimation of the human arm damping can further improve the transparency of the system; this would require dynamic transformations based on the online estimation of the damping/energetic behavior. The synchronization of both sides of the generalized scattering transformation poses significant challenges, so from a first point of view the generalized scattering transformation control scheme can only hope on minor or no benefit from an approximation of the lower damping of the human arm online.

Looking closer though, one can expect performance benefits in the generalized scattering transformation schema as well. Taken for granted that the grip force will give an approximate estimate of the human arm damping one could avoid over-conservative choices of the lower damping bound by injecting extra damping when needed, as done in Section 5.3.1, which in turn can increase the transparency of the overall haptic telepresence system. The following example illustrates these cases.

Example 5.2 (Variable damping controller for the GST architecture)
Assume a haptic interaction session with a stiff environment (spring constant 300 N/m) displayed over a delayed channel (50 ms in each direction) through the generalized scattering transformation architecture of Chapter 3. The haptic sessions employs firm grasp of the human with the HSI at the 90% of the session time and loose grasp at the rest 10%. Without fast human damping estimation the loose grasp leads to an over-conservative choice based on this 10% of the time which the human maintained a loose grasp of the haptic device and consequently had a low damping. The dissipativity of the lefthandside architecture is thus selected as $\epsilon_l = 0$ resulting in an overconservative choice of $\theta = 45^\circ$, namely the scattering transformation. The displayed stiffness, computed by the least squares stiffness estimate of the mechanical impedance in (3.24), is in this case 31.83 N/m. Alternatively, it can be computed (with an Pade-approximation induced error) by (3.28). Considering now, that the lefthand side is a dissipative system where the energy dissipating damping term is always preserved at a high level, e.g. $\epsilon_l = 30$, and further assuming a fast identification of the loose grasp and injection of the extra missing damping as in Section 5.3.1 takes place, allows for a broader range of transformation angles in $[2^\circ, 45^\circ]$ instead of just $\theta = 45^\circ$. Choosing $\theta = 10^\circ$ results in a displayed stiffness of 172.71 N/m, pointing out that a fast recognition of human damping and a non worst-case choice of transformation angle with the help of a variable damping controller can lead to significant control performance increase at the expense of damping injection in a small period of time.
5.4 Open problems - Vistas

Acquiring knowledge of the human dynamics or the human energetic behavior and using it for adaptive control actions is only one step towards what we envision as human-centered control design. A range of improvements that were sketched out in the previous sections give further insight for the direction that a future research can take on that. Aside from the implementation-specific issues of the grip force sensing impedance estimator a number of problems remain still open and further research should concentrate on them.

- First of all, it should be pointed out that a simple linear time-invariant parametric model is considered in our study. To treat with dexterous human arm movements, in a 6-dimensional space, more complicated human arm impedance models have to be employed in the future and the studies should be elaborated to more complex environments than just a planar setting.

- A major point in the presented study is that only static grip forces are employed, as users were instructed to preserve a constant grip force. Furthermore, the human arm dynamics were also considered constant, even in the parametric model. Therefore, further research should point out whether the human grip dynamics correlate with the human arm ones in a dynamic setting. Practically, there is an imperative need for better tools to identify the human arm characteristics dynamically, up to now studies on stiffness during human arm movements have been made [49, 163, 34, 50].

- The lower bound of the damping term is, unfortunately, through a single grip force measurement not guaranteed. Hence, the control strategies should take that into consideration. Up to now, no robust controller has been proposed in this setting. Interesting enough, are also Markov-based approaches which can use the grip force as a classification future for specific behavioral states of the human arm. Stochastic exponential stability of the overall system could then be studied.

- Human-centered knowledge acquired online will definitely lead to adaptive control actions. From a human-centered point of view, adaptive controllers are not a panacea. Quite a few studies, e.g. in [134], exist on the transparency of adaptive control actions, particularly when this affects the displayed dynamics to the human. User studies to evaluate up to which point are time-varying displayed dynamics desired to increase the task performance are necessary.

- Finally, a general control theoretic formulation of the grip-force-based haptic system in terms of stability, reachability and detectability will build the fundamental for future research.

5.5 Discussion

The human operator grip force is a significant degree of freedom neglected so far in haptic rendering or teleoperation settings. The system presented in this chapter utilizes this
information to provide an innovative haptic teleoperation system that is affected by the human and adapted correspondingly online. The approach hopefully paves the way for other human-centered control designs for haptic systems.

Particularly, a pilot study is conducted to identify possible correlation between the human operator grip force and the human arm impedance. Results from a user study in a planar experiment with maintained arm posture, interestingly enough, indicate some linear correlation of the grip force with the effective end-point human arm viscosity (damping) and furthermore with the human arm dissipativity. Taken that, adaptive control schemes could be given and directions on how this knowledge of human arm dynamics, acquired in a fast way, can lead to better performing controllers are sketched. Actually, a variable damping controller which observes the human arm apparent damping is given. By injecting damping only when needed, stability can be guaranteed, even e.g. when the human does not touch a high-tuned system; transparency can also be improved. The idea is further transferable to time-delayed telepresence systems as the one studied in Chapter 3, an example is provided. Furthermore, along with previous research findings, we illustrate how the knowledge of the minimum human arm damping can lead to lower required sampling rate, thus, haptic data reduction.

Finally, open problems are discussed and, based on the promising results, future research directions are given, mainly in a two-fold way: First, knowledge of the dexterous human dynamics should be further incorporated online on the control schemes, and secondly, control schemes should allow for further adaptability, i.e. dynamic transformations. A better control-theoretic formulation is also required to extend the usage of the approach.
6 Conclusions and future directions

6.1 Concluding remarks

The focus of this dissertation is on human-centered control design for haptic telepresence systems over communication networks. Conceptually unique is the consideration of the human as the common reference point throughout the whole design process, i.e. i) at bilateral controller that will guarantee a safe and stable interaction, ii) at the data reduction algorithms for efficient network resources usage, and iii) at the appropriate techniques that will augment the system to improve its realism. The main approaches along with the major result are highlighted in the following.

What makes haptic telepresence systems so unique is that a control loop is closed over two highly uncertain and unpredictable systems, the human operator and the environment. Moreover, all data is transmitted over a communication network which is known to influence networked control systems and their stability. In order to achieve stability, the control community came up with a broad range of controller schemes, the most important thereof, being approaches that could guarantee stability for an almost unknown human operator and in an almost unknown and unexplored environment. Avoiding the exact modeling of the human operator is the key aspect, as most approaches that tried to use an exact dynamical model failed to be employed in haptic telepresence scenarios with relatively different human dynamics. This, however, led to an over-conservative, in terms of control performance, passivity-based design. Chapter 3 aims to circumvent exactly this problem. Equipped with the background knowledge of Chapter 2 a new control design approach is given for haptic telepresence system based on only approximate knowledge of the human operator, the environment, or the controlled robotic manipulators. The theory of \((Q,S,R)\)-dissipative systems is employed to avoid exact modeling of the subsystems. Only input-output properties of the involved subsystems is required. Any further knowledge available can, however, easily get integrated in the design. The whole design approach is also modular, fulfilling thus the requirement of studying each subsystem independently. To circumvent the challenges posed by communication unreliabilities, such as time delay and packet loss, the generalized scattering transformation, which applies to \((Q,S,R)\)-dissipative systems, is employed. As a result finite gain \(L_2\)-stability can be deduced and a small gain condition is satisfied in the communication network. Additionally, a transparency analysis of the proposed approach shows improved performance, in terms of displayed mechanical properties, compared to the standard scattering transformation, highlighting the impact that the presented approach can have in the overall field of the passivity-based designs that dominated the control-theory the last years.

The role of the human operator, is early acknowledged in this thesis. However, from the engineering point of view, it is usually assumed that this knowledge, whether of its perceptual system or its physiology is existent or acquired offline. Chapter 5 goes beyond
that and proposes an innovative way of acquiring knowledge of the human arm dynamics simply and quickly. The main idea is here, that the human arm end-point impedance correlates with the grip force intensity. The more firm or tight the human grasps the human system interface, the higher the arm impedance or some parameters thereof. This knowledge could be exploited as a fast estimator of the human arm impedance. A pilot study is conducted, and a second-order model of the human arm impedance is estimated for 5 different grip force levels in a planar manipulator and by maintaining a constant posture. Interestingly enough, the damping of the human arm increases almost linearly with the grip force intensity. Without any further measures and using cheap and reliable sensing one has a coarse estimation of the damping that could be beneficial in both haptic telepresence or haptic rendering scenarios; some of them are demonstrated.

Finally, not only human motor skills are in this work incorporated. The human haptic perception is also considered in the global control loop. First of all, performance is in all phases of the thesis measured in a perception-oriented manner. The use of metrics such as transparency, or the degree thereof, validate this and focus is mainly given at distortions that may degrade the human feeling of presence. Psychophysical studies validate the performance of the controllers in many phases to further enhance this. Besides that, in Chapter 4 the perceptual characteristics of the human operator further inspire and influence the system design. Particularly, the communication network is studied. Fact is, that the controllers will require high sampling rate and rapid data transmission to perform as best as possible. This can lead to severe problems in the network. Network congestion, from the thousands of packets triggered per second, is only one. High bandwidth requirements, especially in application areas where broad bandwidth is very expensive or even unavailable (e.g. underwater, wireless/space), is another. A range of haptic data reduction techniques, applicable in different scenarios, is proposed in Chapter 4. All share the same perception-inspired idea, the deadband approach. Deadband is applied in time-delayed systems, in systems with multiple degrees of freedom, and even further extended, i.e. adaptive deadband-based reduction. Psychophysical studies were conducted to validate the approach.

In summary, the ideas, concepts and approaches developed here significantly advance the state-of-the-art in haptic telepresence system and pave the way to more human-centric schemes. Moreover, the generic methodology applied overcomes the haptic community and is hoped that this work is transferable and will inspire research in other disciplines as well.

6.2 Outlook

Haptic telepresence system have the ultimate goal of true immersion in the remote/scaled side. Further research should close the gap between the theory and praxis and enable humans to solve challenging real-world problems better, faster and safer. The human-centered control design presented in this thesis further elaborates the developments in this area towards an absolute transparent but also stable system. It considers current challenges and state-of-the-art methods and introduces new dimensions with the dissipativity-based framework. There is a number of exciting research directions directly emerging from this results that could be considered in the future, some are:
Multiple-inputs-multiple-outputs - From the control-theoretic point of view, the presented framework, can be extended to systems with multiple-inputs-multiple-outputs (MIMO). This can further reduce the restrictions required by each subsystem of the overall teleoperation architecture and hence lead to improved performance.

Psychophysical findings in multi-/dimensional/modal spaces - With respect to the reduction schemes of haptic data, the psychophysical findings in multidimensional perception should be elaborated and expanded. It was early recognized in this thesis, that the knowledge of the human perception in multi-dimensional spaces is inadequate. A few is only known, on the cross-effects that different simultaneous stimuli have on the human operator perception. Any further finding could greatly benefit the developed haptic data reduction schemes and the presented idea for multi-DoF deadband could be further elaborated.

Knowledge-based control - The use of the subsystems’ dissipation on the one side, and the use of the grip force on the other highlight just two examples in the haptic telepresence setting, where further, not necessarily dynamic, model knowledge can lead to either more stable or better performing control systems. Acquiring knowledge, instead of a priori assuming it, is the key in the methods presented here and carves the path for other applications as well. A control-theoretic framework able to address the challenges of stability, reachability and detectability of them is a goal to achieve.

Behavioral-based control - Stochastic theory offers a set of tools, e.g. Markov-based approaches, which could be employed to mitigate the high uncertainty of human actions. Measurements such as the grip force, could classify the human to specific behavioral states and stochastically predict his future actions. From the control perspective, stochastic exponential stability could be also studied.

We are confident, that solutions can be met in the near future and haptic telepresence systems will very soon find their way in medicine, space and large-scale dangerous or hazardous operations and probably later on might enter the consumer market.
A Appendix - Experimental setups

A.1 Linear haptic device

This experimental testbed consists of two identical 1-DoF tubular linear motors, Thrust-tube 2510 from Copley Controls Corp., shown in Figure A.1, each equipped with a Burster Corp. 8524-5500 force sensor and a PC. The linear motor is able to display peak forces of up to 780 N and continuous stall forces of up to 104.3 N and is connected to a digital servo drive Xenus XTL, also from Copley Controls Corp. The digital servo operates in current control; thus, we can consider the signal input to be approximately proportional to the applied motor force. The position is measured by an optical incremental encoder with a precision of 1 µm. The force sensor has a measurement range of 0 ± 500 N with an accuracy of 0.25% in full scale. The system is characterized by its linearity. No trigonometric functions are necessary to compute the position of the end-effector as e.g. necessary when using rotary joints. Moreover, due to its simplicity, exact mathematical models can be found which describe the system. Hereby, the dynamics of the telemanipulation can be identified as a mass-damper system with standard system identification techniques. The corresponding parameters are shown in Table A.1.

Two different control modes are used to realize different teleoperation architectures, the force and the velocity control mode, and are discussed in the following.

**Force control mode** The entire haptic interface is controlled by a PC running a real-time Linux operating system. The digital servo is connected to the PC through a Sensoray I/O card. The overall haptic device is controlled by a high-gained force controller which compensates for viscous and Coulomb friction as well as for external forces. A force proportional P-gain= 4 is chosen and results in reduced device dynamics displayed to the human, i.e. 0.35 kg inertia and 3.01 Ns/m damping. All the control functions are implemented by Simulink blocksets. The sampling rate of the haptic signals and the local control loops is 1 kHz.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass m</td>
<td>2.386 kq</td>
</tr>
<tr>
<td>damping d</td>
<td>20 Ns/m</td>
</tr>
<tr>
<td>motor electrical time constant $T_a$</td>
<td>0.00065 s</td>
</tr>
<tr>
<td>force sensor time constant $T_f$</td>
<td>0.0032 s</td>
</tr>
</tbody>
</table>
Fig. A.1: A linear haptic 1-DoF device as a Human-System-Interface and as teleoperator (similar kinematics). The human is grasping a handle which is attached to a force sensor parallel to the direction of the rod. The teleoperator can interact with real or even virtual environments.

**Velocity control mode** The teleoperator is velocity-controlled with a proportional-integral controller with the P-gain 8000 Ns/m and the I-gain 40000 N/m. The sampling rate of the haptic signals and the local control loops is 1 kHz.
A.2 Multi-DoF haptic telepresence setup

This experimental testbed consists of an admittance-type haptic interface for bimanual manipulation as presented in [127], the ViSHaRD 7, and a human-scaled 7-DoF mobile teleoperator [16].

A.2.1 ViSHaRD7

The Virtual Scenario Haptic Rendering Device has two arms each with 7 actuated DoF, the first one being a linear axis and the remaining 6 being revolute joints. It has hence full 6-DoF capability; it is illustrated on Figure A.2. Each arm is also employed with 6-DoF force/torque sensor mounted on its end effectors. Both arms are admittance-type devices and are thus controlled using position-based admittance control schemes as presented in [126], i.e. a inner-position controller is employed to cancel the nonlinear dynamics and friction, and an outer admittance loop to render dynamics and provide more robust stability. The control parameters are listed in Table A.2. The mobile platform of the device, allowing it to move in the room, was not used in our experiments. For a detailed extensive analysis of the design, the output capability and for an evaluation of the device the reader is encouraged to read [126, 127].
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A.2.2 Teleoperator

The teleoperator is a human-scaled redundant bimanual robot. It consists of two identical, human-scaled arms, whereby each arm further consists of two spherical joints with 3-DOF at shoulder and wrist, and one revolute joint at the elbow as designed in [155, 154]. A 6-DoF force/torque sensor is employed in each arm. It is characterized by accurate position control, dexterous free space motion, and singularity robust kinematic transformations. It is also equipped with a camera head and a mobile platform which were not used in our experiments.

Both arms are again admittance-type devices and are thus controlled using position-based admittance control schemes as presented in [126], i.e. a inner-position controller is employed to cancel the nonlinear dynamics and friction, and an outer admittance loop to render dynamics and provide more robust stability. The control parameters are listed in Table A.3.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Master</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>diag (100000, 64, 64, 4, 8, 5, 2)</td>
</tr>
<tr>
<td>$K_d$</td>
<td>diag (640, 0.12, 0.12, 0.12, 0.008, 0.004, 0.05)</td>
</tr>
<tr>
<td>$M_t[Kg]$</td>
<td>diag (10, 10, 10)</td>
</tr>
<tr>
<td>$M_o[Kgm^2]$</td>
<td>diag (0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>$D_t$</td>
<td>diag (11, 11, 11)</td>
</tr>
<tr>
<td>$D_o$</td>
<td>diag (0.5, 0.5, 0.5)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Teleoperator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>diag (6000, 6000, 6000, 6000, 3000, 3000, 3000)</td>
</tr>
<tr>
<td>$K_d$</td>
<td>diag (0.25, 0.25, 0.25, 0.25, 0.25, 0.1, 0.1)</td>
</tr>
<tr>
<td>$M_t[Kg]$</td>
<td>diag (10, 10, 10)</td>
</tr>
<tr>
<td>$M_o[Kgm^2]$</td>
<td>diag (0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>$D_t$</td>
<td>diag (11, 11, 11)</td>
</tr>
<tr>
<td>$D_o$</td>
<td>diag (0.5, 0.5, 0.5)</td>
</tr>
</tbody>
</table>

Tab. A.2: Robot control parameters for the ViSHaRD7 haptic rendering device.

A.3 Grip force sensing handle

To measure the force which the human user applies when grasping the handle of the haptic device a low-noise load cell FC22 from Measurement Specialists is used. The load cell is able to measure forces up to approximately 110 Newton (25 lbf) with an accuracy (non linearity, hysteresis, and repeatability) of 1%. The sensor housing is mounted in the aluminum handle as illustrated in Figure A.4 with the sensing element coming out of it. A rigid aluminum bar is attached on top of the load cell, increasing thus the effective plane that the human palm/fingers can press/squeeze. The force created by the pivot effect that
the sensor and the aluminum bar cause is for simplicity here ignored; we assume that the measured force applies homogeneously along the aluminum bar.
Fig. A.4: The self-made grip force sensing device. A sensor element is built in the handle that the human user grasps.
Appendix - Aspects of robotic manipulators control

Although the telerobotics research has gained significance the last two decades, the problems of robotic control that have to do with telerobotics are poorly discussed in telerobotics literature. Moreover, most of the algorithms, or even stability guaranteeing control architectures that are proposed, tend to ignore fundamental robotic problems by only treating 1-DoF cases. Here, the most important problems that were faced during the implementation of our algorithms in a real telerobotic multi-DoF equipment are discussed.

Motion controllers are used in teleoperation systems for both the HSI and the teleoperator in the velocity-velocity architecture and for the teleoperator in the velocity-force architecture. Motion control ensures the tracking of a desired velocity or position. A PI-controller is widely used in teleoperation systems in case of velocity control [117]. Combining a PI-controller with dynamic controllers compensates the robot dynamics and improves the performance of the motion controller.

Kinematically similar manipulators can be controlled in joint level with independent joint controllers. However, task space control is considered in most of telerobotic scenarios for the motion control because in most of the cases the HSI and teleoperator manipulators differ kinematically. Besides that, in passivity-based control, Cartesian-based implementations seem to be less conservative than independent passive joint controllers [63]. However, in velocity-based architectures, as most passivity-based techniques are, Cartesian-based control poses some challenges as the variables are transmitted through a network to another system.

Two of those are discussed here. First of all, although position (translation) control is trivial, the orientation is challenging due to the singularities some orientation representations pose. The problem becomes more challenging in teleoperation systems due to the derivation and integration that velocity-based techniques require. The integration of the angular velocity, that is transmitted through the communication channel for example, would not have a physical meaning when dealing with finite rotations. Secondly, the drifting phenomena and ways to mitigate such problems are also discussed in the second part of this appendix. Apart from the drifting that numerical integration can add in the velocity-based approaches, this part is very important in our work, due to the data reduction-related error that is added by the techniques of Chapter 4. Methods on the correction of this pose drift are already discussed in Section 4.6.4, here, we only touch the stability of these approaches.
B.1 Orientation control

The angular velocity vector $\omega$ is the most intuitive representation of the rotational velocity [144]. The main problem of using $\omega$ in robotics control is, however, the fact that $\int \omega$ has no physical meaning when dealing with finite rotations since those cannot be added like vectors. $\omega$ can thus not be used in a closed kinematic control or in PI operational space control directly.

One solution is to assume that the rotations are infinitesimal and thus can be added. Since control loop normally have very small sample time, the rotation caused by the human operator in a sample time can be considered infinitesimal. So we could assume that by integrating $\omega$ we get the orientation which can be used in control. This method is though problematic in the passivity framework since it cannot be determined to what extent the approximation errors in calculating $\int \omega$ may generate energy and violate the passivity condition.

To overcome this issue, $\omega$ is mapped to a representation of rotation like the Euler angles or the quaternions discussed here.

B.1.1 Euler angles

The Euler angles are a very common representation of orientation in robotics. They are named after Leonard Euler, who proved that the rotation between any two independent orthonormal coordinate frames can be described by no more than three rotations around the coordinates axes [17]. These rotations are represented by the Euler angles $\alpha$, $\beta$ and $\gamma$. There exists, however, several conventions, 12 to be precise, depending on the order of rotation axes.

$$\phi (\alpha, \beta, \gamma) = \begin{pmatrix} \alpha \\ \beta \\ \gamma \end{pmatrix} \in M^3 \equiv \mathbb{R}^3.$$  

For a given convention and Euler angles, the resulting rotation is unique. However, the inverse problem, i.e determining the Euler angles for a given rotation, is not always unique since Euler angles inherently have singularities. Despite their singularities, Euler angles are commonly used in robotics. One of the reasons behind this, is that the orientation error can be calculated simply by subtracting the current Euler angles from the desired ones,

$$e_\phi = \phi_d - \phi.$$  

Euler angles are part of the so-called operational space. The joint space configuration and the operational space configuration are related by the analytical Jacobian $J_A$ which has the following relation to the geometrical Jacobian $J$,

$$J = T_A(\phi) J_A,$$
B.1 Orientation control

with

\[ \omega = T_A(\phi) \dot{\phi}, \]  

where \( T_A(\alpha, \beta, \gamma) = \begin{pmatrix} 0 & -\sin(\alpha) & \sin(\beta) \cos(\alpha) \\ 0 & \cos(\alpha) & \sin(\beta) \sin(\alpha) \\ 1 & 0 & \cos(\beta) \end{pmatrix}. \]

The inverse problem, i.e. finding the \( \phi \) corresponding to a given \( \omega \), has a solution only if \( T_A \) is invertible. This is however not always the case, since

\[
\det (T_A) = \sin(\beta),
\]

which is equal to zero if \( \beta = 0 \) or \( \beta = \pi \). Other Euler angle sequences also have their singularities, which is the main disadvantage of this representation.

B.1.2 Quaternion

Unit quaternions help overcome the singularity issues of the Euler angles representation. Quaternions are the immediate extension to complex numbers. They were first proposed by Hamilton in 1843. A quaternion \( Q \) is a described by a set of 4 real numbers \( Q = [Q_0, Q_1, Q_2, Q_3] \)

\[
Q = Q_0 + Q_1 i + Q_2 j + Q_3 k = (\eta, \epsilon),
\]

with \( \eta = Q_0 \) and \( \epsilon = [Q_1, Q_2, Q_3] \). Good introductions to the mathematical properties of quaternions can be found in [58] and [166].

Quaternion orientation error

In order to devise an inverse kinematics algorithm based on the unit quaternion a suitable orientation error shall be defined. The orientation error is computed by means of the quaternion product between the desired quaternion \( Q_d \) and the inverse of the quaternion representing the current orientation \( Q \)

\[
\Delta Q = Q_d \otimes Q^{-1} = (\Delta \eta, \Delta \epsilon),
\]

where the \( \otimes \) operation represents the quaternion product. The orientation error corresponds to the imaginary part of \( \Delta Q \) [144]

\[
e_o = \Delta \epsilon
\]

As in the operational space, a mapping is needed between \( \omega \) and the quaternion space.
For this purpose a representation Jacobian for the task space controller is to be defined
\[
\begin{bmatrix}
\dot{\eta} \\
\dot{\epsilon}
\end{bmatrix}
= \mathcal{E} (\eta, \epsilon) \omega,
\] (B.2)
where \( \mathcal{E} (\eta, \epsilon) \) has the following form
\[
\mathcal{E} (\eta, \epsilon) = \frac{1}{2} \begin{bmatrix}
-\epsilon^T \\
\eta I - S(\epsilon)
\end{bmatrix} \in \mathbb{R}^{4 \times 3},
\]
where \( I \in \mathbb{R}^{3 \times 3} \) is the unit matrix and the operator \( S() \) is the skew-symmetric operator such that, for a given vector \( x = [x_1, x_2, x_3]^T \)
\[
S(x) = \begin{pmatrix}
0 & -x_3 & x_2 \\
x_3 & 0 & -x_1 \\
-x_2 & x_1 & 0
\end{pmatrix}.
\]

The main challenge in applying task space control is that the corresponding quaternion for a given \( \Omega \) has to be determined in order to compute the orientation error. This can be reached by integrating \( \dot{Q} \), which is equivalent to solving the first order differential (B.2). Close solutions for this equation may exist under certain assumptions. The simplest assumption is that \( \omega \) is constant over the integration step, which corresponds to a zeroth order quaternion integration [166]. For an integration step \( \Delta t \), the zeroth order integral form can be defined as
\[
Q(t + \Delta t) = \left[ \frac{\omega}{||\omega||} \sin \left( \frac{||\omega||}{2} \Delta t \right) \right] \otimes Q(t).
\] (B.3)
The derivation of (B.3) can be found in [166]. It is also possible to apply higher order integration, which leads to more complex forms.

### B.2 Inverse kinematics drift

A reconstruction of joint variables \( q \) is entrusted to a numerical integration which involves drift phenomena of the solution; as a consequence, the end-effector location corresponding to the computed joint variables differs from the desired one. This inconvenience can be overcome by resorting to a solution scheme that accounts for the operational space error between the desired and the actual end-effector position and orientation [144]. Let
\[
e = x_d - x = x_d - k(q)
\] (B.4)
be the expression of such error, where the vector \( k() \)-nonlinear in general-allows computation of the operational space variables by knowing the joint space variables. Consider the time derivative of (B.4)
\[
\dot{e} = \dot{x}_d - \dot{x}
\] (B.5)
which, according to differential kinematics, can be written as
\[
\dot{e} = \dot{x}_d - J_A(q)\dot{q}
\] (B.6)
which, gives a differential equation describing error evolution over time. Nonetheless, it is necessary to choose a relationship between \(\dot{q}\) and \(e\) that ensures convergence of the error to zero.

Having formulated the inverse kinematics problem in an algorithmic fashion implies that the joint variables \(q\) corresponding to the assigned end-effector posture \(x_d\) are accurately obtained only when the error \(e\) is below a given tolerated threshold.

**Jacobian (Pseudo-)Inverse** On the assumption that matrix \(J_A\) is square and nonsingular, the choice
\[
\dot{q} = J_A^{-1}(q)(\dot{x}_d + Ke)
\] (B.7)
leads to the equivalent linear system
\[
\dot{e} + Ke = 0.
\] (B.8)

If \(K\) is a positive definite (usually diagonal) matrix, the system (B.8) is asymptotically stable [144]. The error tends to zero along the trajectory with a convergence rate that depends on the eigenvalues of matrix \(K\); the larger the eigenvalues, the faster the convergence. In practice, since the inversion scheme is to be implemented in discrete-time, there is an upper bound on the norm of \(K\) with reference to the adopted sampling time.
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