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Abstract

The finite cell method is a fictitious domain method combined with p-version high-order polynomial basis functions. This method enables the utilization of easily generated structured grids to replace regular FE meshes. With trivial effort in mesh generation the major computational cost lies in the computation of stiffness matrices. This thesis presents a CT-derived data specific integration scheme which accelerates the stiffness matrices computation by pre-computation with respect to material constants and voxel dimensions. With this scheme applied to solve three-dimensional isotropic linear elastic problems, a remarkable reduction in computational time is achieved. Moreover a good accuracy is also obtained and verified by several numerical examples. The high efficiency and accuracy of this integration scheme enable establishment of a prototype of an interactive surgical planning platform which allows for predicting and monitoring in-vivo bone-implant stress distribution in real-time via computational steering.
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Chapter 1

Introduction

As the finite element analysis methods is frequently implemented in the biomechanical analysis, the disadvantages of standard FEM in modeling and meshing the biological structures start to emerge. It is because of the geometrical differences between individuals, the discontinuity of material properties, and also the complexity of structures. For instance, in the mechanical analysis of a human femur with the finite element method [1], the construction of a volume mesh is labor intensive.

One possibility of bypassing the computationally expensive mesh generation step is to use the finite cell method (FCM) [2, 3] which is a fictitious domain method combined with high-order shape functions. The basic idea is to extend the partial differential equation beyond the physical domain up to the boundary of a fictitious domain which is rectangular and can be easily meshed with structured grids, so called cells. Within each cell, high-order shape functions are applied to approximate the displacement field. Strains and stresses are also computed based on high-order shape functions. However, the primary field variables are the displacements. This method shows exponential rate of convergence for smooth problems and even good accuracy for problems with singularities [2, 3]. The main computational effort of this method lies in performing numerical integration of stiffness matrices, e.g. a dense set of integration points is needed when Gaussian quadrature is applied. Thus, the necessity of speeding up the stiffness matrices computation emerges in simulations where computational speed is demanding. A CT-derived data specific fast integration scheme has been developed and is presented in this dissertation. The basic idea of this scheme is to precompute the stiffness matrices with respect to the two Lamé constants and CT voxel dimensions so as to avoid performing Gaussian integration during run-time. This scheme shows both good accuracy and enormously high efficiency in voxel-based numerical analyses demonstrated by several numerical examples. The FCM with fast integration can be applied to solve various problems which when solved with the standard FEM are time-consuming or even not feasible. One of the applications is a computational steering system for patient-specific pre-operative surgical planning.

Fast and reliable methods for predicting and monitoring in-vivo bone strength are of major importance in clinical applications such as fracture fixation or endoprostheses for joint replacement. Furthermore, the development of implants calls for highly efficient and robust analysis tools which allow, during a design loop, matching the mechanical properties of implants with those of the individual bone in order to avoid adaptive remodeling with cortical thinning and
increased porosity of the bone. The main objective of this dissertation is to develop and implement a prototype of such an analysis tool. The simulation kernel of this tool is powered by the FCM with fast integration, which is extended to fulfill the requirement of the steering system, while the visualization kernel is developed by the collaborative partner and is coupled with the simulation kernel via high speed internet connection. The established surgical planning system shows a good performance and opens new means to the surgeons who can perform pre-operative planning with help of the real-time stress visualization.

The outline of this dissertation is as follows:

Chapter 2 introduces the biomechanical analysis of human bone as to provide preparation and groundwork for Chapter 4 and 5.

Chapter 3 contains an introduction to the p-version finite element method. Starting from the basic principles in three-dimensional linear elasticity the weak formulation is derived. This is followed by the presentation of one and three-dimensional hierarchical shape functions. Being a new method that combines the idea of the fictitious domain method with the p-version finite element method, the finite cell method (FCM) is introduced in Chapter 4. After the introduction of basic formulations, the standard approach for numerical integration in the FCM is elaborated. As a special extension to the standard FCM, a CT-derived data specific fast integration scheme for three-dimensional problems of linear elastostatics is then presented. The accuracy and efficiency of this new integration scheme is verified by four numerical examples of three-dimensional linear elasticity.

In Chapter 5 starting from the introduction of hip replacement and the concept of computational steering, the methodology of establishing the surgical planning system is addressed in detail. A demonstration example of using the surgical planning system is given to show one possible application of the system in helping surgeons’ decision making. Furthermore, the accuracy of the surgical planning system is validated by an experiment given at the end of this chapter.

Finally, conclusions are drawn in Chapter 6.
Chapter 2

Biomechanical analysis of human femur

The mechanical response of the human femur has been an on-going research topic during the past centuries. The development of modern theories of mechanics and computer-aided computational tools, like finite element analysis (FEA), enables an in-depth study on the femur properties and provides a convenient yet reliable approach to predict the femur’s mechanical response. In this dissertation the finite cell method is employed in mechanical analysis of the femur as well as the pre-selection of implants in surgical planning. As an introduction to the biomechanical aspect of the topic, this chapter closely follows the description in [4, 5] and aims at providing some basic knowledge of the mechanical properties of the human bone tissue (especially the femur) and briefly introducing several commonly used finite element analysis methods in femur analysis.

2.1 Bone physiology and anatomy

The skeletal system is a major constituent of the human body and consists of bones and connective tissues, e.g., ligaments, tendons, muscles and cartilage. As porous mineralized structures, bones are rigid and living organs that serve for moving, supporting and protecting interior organs of the body. Bones are made up of marrow, blood vessels, epithelium, nerves and the major composition: bone tissues, which are the mineral matrix that compose the rigid parts of the organ.

Bone tissue consists of cells embedded in a fibrous organic matrix which is primarily collagen (90%) and 10% amorphous ground substance. Based on its structural, mechanical and metabolic function, bone tissue can be classified into two types, cortical bone and trabecular bone, also referred to as compact bone and cancellous bone [6]. Figure 2.1 depicts the cancellous and compact structure of a bone.

Compact (cortical) bone is the hard material that accounts for almost 80 percent of the total bone mass of an adult skeleton and forms a protective outer shell. It consists of layers of bone (lamellae), which are organized around central canals in which blood vessels, nerves, connective tissue and lymphatic vessels are found. A cortical bone structure on a morphological level is
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(a) Bone section [7]
(b) A close view [8]

Figure 2.1: Compact and cancellous bone structure

depicted in Figure 2.2(a). Cancellous (trabecular) bone is the porous material inside the compact bone. It accounts for 20% of the total bone mass, but 80% of the total bone surface. Cancellous bone is regarded as a three-dimensional inter-connected network of trabecular rods and plates [6], a morphological view is shown in Figure 2.2(b).

(a) Cortical bone
(b) Trabecular bone

Figure 2.2: Morphological views of cortical and trabecular bone structure [9]

Biologically, the compact and cancellous bone tissues are very similar in composition; the difference lies in the arrangement of the microstructure. The classification of bone tissue as compact or cancellous is based on the relative density (Section 2.2.2); i.e. the ratio of specimen density to that of fully dense cortical bone [6].
2.2 Introduction to bone biomechanics

This subsection addresses the bone’s biomechanical properties which includes: bone density, bone adaption and remodeling, and mechanical properties of bone tissues. As the most commonly used non-invasive way of obtaining bone density information, the CT imaging is firstly introduced.

2.2.1 CT imaging

Medical imaging is a technique to produce images of human body for clinical purpose or medical science. It provides a fast and non-invasive means to acquire information of human tissue and organs. The first imaging technique available in modern medicine is the X-ray radiography. During the scanning, an X-ray generator produces a beam of X-rays which is projected towards an object. These X-rays penetrate the object and are absorbed according to the density and composition of the different areas of the object. The X-rays passing through the object are captured by either a film or a digital detector which produces a 2D representation of all the structures of an object superimposed on each other [10]. Images produced with radiography have several limitations, e.g. only 2D images are produced and no information in the slice thickness direction is available, and the image can be blurred due to the superposition of different structures in the thickness direction.

To obtain 3D images of an object, advanced imaging techniques have been developed, such as computed tomography (CT), magnetic resonance imaging (MRI), ultrasound, etc. These techniques are all based on tomography which is the process of generating 2D sectional images through a 3D object by using any kind of penetrating wave. The modern tomography involves gathering data from multiple directions and feeding the data into a tomographic reconstruction software algorithm processed by a computer which constructs a series of cross-sectional scans [11]. The image produced in a tomography is a tomogram. In the current study, the main research focus is concentrated on images acquired by computed tomography using X-ray. Note that although the original idea of computed tomography is closely related to X-ray, other penetrating waves, such as neutron wave is also incorporated in the modern CT.

CT – short for computed tomography, is a powerful nondestructive imaging technique for generating a series of cross-sectional 2D images inside one object. Each 2D CT image is composed of a square image matrix. Each pixel is a square picture element that makes up the matrix [12]. Since a CT section has a finite thickness, each pixel actually represents a small volume element, or voxel [13]. Every voxel has been traversed during the scan by numerous X-ray photons and the intensity of the transmitted radiation is measured by detectors. From the radiation intensity information, the density or attenuation value of the tissue at each point in the slice can be calculated. Specific attenuation values are assigned to each individual voxel. These values are compared with the attenuation value of water and displayed on a scale of arbitrary units named Hounsfield units (HUs) [14]. Normally the voxels are represented as 12-bit binary numbers, and therefore have $2^{12} = 4096$ possible values. These values are arranged on a scale from -1024 HU to +3071 HU, calibrated so that -1024 HU is the attenuation produced by air and 0 HU is the attenuation produced by water. Tissue and bone then produce attenuations in the positive range. The reading in Hounsfield units is also called the
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2.2.2 Bone density

The bone density, also called “apparent density”, is defined as dry, fat-free bone mass per unit bulk volume [16]. It can be obtained by straightforward measurements of the weight and volume of an excised bone specimen. The apparent density of human bones varies from $0.05 g/cm^3$ [17] (loose trabecular bone) to $1.9 g/cm^3$ (dense cortical bone) [18]. Another density term which can also be straightforwardly measured is the so called ash density, which is the density of the inorganic material alone. For this purpose, a bone specimen is firstly washed to remove bone marrow and afterwards ashed in an oven for a certain time period, e.g., in [19] at $650^\circ C$ for 24 hours, or in two steps $100^\circ C$ for 24 hours and $600^\circ C$ for another 24 hours [20]. Afterwards the ash density is calculated by ash weight per unit bulk volume$^1$.

Generally, bone density can be obtained through invasive measurements on the bone specimen in laboratory, or through non-invasive measuring techniques like Dual Energy X-ray Absorptiometry (DEXA) or quantitative computed tomography (QCT). The DEXA is an enhanced form of X-ray technology used to generate a 2D calibrated digitized radiograph of a bone. The grey level of the pixels indicates the amount of X-rays passing through the bone. Often employed to diagnose osteoporosis, the DEXA measures not the bone apparent density, but the areal bone mineral content, so called the bone mineral density (BMD). The QCT is referred to as a dedicated computed tomography technique used to quantify some property of the tissue, e.g., bone mineral density, lung nodule calcification, body fat measurement, etc. Being one of the most precise technologies to measure the BMD of cross-sectional bone images, it enables a sensitive determination of local changes [6]. It has been shown in [21] that trabecular bone mineral density measured by QCT and the apparent density measured directly are significantly positively correlated. In general, QCT is performed on standard clinical CT scanners. During the scanning, a calibration phantom which is comprised of several chambers containing different concentrations of $K_2HPO_4$ is placed as close to the bone as possible to minimize errors introduced by non-uniformity of the CT numbers within the scan field [22]. As a good linear relationship exists between the CT number and the corresponding $K_2HPO_4$ concentration [23], a new density term, the so called ”equivalent mineral density”, denoted as $\rho_{EQM}$ with unit $(mg/cm^3)$, is often employed to substitute the HU values in terms of the linear relation.

2.2.3 Bone adaption and remodeling

Bone is an adaptive structure in which bone cells sense mechanical loading and adapt bone mass and structure accordingly [6]. Wolff’s law [24] states that bone’s structures are developed such that they can resist forces acting upon them in the most suited manner. They adapt both their external conformation and their internal architecture to changes in external loading conditions. Bone’s adaption to external loading is considered as an ongoing and life-long process, which consists of two subprocesses: resorption and formation in which bone material

$^1$The bulk volume is defined as the volume per unit mass of a dry material after ashing plus the volume of the air between its particles
is broken down or newly generated respectively. The formation process takes place when local stresses are intensified, resulting in a rise in bone density on the microscopic scale and an increment in bone external dimensions on a macroscopic scale. When local stresses are lowered, the resorption process is triggered, causing a lowering of the density on the microscopic scale and a decrease in bone external dimensions on a macroscopic scale.

### 2.2.4 Mechanical properties of bone tissues

Human bone can, by reasonable approximation, be regarded as a linear elastic material in the range of regular physical loading. Similar to many structural materials for instance metal, there is no significant difference in behavior between tension and compression within the range of small deformation [25]. Generally the analysis of the material properties of metal is under the homogeneous and isotropic assumption, namely, the metal is assumed to be uniform in composition and have the same mechanical behavior in all directions. Human bone, however, is neither a homogeneous nor an isotropic material, but rather heterogeneous and anisotropic, meaning that its material composition differs from place to place and its mechanical properties vary according to the direction.

The main reason for the bone’s heterogeneity and anisotropy is its structure, which has an irregular, yet optimized, arrangement and orientation of the components. The collagen fibres, lamellae, laminae and blood vessels show a clear tendency to be oriented along the length of a long bone [26]. Consequently the different structures of cortical bone and trabecular bone result in different mechanical properties, as concluded by Rice et al.. Trabecular and cortical bone should, therefore, be regarded as different engineering materials [27]. Usually the trabecular bone is considered to be an orthotropic material with different properties or strengths in three different orthogonal directions. Among the three directions, there is one principle direction in which the trabecular structure behaves stiffer than in the other two directions [28]. The cortical bone is treated as a transversely isotropic material, which has different material properties in one principle direction that is perpendicular to the plane of isotropy. Orthotropy or transversely isotropy is a special case of anisotropy with reduced number of independent material constants resulted from symmetry. As a reasonable approximation, isotropic material models are often used to simplify the biomechanical analysis [29, 30].

The bone is a highly heterogeneous material, in which its density as well as its mechanical properties vary greatly at different location in the bone, even for the same bone type (trabecular or cortical) [31, 32]. Many studies have shown that the mechanical properties of the bone can be related to the bone apparent density [33, 34], or directly related to the bone equivalent mineral density $\rho_{EQM}$ without computing the apparent density [35, 29, 36]. In these studies the bone mechanical properties are statistically related to the bone density with various approximated correlations, among which power-law relations are often assumed. These relations are found to be highly variable in terms of species and anatomical site [37, 38, 39]. For a specific bone type and anatomical site, experiments have been carried out on bone specimens to obtain the relations. However, deterministic values are difficult to acquire due to the fact that different relations are reported when different experimental methods are used, e.g., compression test, ultrasonic methods, or FE analysis of microscopic bone structure [37, 34, 33, 28]. Note that even when the same method is used, the relations may be influenced by the geometries of
specimen [25]. Other parameters, such as age, sex and liquid content, are also reported to have an influence on the material properties of the bone.

### 2.3 Introduction to femur

The femur (thigh bone), located in the upper part of the human leg, is one of the two strongest bones in our body. In the stance posture, the femur is not vertical but inclining gradually downward, as indicated in Figure 2.3(a). The inclination angle is approximately $7^\circ$ and larger in females than males.

![Femur osteology](image)

*Figure 2.3: Femur osteology*

The upper extremity of the femur, which consists of a head, a neck, a greater and a lesser trochanter, is called the proximal femur. The femur’s head is spherical and forms more than a hemisphere that articulates with the pelvis. Its surface is smooth and coated with a smooth layer called articular cartilage, except for a small roughened pit below and behind the center of the head. The femur’s neck, which connects the head with the femur shaft, forms a wide angle of about $125^\circ$ with the shaft in adults. This angle differs in person and gender (see Figure 2.4 for various angles of femur from different adults).

This wide angle enables human to swing the limb from the pelvis easily. Geometrically the neck is narrow in the middle while wider at its lateral than median end. The two trochanters, greater and lesser, are eminences that work as leverage to the muscles and enable the axial rotation of the femur. The greater trochanter is large, quadrilateral and located at the joint of the neck to the shaft. The lesser trochanter is conical and situated at the lower and back end of the neck.

The femur shaft has a cylindrical shape, but is slightly convex in its front and concaved at its back. It has a hollow structure with a longitudinal ring-like wall mainly composed of compact
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Figure 2.4: Three radiographs of femur with different head angles [42]

Figure 2.5: A schematic view of the knee-joint [43]

bone and a large medullary cavity in the middle. The lower extremity of the femur, which is larger than the upper extremity, has a cuboidal form. It forms the knee-joint together with the upper end of the tibia, the upper end of the fibula and the kneecap, see Figure 2.5.

In each part of the femur, the internal structures of the bone are aligned to form a pattern which is adapted to the mechanical requirement caused by the load transmitted from the
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femur’s head [44]. Throughout the femur, the bone adapts itself so efficiently that the bony material is arranged in the paths of the maximum internal stresses, thereby its inner structure is nearly optimum for an economical load transmission from the head to the tibia [45]. Researchers have performed already in the first half of the last century computations of strains and stresses to quantify the mechanical load transfer within a bone [44, 46, 47]. The relationship between the computed internal stresses resulting from the loading on the femur’s head, and the inner structure of various sections of the femur is in good agreement with the theoretically ideal relationships existing between stress and inner structure for efficiency and maximum economy. Therefore, the following laws for bony structure are assumed to hold for the femur [44, 48]:

“1. The inner structure and external form of human bone are closely adapted to the mechanical conditions existing at every point in the bone.”

“2. The inner architecture of normal bone is determined by definite and exact requirements of mathematical and mechanical laws to produce a maximum of strength with a minimum of material.”

The inner architecture of the upper femur is depicted in Figure 2.6(a) and the principle stresses obtained by mathematical calculations are depicted in Figure 2.6(b). In the femur shaft, the cortical wall has its maximum thickness in the middle and becomes thinner as it reaches the articular surface at the upper part of the shaft, where cavity is replaced by cancellous bone gradually. As a result, at the proximal region of the femur the cancellous bone is enclosed by a thin compact layer. The upper femur consists mainly of cancellous bone which is composed of two systems of trabeculae, compressive and tensile. The compressive system of trabeculae originates from the medial part of the shaft and radiates in curves upwards in a fan-like style. The tensile system of the trabeculae originates from the lateral part of the shaft and spreads upwards in an arch-like style. These two systems intersect with each other orthogonally. The compressive system consists of two groups of trabeculae: the secondary compressive group and the principal compressive group; while the tensile system is comprised of three groups: the greater trochanter group, the principal tensile group and the secondary tensile group. A 2D schematic overview of the trabecular pattern of a human femur is shown in Figure 2.7.

1. The secondary compressive group:
This group of trabeculae originates from the inner boundary of the shaft near the lesser trochanter. After aligning along the curving shaft for about 5cm, these trabeculae start to separate smoothly with an angle of around 45° upwards and outwards to the region of the greater trochanter. The upper curved paths end in the region near the upper neck, while lower paths end in the region of the greater trochanter. Trabeculae in this group form a thin and porous structure with large spaces in between [49].

2. The principal compressive group:
This group of trabeculae originates from the medial part of the shaft and radiates upwards smoothly. They form paths reaching the upper part of the articular surface of the femur’s head with a small curvature. Being regarded as a prolongation of the femur shaft, this group of trabeculae is much thicker and organizes itself in a much denser manner in contrast to the
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(a) A cross-sectional view

(b) Calculated principle stress directions

Figure 2.6: Proximal femur and the principle stress orientations [44]

secondary group. These trabeculae paths are orthogonal to both the paths of the principle tensile group and the articular surface of the femur’s head.

Figure 2.7: A schematic view of the trabecular pattern [42]
3. The greater trochanter tensile group:
Starting from the outer part of the shaft below the greater trochanter, trabeculae of the greater trochanter tensile group spring upwards crossing the greater trochanter region and end at the upper part of the greater trochanter. Some of them intersect with the paths of the secondary compressive group in right angles. The trabeculae of this group bear much less stresses which results in a slender structure.

4. The principal tensile group:
Originating from the outer part of the shaft, the principal tensile group of trabeculae radiates upwards and inwards across the femur neck and reaches the lower part of the head. Functioning as the main tension stress transmitter, these trabeculae are characterized in thinner shape but larger spacing in comparison with the ones of the principal compressive group.

5. The secondary tensile group:
The trabeculae of the secondary tensile group begin from the outer part of the shaft and expand in a region lower than the principal tensile group. They also radiate upwards and inwards and end either irregularly or at the medial part of the neck and shaft after crossing the neutral axis.

2.4 Femur mechanical analysis with the finite element method

The finite element method has been used in biomechanical simulations since the 70’s. It provides a means to simulate a natural physiological/biomechanical phenomenon and to test various hypotheses on the simulated model under multiple conditions in order to deduce an approximate solution [50]. In biomechanics, FEM-simulation has become a well appreciated research tool for the prediction of stress responses. In the specific area of human femur, researchers have implemented various FE techniques to compute the femur’s mechanical response and further to simulate human femur adaption, femoral head fracture and bone-prosthesis interaction, etc. [51, 52, 53, 54]. Reliability and efficiency studies on these methods have been conducted by many researchers through experimental validations [55, 1, 22].

Mainly differentiated by modeling and meshing, the FEA methods in Femur analysis can be categorized into two types: the “voxel based” method and the “structure based” method. This section will stress two methods in the FE analysis procedure of human femur that consists of four steps: modeling, mesh generation, material assignment, and solution.

2.4.1 FE Modeling

CT scanning is the most commonly used non-invasive approach to obtain femur models. CT data describe the scanned femur with a series of pictures, on which different volume units are assigned with proper HU values. To extract a parametric description of femur geometry, in the “voxel based” method the voxel data from a CT scan can be directly used after a simple step of thresholding and segmentation (if acquired); while in the “structure based”
method a geometric model which has a smooth surface description must be firstly constructed or imported from a surface generation program in a preprocessing step.

2.4.2 Mesh generation

The “voxel based” method directly converts the CT voxel data to 8-noded hexahedral elements, each enclosing a given number of CT voxels. In each element linear shape functions are commonly employed. This kind of method was initially proposed by Keyak [56] and has been widely adopted to produce FE models of microscopic structures, e.g., small substructures of trabecular bone [57, 58, 55].

Based on the geometric model obtained in the modeling step, in the “structure based” method a mesh with either hexahedral or tetrahedral elements can be generated. Linear or quadratic shape functions are often used in each element.

A comparative study on the two methods has been carried out in [55] to investigate the influence of different meshes on computational efficiency and accuracy. Three “structure based” meshes and one “voxel based” mesh were compared numerically based on the same CT-derived femur model: (a) a manually generated hexahedral mapped mesh, (b) an automatically generated tetrahedral mesh, (c) an automatically generated hexahedral mesh, and (d) an automatically generated voxel-based hexahedral mesh. The “voxel based” method has the advantage of easy mesh generation and shows good accuracy in displacements and interior stresses, while the meshes generated using “structure based” methods shows higher accuracy throughout the entire femur. The main reason for the errors in the “voxel based” method is due to the singularities occurring at the jagged boundaries of hexahedral meshes during FE analysis. On the contrary, the high accuracy in the “structure based” method is contributed by a more accurate geometric description and model discretization which entails higher computational cost.

An extension to the “structure based” method, which combines high order shape functions with a structure-based tetrahedral mesh has been implemented in [1]. Different from the general “structure based” method in which low order basis functions are used, only a relatively coarse mesh is necessary when high order basis functions are used.

2.4.3 Material assignment

For all types of meshes above, averaged material properties, averaged densities for instance, are assigned to each element. The assignment is straightforward in the “voxel based” method, since the mesh is directly related to the voxel data. However, in the “structure based” method, special assignment techniques are required since the elements are not predefined. In both methods, Young’s modulus is assigned to every element based on the corresponding averaged density.

The solution step is the same as in the standard finite element methods and is therefore not further discussed.
Chapter 3

The p-version finite element method

3.1 Introduction

The finite element method (FEM) is one of the most powerful tools to obtain numerical solutions for partial differential equations that appear in various engineering fields, e.g., medical, civil and mechanical engineering. Generally, the finite element method helps to predict the behavior of a physical model with certain accuracy, which is restricted by various assumptions that are introduced to simplify the problem under certain consideration and the discretization error introduced by the finite element method itself. Both errors have to be controlled appropriately to ensure a reliable simulation.

The model error in finite element computations is due to the introduction of various physically motivated approximations or simplifications when deriving a specific mechanical model for a certain problem, e.g., using simplified constitutive law. The discretization error can be controlled by either applying the h-version or p-version refinement. In h-version [59, 60, 61] the mesh is locally or globally refined and low order basis functions (typically linear or quadratic) with a fixed polynomial degree are commonly employed. In p-version FEM [62] the finite element mesh is kept fixed and the polynomial degrees of the shape functions are increased to achieve convergence to the unknown solution of the underlying mathematical model. The mesh in p-version is generally coarse; however, for linear elliptic problems with smooth solutions it shows exponential rate of convergence in the energy norm. When combining the p-version with a proper local mesh refinement to an hp-version, exponential convergence rate can even be achieved for a class of non-smooth problems.

The aim of this chapter is to give an introduction to high order finite element methods in 3D. For this purpose, the upcoming sections are arranged as follow: Section 3.2 introduces some basic principles in three-dimensional linear elasticity theory. In Section 3.3 the principle of virtual work which is the basis of the finite element method is introduced. Afterwards, introduction to the finite element method with special emphasis on the p-version is given in Section 3.4.
3.2 Basic principles
in three-dimensional linear elasticity

3.2.1 Equilibrium equation

The equilibrium conditions for a three-dimensional solid are obtained from inspection of an
infinitesimal volume element with length dx, dy and dz (shown in Figure 3.1). The equilibrium
conditions are

$$\frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} + f_x = 0$$
$$\frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \sigma_y}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} + f_y = 0$$
$$\frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \tau_{yz}}{\partial y} + \frac{\partial \sigma_z}{\partial z} + f_z = 0$$

(3.1)

where $\sigma_x$, $\sigma_y$, $\sigma_z$ denote the normal stresses, $\tau_{xy}$, $\tau_{yz}$, $\tau_{xz}$ denote the shear stresses, and $f = \begin{bmatrix} f_x & f_y & f_z \end{bmatrix}^T$ is the volume load vector.

Figure 3.1: Stress components in 3D

3.2.2 Kinematics

The displacement $u$ is described by the displacement vector

$$u = \begin{bmatrix} u_x(x, y, z) & u_y(x, y, z) & u_z(x, y, z) \end{bmatrix}^T.$$  (3.2)
For small strains, the linear relation between strains and displacements is described by

\[
\varepsilon = \begin{bmatrix} \varepsilon_x & \varepsilon_y & \varepsilon_z & \gamma_{xy} & \gamma_{yz} & \gamma_{zx} \end{bmatrix}^T = \mathbf{L} \mathbf{u} \tag{3.3}
\]

where

\[
\begin{align*}
\varepsilon_x &= \frac{\partial u_x}{\partial x}, & \gamma_{xy} &= \frac{\partial u_x}{\partial y} + \frac{\partial u_y}{\partial x}, \\
\varepsilon_y &= \frac{\partial u_y}{\partial y}, & \gamma_{yz} &= \frac{\partial u_y}{\partial z} + \frac{\partial u_z}{\partial y}, \\
\varepsilon_z &= \frac{\partial u_z}{\partial z}, & \gamma_{zx} &= \frac{\partial u_z}{\partial x} + \frac{\partial u_x}{\partial z}
\end{align*} \tag{3.4}
\]

and

\[
\mathbf{L} = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\
\frac{\partial}{\partial z} & \frac{\partial}{\partial y} & \frac{\partial}{\partial x} \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x} \\
\end{bmatrix} \tag{3.5}
\]

is the linear strain operator.

### 3.2.3 Constitutive law

For three-dimensional isotropic linear elastic problems, the stress vector

\[
\mathbf{\sigma} = \begin{bmatrix} \sigma_x & \sigma_y & \sigma_z & \tau_{xy} & \tau_{yz} & \tau_{zx} \end{bmatrix}^T \tag{3.6}
\]

can be related to the strains by

\[
\mathbf{\sigma} = \mathbf{C} \varepsilon \tag{3.7}
\]

where \(\mathbf{C}\) is the linear elastic matrix.

For linear isotropic elastic material, \(\mathbf{C}\) can be written as
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\begin{equation}
C = \frac{E}{(1 + \nu)(1 - 2\nu)} \begin{pmatrix}
(1 - \nu) & \nu & 0 & 0 & 0 \\
\nu & (1 - \nu) & 0 & 0 & 0 \\
\nu & \nu & (1 - \nu) & 0 & 0 \\
0 & 0 & 0 & \frac{1 - 2\nu}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{1 - 2\nu}{2}
\end{pmatrix} \tag{3.8}
\end{equation}

according to the Hook’s law, where \( E \) is the Young’s modulus and \( \nu \) is the Poisson’s ratio.

3.2.4 Boundary condition

On the boundary \( \partial \Omega = \Gamma_N \cup \Gamma_D \), \( \Gamma_N \cap \Gamma_D = \emptyset \) either displacements or tractions can be defined as boundary conditions, in which prescribed displacements (Dirichlet boundary conditions) are given at \( \Gamma_D \) and prescribed tractions (Neumann boundary conditions) are given at \( \Gamma_N \).

3.3 Weak formulation – Principle of virtual work

Weak formulations are an important tool in the analysis of mathematical equations which allow the transfer of problems in other fields such as partial differential equations into a set of integral equations. The main feature of weak formulations is that a partial differential equation is not required to hold pointwise yet only in a mean, integrated sense with respect to a set of well-defined test functions [63]. The establishment of the weak form can be applied to any equilibrium equation and is in solid mechanics mostly referred to as the principle of virtual work [64].

The principle of virtual work can be derived as follows.

Multiplying (3.1) by a test function

\begin{equation}
v = \begin{bmatrix}
v_x(x, y, z) \\
v_y(x, y, z) \\
v_z(x, y, z)
\end{bmatrix} \in V \quad \tag{3.9}
\end{equation}

and integrating over the domain \( \Omega \) yields

\begin{equation}
\int_{\Omega} \left[ \left( \frac{\partial \sigma_x}{\partial x} + \frac{\partial \tau_{xy}}{\partial y} + \frac{\partial \tau_{xz}}{\partial z} \right) v_x + \left( \frac{\partial \tau_{xy}}{\partial x} + \frac{\partial \sigma_y}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} \right) v_y + \left( \frac{\partial \tau_{xz}}{\partial x} + \frac{\partial \sigma_z}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} \right) v_z \right] dv + \int_{\Omega} (f_x v_x + f_y v_y + f_z v_z) \ d\Omega = 0 \tag{3.10}
\end{equation}

where \( V = \{ v(\mathbf{x}) \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \} \) is a subspace of the Sobolev space \( H^1(\Omega) \) [65] which consists of functions with square-integrable generalized derivatives.
The test function $v$ can be regarded as a virtual displacement. Integrating by part (3.10) and applying the divergence theorem [66] yields

$$
\int_{\Omega} \left( \sigma_{xx} \varepsilon_{xx}^{(v)} + \sigma_{yy} \varepsilon_{yy}^{(v)} + \sigma_{zz} \varepsilon_{zz}^{(v)} + \tau_{xy} \gamma_{xy}^{(v)} + \tau_{xz} \gamma_{xz}^{(v)} + \tau_{yz} \gamma_{yz}^{(v)} \right) d\Omega = \\
\int_{\Gamma_N} (t_x v_x + t_y v_y + t_z v_z) d\Gamma + \int_{\Omega} (f_x v_x + f_y v_y + f_z v_z) d\Omega
$$

(3.11)
in which $\varepsilon^{(v)}$ and $\gamma^{(v)}$ stand for virtual strains, $t_x$, $t_y$ and $t_z$ denote the tractions in X, Y and Z directions, $v_x$, $v_y$ and $v_z$ represent the virtual displacements in X, Y and Z directions.

Plugging in Equation (3.3) and (3.7), Equation (3.11) can be written as

$$
\int_{\Omega} (L v)^T C (L u) d\Omega = \int_{\Omega} v^T f d\Omega + \int_{\Gamma_N} v^T t d\Gamma .
$$

(3.12)

where $L$ is the linear strain operator in Equation (3.5). The left-hand side of Equation (3.12)

$$
\mathcal{B}(u, v) := \int_{\Omega} (L v)^T C (L u) d\Omega
$$

(3.13)
is a bilinear form, which represents the virtual work of internal stresses.

The right-hand side of Equation (3.12)

$$
\mathcal{F}(v) := \int_{\Omega} v^T f d\Omega + \int_{\Gamma_N} v^T t d\Gamma
$$

(3.14)
is a linear functional that expresses the virtual work of external stresses.

Equation (3.12) then reads

“Find $u_{EX} \in S = \{u(x) \in H^1(\Omega) : u = \hat{u} \text{ on } \Gamma_D\}$ , such that

$$
\mathcal{B}(u_{EX}, v) := \mathcal{F}(v) \quad \forall v \in V = \{v(x) \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D\}
$$

(3.15)

where $u_{EX}$ is the exact solution and $\hat{u}$ stands for prescribed displacements.”

The strain energy is given by
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\[ U(u) := \frac{1}{2} B(u, u) \]  

(3.16)

and the energy norm is defined as

\[ \|u\|_{E(\Omega)} = \sqrt{U(u)} = \sqrt{\frac{1}{2} B(u, u)}. \]  

(3.17)

3.4 The finite element approximation

In general, the exact solution of (3.15) can only be obtained for problems with simple geometries and boundary conditions. For more complicated problems, numerical methods, e.g. the finite element method, are used to obtain approximate solutions to the weak form. Primarily, the finite element method requires a problem defined in geometric domain to be divided into a finite number of smaller elements. Each element is unique and may have different shapes, i.e. quadrilaterals or triangles in 2D and hexahedra or tetrahedra in 3D. Over each element, the unknown variables (e.g. displacements, strains, stresses, etc.) are approximated using either linear or higher-order polynomial expansions which depend on the geometrical locations used to define the element shape. The weak form is then discretized in a finite dimensional space. The discretized weak form can be expressed as a linear system which is obtained in terms of unknown parameters over each element. Linear algebra techniques are used to solve these equations [67].

3.4.1 Spatial discretization by the FEM

Using the FE approximate solution, denoted by \( u_{FE} \), to replace the exact solution \( u_{EX} \), the principle of virtual work (3.15) is rewritten as

“Find \( u_{FE} \in S^h \), such that

\[ B(u_{FE}, v) = F(v) \quad \forall v \in V^h \]  

(3.18)

where \( S^h \subset S = \{ u(x) \in H^1(\Omega) : u = \hat{u} \text{ on } \Gamma_D \} \) and \( V^h \subset V = \{ v(x) \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \} \) are the finite element subspaces.

In order to construct the finite subspace \( S^h \), the reference domain \( \Omega_0 \) is subdivided into \( n_e \) non-overlapping subdomains, so called finite elements – \( \Omega^e \). From this, it follows

\[ \bigcup_{e=1}^{n_e} \Omega^e \approx \Omega_0 \]  

(3.19)

and

\[ \Omega^e_i \cap \Omega^e_j = \emptyset \text{ for } e_i \neq e_j. \]  

(3.20)
(3.20) also requires that each two subdomains touch with each other only at nodes, full edges or full faces to avoid hanging nodes [68].

The subspace $\mathcal{S}$ can be constructed using basis functions with local supports on the element $\Omega^e$. The exact solution $u_{EX}$ is approximated with the FE solution constructed by a linear combination of element shape functions $N_i$.

$$ u_{EX} \approx u_{FE} = \sum_{i=1}^{n_{\text{modes}}} N_i u_i $$

(3.21)

where $u_i$ are the coefficients corresponding to $N_i$ which are defined on the elements $\Omega^e$ fulfilling the requirement that all shape functions of an element are zero outside the element and its direct neighbors. Sorting $u_i$ corresponding to element $e$ into one element displacement vector $U^e$ gives

$$ u_{FE}^e = N^e U^e. $$

(3.22)

The global displacement function $u$ is obtained by assembly of all element displacement functions given as

$$ u_{FE} = N U. $$

(3.23)

Shape functions $N$ are defined on a standard element and mapped to the actual element for numerical evaluations. The choice of shape functions and the mapping concept differentiate the h- and p-version finite element method as well as related variants. Different shape functions can be employed in the p-version FEM, one of them are the hierarchic shape functions.

### 3.4.2 Hierarchic shape functions for high-order finite elements

For constructing high-order basis functions, Szabó and Babuška [62] propose a hierarchical basis in which lower order shape functions are included in the set of higher order shape functions. The construction of this basis is based on orthogonal Legendre polynomials. The main difference of the hierarchic shape functions to non-hierarchic shape functions, e.g. shape functions constructed by Lagrange polynomials, is illustrated and compared. The following sections 3.4.2.1 and 3.4.2.2 follow closely the description of hierarchic shape function in [69].

#### 3.4.2.1 Hierarchic shape function for one-dimensional problems

As a starting point for comparison, the standard finite element basis – nodal basis on a standard element $\Omega_{st} = (-1, 1)$ is firstly introduced, see the left-hand side of Table 3.1.
The standard finite element shape functions in one dimension are given by the set of Lagrange polynomials

\[ N^p_i(\xi) = \prod_{j=1, j \neq i}^{p+1} \frac{\xi - \xi_j}{\xi_i - \xi_j}. \] (3.24)

The points \( \xi_j \) where

\[ N^p_i(\xi_j) = \delta_{ij} \] (3.25)

are called nodes. Usually, the nodes are chosen to be equally distributed, i.e.

\[ \xi_j = -1 + 2 \frac{j - 1}{p}, \quad j = 1, ..., p + 1. \] (3.26)

For each polynomial degree \( p \) a separate set of shape functions has to be defined, for example, for \( p = 1 \)

\[ N^1_1(\xi) = 1/2(1 - \xi) \]
\[ N^1_2(\xi) = 1/2(1 + \xi) \] (3.27)

for \( p = 2 \)

\[ N^2_1(\xi) = 1/2 \xi (\xi - 1) \]
\[ N^2_2(\xi) = (1 + \xi)(1 - \xi) \]
\[ N^2_3(\xi) = 1/2 (\xi + 1) \xi \] (3.28)

for \( p = 3 \)

\[ N^3_1(\xi) = -1/16 (3 \xi + 1)(3 \xi - 1)(\xi - 1) \]
\[ N^3_2(\xi) = 9/16 (\xi + 1)(3 \xi - 1)(\xi - 1) \]
\[ N^3_3(\xi) = -9/16 (\xi + 1)(3 \xi + 1)(\xi - 1) \]
\[ N^3_4(\xi) = 1/16 (\xi + 1)(3 \xi + 1)(3 \xi - 1) \] (3.29)
etc. Note that the sum of all Lagrange polynomials for a given polynomial degree \( p \) equals unity

\[
\sum_{i=1}^{p+1} N_i^p(\xi) = 1. \tag{3.30}
\]

The space representable by the standard basis can also be represented by a hierarchical basis, see the right-hand side of Table 3.1. Note that the set of higher order basis functions includes all lower order shape functions. The set of one-dimensional hierarchic shape functions, introduced by Szabó and Babuška [62] is given by

\[
N_1(\xi) = \frac{1}{2}(1 - \xi) \tag{3.31}
\]
\[
N_2(\xi) = \frac{1}{2}(1 + \xi) \tag{3.32}
\]
\[
N_i(\xi) = \phi_{i-1}(\xi), \quad i = 3, 4, ..., p + 1 \tag{3.33}
\]

with

\[
\phi_j(\xi) = \sqrt{\frac{2j - 1}{2}} \int_{-1}^{\xi} L_{j-1}(x) dx = \frac{1}{\sqrt{4j - 2}} \left( L_j(\xi) - L_{j-2}(\xi) \right), \quad j = 2, 3, ... \tag{3.34}
\]

where \( L_j(\xi) \) are the Legendre polynomials. The linear functions \( N_1(\xi), N_2(\xi) \) are called \textit{nodal shape functions} or \textit{nodal modes}. Because the functions \( N_i(\xi), i = 3, 4, ... \) vanish at the domain boundary

\[
N_i(-1) = N_i(1) = 0, \quad i = 3, 4, ..., \tag{3.35}
\]

they are called \textit{internal shape functions}, \textit{internal modes} or \textit{bubble modes}. The orthogonality property of Legendre polynomials implies

\[
\int_{-1}^{1} \frac{d N_i}{d \xi} \frac{d N_j}{d \xi} d\xi = \delta_{ij}, \quad i \geq 3 \text{ and } j \geq 1 \text{ or } i \geq 1 \text{ and } j \geq 3. \tag{3.36}
\]

The construction of shape functions for two and three-dimensional Ansatz spaces can be easily done by simply forming the tensor product of one-dimensional hierarchic shape functions. In the next section the three-dimensional shape functions are presented for hexahedral elements.
Hierarchic shape function for three-dimensional problems

Using the basis functions introduced by Szabó and Babuška [62], the p-version in three-dimensions is implemented based on a hexahedral element formulation. Hexahedral elements (see Figure 3.2) have some advantages, when being compared to their corresponding tetrahedral and pentahedral element formulations.

- Hexahedral element formulations lead to higher accuracy for low $p$.
- Hexahedral elements are especially well suited for thin-walled structures. One local variable can be identified to correspond to the thickness direction. Therefore it is possible to choose the polynomial degree in thickness direction differently from those in in-plane direction.
- The numerical integration of hexahedral elements can be readily performed using a Gaussian quadrature scheme.

$$\Omega_{st}^h = [(-1,1) \times (-1,1) \times (-1,1)]$$

Figure 3.2: Standard hexahedral element $\Omega_{st}^h$: definition of nodes, edges, faces and polynomial degree

The three-dimensional shape functions can be classified into four groups:

1. **Nodal modes**: The nodal modes

$$N_{i,1,1}^{N_i}(\xi_i, \eta_i, \zeta_i) = \frac{1}{8} (1 + \xi_i \xi)(1 + \eta_i \eta)(1 + \zeta_i \zeta), \quad i = 1, ..., 8$$ (3.37)

are the standard trilinear shape functions, well known from the isoparametric eight-noded brick element. $(\xi_i, \eta_i, \zeta_i)$ are the local coordinates of the $i$-th node.
2. **Edge modes**: These modes are defined separately for each individual edge. If we consider, for example, edge $E_1$ (see Figure 3.2), the corresponding edge modes read:

$$N_{i,1,1}^{E_1}(\xi, \eta, \zeta) = \frac{1}{4} (1 - \eta)(1 - \zeta)\phi_i(\xi)$$  \hspace{1cm} (3.38)

3. **Face modes**: These modes are defined separately for each individual face. If we consider, for example, face $F_1$, the corresponding face modes read:

$$N_{i,j,1}^{F_1}(\xi, \eta, \zeta) = \frac{1}{2} (1 - \zeta)\phi_i(\xi)\phi_j(\eta)$$  \hspace{1cm} (3.39)

4. **Internal modes**: The internal modes

$$N_{i,j,k}^{\text{int}}(\xi, \eta, \zeta) = \phi_i(\xi)\phi_j(\eta)\phi_k(\zeta)$$  \hspace{1cm} (3.40)

are purely local and vanish at the faces of the hexahedral element.

The indices $i, j, k$ of the shape functions denote the polynomial degrees in the local directions $\xi, \eta, \zeta$.

Three different types of basis spaces have been implemented: the **trunk space** $S_{ts}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$, **the tensor product space** $S_{ps}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$, and the **anisotropic tensor product space** $S_{ps}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$. A detailed description of the three spaces can be found in DÜSTER [70, 69]. For the definition of the spaces $S_{ts}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$ and $S_{ps}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$ see also SZABÓ and BABUŠKA [62].

The polynomial degree for the Ansatz spaces $S_{ts}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$ and $S_{ps}^{p_\xi,p_\eta,p_\zeta}(\Omega_{st})$ can be varied separately in each local direction (see Figure 3.2). The difference between the trunk space and the tensor product space is relevant for the face modes and the internal modes. For explanation, we first consider the face modes, for example the modes for face 1. Indices $i, j$ denote the polynomial degrees of the face modes in $\xi$ and $\eta$ direction, respectively.

**Face modes (face $F_1$)**: $N_{i,j,1}^{F_1}(\xi, \eta, \zeta) = \frac{1}{2} (1 - \zeta)\phi_i(\xi)\phi_j(\eta)$

<table>
<thead>
<tr>
<th>polynomial degree</th>
<th>trunk space</th>
<th>tensor product space</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td>$i = 2, \ldots, p_\xi - 2$</td>
<td>$i = 2, \ldots, p_\xi$</td>
</tr>
<tr>
<td>(j)</td>
<td>$j = 2, \ldots, p_\eta - 2$</td>
<td>$j = 2, \ldots, p_\eta$</td>
</tr>
<tr>
<td>$i + j$</td>
<td>$i + j = 4, \ldots, \max{p_\xi, p_\eta}$</td>
<td></td>
</tr>
</tbody>
</table>

The definition of the set of internal modes is very similar. Indices $i, j, k$ now denote the polynomial degrees in the three local directions $\xi, \eta$ and $\zeta$.

**internal modes**: $N_{i,j,k}^{\text{int}}(\xi, \eta, \zeta) = \phi_i(\xi)\phi_j(\eta)\phi_k(\zeta)$
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\begin{align*}
\text{trunk space} & \quad \text{tensor product space} \\
& \\
i = 2, \ldots, p_\xi - 4 & \quad i = 2, \ldots, p_\xi \\
j = 2, \ldots, p_\eta - 4 & \quad j = 2, \ldots, p_\eta \\
k = 2, \ldots, p_\zeta - 4 & \quad k = 2, \ldots, p_\zeta \\
i + j + k = 6, \ldots, \max\{p_\xi, p_\eta, p_\zeta\} & \\
\end{align*}

3.4.3 Equation system derived from the weak form

Starting from the weak form

\[ \mathcal{B}(u_{FE}, v) = \mathcal{F}(v), \] \hspace{1cm} (3.41)

rewriting the virtual displacement

\[ v = Nv \] \hspace{1cm} (3.42)

and plugging in Equation (3.23) and (3.42) into (3.41) yields

\[ \mathcal{B}(NU, NV) = \mathcal{F}(NV). \] \hspace{1cm} (3.43)

Plugging in (3.13) and (3.14) into (3.43), Equation (3.43) then reads

\[ V^T \left( \int_{\Omega} (LN)^T C (LN) d\Omega \right) U = V^T \int_{\Omega} N^T f d\Omega + V^T \int_{\Gamma} N^T t d\Gamma. \] \hspace{1cm} (3.44)

As this statement is valid for any value of the virtual displacement, it follows

\[ \int_{\Omega} (LN)^T C (LN) d\Omega U = \int_{\Omega} N^T f d\Omega + \int_{\Gamma} N^T t d\Gamma \] \hspace{1cm} (3.45)

Defining

\[ K = \int_{\Omega} (LN)^T C (LN) d\Omega, \quad F = \int_{\Omega} N^T f d\Omega + \int_{\Gamma} N^T t d\Gamma, \] \hspace{1cm} (3.46)

Equation (3.45) is transformed to

\[ KU = F \] \hspace{1cm} (3.47)

where \( K \) is the global stiffness matrix and \( F \) is the global load vector.
Having discretized the problem domain into finite elements and element-wise shape functions \( N \), the global stiffness matrix \( K \) and global load vector \( F \) are computed by assembly of all element stiffness matrices and element load vectors respectively:

\[
K = \sum_{e=1}^{n_e} K^e, \quad F = \sum_{e=1}^{n_e} F^e
\]  

(3.48)

The element stiffness matrix and the load vector can be computed by

\[
K^e = \int_{\Omega} (L N)^T C^e (L N) \, dx \, dy \, dz ,
\]  

(3.49)

\[
F^e = \int_{\Omega} N^T f \, d\Omega + \int_{\Gamma} N^T t \, d\Gamma .
\]  

(3.50)

When computing the element stiffness matrix \( K^e \), the computation of derivatives of the shape functions is involved. Since the shape functions are defined in the local coordinate system, a mapping of a general eight-node element in the global coordinate system to the standard element \([[-1, 1] \times [-1, 1] \times [-1, 1]]\) with local coordinates \( \xi = (\xi, \eta, \zeta)^T \) is required. For instance, computation of the first derivative of the shape function \( N_i \) with respect to global coordinates involves the chain rule

\[
\frac{\partial N_i}{\partial \xi} = \frac{\partial x}{\partial \xi} \frac{\partial N_i}{\partial x} + \frac{\partial y}{\partial \xi} \frac{\partial N_i}{\partial y} + \frac{\partial z}{\partial \xi} \frac{\partial N_i}{\partial z}
\]

\[
\frac{\partial N_i}{\partial \eta} = \frac{\partial x}{\partial \eta} \frac{\partial N_i}{\partial x} + \frac{\partial y}{\partial \eta} \frac{\partial N_i}{\partial y} + \frac{\partial z}{\partial \eta} \frac{\partial N_i}{\partial z}
\]

\[
\frac{\partial N_i}{\partial \zeta} = \frac{\partial x}{\partial \zeta} \frac{\partial N_i}{\partial x} + \frac{\partial y}{\partial \zeta} \frac{\partial N_i}{\partial y} + \frac{\partial z}{\partial \zeta} \frac{\partial N_i}{\partial z}
\]

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix} =
J^{-1} 
\begin{bmatrix}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix}
\]

(3.51)

in which \( J \) is the Jacobian matrix. In order to obtain derivatives with respect to the global coordinates, one has to invert the Jacobian matrix:

\[
\begin{bmatrix}
\frac{\partial N_i}{\partial x} \\
\frac{\partial N_i}{\partial y} \\
\frac{\partial N_i}{\partial z}
\end{bmatrix} = J^{-1} \begin{bmatrix}
\frac{\partial N_i}{\partial \xi} \\
\frac{\partial N_i}{\partial \eta} \\
\frac{\partial N_i}{\partial \zeta}
\end{bmatrix}
\]

(3.52)

The Jacobian matrix must be regular (i.e., its determinant \( detJ \neq 0 \)) in order to compute its inverse.
The integration over one element can be computed by

\[
\int_{\Omega^e} (\cdot) d\Omega = \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} (\cdot) \det J (\xi, \eta, \zeta) \, d\xi \, d\eta \, d\zeta
\]  
(3.53)

and the element stiffness matrix can be computed in the local coordinate system as:

\[
K^e = \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} (L N)^T C^e (L N) \det J \, d\xi \, d\eta \, d\zeta
\]  
(3.54)

where LN is also denoted as the standard strain-displacement matrix B which will be used hereafter.
Chapter 4
The finite cell method

The finite cell method is a fictitious domain method combined with high-order shape functions. The basic idea is to extend the partial differential equation beyond the physical domain, up to the boundaries of a fictitious domain which is rectangular. In the new domain the exact solution is approximated by high-order polynomials.

4.1 Basic formulation

Let us assume that on a domain Ω with the boundary ∂Ω a problem of linear elasticity is described in weak form by

\[ B(u, v) = F(v) \]  \hspace{1cm} (4.1)

where the bilinear form is

\[ B(u, v) := \int_{\Omega} [L v]^T C [L u] d\Omega. \]  \hspace{1cm} (4.2)

The domain of computation is now embedded in the domain Ω_e with the boundary ∂Ω_e, see Figure 4.1.

Without losing generality, the homogeneous Dirichlet boundary condition is assumed to be applied along Γ_D, while the Neumann boundary condition is defined along Γ_N, where ∂Ω = Γ_D ∪ Γ_N, Γ_D ∩ Γ_N = ∅ and Γ_N = Γ_N^I ∪ Γ_N^H. Γ_N^I and Γ_N^H denotes the homogeneous and inhomogeneous Neumann boundary condition, respectively. The linear functional of the weak form (4.1) is

\[ F(v) := \int_{\Omega} v^T f d\Omega + \int_{\Gamma_N} v^T t_N d\Gamma \]  \hspace{1cm} (4.3)

where f are volume loads and t_N are prescribed tractions.
4.1. Basic formulation

The original physical domain $\Omega$ is now embedded in the domain $\Omega_e$ with the boundary $\partial\Omega_e$, see Figure 4.1 in which the situation of boundary conditions is also depicted for simplicity. The interface between $\Omega$ and the extended domain $(\Omega_e \setminus \Omega)$ is defined as $\Gamma_I = \partial\Omega \setminus (\partial\Omega \cap \partial\Omega_e)$. Following [71], the displacement variable $u$ is extended as:

$$u = \begin{cases} 
    u^1 & \text{in } \Omega \\
    u^2 & \text{in } \Omega_e \setminus \Omega 
\end{cases} \quad (4.4)$$

while the transition conditions guarantee continuity at the interface between $\Omega$ and $\Omega_e \setminus \Omega$:

$$
\begin{align*}
  t^1 &= t^2 & \text{on } \Gamma_I \\
  u^1 &= u^2 & \text{on } \Gamma_I 
\end{align*} \quad (4.5)
$$

Boundary conditions are set for $\partial\Omega_e$

$$
\begin{align*}
  \bar{t} &= 0 & \text{on } \Gamma_{e,N} \\
  \bar{u} &= 0 & \text{on } \Gamma_{e,D} 
\end{align*} \quad (4.6)
$$

where $\Gamma_{e,N}$ and $\Gamma_{e,D}$ are the Neumann and Dirichlet boundaries of $\Omega_e$ respectively, $\partial\Omega_e = \Gamma_{e,N} \cup \Gamma_{e,D}$, and $\Gamma_{e,N} \cap \Gamma_{e,D} = \emptyset$.

The weak form of the equilibrium equation for the embedding domain $\Omega_e$ is given as

$$B_e(u,v) = F_e(v) \quad (4.7)$$

where the bilinear form is

$$B_e(u,v) := \int_{\Omega_e} [L v]^T C_e [L u] \, d\Omega \quad (4.8)$$
in which \( C_e \) is the elasticity matrix of the embedding domain, given as

\[
C_e = \alpha C,
\]  
(4.9)

where

\[
\alpha = \begin{cases} 
1.0 & \text{in } \Omega \\
0.0 & \text{in } \Omega_e \setminus \Omega 
\end{cases}
\]  
(4.10)

Plugging in Equation (4.9) and (4.10) into (4.8), the bilinear functional turns to

\[
B_e(u, v) := \int_{\Omega} [L v]^T C [L u] d\Omega + \int_{\Omega_e \setminus \Omega} [L v]^T 0 [L u] d\Omega \\
= \int_{\Omega_e} [L v]^T \alpha C [L u] d\Omega : = B(u, v).
\]  
(4.11)

The linear functional

\[
F_e(v) := \int_{\Omega_e} v^T \alpha f d\Omega + \int_{\Gamma_N} v^T \bar{t} d\Gamma + \int_{\Gamma_{e,N}} v^T \bar{t} d\Gamma
\]  
(4.12)

includes volume loads \( f \), prescribed traction \( \bar{t} \) along \( \Gamma_N \) interior to \( \Omega_e \) and prescribed traction at the boundary of the embedding domain. The last term can be assumed zero due to Equation (4.6).

The embedding domain is now discretized in a mesh that is independent of the original domain. These new elements, which are differentiated from classical elements, are called finite cells. As a simple and beneficial initialization, cells are assumed to be rectangular hexahedra which results in constant Jacobian matrices for cell-wise mappings, see Figure 4.2.

The union of all cells forms the extended domain

\[
\Omega_e = \bigcup_{c=1}^{n_e} \Omega^c
\]  
(4.13)

where \( \Omega^c \) is the domain represented by a cell, and \( n_e \) is total number of cells resulting from division of the embedding domain. At the discretized level, the bilinear form (4.8) turns to

\[
B_e(u, v) := \sum_{c=1}^{n_e} \int_{\Omega_e^c} [L v]^T \alpha C [L u] d\Omega.
\]  
(4.14)
The displacement variable in each cell is approximated as

\[ u = N U \]  

where \( N \) denotes the matrix of shape functions and \( U \) is the vector of unknowns. In the current implementation, Legendre polynomial based hierarchical shape function [62, 70, 72] is used, see Section 3.4.2. This implementation allows an h-extension for low and high polynomial orders by refinement of cells as well as a p-extension on a fixed mesh of (coarse) cells. Based on the Bubnov-Galerkin approach, \( v = NV \), plugging (4.15) into (4.14) the finite cell formulation is given as

\[ K U = F \]  

where \( K \) is the global stiffness matrix and \( F \) is the global load vector. They are obtained by assembling cell matrices and cell load vectors respectively.

### 4.2 Boundary conditions

In FCM, application of boundary conditions on surfaces which do not conform to the mesh embedding the original domain \( \Omega \) is not as straightforward as it is in the standard FEM. Special methods are needed to handle Neumann and Dirichlet boundary conditions separately.
4.2.1 Neumann boundary conditions

Homogeneous Neumann boundary conditions are firstly considered. This “zero traction condition” is equivalent to assuming material with zero stiffness in the extended domain. Inhomogeneous boundary conditions can be imposed by explicitly including the second term in Equation (4.12), i.e. by integrating over the boundary \( \Gamma_N \) lying in the interior of \( \Omega_e \), see Figure 4.3 for two-dimensional case. A detailed description of load vector computation for the three-dimensional case is given in Section 4.3.2.

![Figure 4.3: The Neumann boundary conditions](image)

4.2.2 Dirichlet boundary conditions

In [2, 3] a “stiff strip” of material from \( \Gamma_D \) up to the Dirichlet boundary \( \Gamma_{e,D} \) of the extended domain is assumed to apply homogeneous boundary conditions, see the dark region highlighted in Figure 4.4. In this way, instead of being applied directly on the physical boundary, Dirichlet boundary conditions can be applied on the cell boundary. This strip is generally assumed to be of one magnitude stiffer than in the original computational domain to produce reasonably accurate results.

![Figure 4.4: The Dirichlet boundary conditions](image)

Inhomogeneous boundary condition can be applied with a natural extension of the “stiff strip” approach. In the literature several ways to impose inhomogeneous Dirichlet boundary conditions have been proposed, for instance, penalization or Lagrangian methods. In [2, 3, 73]
4.3 Numerical integration

4.3.1 Computation of cell stiffness matrices

The approximation of the original problem (4.2) over the domain has been replaced by a problem over an embedding domain, yet with discontinuous coefficients. Therefore, the integrand in (4.14) may be discontinuous within cells being cut by the boundary \( \partial \Omega \). An adaptive integration is necessary to capture this discontinuity. Different integration schemes have been investigated. Low order integration like trapezoidal rule on a refined grid of sub-cells can be used while the integration points are distributed uniformly in the cell. Another alternative is to use a quad tree technique subdividing the cut cell to non-uniform smaller cells for adaptive integration [74].

In [3] a composed scheme which can integrate over either uniformly or adaptively divided sub-cells has been proven to be a reliable method with high approximation accuracy. This implementation is based on a hexahedral element applying hierarchic high-order shape functions.

![Figure 4.5: Composed integration of hexahedral elements based on sub-cells [3]](image)

The mapping from the standard element to the global coordinate system is defined as

\[
x = Q^c(\xi, \eta, \zeta) = \sum_{i=1}^{8} N_i(\xi, \eta, \zeta) X_i
\]

where \( X_i = (X_i, Y_i, Z_i)^T \) denote the global coordinates of the eight nodes and
are the tri-linear shape functions, where \((\xi_i, \eta_i, \zeta_i)\) are the local coordinates of the \(i\)th node. The embedding domain is discretized with rectangular hexahedra. So the mapping reduces to

\[
x = Q_c^c(\xi, \eta, \zeta) = \begin{bmatrix} X_1 + \frac{1}{2}(1 + \xi)h_x \\ Y_1 + \frac{1}{2}(1 + \eta)h_y \\ Z_1 + \frac{1}{2}(1 + \zeta)h_z \end{bmatrix}
\] (4.19)

which results in a constant Jacobian matrix

\[
J^c = \frac{1}{2} \begin{bmatrix} h_x & 0 & 0 \\ 0 & h_y & 0 \\ 0 & 0 & h_z \end{bmatrix}
\] (4.20)

where \(h_x, h_y, h_z\) denote the cell size with respect to the \(x, y, z\) direction, respectively. With a constant Jacobian matrix, the hierarchic shape functions defined on the standard element which are mapped on the global coordinate system remain polynomials.

A composed integration is applied to compute the stiffness matrix

\[
K^c = \int_{\zeta} \int_{\eta} \int_{\xi} \left(B^c(\xi) \alpha(x(\xi)) \right) C B^c(\xi) \det J^c \, d\xi \, d\eta \, d\zeta
\] (4.21)

where the cell to be integrated is divided into \(n_{sc}\) sub-cells, see Figure 4.5. These sub-cells are used for integration purposes only. In order to establish a relation between the coordinates of the block-shaped sub-cell \(r = (r, s, t)^T\) and the cell, a linear mapping function

\[
\xi = Q^{sc}_{c}(r, s, t) = \begin{bmatrix} \xi_1 + \frac{1}{2}(1 + r)h_{\xi} \\ \eta_1 + \frac{1}{2}(1 + s)h_{\eta} \\ \zeta_1 + \frac{1}{2}(1 + t)h_{\zeta} \end{bmatrix}
\] (4.22)

is applied, where \((\xi_1, \eta_1, \zeta_1)\) are the local coordinates of the anchor point of the sub-cell and \(h_{\xi}, h_{\eta}, h_{\zeta}\) denote the size of the sub-cell. Since the sub-cells are block-shaped, the mapping results in a constant Jacobian matrix

\[
\tilde{J}^{sc}_c = \text{grad}^T Q^{sc}_{c}(r, s, t) = \frac{1}{2} \begin{bmatrix} h_{\xi} & 0 & 0 \\ 0 & h_{\eta} & 0 \\ 0 & 0 & h_{\zeta} \end{bmatrix}
\] (4.23)
4.3. Numerical integration

The stiffness matrix of cell $c$ is obtained by carrying out the composed integration over the $n_{sc}$ sub-cells

$$K^c = \sum_{sc=1}^{n_{sc}} \int_t \int_s \int_r \left( (B^c)^T (\xi(r)) \alpha(x(\xi(r))) \right) C B^c(\xi(r)) \det J^c \det \tilde{J}^{sc} dr ds dt. \quad (4.24)$$

In (4.24) it is also necessary to account for the determinant of the Jacobian matrix $\tilde{J}^{sc}$ which is due to the change of variables. The shape functions are the same as in (4.21); however, the mapping $\xi(r) = \tilde{Q}^c_{sc}(r, s, t)$ has to be applied to establish the relation between the coordinates of the sub-cell $(r, s, t)$ and the cell $(\xi, \eta, \zeta)$. The sub-cells can be created so as to have a uniform spacing or an adaptive algorithm based on an octree data structure can be applied. The adaptive algorithm may be applied to automatically control the refinement of the sub-cells, so that in those regions where the integrand exhibits a strong variation (e.g. jumps due to the incorporation of the domain’s boundary) a more accurate quadrature is performed. A different quadrature scheme may be chosen for each of the sub-cells.

To avoid ill conditioning, cells completely outside $\Omega$ can be ignored for integration and assembly, or a small non-zero $\alpha$ can be used for such cells. Numerical experiences show that any $\alpha$ as small as $10^{-10}$ can replace zero. The domain integral in the linear functional (4.12) can be dealt with in the extended domain by introducing $\alpha$ and using the same procedure as for the bilinear form.

4.3.2 Computation of cell load vectors

The cell load vector consists of two parts

$$F^c = F^c_j + F^c_i = \int_{\Omega_e} (N^c)^T \alpha f d\Omega + \int_{\Gamma_N^I} (N^c)^T \tilde{t} d\Gamma \quad (4.25)$$

where $F^c_j$ represents the volume load and $F^c_i$ results from the surface traction $\tilde{t}$ [3]. $F^c_j$ can be computed through volume integration in a similar manner as the stiffness matrix. To account for inhomogeneous Neumann boundary conditions defined on $\Gamma_N^I$, the boundary integral has to be computed cell-wise to determine the load vector $F^c_i$ due to a surface traction $\tilde{t}$ acting on $\Gamma_N^I$. Since the boundary $\Gamma_N^I$ will normally not coincide with the boundary of the embedding domain $\Omega_e$, the computation of the cell load vector cannot be obtained by simply integrating over the boundary of the cells, since $\Gamma_N$ will generally intersect the cells.

In order to compute the load vector one needs to have a parametric description of the surface on which the traction is acting in order to perform the integration. Figure 4.6 depicts a triangulated surface intersecting a hexahedral element. The local coordinates of the triangular element is given as $(u, v)$. The cell load vector based on a traction $\tilde{t}$ acting on a surface spanned by $n^c_f$ facets embedded in cell $c$ can be computed as
Figure 4.6: Computation of load vector by integrating over the Neumann boundary

\[ \mathbf{F}_c^e = \sum_{f=1}^{n_f^e} \int_v \int_u (\mathbf{N}^e)^T(\xi) \mathbf{t} \det \mathbf{J}_f \, du \, dv. \]  

(4.26)

where \( \mathbf{J}_f \) denotes the Jacobian matrix which is a mapping from the global coordinates to the local coordinates of the triangular facet \( f \). In this case, a two-dimensional surface \((u, v)\) is embedded into a three-dimensional space \((x, y, z)\). So the Jacobian matrix can be computed as the norm of the vector normal to the surface. The vector normal is the cross product of the two vectors \( \mathbf{x}_f^u = \frac{\partial \mathbf{x}_f}{\partial u} \) and \( \mathbf{x}_f^v = \frac{\partial \mathbf{x}_f}{\partial v} \).

Accordingly \( \mathbf{J}_f \) can be written as

\[ \mathbf{J}_f = |\mathbf{x}_f^u(u, v) \times \mathbf{x}_f^v(u, v)| \]  

(4.27)

where \( \mathbf{x}_f \) denotes the global coordinates of the triangular facet.

Equation (4.26) then reads

\[ \mathbf{F}_c^e = \sum_{f=1}^{n_f^e} \int_v \int_u (\mathbf{N}^e)^T(\xi) \mathbf{t} |\mathbf{x}_f^u(u, v) \times \mathbf{x}_f^v(u, v)| \, du \, dv \]  

(4.28)

In order to compute \( \mathbf{x}_f \), a mapping from the local coordinates \((u, v)\) of the standard triangular element to the global Cartesian coordinates is required. Afterwards, the integration can be
4.3. Numerical integration

computed with a two-dimensional quadrature rule defined on a standard triangular element. Note that \( \mathbf{N}^c \) denotes the shape functions which are high order polynomials in the FCM. To accurately integrate the product of the shape functions and the traction vector over the area a high order integration rule is required. However, some high order quadrature rules for triangular elements published in finite element textbooks and papers contain either negative weights or points outside of the integral domain \([75, 76, 77]\). To ensure an accurate computation, a mapping from the local coordinates \((u, v)\) defined on a standard quadrilateral element \((-1, -1) \times (1, 1)\) to the global coordinates \((x, y, z)\) of the triangle is used instead, see Equation (4.29).

\[
x^f = \mathbf{Q}^f(u, v) = \sum_{i=1}^{4} N_i(u, v) \mathbf{X}^f_i
\]

\( \mathbf{X}^f_i = (X^f_i, Y^f_i, Z^f_i)^T \) denote the global coordinates of the three nodes of the triangle. By coalescing two adjacent vertices of the quadrilateral element, the quadrilateral standard domain can be transformed to fit the triangular facet, see Figure 4.7 where \( \mathbf{X}_4^f = \mathbf{X}_3^f \) has been chosen.

In Equation (4.29)

\[
N_i(u, v) = \frac{1}{4}(1 + u_i u)(1 + v_i v)
\]

are the bi-linear shape functions, where \((u_i, v_i)\) denote the local coordinates of the \(i\)th node of the standard quadrilateral. Applying the mapping function (4.29) makes it possible to perform the integration with a two-dimensional Gaussian quadrature defined on a standard quadrilateral. It should be borne in mind that the process of triangulating a curved surface introduces a discretization error. Commercial CAD tools are designed to control this discretization error, i.e. the deviation from the (true) curved surface, by specifying the maximum chordal deviation tolerance of the facets.

\[\text{Figure 4.7: Parameterization of facets [3]}\]
As can be seen from Figure 4.6 it is very likely that the Gaussian points related to one facet fall within different cells (hexahedra). It is accordingly important to ensure that, during the integration over each facet, the contribution of this integration point refers to the cell where the integration point is located. This means that the corresponding cell number $c$ has to be determined for each integration point. Since a Cartesian grid of hexahedral cells is applied to discretize the embedding domain $\Omega_e$, this cell number can be computed very efficiently. For each integration point, the global coordinates are computed from the mapping function $\mathbf{x}_f = \mathbf{Q}_f(u, v)$ defined by the facet. Based on the global coordinates the corresponding hexahedral can be readily determined, since a structured cell arrangement with fixed spacing is applied. Having found the cell $c$ which contains the present Gaussian point, the local coordinates $(\xi, \eta, \zeta)$ of the cell have to be determined in order to compute the shape function matrix $\mathbf{N}^T(\xi)$. It is also possible to compute the inverse mapping, $\xi = \mathbf{Q}_c^{-1}(\mathbf{x}_f(u, v))$, very efficiently from global to local cell coordinates, since the mapping (4.19) is linear and can be inverted analytically. One drawback of this way of integration is that the triangular facet is not split up at the intersection with cell boundaries, integrating a function which is not continuous over a surface will loose accuracy even for high order Gaussian integration. Hence a relatively fine mesh is used to reduce integration error to a low level. Note that the numerical effort in integrating over a fine surface mesh with a high order quadrature rule is still relatively small since the two-dimensional integration does not dominate the overall computational effort.

4.4 A CT-derived data specific integration scheme

Rapid and simple grid generation is the major advantage of the FCM and general fictitious domain methods over the standard FEM. The main reason is: in FCM shape functions and model geometry are completely decoupled, so that the Cartesian grid generated in the analysis is not obliged to be aligned to the curved boundaries. As a result, the meshing process is independent of the complexity of the model and is thus straightforward. With trivial effort in mesh generation, the main computational load is shifted to the computation of cell stiffness matrices. As a standard integration approach, Gaussian integration is applied in FCM to compute cell stiffness matrices. For simple structures with homogeneous material properties, only $(p + 1)^3$ integration points are necessary to compute the integration accurately. However, for models with complex geometries and multi-material interfaces the computational cost increases drastically because a dense set of integration points must be allocated inside and outside the physical domain in order to capture both the true physical boundary and the material interfaces. Using this method, considerable amount of computational time has to be spent in order to achieve a high accuracy. One possibility in promoting the performance of the FCM is to accelerate the stiffness matrices integration by precomputation.

To clarify the precomputation procedure, this part of the thesis is structured as follows. Starting from the CT imaging theory given in Section 2.2.1, the three types of geometric representations introduced in [3] will be repeated with emphasis on the last two types in Section 4.4.1. Section 4.4.2 describes the mesh generation method and afterwards, the precomputation scheme is detailed in Section 4.4.3.
4.4. Geometric representations

Fast and simply grid generation is one of the main advantages of the FCM. As the starting point of a FCM computation, it is necessary to discuss different ways of representing the geometry of a physical model. Three ways of representation of geometry — implicit representation of geometry, voxel model derived from B-rep representation, and voxel model obtained from a CT scan are accounted for in the FCM [3].

4.4.1 Implicit representation of geometry

The implicit representation of the boundary of a geometric model is defined using the zero level set of function $\phi(x) = 0$, similar to level set method [78, 79]. Implicit representation gives an exact mathematical description of geometry. The geometric model is responsible for the definition of zero extensions during the integration of cell stiffness matrices. For this purpose, an accurate integration technique is necessary to fully capture the geometry. Different techniques can be utilized to handle this problem, e.g., Gaussian integration with large amount of quadrature points, or the quad-tree based composed integration technique [3]. During the integration, judgment of whether an integration point lies inside or outside is required. This type of representation is, however, mostly applicable in academic problems and is for numerical investigations only. We therefore turn our focus onto accelerating the computations on explicitly represented geometric models.

4.4.1.2 Explicit representation of geometry

One commonly used explicit representation is a voxel model, whose physical boundary is defined by the value of voxels explicitly. Different from models with exact mathematical description of geometry, voxel models provide approximated geometries as well as internal material interfaces. This way of geometric description, on one hand, is geometrically less accurate than the implicit representation; however, it enables a more efficient way of judging whether an integration point is inside or outside the physical domain, since zero extensions are included in the voxel models already. Two types of explicit geometric models have been defined in [3], they are voxel model derived from B-rep representation and voxel model obtained from a CT scan.

4.4.1.2.1 Voxel model derived from B-rep representation

Boundary representation, short for B-rep, is a representation form to describe shapes using a finite number of surfaces. One simple and common B-rep is based on triangulation, through which curved boundaries can be approximated using inter-connected triangles. The STL model, derived from the word STereolithography [80], is probably the simplest B-rep model which describes the unstructured triangulated surfaces with vertices (coordinate vectors) and surface unit normals. This format of description is employed in FCM to encompass inhomogeneous boundary conditions.

Voxel models can be generated from B-rep models through voxelization. An octree-based voxelization algorithm, which has been implemented in [3, 81] for fast grid generation based
on the hierarchical space-partitioning concept, is adopted to generate voxel models with various resolutions. Figure 4.8 depicts a B-rep model of a telephone handset downloaded from [82] and a voxel model derived from it.

![B-rep model (STL mesh with 6,880 triangles), Voxel model with a resolution of 18 × 18 × 60, Voxel model without zero extension](image)

Figure 4.8: Voxelization of a telephone handset

For this type of voxel models, the accuracy of geometric description mainly depends on the voxelization resolution which is adjustable. This feature offers certain amount of flexibility to select a suitable resolution level for problems with various accuracy demands.

### 4.4.1.2.2 Voxel model derived from a CT scan

In addition to voxelizing B-rep models, a more general approach to obtain voxel models is through CT scanning. The largest difference of the CT-derived voxel models from those obtained from B-rep is that the CT-derived models are originally composed of voxels and contain zero extension already. Hence this type of voxel models is more suitable for the FCM computation, in which voxel data are directly imported and meshed with rectangular grids. It is therefore of great advantage to implement the FCM algorithms in the biomechanical applications, which when solved using the standard finite element method requires large amount of human labor and computational cost in the preprocessing. In comparison with voxel models obtained from B-rep, the downside of CT-derived voxel models is that the model resolution is scanning machine dependent and is for an existing voxel model easier to decrease than to increase. Thus, the flexibility in data adjustment is smaller.
4.4.2 Mesh generation

The QCT-based voxel finite element method (VFEM) [55] is often used to analyze voxel models derived from QCT scans. In VFEM each voxel is converted directly to an eight-node hexahedral element or several voxels are converted to a hexahedral element with an averaged elasticity tensor [83]. Similar to this strategy, in FCM we convert several voxels into one cell which has, rather than an averaged, a piecewise constant elasticity tensor, i.e. the elasticity tensor of each voxel remains unchanged. Since no restriction of number of voxels per cell is defined, the mesh size is relatively flexible: we can have as many/few cells as numerically necessary. Two extremes are that only one cell embeds the whole model or one cell is directly converted from one voxel as in VFEM. Starting from a voxel model derived from either a B-rep model or a CT scan, after fixing the number of voxels in each cell, based on [84] a structured mesh can be automatically generated with trivial effort. A fast meshing algorithm has been developed using 3D index-based reconstruction matrices. See [84] for algorithmic details.

4.4.3 Precomputation of stiffness matrices

For better explaining the idea of this CT-derived data specific precomputation scheme, let us consider a simple example in which the embedding domain $\Omega_e$ is meshed with only one cell enclosing $n_x \times n_y \times n_z$ voxels that are extracted directly from a CT scan. The precomputation is carried out in the parametric space where the cell is subdivided into $n_x \times n_y \times n_z$ sub-cells, each can be identified with a voxel from the CT-scan having a constant material property in the Cartesian space. The cell stiffness matrix can be computed by carrying out composed integration, which integrates over $n_x \times n_y \times n_z$ sub-cells. The stiffness matrix of each sub-cell can be precomputed exactly with respect to the elasticity coefficients and unknown sizes of the overlapping voxel. In this way Gaussian integration can be replaced by scalar-matrix multiplication during run-time. The basic formulations for precomputation of general isotropic linear elastic problems are given as follows.

4.4.3.1 Basic formulation

The stiffness matrix formulation

$$K^c = \sum_{sc=1}^{n_{sc}} \int_{t}^{s} \int_{r} (B^c)^T(\xi(r)) \alpha(x(\xi(r))) C B^c(\xi(r)) \det \tilde{J}_c^sc \det J \, dr \, ds \, dt$$

(4.31)

given in Section 4.3 is a general form for the composed integration, which allows for both uniform and non-uniform sub-cell structures. In this fast integration scheme, precomputation with respect to adaptively refined sub-cell structures is not easily feasible due to the fact that the positions of adaptive refinements are model-dependent and are unknown in prior. Hence only uniform sub-cell structures are implemented. Mapping from sub-cells to cell can be avoided and integrations can be carried out directly in the cell parametric space. For simplifying the precomputation, a uniform degree of shape functions is chosen for each cell such that the strain-displacement matrix is the same for all cells ($B^c = B$). Equation (4.31) then reads
\[
K^c = \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} B^T(\xi) \alpha(x(\xi)) C B(\xi) \det J^c \, d\xi d\eta d\zeta.
\] (4.32)

The variable \( \alpha \) is used to determine whether a point lies in the physical or the extended domain and \( \alpha(x(\xi))C \) denotes the cell material matrix as a function of local coordinates \( \xi = (\xi, \eta, \zeta)^T \). For CT-derived voxel models, the constant property of each voxel allows us to replace \( \alpha(\xi)C \) with a piecewise constant matrix function \( \bar{C}^c(\xi) \).

Note that one cell embeds \( n_x \times n_y \times n_z \) voxels and let us denote the material matrix of each voxel as \( C_{ijk} \), where \( i = 1, \ldots, n_x \), \( j = 1, \ldots, n_y \) and \( k = 1, \ldots, n_z \) denote the local voxel indices with respect to \( \xi, \eta \) and \( \zeta \) directions. Accordingly, \( \bar{C}^c(\xi) \) can be written as

\[
\bar{C}^c(\xi) = C_{ijk}^c \quad \text{when} \quad \begin{cases} T_{\xi,i} \leq \xi \leq T_{\xi,i+1} \\ T_{\eta,j} \leq \eta \leq T_{\eta,j+1} \\ T_{\zeta,k} \leq \zeta \leq T_{\zeta,k+1} \end{cases}
\] (4.33)
in which the voxel boundaries are defined as

\[
T_{\xi,i} = -1.0 + 2 \frac{i-1}{n_x}, \quad i = 1, 2, \ldots, n_x \\
T_{\eta,j} = -1.0 + 2 \frac{j-1}{n_y}, \quad j = 1, 2, \ldots, n_y. \\
T_{\zeta,k} = -1.0 + 2 \frac{k-1}{n_z}, \quad k = 1, 2, \ldots, n_z
\] (4.34)

The cell stiffness matrix \( K^c \) then reads

\[
K^c = \int_{-1}^{1} \int_{-1}^{1} \int_{-1}^{1} B^T(\xi) \bar{C}^c(\xi) B(\xi) \det J^c \, d\xi d\eta d\zeta
\] (4.35)

where \( \det J^c \) is constant in FCM analysis due to rectangular grids. Inserting (4.33) into (4.35) and by implementing composite integration the stiffness matrix \( K^c \) can be decomposed into summation of \( n_x \times n_y \times n_z \) subintegrals

\[
K^c = \sum_{k=1}^{n_z} \sum_{j=1}^{n_y} \sum_{i=1}^{n_x} K_{ijk}^c
\] (4.36)

where
For the sake of simplicity, we confine our method to linear isotropic media. In one cell the material matrix of each voxel \( C^c_{ijk} \) can be decomposed as a linear combination of \( \lambda^c_{ijk} \) and \( \mu^c_{ijk} \) which are the two Lamé constants corresponding to the voxel with index \( ijk \). The relationships between these two constants, elastic modulus and Poisson’s ratio read

\[
\lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)}, \quad \mu = \frac{E}{2(1 + \nu)}.
\]

(4.38)

Decomposition of the voxel material matrix is given as

\[
C^c_{ijk} = \lambda^c_{ijk} \mathbf{C}^\lambda + \mu^c_{ijk} \mathbf{C}^\mu
\]

(4.39)

where

\[
\mathbf{C}^\lambda = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

and

\[
\mathbf{C}^\mu = \begin{bmatrix}
2 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

(4.40)

are constant matrices.

Inserting Equation (4.39) into (4.37) gives

\[
K^c_{ijk} = \int_{T_{\xi,k}}^{T_{\xi,k+1}} \int_{T_{\eta,j}}^{T_{\eta,j+1}} \int_{T_{\zeta,i}}^{T_{\zeta,i+1}} B^T(\xi) \mathbf{C}_c^c B(\xi) \det J^c d\xi d\eta d\zeta.
\]

(4.37)

(4.41)

where

\[
K^\lambda_{ijk} = \int_{T_{\xi,k}}^{T_{\xi,k+1}} \int_{T_{\eta,j}}^{T_{\eta,j+1}} \int_{T_{\zeta,i}}^{T_{\zeta,i+1}} B^T(\xi) \mathbf{C}^\lambda B(\xi) \det J^c d\xi d\eta d\zeta
\]

(4.42)
\[
K^\mu_{ijk} = \int_{\zeta} \int_{\eta} \int_{\xi} B^T(\xi) C^\mu(\xi) B(\xi) \det \mathbf{J}^c \, d\xi d\eta d\zeta .
\] (4.43)

denote two matrices corresponding to the voxel with index \(ijk\). These two groups of matrices are independent of the material constants of each voxel, but depend on other parameters, e.g. the voxel dimensions, etc. In order to find out the correlation between the voxel parameters and the two groups of matrices, investigations on each component in Equation (4.42) and (4.43) have been carried out.

Matrices \(C^\lambda\) and \(C^\mu\) are constant. Computation of the strain-displacement matrix \(B\) requires derivatives of the shape functions \(N\). Computation of derivatives involves the computation of the inverse of Jacobian matrix \(J^c\) which depends on the cell sizes \((h_x, h_y, h_z)\). In terms of (4.34), the integration intervals depend on the number of voxels in each cell \(n_x, n_y\) and \(n_z\). Hence, for a given polynomial degree (denoted \(p\)) the values of \(K^\lambda_{ijk}\) and \(K^\mu_{ijk}\) depend on the number of voxels in each direction \((n_x, n_y, n_z)\) and cell sizes \((h_x, h_y, h_z)\). For a CT-derived voxel model, a constant dimension \((s_x, s_y, s_z)\) is assigned to all voxels by default. Therefore, the cell sizes can be computed by multiplying the voxel dimensions \((s_x, s_y, s_z)\) with the number of voxels in each direction \((h_x = n_x s_x, h_y = n_y s_y, h_z = n_z s_z)\). \(K^\lambda_{ijk}\) and \(K^\mu_{ijk}\) then depend only on six variables \(n_x, n_y, n_z, s_x, s_y\) and \(s_z\). As a result, the precomputation of two groups of matrices \(K^\lambda\) and \(K^\mu\) can be performed once the six variables are determined.

Yet determination of the six parameters involves solving two additional sub-problems. First, the values of \(n_x, n_y\) and \(n_z\) should be user-definable. Restrictions on the three parameters are required such that the matrices precomputed with respect to the three quantities can be applicable to cells in the entire fictitious domain. Second, since the voxel dimensions \(s_x, s_y\) and \(s_z\) are CT machine dependent, precomputations with respect to unknown dimensions is not feasible. Therefore a special technique is required to decouple voxel dimensions from precomputed matrices. Solutions to these two problems are presented in Section 4.4.3.2 and 4.4.3.3 separately.

### 4.4.3.2 Determination of number of voxels per cell

In the current research \(n_x, n_y\) and \(n_z\) are set to the same integer \(n_v\). With \(n_v\) voxels in each direction, one cell contains in total \(n_v \times n_v \times n_v\) voxels, denoted by \(n_v^3\). Each voxel possesses two precomputed matrices \(K^\lambda_{ijk}\) and \(K^\mu_{ijk}\) of size depending on the polynomial degree of shape functions only. The precomputed matrices can be applied to all cells, when the number of voxels in each direction in the whole fictitious domain can be divided exactly by \(n_v\). Otherwise the original fictitious domain \(\Omega\) has to be extended to a larger fictitious domain denoted by \(\Omega^2\) in which the number of voxels in each direction can be divided exactly by \(n_v\). The voxels inside the newly extended domain are set to voids to avoid altering the original physical problem.
4.4.3.3 Precomputation of $K^λ$ and $K^n$ with respect to $s_x$, $s_y$ and $s_z$

Starting from Equation (4.42), the strain-displacement matrix $B$ is given as

$$B = \begin{bmatrix} B_1 & B_2 & \ldots & B_i & \ldots & B_{n_p} \end{bmatrix}$$ (4.44)

where $n_p$ is the total number of shape functions and the $i$th strain-displacement submatrix $B_i$ is given as

$$B_i = \begin{bmatrix} \frac{\partial N_i(\xi,\eta,\zeta)}{\partial x} & 0 & 0 \\ 0 & \frac{\partial N_i(\xi,\eta,\zeta)}{\partial y} & 0 \\ 0 & 0 & \frac{\partial N_i(\xi,\eta,\zeta)}{\partial z} \end{bmatrix}$$ (4.45)

in which $N_i$ is the $i$th shape function. Since the shape functions are defined in the local coordinate system, computation of derivatives with respect to the global coordinate system $(x, y, z)$ involves the chain rule:

$$\begin{bmatrix} \frac{\partial N_i(\xi,\eta,\zeta)}{\partial x} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial y} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial z} \end{bmatrix} = \frac{\partial}{\partial \xi} \begin{bmatrix} \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \xi} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \eta} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \zeta} \end{bmatrix} = (J^c)^{-1} \begin{bmatrix} \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \xi} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \eta} \\ \frac{\partial N_i(\xi,\eta,\zeta)}{\partial \zeta} \end{bmatrix}$$ (4.46)

in which the cell Jacobian matrix $J^c$ is diagonal and depends on the cell sizes.

$$J^c = \begin{bmatrix} \frac{\partial \xi(\xi,\eta,\zeta)}{\partial \xi} & \frac{\partial \xi(\xi,\eta,\zeta)}{\partial \eta} & \frac{\partial \xi(\xi,\eta,\zeta)}{\partial \zeta} \\ \frac{\partial \eta(\xi,\eta,\zeta)}{\partial \xi} & \frac{\partial \eta(\xi,\eta,\zeta)}{\partial \eta} & \frac{\partial \eta(\xi,\eta,\zeta)}{\partial \zeta} \\ \frac{\partial \zeta(\xi,\eta,\zeta)}{\partial \xi} & \frac{\partial \zeta(\xi,\eta,\zeta)}{\partial \eta} & \frac{\partial \zeta(\xi,\eta,\zeta)}{\partial \zeta} \end{bmatrix} = \frac{1}{2} \begin{bmatrix} h_x & 0 & 0 \\ 0 & h_y & 0 \\ 0 & 0 & h_z \end{bmatrix} = \frac{1}{2} \begin{bmatrix} s_x n_v & 0 & 0 \\ 0 & s_y n_v & 0 \\ 0 & 0 & s_z n_v \end{bmatrix}$$ (4.47)

Inverse of the cell Jacobian matrix is given as

$$(J^c)^{-1} = 2 \begin{bmatrix} \frac{1}{s_x n_v} & 0 & 0 \\ 0 & \frac{1}{s_y n_v} & 0 \\ 0 & 0 & \frac{1}{s_z n_v} \end{bmatrix}$$ (4.48)

Plugging in (4.46) and (4.48) into (4.45) yields
As described in Section 2.2.1, each CT image consists of a set of square pixels, namely, all voxel data have equivalent sizes in x, y directions:

\[ s_x = s_y. \]  

(4.50)

This property enable us to replace \( s_y \) with \( s_x \) such that the number of unknown parameters is reduced from three to two – \( s_x \) and \( s_z \). \( s_x \) and \( s_z \) of various voxel models are different from each other – they depend on the CT scanning setting which varies from machine to machine. To overcome the difficulties arising in the precomputation with respect to the two unknown parameters, \( K_\lambda \) and \( K_\mu \) are not directly precomputed but further decomposed.

Inserting (4.50), (4.44) and (4.47) into (4.42) and (4.43), after steps of simplifications \( K_{\lambda ij} \) and \( K_{\mu ij} \) can be rewritten as

\[
K_{\lambda ij} = s_x K_{\lambda ij}^0 + s_x K_{\lambda ij}^1 + s_x^2 K_{\lambda ij}^2 \quad (4.51)
\]

\[
K_{\mu ij} = s_x K_{\mu ij}^0 + s_x K_{\mu ij}^1 + s_x^2 K_{\mu ij}^2 \quad (4.52)
\]

Introducing a new parameter \( r = s_x/s_z \), (4.51) and (4.52) then read

\[
K_{\lambda ij} = s_z (K_{\lambda ij}^0 + r K_{\lambda ij}^1 + r^2 K_{\lambda ij}^2) \quad (4.53)
\]

\[
K_{\mu ij} = s_z (K_{\mu ij}^0 + r K_{\mu ij}^1 + r^2 K_{\mu ij}^2) \quad (4.54)
\]

where \( K_{\lambda ij}^0, K_{\lambda ij}^1, K_{\lambda ij}^2, K_{\mu ij}^0, K_{\mu ij}^1 \) and \( K_{\mu ij}^2 \) denote six groups of constant matrices depending only on \( p \) and \( n_v \). Each matrix is symmetric, densely populated and has the same size as \( K^c \).

With respect to different \( p \) and \( n_v \), these matrices can be precomputed and stored.

Several existing methods can be applied to precompute the matrices accurately, e.g., Gaussian quadratures, adaptive trapezoid integration, or adaptive Simpson integration. In our precomputation, hierarchic shape functions that span the trunk space are employed to minimize the matrix size. Some information of the precomputed matrices \( K_\lambda^0 (n_v = 10) \) is given in Table 4.1.
It is obvious that a large reduction of necessary memory-space could be obtained by using symmetry of the coordinate axes. It follows immediately, that all matrices $K_{ijk}$ can be obtained by row and column permutation of $i$, $j$ and $k$. Therefore only single matrices would have to be stored. This would reduce the necessary memory space by $3! = 6$. Further reduction would be possible (by another factor of 8), if one takes into account that $K_{n_{v}−i,j,k}$ can be immediately obtained from $K_{ijk}$, and the same for other indices. Summarizing the overall memory space could be reduced by a factor of approximately 50. This possible reduction is not implemented for two reasons. First, it would require a lot additional effort to find out the permutation matrices with which the matrices in (4.53) and (4.54) can be reconstructed. Second, in Section 4.4.6 the computation of stiffness matrices is accelerated by using the BLAS routine. For this implementation, the two groups of matrices $K_{ijλ}$ and $K_{ijk}^{µ}$ in (4.53) and (4.54) are required to be completely stored in the memory. Furthermore, in Section 5.3.5.2 these two groups of matrices are also required to be stored in a complete form to ensure an efficient numerical simulation during the entire computational steering process. As one of the major goals of the research was the speed of computation, reconstructing new matrices from a condensed form involves additional memory references and data movement and was thus not accepted for current applications. Moreover, as these matrices occupy only a small fraction of the computer memory-space (less than 5% for $n_{v} = 10$ and $p = 6$ on a modern computer with 16Gb physical memory), its negative impact can be neglected in this research.

### 4.4.4 Stiffness matrices computing procedure with precomputed matrices

With precomputed matrices at hand, the procedure of stiffness matrices computation is illustrated in Figure 4.9. The polynomial degree $p$ and the number of voxels per cell $n_{v}$ are user defined input parameters. After reading in the CT data the program generates rectangular grids and computes $r$ and $s_{z}$. Subsequently it reads in six groups of precomputed matrices and computes $K_{ijλ}$ and $K_{ijk}^{µ}$. In the next step, the cell stiffness matrices are computed by performing scalar-matrix multiplications.

### 4.4.5 Computational efficiency estimation

To estimate the speedup factor by using the precomputed matrices, the number of floating point operations in computing the stiffness matrix of one cell using the FCM without pre-computation is firstly estimated. A cell is assumed to contain $n_{v} \times n_{v} \times n_{v}$ sub-cells, in each sub-cell $(p + 1)^{3}$ Gaussian integration points are adopted to integrate exactly. Thanks to the symmetry, only entries in the upper or lower triangular part of stiffness matrix have to be

<table>
<thead>
<tr>
<th>Polynomial degree</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of rows/columns</td>
<td>24</td>
<td>60</td>
<td>96</td>
<td>150</td>
<td>222</td>
<td>315</td>
</tr>
<tr>
<td>Data size (Mbyte)</td>
<td>2.29</td>
<td>13.96</td>
<td>35.52</td>
<td>86.40</td>
<td>188.85</td>
<td>379.71</td>
</tr>
</tbody>
</table>

*Table 4.1: Precomputed matrix size and data size for $K^{λ}$ with $n_{v} = 10$*
computed. Denoting the number of rows of matrix $K^c$ as $n_r$, the total number of entries in the lower triangular part of the matrix $n_t$, we have $n_t = \frac{1}{2} n_r (n_r + 1)$. The estimated number of floating point operations is

$$T_1 = 6 n_r (6 + n_r) (p + 1)^3 n_{3v}$$

(4.55)

and for FCM with precomputed matrices the number of operations is

$$T_2 = 2 n_t n_{3v}.$$  

(4.56)

The speedup factor is $T_1/T_2 \approx 6 (p + 1)^3$, which for $p = 6$ equals 2,058.

4.4.6 Acceleration of scalar-matrix computation using the BLAS routine

To effectively utilize a high-performance computer, it is significant to avoid unnecessary memory references. The movement of data between memory and registers can be as costly as floating point operations [85], and accordingly the efficiency of many linear algebra computations can be achieved not by developing new computing algorithms, but rather by compiling algorithms to minimize data movement and maximize the reuse of data in cache.
4.4.6.1 BLAS

One possible approach of improving the efficiency is to use the Basic Linear Algebra Subprograms (BLAS), which are routines that provide standard building blocks for performing basic vector and matrix operations [85]. Highly optimized implementations of the BLAS interface have been developed by hardware vendors such as Intel and AMD, as well as by other authors, e.g. Goto BLAS and ATLAS [86]. The BLAS package includes FORTRAN routines of three levels, the level 1 BLAS performs vector-vector operations; the level 2 BLAS performs matrix-vector operations; the level 3 BLAS performs matrix-matrix operations. The efficiency of the BLAS routines are indicated by the ratio of floating-point operations to data movement, which if high enough, shows an efficient reuse of data in cache. The level 3 BLAS that targets at matrix-matrix operations can achieve very good performance on high-performing computers with memory hierarchy. The reason is that the matrices are partitioned into blocks on which the matrix-matrix operations are performed. This way the block data which is held in cache can be fully reused and in addition the operations on blocks enable the parallelization on multi-core computers. With these considerations, on top of the precomputation described in Section 4.4.3 the stiffness matrix computation can be speeded up the second time if the scalar-matrix multiplications can be transformed to matrix-matrix multiplications.

4.4.6.2 Matrix transformation

To facilitate the description, the total number of cells is denoted as $n_c$. For convenience matrices $K_{ijk}^\lambda$ and $K_{ijk}^\mu$ are replaced with $K_r^\lambda$ and $K_r^\mu$ ($r = 1, \ldots, n_r^3$) by reorganizing the indices from 3D to 1D. Accordingly, Equation (4.41) becomes

$$K^c = \sum_{r=1}^{n_r^3} \lambda_r^c K_r^\lambda + \sum_{r=1}^{n_r^3} \mu_r^c K_r^\mu$$

(4.57)

In the next step $K_r^\lambda$, $K_r^\mu$ and $K^c$ are vectorized from matrices to single column vectors in a column-majored order. For reducing vector size, only entries in the lower triangular part of the matrix are considered. The new vectors are denoted as $\Bar{K}_r^\lambda$, $\Bar{K}_r^\mu$ and $\Bar{K}^c$, respectively. The size of vector $\Bar{K}_r^\lambda$ and $\Bar{K}_r^\mu$ is denoted as $n_t$, which equals to $\frac{1}{2} n_r (n_r + 1)$ where $n_r$ is the number of rows of $K^c$. 
Thereafter, Equation (4.57) is rewritten as

\[ \mathbf{K}^c = \begin{bmatrix} K_1^c \\ K_2^c \\ \vdots \\ K_{n_t}^c \end{bmatrix} = \lambda_1^c \begin{bmatrix} K_{11}^\lambda \\ K_{12}^\lambda \\ \vdots \\ K_{1n_t}^\lambda \end{bmatrix} + \lambda_2^c \begin{bmatrix} K_{21}^\lambda \\ K_{22}^\lambda \\ \vdots \\ K_{2n_t}^\lambda \end{bmatrix} + \ldots + \lambda_{n_3v}^c \begin{bmatrix} K_{n_{3v},1}^\lambda \\ K_{n_{3v},2}^\lambda \\ \vdots \\ K_{n_{3v},n_{3v}}^\lambda \end{bmatrix} \]

\[ \mathbf{K}^c = \mu_1^c \begin{bmatrix} K_{11}^\mu \\ K_{12}^\mu \\ \vdots \\ K_{1n_t}^\mu \end{bmatrix} + \mu_2^c \begin{bmatrix} K_{21}^\mu \\ K_{22}^\mu \\ \vdots \\ K_{2n_t}^\mu \end{bmatrix} + \ldots + \mu_{n_3v}^c \begin{bmatrix} K_{n_{3v},1}^\mu \\ K_{n_{3v},2}^\mu \\ \vdots \\ K_{n_{3v},n_{3v}}^\mu \end{bmatrix} \]

(4.58)

Transforming Equation (4.58) into matrix-vector multiplication form gives

\[ \mathbf{K}^c = \begin{bmatrix} K_{11}^\lambda & K_{12}^\lambda & \ldots & K_{1n_{3v}}^\lambda \\ K_{21}^\lambda & K_{22}^\lambda & \ldots & K_{2n_{3v}}^\lambda \\ \vdots & \vdots & \ddots & \vdots \\ K_{n_{1t}}^\lambda & K_{n_{2t}}^\lambda & \ldots & K_{n_{3v}n_{3v}}^\lambda \end{bmatrix} \begin{bmatrix} \lambda_1^c \\ \lambda_2^c \\ \vdots \\ \lambda_{n_3v}^c \end{bmatrix} \]

\[ + \begin{bmatrix} K_{11}^\mu & K_{12}^\mu & \ldots & K_{1n_{3v}}^\mu \\ K_{21}^\mu & K_{22}^\mu & \ldots & K_{2n_{3v}}^\mu \\ \vdots & \vdots & \ddots & \vdots \\ K_{n_{1t}}^\mu & K_{n_{2t}}^\mu & \ldots & K_{n_{3v}n_{3v}}^\mu \end{bmatrix} \begin{bmatrix} \mu_1^c \\ \mu_2^c \\ \vdots \\ \mu_{n_3v}^c \end{bmatrix} \]

(4.59)

By assembling \( \mathbf{K}^c \) \((c = 1, \ldots, n_c)\) of each cell in terms of cell numbers into a matrix denoted as \( \mathbf{K}^G \), the matrix-vector multiplications are transformed into two matrix-matrix multiplications which can be efficiently computed with the help of the BLAS subroutine “\texttt{dgemm}”, see Equation (4.60).
4.4. A CT-derived data specific integration scheme
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\[
\mathbf{K}^G = \begin{bmatrix}
\tilde{K}^1 & \tilde{K}^2 & \ldots & \tilde{K}^{n_c}
\end{bmatrix} =
\begin{bmatrix}
\tilde{K}^\lambda_{11} & \tilde{K}^\lambda_{21} & \ldots & \tilde{K}^\lambda_{n_{3e}n_t}

\tilde{K}^\mu_{11} & \tilde{K}^\mu_{21} & \ldots & \tilde{K}^\mu_{n_{3e}n_t}
\end{bmatrix}
\begin{bmatrix}
\lambda^1_{11} & \lambda^2_{11} & \ldots & \lambda^{n_c}_{11}

\mu^1_{11} & \mu^2_{11} & \ldots & \mu^{n_c}_{11}
\end{bmatrix}
\]

(4.60)

With the above approach, the stiffness matrices of all cells are computed altogether at the beginning right after \( \mathbf{K}^\lambda_{ij} \) and \( \mathbf{K}^\mu_{ij} \) are formed in terms of Equation (4.51) and (4.52). Afterwards, the stiffness matrix of each cell can be retrieved from \( \mathbf{K}^G \).

The speedup factor of using the BLAS routine varies from problem to problem, it does not only depend on the matrix size but also on the number of cores, cache sizes and so on. To provide an approximate quantification of this factor, a series of test computations have been carried out on an Intel Xeon W5590, 3.33GHz work station, 8 cores. The setting of \( 10 \times 10 \times 10 \) voxels per cell (\( n_{3e} = 1000 \)) is used in order to minimize the total number of cells. With this setting, the speedup factor using the BLAS routine of the Intel-MKL library for \( p = 1, \ldots, 6 \) and \( n_c = 1, \ldots, 2000 \) was evaluated. Only one core is activated during the entire evaluation. Graphs plotted for all polynomial degrees have a similar distribution which starts from approximately 3 and increases up to 6. For the reason of clarity, only the graphs corresponding to \( p = 4 \) and \( p = 5 \) are plotted in Figure 4.10.

From reading the graphs, one can see that the speedup factor is, rather than a fixed value, a range of from 3 to 6. Multiplying this range with 6 \( (p + 1)^3 \) — the speedup factor obtained in Section 4.4.5, the final speedup factor varies from 18 \( (p + 1)^3 \) to 36 \( (p + 1)^3 \). For \( p = 6 \) the maximum speedup tends to 12,348. It is important to mention that the code for stiffness matrix computation can be easily and efficiently parallelized on a multi-core machine using OpenMP. The efficiency of parallelization is demonstrated in the third example in Section 4.5.
Figure 4.10: Speedup factor graphs evaluated for $p = 4$ and $p = 5$
4.5 Numerical examples

In this section, four numerical examples are given for verifying the FCM with fast integration scheme and, moreover, to demonstrate its numerical efficiency. The computations are carried out using a p-FEM code named “AdhoC” [87] which has been modified to adapt to the fast integration scheme. The number of voxels per cell is set to either $5 \times 5 \times 5$ or $10 \times 10 \times 10$ for all problems. The direct solver “Pardiso” [88, 89] is adopted as the solver for FCM due to its numerical stability and good parallelizability. In the post-processing $15 \times 15 \times 15$ resulting points are set within one cell. Results on these points are visualized with the open-source visualization tool “Paraview” [90].

4.5.1 Inhomogeneous unit cube

In this example the accuracy of the FCM computation is verified by a unit cube with inhomogeneous material property. The cube model and its problem setup are given in Figure 4.11. The size of the cube is $1 \times 1 \times 1 mm$. The material model is assumed to be linear elastic, isotropic and inhomogeneous with a constant Poisson’s ratio $\nu = 0.3$ and a varying Young’s modulus described by

$$E = (x + 10)(y + 10)(z + 1) N/mm^2$$

which is visualized in Figure 4.11(b). Symmetry boundary conditions are applied at $x = -0.5, y = -0.5, z = 0 mm$, while a traction load with the value of $1.0 N/mm^2$ is applied in the normal direction on the face of $y = 0.5$, see Figure 4.11(a).

A numerical analysis of this model was performed using the standard p-version finite element method in [73], in which a mesh of $2 \times 2 \times 2$ is used while in each element the material matrix is approximated by high-order polynomials. A uniform p-extension was conducted with
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$p = 1, \ldots, 8$. \( p + 1 \) Gaussian integration points are used in each element to attain highly accurate results which are taken as the reference solution for the FCM computation.

In the FCM computation, a voxel model is obtained by voxelizing the solid model into \( 20 \times 20 \times 20 \) voxels, each has a constant but different value of Young’s modulus which is computed by evaluating Equation (4.61) at the center of each voxel, see Figure 4.12. With \( 10 \times 10 \times 10 \) voxels per cell, the voxel model is embedded into \( 2 \times 2 \times 2 \) cells shown in the same figure.

\[\text{Figure 4.12: Voxel model } 20 \times 20 \times 20 \text{ and its discretization}\]

\[\text{Figure 4.13: Strain energy convergence graph}\]
The FCM analysis is conducted by a uniform p-extension with \( p = 1, \ldots, 6 \) using the fast integration scheme. The strain energy of the p-FEM and the FCM solution are plotted in Figure 4.13. The relative difference of the two strain energy at \( p = 6 \) is about 0.014%.

The displacement distribution in z-direction and the strain distribution in y-direction are plotted in Figure 4.14.

![Figure 4.14: Displacement distribution in z-direction (\( U_z \)) and strain distribution in y-direction (\( \varepsilon_y \)) for \( p = 4 \) on the mesh of \( 2 \times 2 \times 2 \)](image)

In addition to strain energy, the displacement results in z-direction evaluated at point \( A (0, 0, 0.5, 0.5) \) and strain results in y-direction evaluated at point \( B (0.5, -0.5, 0.0) \) are compared by using the two methods. The two evaluation points are indicated in Figure 4.11(a). The displacement and strain plots are shown in Figure 4.15 and 4.16.

The FCM results coincide very well with the p-FEM results. For \( p = 6 \), the relative difference in displacement at point \( A \) is approximately 0.14%; while the relative difference in strain at point \( B \) is about 0.16%.

It is noteworthy that the voxel model for FCM computation is not the “exact” model which is used in the p-FEM computation. Geometrically, the voxel model exactly represents the original model; however, the deviation in material distribution caused by the voxelization process generates a modeling error. One can read from the results that the impact of material modeling error on the accuracy of the FCM computation is limited.

### 4.5.2 Thin-walled plate with a circular hole

The thin-walled plate with a circular hole example is a widely accepted benchmark in computational mechanics. In Figure 4.17 only one eighth of a plate with a hole in the center is presented. The size of the plate is \( 10 \times 10 \times 1 \text{mm} \) and the radius of the hole is 1mm. The plate material is assumed to be linear homogeneous isotropic with Young’s modulus \( E = 206900 \text{N/mm}^2 \) and Poisson’s ratio \( \nu = 0.29 \). Symmetry boundary conditions are applied at \( x = y = z = 0 \text{mm} \) and a traction load of \( 100 \text{ N/mm}^2 \) is imposed as indicated in Figure 4.17. As the reference solution obtained by an “overkill” finite element approximation the
Figure 4.15: Displacement in z-direction computed at point $A$ by p-FEM and FCM.

Figure 4.16: Strain in y-direction computed at point $B$ by p-FEM and FCM.
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The geometry of this implicitly represented model can be exactly described with mathematical functions, especially the circular boundary. Using adaptive sub-cell structures, it is possible to precisely locate a dense group of Gaussian integration points near the physical boundary to capture the exact geometry. However, performing fast integration by accounting whether a Gaussian point locates inside or outside the physical domain is no longer feasible, since no Gaussian points are used. The geometric representation is transformed from implicit to explicit and thereafter one voxel is regarded as a homogeneous isotropic solid even when it intersects with the real physical boundary. In this case, modeling errors are generated and a quantitative error analysis is necessary.

A C++ program has been written to voxelize the model with resolutions as user-defined input parameters. The zero extension is defined by judging whether the center of a voxel lies inside or outside the geometric model. Figure 4.18 depicts one voxel model with a resolution of $100 \times 100 \times 5$. For vertical or horizontal surfaces the voxelized model can fully represent the original model without introducing any geometric deviation. However, for oblique or curved surface the voxelization process induces modeling errors caused by deviation of the jagged boundary from the oblique or curved surface.

A schematic representation of a voxel model generated by voxelization of a quarter circle is shown in Figure 4.19(a) while its geometric deviations are highlighted in Figure 4.19(b). In Figure 4.19(b) the regions marked in dark grey stand for the geometric deviations overestimated by voxel representation, while the regions in light grey represent the geometric deviations underestimated. These two types of differences account for the modeling errors of the voxel model. To quantify the errors, we evaluate in this example the relative error in

Figure 4.17: Thin-walled plate with circular hole

strain energy of the plate amounts to $2.475213962$ [69].
radius, which is computed using Equation (4.62). $\tilde{R}_i$ is evaluated at $n_s = 500 \times n_{edges}$ ($n_{edges}$ denotes the number of edges involved) sampling points equally distributed on the edges of the jagged boundary which approximates the circular arc, see Figure 4.19(b). $L_2$ norm is used in the computation in order to prevent cancellation between the positive and negative parts.

\[
(\bar{e}_R)_E(\Omega) = \frac{|R - \tilde{R}_i|}{R} \left\| \frac{R - \tilde{R}_i}{R} \right\|_{L_2} 100[\%] \tag{4.62}
\]

For convergence studies the voxel model is refined in the xy-plane, in addition, three voxel models with resolutions of $200 \times 200 \times 10$, $300 \times 300 \times 10$ and $400 \times 400 \times 10$ are generated.
Relative errors of the four models have been estimated by applying a reference solution and are listed in Table 4.2.

<table>
<thead>
<tr>
<th>Number</th>
<th>Resolution</th>
<th>Error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$100 \times 100 \times 5$</td>
<td>2.783691</td>
</tr>
<tr>
<td>2</td>
<td>$200 \times 200 \times 10$</td>
<td>1.433703</td>
</tr>
<tr>
<td>3</td>
<td>$300 \times 300 \times 10$</td>
<td>0.900102</td>
</tr>
<tr>
<td>4</td>
<td>$400 \times 400 \times 10$</td>
<td>0.679198</td>
</tr>
</tbody>
</table>

Table 4.2: Resolutions and corresponding modeling errors

From voxel models cell grids are generated. Three sample meshes are shown in Figure 4.20.

(a) $20 \times 20 \times 1$
(b) $30 \times 30 \times 1$
(c) $40 \times 40 \times 1$

Figure 4.20: Hexahedral meshes of voxel models with different cell resolutions

For the voxel models $100 \times 100 \times 5$, each cell represents $5 \times 5 \times 5$ voxels; while $10 \times 10 \times 10$ voxels per cell is applied to the voxel models $200 \times 200 \times 10$, $300 \times 300 \times 10$ and $400 \times 400 \times 10$.

As the model is refined the voxel size decreases as well as the hexahedral grid size, which results in more cells lying completely outside the circular hole. These cells are discarded to save computational cost, see Figure 4.20(a), 4.20(b) and 4.20(c). The Dirichlet and Neumann Boundary conditions are applied directly onto the cell boundaries. With the fast integration scheme a series of computations have been carried out. In this example only p-refinement is considered, the polynomial degree for all cases increases uniformly from one to six.

The strain energy against the degrees of freedom is plotted in Figure 4.21.

In terms of Equation (4.63) [3]

$$ (e_r)_{E(\Omega)} = \sqrt{\frac{|B(u_{EX}, u_{EX}) - B_e(u_{FC}, u_{FC})|}{B(u_{EX}, u_{EX})}} \times 100\% \tag{4.63} $$

the relative error in energy norm is plotted versus the degrees of freedom in Figure 4.22.
As each voxel model represents a (slightly) different geometry, the strain energy of the four models converges to different values as the polynomial degree increases (see Figure 4.21). The converged values of the two coarser voxel models are higher than the reference solution. For models with resolution \(300 \times 300 \times 10\) and \(400 \times 400 \times 10\) the relative errors in strain energy reduce to below 1% as the polynomial degree increases. Nevertheless the exponential rate of convergence as in [3], where the exact geometry has been considered by means of an implicit representation, can not be observed. Since the geometry of the circular arc is different from that with the voxelized arc, accordingly the ”exact solution” on a voxelized model is different from the one in [3]. As the voxel model is refined, the modeling error reduces and subsequently the FCM solution approximates more closely the ”exact solution”. It is noteworthy that the error in energy norm conforms to the modeling error tabulated in Table 4.2.

Figure 4.23 depicts the von Mises stress distribution computed on the voxel model \(300 \times 300 \times 10\) with a mesh of \(30 \times 30 \times 1\) and \(p = 4\). The stresses were evaluated on \(15 \times 15 \times 15\) postprocessing points per cell. The visualization tool “Paraview” visualized the result directly without specific postprocessing approach employed.

In this example, voxels that approximate the circular hole form a jagged boundary which yields stress singularities along the circular arc. To further investigate the influence of singularity, von Mises stresses along the cutline \(A-B\) were surveyed. The reference solution obtained by an “overkilled” FE analysis is plotted in Figure 4.24. The relative errors of the FCM solutions have been computed and are plotted in logarithmic scale in Figure 4.25.
4.5. Numerical examples

Relative error in energy norm [%]

degrees of freedom

voxel model: $100 \times 100 \times 5$, $p = 1, \ldots, 6$

voxel model: $200 \times 200 \times 10$, $p = 1, \ldots, 6$

voxel model: $300 \times 300 \times 10$, $p = 1, \ldots, 6$

voxel model: $400 \times 400 \times 10$, $p = 1, \ldots, 6$

On the cutline $A-B$, slight stress oscillations occur adjacent to point $A$ ($x = y = \frac{\sqrt{2}}{2}$). Close to this point, the voxel model $100 \times 100 \times 5$ with $p = 3$ produces an error of around 10%. For finer voxel models with high-order shape functions employed the relative error can be reduced down to below 3%.
Figure 4.24: Reference solution of von Mises stress along the cutline A-B

Figure 4.25: Relative errors of von Mises stress along the cutline A-B
4.5.3 Pressured homogeneous solid sphere

In this example we investigate the performance of the integration scheme on a spherically symmetric model.

A spherical solid model of radius $R = 5.0\,mm$ with uniform traction $P = 1.0\,N/mm^2$ in the radial direction on its outer surface is plotted in Figure 4.26(a). In the computation only one-eighth of the sphere is modeled due to spherical symmetry, see Figure 4.26(b). Assume that the sphere is a homogeneous isotropic linear elastic solid with Poisson’s ratio $\nu = 0.3$ and Young’s modulus $E = 1.0$. Due to hydrostatic loading the normal components of stresses are constant and equal to $P$, while the shear components vanish.

Assuming the sphere’s center fixed, displacement in the radial direction varies linearly from zero to $u_R = \frac{1}{E} (1 - 2\nu) P R = 2.0$. Three voxel models with resolution $100 \times 100 \times 100$, $130 \times 130 \times 130$ and $160 \times 160 \times 160$ are created for the FCM computation, the coarsest one is illustrated in Figure 4.27. Voxelization of the spherical model generates modeling errors.
As an approximation, these errors are quantified by the relative error in radius evaluated in 2D on the voxels at \( x = 0 \text{mm} \) only. The errors are computed in terms of Equation (4.62), in which \( \tilde{R}_i \) is evaluated at \( n_s = 500 \times n_{	ext{edges}} \) sampling points equally distributed on the edges of the jagged boundary that approximates the circular arc. The errors are listed in Table 4.3.

<table>
<thead>
<tr>
<th>Number</th>
<th>Resolution</th>
<th>Error[%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100 × 100 × 100</td>
<td>4.232662</td>
</tr>
<tr>
<td>2</td>
<td>130 × 130 × 130</td>
<td>3.313271</td>
</tr>
<tr>
<td>3</td>
<td>160 × 160 × 160</td>
<td>2.627209</td>
</tr>
</tbody>
</table>

*Table 4.3: Resolutions and corresponding geometric deviations*

From voxel models the finite cell grids are generated, a mesh of \( 10 \times 10 \times 10 \) cells embedding the voxel model \( 100 \times 100 \times 100 \) is shown in Figure 4.28. It is necessary to mention here that since the exact solution is linear, it can be well approximated even when only one cell with \( p = 1 \) is used [3]. In this example the large number of cells results from implementation details of the fast integration scheme.

![Figure 4.28: Mesh with 630 cells for voxel model 100 × 100 × 100](image)

In the FCM analysis symmetry boundary conditions are applied directly on the cell surfaces, while the Neumann boundary conditions are imposed implicitly on a surface mesh (B-rep) which is non-conforming to the Cartesian grids, see Figure 4.29. The surface of the one-eighth sphere is meshed with 9801 triangles which are sufficient to accurately approximate the exact geometry. The analysis is conducted by a uniform p-extension with \( p = 1, \ldots, 6 \) on three voxel models. A contour plot of the radial displacement distribution for voxel model \( 130 \times 130 \times 130 \) and \( p = 4 \) is shown in Figure 4.30. The exact solution at \( R = 5 \text{mm} \) is \( 2.0 \text{mm} \), which confirms a good agreement between the analytical solution and the FCM result.

The accuracy of the integration scheme is further examined by investigating the relative error in von Mises stress, which is defined by

\[
e_{vM} = \left| \frac{\sigma_{vM}}{P} \right| \times 100[\%]
\]  

(4.64)
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Figure 4.29: A B-rep model of the one-eighth sphere

Figure 4.30: Contour plot of the radial displacement (model $130 \times 130 \times 130$, $p = 4$)

Figure 4.31 plots the relative error $e_{vM}$ evaluated on 10000 points equally distributed along the cutline A-B ($x = y = z$) in the interval from 0 to $5/\sqrt{3}$. Similar to the previous example, the modeling errors at the sphere boundary affect the approximation accuracy. Nevertheless, a high accuracy can be obtained when a relatively fine voxel discretization and an appropriate polynomial degree is chosen. In this example relative errors of the three models are all controlled below 3%. Note again, that this error in energy norm is of the same size as the error of geometry as investigated in Table 4.3. In the following example it will be demonstrated that the loss of a small amount of accuracy in stress pays off in gaining incomparable reduction in computational time in CT-based biomechanical simulations.
4.5.4 Human trabecular bone biopsy

The third example is the numerical analysis of a trabecular bone specimen. A biopsy model is obtained through micro-CT scanning and has been converted to a 3D STL model [91], which can be downloaded from [92], see Figure 4.32.
The goal of this example is to demonstrate the accuracy and efficiency of the fast integration scheme on complex geometric models by comparing it with a FEA result as the reference solution. The convergence study on the model in Figure 4.32 is inhibited by the complexity in geometry and limitation in computer memory. To attain a computable model, a substructure in B-rep (STL format) highlighted in Figure 4.32 has been segmented out and is plotted in 4.33. In this research the new model is regarded to have the exact geometric description, based on which the FEM and the FCM analyses are performed. The material is assumed to be linear elastic with isotropic and homogenous behavior with Young’s modulus \( E = 1000.00 \text{N/mm}^2 \) and Poisson’s ratio \( \nu = 0.3 \). A prescribed displacement \( \mathbf{U}_p = [0, 0, -0.1]^T \text{mm} \) is applied on the top surface of the model while its bottom is completely fixed in three directions. The reaction forces on the topmost surface computed by the two methods will be utilized for comparison.

A series of FEA computations has been conducted to generate a reference solution. The mesh generator NETGEN [93] is adopted as the preprocessor to discretize the STL model and to generate 10-node tetrahedral meshes. Different levels of discretization are created. Figure 4.34 displays the coarsest and the finest mesh with 23,450 and 3,437,623 elements, respectively. The mesh generation is a computationally expensive process for finer discretizations. The meshing time is listed in Table 4.4.

\[ \]
The commercial FEA software package ABAQUS [94] serves as both solver and postprocessor. With boundary conditions applied the FEA results are computed on each discretization. The computational time measured on an AMD Opteron 250, 2.4Hz machine (with one core activated) is listed in Table 4.4, in which the summation of mesh generation and computation time is calculated and tabulated in the last column.

<table>
<thead>
<tr>
<th>Number of Elements</th>
<th>Computational time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Meshing</td>
</tr>
<tr>
<td>1</td>
<td>23450</td>
</tr>
<tr>
<td>2</td>
<td>37050</td>
</tr>
<tr>
<td>3</td>
<td>81206</td>
</tr>
<tr>
<td>4</td>
<td>300611</td>
</tr>
<tr>
<td>5</td>
<td>480679</td>
</tr>
<tr>
<td>6</td>
<td>860028</td>
</tr>
<tr>
<td>7</td>
<td>1577863</td>
</tr>
<tr>
<td>8</td>
<td>3437623</td>
</tr>
</tbody>
</table>

*Table 4.4: FEM computational time of the human biopsy model using NETGEN and ABAQUS measured on an AMD Opteron 250, 2.4Hz machine with one core activated.*

Figure 4.35 shows the convergence of the reaction force $F_z$ caused by the prescribed displacement on the topmost surface of the model under h-refinement of the mesh. The converged value of $-2470$ is taken as the reference solution for the FCM comparison.

The FCM allows a fast import of a voxel model derived from a CT scan which can be directly implemented into an analysis procedure. In this example, however, such a CT scan is not available. One possible way of retrieving the voxel dataset is to voxelize the STL model with different resolutions in a CT-like fashion. The octree-based voxelization program mentioned in Section 4.4.1.2 is utilized to generate voxel models with various resolutions. For comparison purpose, four voxel models with resolutions of $81 \times 75 \times 30$, $135 \times 125 \times 50$, $270 \times 250 \times 100$ and $297 \times 275 \times 110$ are generated. Figure 4.36(a) depicts one voxel model with a resolution of $270 \times 250 \times 100$.

This model, with the setting of $10 \times 10 \times 10$ voxels per cell, is discretized into 6750 cells. Cells that lie completely outside the physical domain are discarded for saving computational cost, and the remaining 2124 cells are plotted in Figure 4.36(b). With the same boundary conditions applied as in the FEM analysis, numerical results computed on these four voxel models are obtained by a uniform p-extension. Figure 4.37 presents the displacement distribution in z-direction on the voxel model $270 \times 250 \times 100$ on mesh $27 \times 25 \times 10$ with $p = 4$.

The convergence curves of reaction forces on the four voxel models are plotted in Figure 4.38. The setting of $5 \times 5 \times 5$ voxels per cell is adopted for the two coarser models, while $10 \times 10 \times 10$
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Figure 4.35: Convergence of the reaction force (FEA)

Figure 4.36: A voxel model and its FCM discretization of the trabecular biopsy specimen

voxels per cell is chosen for the two finer ones. On the model with the lowest resolution the curve converges slowly, since the modeling error of this voxel model is relatively large. As the voxel model is refined, the FCM results get closer and closer to the reference solution. The FCM results of the last two finer models converge to approximately $-2430$ which produces a relative error of below 2%.

As mentioned at the end of the second example, the computational speed is the highlight of this scheme. The FCM code is parallelized using OpenMP technique, and was executed on an
Intel Xeon W5590, 3.33GHz work station, 8 cores. For the reason of fairness in comparison with the FEM computation, only one core is activated. The computational time was measured on the voxel model $270 \times 250 \times 100$ which produces plausible results according to Figure 4.38. Table 4.5 lists the computational time of this model for $p = 1, ..., 6$. 
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<table>
<thead>
<tr>
<th>p</th>
<th>DOF</th>
<th>Computational time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reading</td>
</tr>
<tr>
<td>1</td>
<td>8913</td>
<td>0.06</td>
</tr>
<tr>
<td>2</td>
<td>33264</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>57615</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>103755</td>
<td>1.59</td>
</tr>
<tr>
<td>5</td>
<td>171684</td>
<td>3.31</td>
</tr>
<tr>
<td>6</td>
<td>267774</td>
<td>6.98</td>
</tr>
</tbody>
</table>

*Table 4.5: Computational time of the 270 × 250 × 100 model with FCM parallelized with one core*

The total computational time in the last column includes all steps of one analysis, from reading in the voxel model to post-processing. The time for FCM to get a converged result is about 300s when \( p = 6 \), while the FEM computation time for the coarsest tetrahedral model is 428s, see Table 4.4. For fairness the 428s is divided by the CPU frequency ratio of two computers (3.33HZ/2.4HZ=1.3875) and equals to 308s, which is almost the same as the FCM computation that produces highly accurate results. It’s also noteworthy that besides the FEM computational time listed in Table 4.4, a significant time is required in an a-priori preprocessing step to convert the CT scan into a B-rep model based on which tetrahedral meshes are generated. This conversion is labor-intensive. Note that this tedious step is avoided in the FCM with which the CT voxel model can be directly processed with little effort.

For investigating the efficiency of parallelization, the same computations were performed on the same machine parallelized with 8 cores. The new computational time is tabulated in Table 4.6.

<table>
<thead>
<tr>
<th>p</th>
<th>Stiffness matrix</th>
<th>Assembly</th>
<th>Solver</th>
<th>Total (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 core</td>
<td>8 cores</td>
<td></td>
<td>8 cores</td>
</tr>
<tr>
<td>1</td>
<td>0.23</td>
<td>0.10</td>
<td>28.75</td>
<td>0.04</td>
</tr>
<tr>
<td>2</td>
<td>1.25</td>
<td>0.29</td>
<td>53.88</td>
<td>0.46</td>
</tr>
<tr>
<td>3</td>
<td>3.20</td>
<td>0.46</td>
<td>86.96</td>
<td>1.50</td>
</tr>
<tr>
<td>4</td>
<td>7.53</td>
<td>1.32</td>
<td>71.31</td>
<td>5.95</td>
</tr>
<tr>
<td>5</td>
<td>16.99</td>
<td>2.57</td>
<td>82.64</td>
<td>17.82</td>
</tr>
<tr>
<td>6</td>
<td>33.10</td>
<td>5.50</td>
<td>75.23</td>
<td>50.21</td>
</tr>
</tbody>
</table>

*Table 4.6: Computational time of the 270 × 250 × 100 model with FCM parallelized with 8 cores*

The efficiency of parallelization is estimated by dividing the speedup by the number of cores. In this example, the parallelization efficiency has been calculated based on the stiffness matrix computational time measured in the two contexts tabulated in Table 4.6. The highest parallelization efficiency is approximately 87% for \( p = 3 \).
The high efficiency in the FCM computation is contributed from both the preprocessing and the fast integration. In this example, the preprocessing time (cells generation) takes approximately 0.1 second, which is of big advantage when comparing with the processing time of the FEM computations. Furthermore, the fast integration scheme drastically shortens the stiffness matrix computational time, which in this problem takes less than 5% of the total time after parallelization. The main part of the computational time is dedicated to the solver, whose performance on solving the linear system of equations plays an important role. In the FCM applications, iterative solvers can be applied to solve small-sized problems with relatively simple geometries, while fast and reliable direct solvers are more commonly used to handle large linear system of equations resulted from geometrically complicated or inhomogeneous models due to the bad conditioning of equation systems.
Chapter 5

Computational steering for orthopaedics using the FCM with fast integration

5.1 Introduction to hip replacement

The hip is a joint where the femur meets the pelvis. It consists of two parts, the femoral head which is covered by a layer of smooth cartilage and the acetabulum which is part of the pelvic bone. There is fluid flowing in between the two parts helping the ball-socket-like joint move smoothly, see Figure 5.1.

![Figure 5.1: Hip joint](image)

The cartilage can be worn down by a degenerative joint disease called osteoarthritis, aging or injury. The breakdown of the cartilage roughens the contact surface and thus causes pain and eventual loss in joint movement. In this case the diseased or damaged parts of the hip joint
must be removed and replaced by an artificial joint which has smooth surfaces. This surgery is called the total hip replacement (THR).

The THR is an effective treatment for severe hip joint damages and diseases. There are approximately 1 million THR operations carried out worldwide per year [96] with a success rate over 90%. The majority of patients are in their 60s or 70s. In THR the femur’s head along with the surface layer of the socket are removed and replaced with a metal ball attached to a metal stem fitted into the shaft of the femur. The metallic ball and stem are commonly called the “prosthesis” or “implant”. Additionally the damaged socket in the pelvis is replaced by a plastic or metal socket. Prosthesis can be categorized into two types, cemented prosthesis and non-cemented prosthesis, see Figure 5.2. Upon inserting a cemented prosthesis which has smooth surfaces into the femur shaft, it must be fixed in place with a special cement, which accommodates uniform load transfer between the prosthesis and the irregular texture of bone. As an alternative, non-cemented prosthesis which has a microscopic porous surface that provokes ingrowth of bone material into the prosthesis stem is often used for an improved fixation especially for young patients.

![A cemented prosthesis](image1.png) ![A non-cemented prosthesis](image2.png)

*(a) A cemented prosthesis (b) A non-cemented prosthesis*

*Figure 5.2: Two types of prostheses [97]*

The development and application of THR have tremendously improved the quality of life for the majority of patients who received the operation. However, after a THR operation, the muscle and joint loads are carried almost entirely by the prosthesis stem, while the remaining part of the femur exhibits stress shielding [98]. Consequently, most post-operative femurs undergo long-term changes in their bone architecture, because the bone of a healthy human being or animal will remodel in response to the loads it is subjected to, according to Wolff’s law.
These changes include bone resorption in the cortical region and formation of a fibrous tissue between the implant and bone interface. The resorption and formation increase with time and will cause cortical thinning, reduction in bone density and loss of integrity of the implant-bone interface (aseptic loosening). As a result, patients suffer from pain and functional restrictions, eventually a revision surgery might be unavoidable. Through retrospective evaluations based on the long-term hip replacement registration data from the Nordic Hip Registers, the implant design, surgical technique and patient age are found to be the three main risk factors in a THR [99]. Despite this database it is yet unclear of how the three factors precisely affect a THR.

Finite element based simulation methods have been proved to be accurate and efficient tools for biomechanical analysis [1, 22]. For many years FE simulations have been carried out to assist surgeons and implant designers in improving their understanding of the origin and patterns of the stresses and strains involved, and how a failure is formed [100, 101, 102]. Furthermore, it is used for preclinical testing and design testing of new prostheses [103, 104].

To the author’s knowledge, these tests are mainly targeted at validating a certain prosthesis design, so far there’s no real-time interactive surgical planning system that recruits patient-specific data according to the individual mechanical properties of the involved bone. The rapid development of high performance computers and new simulation methods enhances the possibilities of establishing such a system which, if innovatively constructed, can be recruited to perform preclinical tests for specific patients in real-time via computational steering.

### 5.2 Introduction to computational steering

During the past decades numerical simulations have been more frequently used to obtain numerical solutions to the differential equations which cannot be solved analytically. From the numerical results of the simulation, knowledge of background processes and physical understanding of the simulation region can be obtained. Traditionally the simulations are run in batch-mode, after which visualization tools are used to post-process and visualize the dataset created by computation. For this reason the interaction between simulation and visualization is a long process with limited user interaction.

The recent advances in computing power and computational technology now enables a close coupling between simulation and visualization to a degree where the influence of changes in input parameters can rapidly be computed and visualized. This way of scientific visualization is called computational steering (CS). A good computational steering tool can help the user to find optimal configurations by dynamically modifying computations while they are running and even steer the computations in real time.

Primarily there are three requirements for the establishment of such a computational steering tool. First, because in most real-world examples the data are vast, efficient interactive visualization techniques for large data sets are needed. Second, to limit the computational time of a large-scale simulation to the permissible range of a real-time simulation, high performance simulation kernels play a key role [105]. Third, if the simulation and the visualization are running on various sources such as supercomputer back-ends and visualization front-ends [106],
high bandwidth and low latency networks are called for to handle the large amount of data to be transferred between simulation and visualization kernels interactively.

The basic idea of computational steering is straightforward; however, its implementation is tedious and labor-intensive. The establishment of a new CS system often requires many modifications on the original scientific code. Three broad approaches have been addressed in [107], they are program instrumentation, direct scientific computation and recasting scientific computations respectively. In program instrumentation an existing scientific application is employed and only small modifications of the source codes are made to provide access points for parameters and results. In direct scientific computation a code is broken up into various modules to allow users to interact with them. In recasting scientific computations a simulation is constructed using reusable computational components to be connected with a visual programming environment. For the above three approaches the effort of modifying the original scientific code increases; however, in turn more flexibility and interactivity is available.

5.3 Computational Steering for Orthopaedics

5.3.1 Motivation

Total hip replacement is a successful treatment for joint failures caused by bone diseases or accidents. The endurance of a THR surgery is determined by prosthetic, surgical and patient factors. Correct selection of a patient-specific prosthesis can prominently improve the surgery quality and postpone or even avoid revision. Hence, preoperative planning is an essential ingredient for a successful surgery.

In most clinical centers worldwide the preoperative selection of a prosthesis is done with a template of implants drawn on a translucent sheet and an anteroposterior (AP) X-ray of the patient’s hip joint [108, 109]. The prosthesis outlines are superimposed onto the X-ray transparency to decide whether a prosthesis is geometrically suitable or not. The drawbacks of this approach are that only two-dimensional data are available while the three-dimensional information is still missing, also the rotational misalignment is not controlled and the revision on the prosthesis position is only limited in the coronal plane. Thus, which prosthesis is chosen is decided by a surgeon’s appraisal based on his subjective judgments from intraoperative experiences, a rigorous method is still lacked. In recent years, new Computer Aided Orthopaedic Surgery systems, e.g. HipNav systems [110], [111], have been developed. These tools aim at visualizing the prostheses and patient’s femur in 3D and providing surgeons the positioning and geometric information to assist surgeons in selecting a best-fitting prosthesis in a more precise and reproducible manner. From the geometric perspective the implementation of these tools in an orthopaedic surgical planning ensures a good preoperative selection of the implant, which from the mechanical perspective may be inappropriate. On top of the geometric information the patient-specific biomechanical information, e.g. physiological load transmission from the implant to the proximal femur, is more crucial concerning the long-term stability and longevity of an implant. If an ideal implant is selected the post-operative strain patterns should replicate the preoperative physiological strain state so that the stress shielding can be prevented.
This aspect can be dealt with finite element based simulation methods which have been proved to be accurate and efficient tools for biomechanical analysis [1, 22]. They have been carried out to assist surgeons and implant designers in improving their understanding of the origin and patterns of the stresses and strains involved, and how a failure is formed [100, 101, 102]. Furthermore, it is used for preclinical testing and design testing of new prostheses [103, 104]. These approaches, however, are mainly targeted at validating a certain prosthesis design, not at selecting the implant for a specific patient prior to surgery. Moreover, such studies are time-consuming and not yet suited for patient-specific surgery planning.

Ideally, a computational tool for patient-specific surgery planning should include the following features:

- to employ patient-specific data, such as femur geometry and material information
- short preprocessing time
- to perform fast and accurate computation of stresses and strain states
- to provide user interaction and direct feedback for computations of multiple scenarios

In the following, a methodology which is capable of fulfilling these requirements will be presented. It was implemented and tested not on a high-end system but standard hardware at a current price of approximately 5000 Euros. This part of the dissertation is structured as follows: the surgical planning system is firstly overviewed in Section 5.3.2, in Section 5.3.3 the structure of the computational steering system will be presented to give an overview of the system establishment, afterwards the visualization approaches are discussed in Section 5.3.4, Section 5.3.5 details the simulation method, the coupling is described in Section 5.3.6, Section 5.3.7 gives a demonstration example of the computational steering system, whose accuracy was validated by a biomechanical example in Section 4.5.

### 5.3.2 Surgical planning system overview

This planning system employs patient-specific bone information and can provide patient-specific biomechanical information in real-time. The system was constructed as a collaborative work with DICK et al. who developed the user interface as well as the visualization kernel of the system [112, 113].

In a preprocessing step prior to the starting of the planning system, pre-operative CT scans are segmented and processed in a separate program to provide a clean voxel model as well as a surface description of the geometry (B-rep model). This B-rep geometry is mainly used as a reference for application of boundary conditions and visualization of stresses on the femur surface.

The system starts from importing the segmented CT data and the B-rep model. Users can rotate and zoom in/out of the femur. In addition, users have the option of viewing details hidden
in the interior of the bone through a lens-like focus and context metaphor. The material law relating the CT Hounsfield Unit value with the bone elasticity modulus can be input by the user. Starting with the segmented CT voxel model at the initial CT resolution, a hierarchical octree representation is constructed in a bottom-up order. Property of a voxel at a coarser resolution level is average of the properties of all voxels contained at a finer level of this voxel. Once the hierarchy has been constructed, the user first selects the resolution level at which to perform the simulation. To apply the boundary conditions, a movable plane indicating at which place the bone is clamped and two loads with adjustable magnitude, position and direction are available to simulate the realistic loading conditions, see Figure 5.3(a). As a preclinical study, the physiological stress distribution in the femur can be simulated in this step before the implantation simulation takes place.

![Figure 5.3: Surgical planning system overview](image)

Two movable cutting planes are provided to simulate the femur tissue removal process, see 5.3(b). To validate different testing prostheses via computational steering, the program runs in an iterative loop where one iteration is one completely new simulation. Implant candidates are represented by B-rep models, which can be translated or rotated in 3D. Each implant can freely be placed anywhere in the computational domain including inside the femur to test the post-operative stress states, see Figure 5.3(c).

When an implant is placed inside the femur, the relative motion between the implant surface and the femur’s interior structure should be taken into account. Simulation of the relative motion involves the modeling of a frictional contact of the bone-implant interface, which complicates the establishment of the planning system. As an approximation, the implant is considered to be perfectly bonded to the femur at the places where two objects are in contact.
or overlapping.

5.3.3 General procedure and system setup

Since the “Computational Steering” concept was proposed a decade ago, many relevant approaches and applications have been developed [81, 106, 114, 115]. The general approach in constructing a computational steering system is to separate the visualization and simulation into two communicating processes, possibly running on different processors. Traditionally the simulation is run in parallel on a high performance computing (HPC) cluster using the Message Passing Interface library (MPI), while the front-end visualization system is allowed to connect and disconnect as required from a long running simulation and to take a service-oriented approach to visualization and steering. Relying on the HPC clusters, the computational load can be distributed to a number of processors in order to keep the simulation time within a permissible range. However, such clusters are not easily affordable for medium or small institutes or companies. As the development of multi-core processors and graphics processing units (GPUs), high performance computing is no longer only available to computer scientists in research labs. HPC systems are now being built from the same commodity chips found in desktop personal workstations [116]. The affordability of the new HPC system, which consists only of one computer with multi-core processors and GPUs, has remarkably increased lately. Performing simulation on a single computer is then made possible.

![Computational steering pipeline](image_url)

*Figure 5.4: Computational steering pipeline*
The computational steering system for surgical planning is established with two machines, one for simulation, one for visualization. The simulation was implemented in C language under Linux utilizing the finite element code AdhoC [117, 118, 87] and compiled on a commercially available workstation (Dell Precision T5500, 24GB Memory, Intel Xeon W5590 CPU, 3.33GHz, 8 cores). The visualization was implemented by Dick et al. in Visual C++ under Windows on the other workstation with a powerful graphics card (NVIDIA Quadro FX 5800 graphics card with 4GB memory hosted in a Windows 7 machine with 4GB RAM, Intel Xeon X5550 CPU, 2.67GHz, 8 cores). In order to foster a strong coupling of two codes running under different system architectures, the communication is enforced through high-speed socket connection with speed 1Gbps. The general setup procedure is depicted in Figure 5.4.

Data transfer via network in between the two machines causes an additional latency, which decreases with the amount of data transferred. A dedicated data reduction scheme has been developed for efficient data communication between the two terminals. This scheme will be addressed in Section 5.3.6.

5.3.4 Visualization techniques

The purpose of visualization in computational steering is to provide a real-time visual representation of the state of a simulation. To provide an intelligible representation and a rapid response for the visualization, efficient rendering techniques and effective visualization patterns have been developed by Dick et al. [112, 113]. The visualization pipeline is depicted in Figure 5.5.

On the visualization machine both CPU and GPU are working for the visualization kernel. In the first run, the segmented data and the B-rep geometry are read in by the visualization kernel. Voxel data of the segmented femur are converted into a uniform format and are sent to the simulation kernel, which computes the stress results and transfers them to the visualization machine. This procedure is carried out on the CPU for once only to set up the system, after which the system enters an iterative loop containing the following two steps:

1. The GPU instead of the CPU is utilized to rapidly process the results and render the image. Three visualization patterns depicted in Figure 5.6 have been developed for different purposes.

In Figure 5.6(a) the femur and implant meshes are rendered as semi-transparent surfaces and the von Mises stresses are rendered in red through volume ray-casting. The magnitude of stress is indicated by the intensity of the red color. This visualization pattern tends to provide the surgeon some basic information about the stress distributions and a general overview of the load transfer in the interior of the femur. In Figure 5.6(b) a more advanced technique which combines volume rendering with transparent, shaded, and antialiased lines is employed to indicate stress directions computed from a 3D stress tensor field. The directional information provided by these lines gives a visualization of the flow of forces through the bone as indicated in Figure 2.7. Figure 5.6(c) illustrates the third visualization pattern − the comparative stress visualization, which shows the differences between the simulated stress tensor field resulting from a virtual implant surgery and the physiological stress distribution. Note that the loading conditions (directions, positions and magnitudes) are completely the same for
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**Figure 5.5:** Visualization pipeline

(a) Volume rendering of von Mises stresses in red color via ray casting  
(b) 3D stress tensor fields visualization by stress lines  
(c) 3D comparative stress visualization by stress lines (normal components)

**Figure 5.6:** Visualization patterns
the two states in order to ensure a meaningful stress visualization. Principal stress directions in the physiological state are utilized as a reference frame, on which the two stress tensor fields are decomposed into normal and shear stress components at each point and the differences are visualized with respect to these components. The visualization of changes in the normal stress components can be used to identify the regions of stress shielding according to the Wolff’s law, while the visualization of changes in shear stress components at the implant-femur interface can be employed to help to judge the initial rotational stability\(^1\) which must be secured for the integration of a non-cemented implant to be sustained over the long term [119].

2. As a simplification, the implant model is generated as a new voxel model which has the same voxel dimensions as the CT data. The voxel data are acquired by voxelization of a B-rep implant model through an oct-tree based fast voxelization technique. This step is categorized to the visualization, not the simulation for two reasons. First, by implementing a GPU-based voxelization approach, the execution time is much shorter than on the CPU. Second, the implant voxel model which is stored in the GPU can be directly employed and visualized in the rendering process. During the steering when the implant position is modified by the user, a new position information of these voxels is sent to the simulation kernel to trigger a new computation.

The GPU-based visualization techniques enable the visualization kernel to render large-scale data in the range of milliseconds. As a result, the main computational effort in the current computational steering system is devoted to the simulation.

5.3.5 Simulation method

In the mechanical analysis of human bone, the finite element method proves to be an effective tool for stress analysis and failure prediction. Two types of model construction and mesh generation methods, “voxel-based” and “structure based” methods, are commonly used to predict the bone mechanical response [1], see Section 2.4.1.

The “structure based” method shows higher accuracy while the “voxel based” method is more efficient concerning the computational time. The drawback of the “structure based” method is the computational efficiency which is hindered by the preprocessing step in which a geometrical model with smooth surface description is first constructed from CT-derived voxel dataset and then a 3D mesh is generated from the geometrical model. The “voxel based” method is comparatively advantageous with respect to model creation and mesh generation; however, its efficiency is undermined by having to solve the system of equations resulting from the vast number of 8-noded elements converted directly from voxels, when a good accuracy is demanded. A “voxel-based” FEM simulation system was developed by Dick et al. [112]. This system shows a good efficiency but a limited accuracy as it incorporates only linear elements and works with voxel models with low resolutions.

The FCM with fast integration is an efficient and reliable alternative to the two choices above.

\(^1\)Rotational stability means that the stem is resistant to the articular forces that induce rotation around the implant’s longitudinal axis
Application of this method in the femur analysis has three main advantages: first, the voxel model obtained from a CT scan can be used as an immediate basis for the computation without segmentation or complicated mesh generation. Second, it is possible to speed up the computation of cell stiffness matrices such that it takes only a small fraction of total computational time. Third, less time is needed in the solution phase in comparison with the general “voxel based” methods in which linear shape functions (h-version FEM) are used, due to the fact that p-version models generally have less degrees of freedom than h-version models. With FCM applied to the computational steering system, both high efficiency and high accuracy can be achieved, thus the real-time simulation is made possible.

Figure 5.7 depicts the simulation pipeline. The polynomial degree $p$ and the number of voxels in each direction per cell $n_v$ are user-defined parameters and are independent of the visualization kernel. After receiving the voxel model, the simulation kernel generates a rectangular domain which embeds the entire femur. This domain is subdivided into a finite number of equal-sized grids (cells). To account for different implantation scenarios that might happen during the steering process, a large fictitious domain which has the capacity to enclose both femur and implant is needed. Considering the real operation scenario, the most essential stress state for the surgeon is when the prosthesis shaft is completely embedded by the femur. Hence, other transition states during the steering, e.g. when the implant is partially in contact with the femur, are of much less importance and can be computed with lower accuracy. With these
considerations, the computational domain is only confined to embed the initial geometry of the femur. Cells lying completely outside the femur’s physical domain are discarded to save computational cost.

In the initial run, stiffness matrices of all cells are computed altogether by implementing matrix-matrix multiplications using the BLAS subroutine provided by the Intel MKL. The computed stiffness matrix of each cell is stored in the memory. This procedure is carried out only once, after which the program enters an iterative loop consisting of three steps:

1. The program acquires implant information from the visualization kernel and checks which cells to update and afterwards automatically chooses whether local or global update should be applied.

2. The unknowns of the cells whose stiffness matrices are updated in step 1 are solved by a nested dissection based p-FEM solver [120] which can efficiently handle local modifications.

3. In the post-processing 3D stress distributions are evaluated on predefined resulting points located inside the voxels. The code for post-processing has been parallelized with OpenMP to reach maximum efficiency. After the post-processing stage, the 3D stress dataset is transferred back to the visualization kernel which visualizes the data and completes one iteration.

The structure of this subsection is organized as follow: the OpenMP technique is introduced in Section 5.3.5.1, the update of cell stiffness matrices is addressed in detail in 5.3.5.2, the p-FEM solver which is well suited for the computational steering system is described in Section 5.3.5.3.

5.3.5.1 Introduction to OpenMP

OpenMP (Open Multi-Processing) is an application program interface for shared memory and distributed shared memory multiprocessors [121]. OpenMP takes a directive-based approach for supporting parallelism. It provides a set of pragmas, run-time routines, and environment variables that programmers can use to specify shared-memory parallelism in Fortran, C, and C++ programs. It is a widely accepted specification and is supported by vendors like Sun, Intel, IBM and SGI.

![Figure 5.8: Fork and Join model](image)
OpenMP is based on a Fork and Join model depicted in Figure 5.8. The program starts with a single process called the master thread, which runs sequentially until it reaches a parallel region. At this point additional threads, called the worker threads, are created and the master thread forks into the multiple worker threads. At the end of the parallel region the threads synchronize and join to become a single master thread again. Depending on usage, machine load and other factors, the threads are allocated to processors by the run-time environment. The number of threads can be assigned by the run-time environment based on environment variables (\texttt{OMP\_NUM\_THREADS} in Linux system) or in code using functions.

OpenMP has the advantages of being very easy to employ on currently existing serial codes and allowing incremental parallelization. It takes parallel programming to the next level by creating and managing threads for the user. All one needs to do is to insert appropriate pragmas in the source program which is then compiled with an OpenMP supported compiler. OpenMP also has the advantages of being widely used, highly portable and ideally suited to multi-core architectures [122].

### 5.3.5.2 Update of stiffness matrices

The update of the stiffness matrices takes place in two cases. The first case is during the femur tissue removal process (refer to Section 5.3.2) when the two cutting planes are activated. As an approximation, voxels lying in between the two planes are set to void. For retaining the original computational domain, altered cells that contain only void voxels are not discarded. This updating process is carried out only once or of most a few times, therefore the stiffness matrices of the related cells are globally recomputed. The second case of update is during the implant steering process. In the visualization kernel the implant B-rep model is voxelized on the GPU each time its state is modified. To simulate the interaction between the implant and the femur, the following approach is implemented.

The computational domain and its discretization are kept fixed during the entire computational steering process, namely no remeshing is performed. The cell stiffness matrices remain unchanged when the implant is navigated outside the computational domain. Upon entrance of the implant model, the overlapping voxels which originally belong to the computational domain (either void or bone) are replaced by the implant voxels. More technically, the material properties of these voxels are assigned with the property of the implant. To reduce the computational complexity, implant voxels lying outside the computational domain are not considered. The stiffness matrices of the cells whose voxel members are modified by the implant model are marked to be recomputed. Three approaches are available for the recomputation:

1. A similar approach as in the initialization step is carried out. The stiffness matrices of all the marked cells can be computed globally with the BLAS subroutine.

2. Scalar-matrix multiplications are carried out locally for each voxel to compute the stiffness matrices of the overlapping voxels in all marked cells.

3. The drawback of the first approach is that performing a completely new computation on cells containing only a few overlapping voxels does not pay off. The second approach is a good
supplement to the first one; however, it lacks efficiency for cells containing a large number of overlapping voxels. Therefore, the third approach which combines the first and the second one is adopted. This approach is able to firstly determine cell-wise whether to update the cell stiffness matrix globally or locally, then to call the corresponding subroutine for computation. A threshold criterion is needed to judge whether global or local updating subroutine should be called. This criterion depends fully on the number of overlapping voxels in one cell (denoted as \( n_{ov} \)): if \( n_{ov} \) is larger than the threshold, the cell stiffness matrices are updated globally; otherwise updated locally. Computations with both subroutines have been carried out to quantify this threshold value empirically. In terms of the speedup graphs depicted in Figure 4.10 in Section 4.4.6.2, the speedup factor of using the BLAS routine depends on the number of cells and the polynomial degree. As a reasonable approximation, the influence of polynomial degree can be neglected since the graphs of \( p = 1, ..., 6 \) have the similar distribution. In the computational steering application it is reasonable to confine the total number of cell to below 500 due to the limitation of the computing power available. Accordingly the number of marked cells is also below 500. In terms of Figure 4.10, the speedup factor can be regarded as approximately constant within this range. As a result, the threshold value is independent of both \( p \) and the number of marked cells. With these considerations, the threshold value is empirically evaluated on 100 cells with shape functions of polynomial degree increasing from one to six in each cell.

In each evaluation the number of overlapping voxels of each cell \( (n_{ov}) \) increases uniformly from 1 to 1000. The computational time of both local and global update was measured on an Intel Xeon W5590, 3.33GHZ machine with 1 core activated. The threshold value is determined by finding out the value of \( n_{ov} \) with respect to which the global and local updating time is approximately the same. The threshold values with respect to different polynomial degrees are tabulated in Table 5.1.

<table>
<thead>
<tr>
<th>Polynomial degree</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
<td>120</td>
<td>63</td>
<td>56</td>
<td>46</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

**Table 5.1:** Threshold values with respect to different polynomial degree \( p \) for total number of cells \( \leq 500 \)

Upon fixation of the threshold value, the marked cells can be categorized into two groups: one group is updated globally and the other group is updated locally. The number of globally updated cells is denoted as \( n_{Gc} \) and the number of locally updated cells is denoted as \( n_{Lc} \). The subroutine for global update adopts the idea of transforming scalar-matrix multiplications into matrix-matrix multiplications which can be efficiently computed using the BLAS routine. In the subroutine for local update, stiffness matrices of the overlapping voxels in \( n_{Lc} \) cells are updated by performing scalar-matrix multiplications which are parallelized with OpenMP.

With this approach the optimum stiffness matrix updating time can be achieved. Further improvement on the performance of the computational steering system is shifted to assembly
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5.3.5.3 A fast direct solver based on the nested dissection algorithm

5.3.5.3.1 The Pardiso solver

The package PARDISO is a high-performance, robust, memory-efficient and easy to use library for solving large sparse symmetric and nonsymmetric linear systems of equations on shared-memory multiprocessors [88, 89]. This solver employs the Metis nested dissection reordering technique and shows advantages in stability and efficiency in solving sparse matrices over many other direct solvers. As described in Section 4.5, the Pardiso solver is utilized as the main solver for most FCM applications. It exhibits superior performance for solving linear systems of equations that are badly conditioned.

As the default setting for Pardiso, the input matrices must be stored in a compressed sparse row (CSR) format. Using this format, operating on the zero entries can be avoided and the unknowns of a sparse system of equations can be numbered in a way so that the total amount of storage required for the direct solution is reduced. However, the conversion of input matrix to this format is recursive and is required in every computational step. Moreover, the conversion process is unparallelizable and can not be performed locally, namely each time when the stiffness matrix of one or more cells is modified, the global matrix has to be completely reconverted. Impact of this drawback is not pronounced when the simulation is performed only once. However, in a computational steering environment, carrying out matrix conversion in each updating iteration reduces the efficiency to a notable extend. A more suitable solver is required for the computational steering system.

As an alternative, a nested dissection based p-FEM solver [120] is chosen and employed in the simulation kernel to handle the computational steering computations more efficiently.

5.3.5.3.2 The nested dissection approach

Applying the nested dissection method as a direct solver was firstly introduced by GEORGE [123] for the solution of finite element problems. The basic idea of this method is to recursively subdivide the computational domain and eliminate local unknowns in a bottom-up step before in the final step a top-down solution process is performed. The algorithm can be split into three parts, recursive substructuring, static condensation, and solution [124].

1: Recursive substructuring

The idea is depicted on a mesh in Figure 5.9(a), which consists of nodal elements (hollow circles) interconnected by lines.

In the first step the initial computational domain $A$ is partitioned into four subdomains (denoted as $A_1$, $A_2$, $A_3$, $A_4$) by a separator, which is a set of nodes marked in black in Figure 5.9(b). Next, each subdomain is further partitioned into four new subdomains (denoted as $A_{i,1}$, $A_{i,2}$, $A_{i,3}$, $A_{i,4}$, $i=1, 2, 3, 4$) by a new separator marked in grey, see Figure 5.9(c). Following this strategy, the domain partitioning process is performed recursively until only
few unknowns are consisted in each subdomain. To clarify the domain hierarchy an octree structure is employed to illustrate the domain subdivision, see Figure 5.10. The original domain is of the highest level (here Level 2), after each partitioning the newly generated four domains are of one level lower. The undividable subdomains are of the lowest level, level 0. The separator of each subdomain is set to have the same level number.

On each subdomain, the unknowns are categorized into two groups, inner unknowns and outer unknowns. The outer unknowns of subdomain level $i$ are the unknowns on the $i$th level separator while the inner unknowns are the ones on the $i - 1$th ($i \geq 2$) level separator. On the lowest level, the rest unknowns represented by the hollow circles in Figure 5.9(c) are called internal unknowns, whose coupling with the inner and outer unknowns can be eliminated by static condensation.

Referring to Figure 5.9(b) and 5.9(c), the separator that has a “+” shape is firstly used by GEORGE for domain partitioning. As an alternative, vertical and perpendicular separators with shapes like “−” and “|” can also be used to produce linear systems of equations with a slightly smaller number of unknowns [124].

2: Static condensation
This step computes the local system of equations of each subdomain. On the lowest level the system of equations is taken directly from the discretization. On higher levels the system is computed from the four subdomains. By reordering the unknowns according to inner (I) and outer (O) degrees of freedom, the system $Ku = d$ can be reassembled as:

\[
\begin{bmatrix}
  K_{II} & K_{IO} \\
  K_{OI} & K_{OO}
\end{bmatrix}
\begin{bmatrix}
  u_I \\
  u_O
\end{bmatrix} =
\begin{bmatrix}
  d_I \\
  d_O
\end{bmatrix}
\] (5.1)

which can be written as

\[
K_{II} u_I + K_{IO} u_O = d_I \tag{5.2}
\]
\[
K_{OI} u_I + K_{OO} u_O = d_O \tag{5.3}
\]

The inner unknowns $u_I$ from Equation (5.3) can be eliminated by solving Equation (5.2) for

\[
u_I = K_{II}^{-1}(d_I - K_{IO} u_O) \tag{5.4}\]

which is substituted into Equation (5.3) to get

\[
\tilde{K}_{OO} u_O = \tilde{d}_O \tag{5.5}
\]

where $\tilde{K}_{OO} = (K_{OO} - K_{OI} K_{II}^{-1} K_{IO})$ and $\tilde{d}_O = d_O - K_{OI} K_{II}^{-1} d_I$.

The new system depends only on $u_O$. As a result, the cost of solving the complete local system of equations is reduced to solving part of the system only. The most expensive part of Equation (5.5) is to compute $\tilde{K}_{OO}$, the SCHUR complement of matrix $K_{II}$. There are several existing methods to compute the SCHUR complement, out of which Gaussian elimination is selected.

The static condensation procedure can be described using the octree hierarchy depicted in Figure 5.10. The static condensation is performed recursively in a bottom up step, starting from the leaf nodes of the tree. On each node, the inner (internal) unknowns are eliminated and the SCHUR complement matrix is computed and passed to the father node where a new system of equations is assembled with all the other SCHUR complement matrices of the son nodes. In Figure 5.11, the condensation procedure on the partitioned subdomains in Figure 5.9(c) is illustrated to provide a geometric description.

3: Solution

The solution process is started from solving the condensed system of equations on the highest level. Afterwards, the solution to the original system (Equation (5.1)) can be computed in a top-down process, where the values of the unknowns on the separators are computed recursively from the local systems of equations on each subdomain.
5.3.5.3.3 A nested dissection based p-FEM solver

Taking advantage of the hierarchical organization of the computational domain, the nested dissection scheme shows high efficiency in solving sparse systems of equations. Either octree or binary tree hierarchy can be used to discretize the geometry of the domain of a regular shape. However, it is difficult to model arbitrary shaped domains with a regular geometric discretization efficiently. To overcome this drawback, modifications of this method to solving problems with unstructured meshes have been proposed in several papers [125, 126]. One good strategy is to hierarchically discretize the finite elements instead of domain’s geometry. Based on this strategy, a nested dissection approach for p-version FEM was developed by Niggl and Mundani [120]. The main difference of this method from the general nested dissection approach lies in the domain substructuring step, which is split into two parts: finite element hierarchy creation and setup of degrees of freedoms.

1. Finite element hierarchy creation
After a finite element mesh is created, the elements are organized hierarchically using a spatial identifier — the barycenter. An octree is used to recursively subdivide the domain as long as more than one element center point is contained in an octree cell. A 2D sample of a finite element mesh and its hierarchical representation are depicted in Figure 5.12.

2. Setup of degrees of freedom
In contrast to the h-version, in the p-version finite element method the degrees of freedom are not only associated to nodes, but also to edges, faces and internal modes. Therefore, the DOFs which are located on the nodes, edges and faces shared by several elements must be assigned separately to the octree. The DOF setup procedure follows the rule that each DOF must be located at the lowest common father (LCF) of the element it belongs to. To find out the LCF of some elements, the so called Morton index is employed to identify the corresponding nodes in an octree. A numbering rule is applied to all the father nodes that its eight sons are numbered from 0 to 7 in a specific order. By accumulating all numbers on a way down from...
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the root to one node, the index of this node can thereby be obtained. A 2D FE discretization and its corresponding octree structure are depicted in Figure 5.12. After the Morton indices of all nodes are set up, the position of a DOF in the tree can be located by comparing the indices of the elements it belongs to. Figure 5.13 shows the DOF assignment of the 2D FE sample.

The Morton indices of elements 1 and 2 are 10 and 12 respectively. A LCF of index 1 can be obtained by comparing the two Morton indices. The LCF index indicates the position where the common DOF shared by the 1st and 2nd elements — the DOF of number 4 is stored in the tree.
After all the DOFs are assigned, the element stiffness matrices and load vectors are computed and stored at the position of the particular element in the tree. This completes the step of domain substructuring. The next two steps, the static condensation and the solution are identical to the standard nested dissection approach and are applied to solve the system of equations.

The biggest advantage of this nested dissection method is its efficiency in performing local modifications. Instead of completely reassembling the system of equations, only parts of the tree on which local modifications take place have to be reassembled. This characteristic is highly suited for the computational steering environment in which only several cells undergo modification during the steering process while the rest remain unchanged.

5.3.6 Computational steering system construction with Internet sockets

The last key ingredient in the computational steering system is to couple the simulation kernel with the visualization kernel through an Internet socket connection. Description of the coupling details entails some basic knowledge of the Internet protocol and the Internet socket.

5.3.6.1 Internet Protocol

The Internet Protocol (IP) is the protocol by which data is transferred between computers on the Internet. The task of the Internet Protocol is to deliver distinguished protocol datagrams\(^2\) from the source host to the destination host solely based on their addresses. For this purpose the Internet Protocol defines addressing methods and structures for datagram encapsulation [128]. The IP address is defined as a numerical label assigned to a computer or device in a network that uses the Internet Protocol to communicate between its nodes. With a given IP address computers can be specified via a network based on the fact that at a given time each host on the Internet has a unique IP address.

5.3.6.2 Internet socket

The Internet socket is a mechanism for exchanging data between processes, which can be either on the same or different machines connected via a network. Bidirectional data transfer is enabled by the establishment of a socket connection, until one of the endpoints terminates the connection [129].

An Internet socket consists of a local and a remote socket address. A socket address is a combination of an IP address and a port number which is utilized to distinguish multiple applications from each other. Sockets are typically used in conjunction with the Internet protocols — Transmission Control Protocol (TCP), Internet Protocol (IP) and User Datagram Protocol (UDP). TCP is a connection-oriented protocol that is responsible for reliable communication between two end processes. UDP is primarily used for broadcasting messages over a network.

---

\(^2\)A datagram is a collection of data that is sent as a single message [127].
Sockets are usually implemented by using application programming interface (API) libraries such as Berkeley sockets (used on UNIX system) and Windows Sockets (used on Windows system). Socket interfaces can be divided into three types, datagram sockets which use UDP, stream sockets which use TCP, and raw sockets which use IP. The socket APIs are relatively small and simple. Many of the functions are similar to those used in file input/output routines such as read(), write(), and close(). The actual function calls to use depend on the programming language and the socket library chosen. Development of application programs that use the API is called socket programming or network programming [130, 131]. The TCP socket programming interface typically operates in a client-server model, the client sends out requests to the server, and the server does some processing with the requests received and returns a reply back to the client. A server-client model for a TCP socket connection is illustrated in Figure 5.14.

![Socket system call diagram](image)

*Figure 5.14: Socket system call*

The system calls `socket()` and `bind()` first create a socket on the server which then waits for an incoming connection from the client using `listen()` and `accept()`. The client creates a socket by calling `socket()`, from which a request is sent to the server using `connect()` to establish a connection. After the establishment of connection, data are exchanged between the server and client using `read()` and `write()` until the termination of one endpoint.
5.3.6.3 Coupling of simulation and visualization

Three approaches for the implementation of computational steering are introduced in Section 5.2. They are: program instrumentation, direct scientific computation and recasting scientific computation. Being an easy-to-implement approach, program instrumentation is selected to reuse the simulation code AdhoC which is modified to provide functions called by the user via commands transferred through socket network. The socket system implemented for the computational steering is based on the server-client model depicted in Figure 5.14. After the socket connection is established, the user can manipulate the steering process through the user interface, which converts a user’s operations into commands (integer numbers) that are sent to the simulation kernel. A list of enumerated commands is predefined and stored in both codes to ensure a common “language” for the communication. According to the command, the corresponding functions on the simulation kernel are called and executed. Dataflows, either incoming model information or outgoing stress results, are transferred in binary mode. In the steering mode, some functions are called iteratively to keep the results updated.

To enhance the communication efficiency, a dedicated data reduction scheme minimizing the dataflow to be transferred has been implemented. During the steering process when the implant is moved into the femur, only the indices (1D position number) of the altered voxels are computed and transferred. These indices ($I_{1D}$) are computed according to the formula

$$I_{1D} = I_z \cdot B_x \cdot B_y + I_y \cdot B_x + I_x,$$

where $I_x$, $I_y$ and $I_z$ are 3D position indices and $B_x$, $B_y$ and $B_z$ are the numbers of voxels in the data block. The computation takes only a small fraction of the total computational time. Hence, its impact can be neglected. After receiving the data, the recipient can retrieve the real positions by inverting Equation (5.6).

5.3.7 Surgical planning system demonstration

A femur model is obtained by CT scanning on a human femur specimen performed on a Siemens Sensation Cardiac 64 scanning machine with slice thickness of 1.0 mm and pixel size of 0.74 mm. The CT scans, having a resolution of $256 \times 256 \times 512$, are directly imported and the femur voxel model is segmented by thresholding the Hounsfield Unit values. Note that segmentation is not necessary for the FCM simulation, but only used to support the visualization of surface data of the femur. In addition to the femur model, the geometric model of a prosthesis is provided in STL format for generating implant voxel models. A material law relating the Hounsfield Unit value to the Young’s modulus of each voxel as proposed in [132, 133] is employed. The Poisson’s ratio is set to constant 0.3.

The material law

$$E = \begin{cases} 
33900(8.2106 \cdot 10^{-4}HU + 0.057663)^{2.20} & HU \leq 320 \\
10200(8.2106 \cdot 10^{-4}HU + 0.057663)^{2.01} & HU \geq 660 \\
5307(8.2106 \cdot 10^{-4}HU + 0.057663) + 469 & 320 < HU < 660
\end{cases} [MPa]$$
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is provided by the user and is assigned in the code before the program starts. In this example, two resolution levels $1 \times 1 \times 1$ (new model has the same resolution as the original one) and $2 \times 2 \times 2$ (the resolution of the new model is half of the original one) are selected for the simulation.

![Figure 5.15: Femur model and its meshes](image)

The femur model and the implant model are illustrated in Figure 5.15(a). After establishment of the socket connection, the segmented model and boundary conditions are sent to the simulation terminal, where computations are carried out. The number of voxels per cell is set to $10 \times 10 \times 10$ to minimize the total number of cells. From the voxel model finite cells are generated. Within each cell shape functions of polynomial degree four are used to attain high accuracy. For saving computational cost voxels below the fixation plane are not accounted for in the generation process of the grids. Cells that contain only void voxels are discarded leaving 1216 cells for the model at the original resolution level and 238 cells at the half resolution level, see Figure 5.15(b) and 5.15(c). Initially two loadings are activated: a compression load with a magnitude of 1500N located at the femur’s head and a tension load with a magnitude of 1125.0N located at the greater trochanter. These two loads reflect the physiological loading imposed by the body weight and the muscles, respectively. In FCM the loads are applied on two small interior facets with the area of $4 \times 4$ voxel length horizontally located at the center of the loading spheres.

In the simulation both the preoperative physiological stress state and the altered stress state caused by the virtual implantation of a prosthesis model are computed and visualized using the aforementioned three visualization patterns.
5. Computational steering for orthopaedics using the FCM with fast integration

Figure 5.16 captures the screenshots from a running computation and displays the von Mises stress distributions of both models in red using volume rendering through ray casting [112]. The simulation results visualized in all figures show good accordance with physical intuition. Although theoretically the coarser resolution model produces results with a lower accuracy, apparent differences in von Mises stress indicated by the color intensity can not be observed due to limitations of this visualization pattern. The computational time for models at two resolution levels was measured and is tabulated in Table 5.2. Note that this time includes visualization, simulation and communication. The visualization time is of one or two magnitudes lower than the simulation time and is not accounted for in the statics.

The initialization time includes the time of CT data import and transferring, precomputed matrices setup, and initial stiffness matrices computation, etc. Unlike in many computational steering systems where a large portion of the time has to be spent in the initialization step, this system has a quick starting time. The steering time consists of the time of stiffness matrices update, solution, post-processing, and communication. For the finest model \((1 \times 1 \times 1)\) one new computation (updating time) takes 8.75s which is, unfortunately, beyond an acceptable time range for a computational steering. Yet for the coarsened model \((2 \times 2 \times 2)\) one new computation takes much less time \(-0.75s\) allowing for a quasi real-time computational steering.

An enhanced pattern to the von Mises stress visualization is to visualize the principle stress using violet (tension) and green (compression) trajectories [113] as shown in Figure 5.17 and 5.18. Figure 5.17(b) depicts the femur interior stress lines at the physiological state under a body load. With the same data set, the virtual post-operative stress lines are plotted in 5.17(c). The implantation of a prosthesis considerably changes the stress distribution and in the new state
5.3. Computational Steering for Orthopaedics

<table>
<thead>
<tr>
<th>Model</th>
<th>$1 \times 1 \times 1$</th>
<th>$2 \times 2 \times 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DOF</strong></td>
<td>61,368</td>
<td>13,698</td>
</tr>
<tr>
<td><strong>Initialization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time [s]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System setup</td>
<td>4.73</td>
<td>2.50</td>
</tr>
<tr>
<td>Stiffness matrices computation</td>
<td>0.78</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>5.51</strong></td>
<td><strong>2.66</strong></td>
</tr>
<tr>
<td><strong>Updating</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>time [s]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stiffness matrices update</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>Solution</td>
<td>6.94</td>
<td>0.50</td>
</tr>
<tr>
<td>Post-processing</td>
<td>1.28</td>
<td>0.18</td>
</tr>
<tr>
<td>Communication</td>
<td>0.22</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>8.57</strong></td>
<td><strong>0.75</strong></td>
</tr>
</tbody>
</table>

Table 5.2: Computational steering time measured on a Dell Precision T5500, 24GB Memory, Intel Xeon W5590 CPU, 3.33GHz, 8 cores

Figure 5.17: Two visualization patterns on the $1 \times 1 \times 1$ level voxel model

(a) von Mises stress distribution  (b) principle stress lines (without implant)  (c) principle stress lines (with implant)

The stress lines are mostly attracted by the prosthesis. This phenomenon coincides very well with the stress shielding effect mentioned in Section 5.1. To allow a more precise comparison, the third visualization pattern which exhibits only changes in stresses with yellow (decrease) and red (increase) colors is depicted in Figure 5.6(c). This novel way of visualization provides a more direct perception of changes in stress, with which decisions on the selection of an implant can be made relatively easily.
In the following part of the example, an illustrative pre-operative prosthesis selection procedure by applying comparative stress visualizations is suggested. The goal is to show how the system can ease the selection of a suitable implant based on a patient-specific femur model. The influences of implant type, implant size and implant position are taken into account. In total two implant types, each having three sizes are tested in order to illustrate their impact on the post-operative stress distributions. The testing is separated into two parts: in the first part, two implant models each representing one type are tested and compared, after which one implant type is determined for the second part of testing. In the second part, implant models of the selected implant type with different sizes are tested with respect to different implantation positions. Finally by comparing the resulting comparative stresses, the best-fitting implant model and its positioning is determined.

In order to allow an interactive selection of implant, a suitable resolution level of the femur model must be preselected to ensure a smooth steering process before the program is started. This resolution level depends fully on the initial resolution of the femur model. Generally, a CT model obtained directly from standard CT images having a resolution of $256 \times 256$ can produce more than 600 cells, which are too many for a smooth steering. Hence, a lower resolution level - $2 \times 2 \times 2$ is chosen, resulting in around 200 cells for the current CT model. The error induced by the coarsened model is analyzed and quantified in a simpler biomechanical example presented in Section 5.3.8. In the current example, additional computations on the model with full resolution are performed in order to provide visual references for comparison. As a more general implementation, computations at full resolution can be used for fine-tuning.

1st Part: The implant type is determined according to the comparative stresses computed on two implant models of different types at a fixed implantation position. Figure 5.19 depicts the comparative stress visualizations of the normal components on the two models. One
can read from Figure 5.19(a) that the commonly used G2 implant yields a strong increase in stress at the region of the greater trochanter and moreover a larger region of stress reduction in the femur neck and shaft. These changes indicate larger region of stress shielding and higher possibility of bone loss. In contrast to the G2 implant, the new generation implant CUT has a much shorter stem which restricts the stress shielding zone to a smaller region, see Figure 5.19(b). As a result, instead of G2 the implant type CUT is chosen in the first place.

2nd Part: Interactive testings of different implant models were performed at the $2 \times 2 \times 2$
resolution level. To ensure the correctness of a selection, recomputations of the comparative stress distributions at the $1 \times 1 \times 1$ resolution level were carried out to provide reference solutions. As an approximation to the real implantation context, instead of placing an implant in the interactive surgery at an arbitrary position, the central point of the implant head is fixed to the center of the femur head to allow only rotations of the stem. The determination of the positioning of the implant is thus simplified to only rotation. By studying the stress changes via rotating the implant stem, the two positions shown in Figure 5.20 are chosen for comparison.

![Figure 5.21: CUT Implant models](image)

Figure 5.21 depicts three implant candidates with the same shape but increasing sizes. In the following they are referred to as $C_I$, $C_{II}$ and $C_{III}$.

From the geometric perspective, model $C_I$ is suited for the higher position while $C_{II}$ and $C_{III}$ are suited for the lower position. Interactive testings were performed to test the three cases at the $2 \times 2 \times 2$ level. Screenshots of the normal components of the comparative stress visualization for the three implant models were taken and are displayed in Figure 5.22. From these figures it can be deduced that for this patient-specific femur model, implantation with the prosthesis model $C_I$ produces the least changes in normal stresses (indicated by smaller region of changes in stress and lower line intensity in both red and yellow colors), while $C_{II}$ and $C_{III}$ impose more stress shielding.

Hence it makes sense to select the model candidate $C_I$ as the solution for this patient to minimize stress shielding. To prove our selection and to show more accurate results, computations at the $1 \times 1 \times 1$ resolution level were performed and the results are depicted in Figure 5.23. Differences between the two levels of computation can be observed. They are, however, not pronounced which indicates that the lower level of resolution chosen for the computational steering already provides sufficient accuracy to judge over the stability of an implant.

In addition to the normal components, the shear components of the comparative stress which affect the rotational stability of the post-operative integration of implant are also considered.
Comparative visualizations of the shear components are shown in Figure 5.24 and 5.25. According to the area and intensity of the red curves which indicate the range and magnitude of shear components, the largest implant $C_{III}$ yields the best performance.

With the help of the results of the preceding simulations, surgeons can now select either implant $C_I$ for minimum stress shielding or implant $C_{III}$ to achieve a higher implant rotational stability. The final decision depends on the surgeon’s judgment in terms of the patient’s need.
5.3.8 Validation of the surgical planning system by a proximal femur experiment

This subsection presents the validation of the planning system by means of an example in which the results of the FCM computation are compared to in vitro experiments on the fresh-frozen proximal femur which were performed by Yosibash et al. [22].

The bone depicted in Figure 5.26(a) was completely fixed on the bottom and loaded by a load controlled machine with a constant value of 1000N on the femur top in the vertical direction. A Solartron DFg5 direct current linear variable displacement transducer (DC-LVDT) was positioned on a stand arm with its core connected to the loading machine to measure the femur...
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Figure 5.26: a: In vitro experiment, b: Femur voxel model, c: finite cell meshes

head vertical displacement. Four uniaxial strain gauges (SGs) were installed on the surface of the proximal femur at inferior and superior parts of the femur neck and on the medial and lateral femur shaft, see Figure 5.26(a). The strain values measured by the four SGs and the displacement value measured by the LVDT are used as reference solutions for the FCM comparison.

The FCM computations were conducted with the procedures detailed in Section 4.4. A femur voxel model which is extracted from a QCT scan taken by Yosibash et al. is depicted in Figure 5.26(b). The QCT scan has a resolution of $512 \times 512 \times 200$ with a spacing of $0.78125 \text{mm}$ in the in-plane directions and $0.75 \text{mm}$ in the longitudinal direction. As a reasonable approximation, the femur is assumed to be an inhomogeneous isotropic linear elastic solid. The voxel Hounsfield unit value as measured by a CT scan is converted to the bone equivalent density according to

$$\rho_{EQM}[g/cm^2] = 10^{-3} (0.6822 \text{HU} - 5.48) \quad (5.8)$$

The bone density then is related to the Young’s modulus by:

$$E = \begin{cases} 
10200 \left(1.22 \rho_{EQM} + 0.0523\right)^{2.01} & HU \leq 500 \\
5307 \left(1.22 \rho_{EQM} + 0.0523\right) + 469 & HU \geq 500 
\end{cases} \text{[MPa]} \quad (5.9)$$

A finite cell mesh was generated from the femur voxel model. Cells that contain only voids are discarded, the remaining 667 cells are shown in Figure 5.26(c). In the FCM analysis the femur bottom is fixed in three directions and a loading with a value of $1000 \text{N}$ is applied on the top in order to simulate the real loading condition. The analysis is conducted by a uniform
p-extension with $p = 1, \ldots, 6$. The von Mises stresses are plotted in x-y and x-z cross-sectional views shown in Figure 5.27. The convergence curve of the strain energy is plotted in Figure 5.28.

The principle strains computed by the FCM with $p = 4$ are listed together with the experimentally measured uniaxial strains in the upper part of Table 5.3. In the FCM computation, the vertical displacement on the top of the femur is approximated by a point-wise displacement evaluated on a point located in the center of the top surface. Two types of strain values are
presented: the “point-wise” value gives the principle strain evaluated at exactly the center point of the strain gauge, while the “surface averaged” value is computed by averaging the principle strains over the strain gauge surface due to the fact that SG readings are an averaged value over the length of the SGs.

<table>
<thead>
<tr>
<th></th>
<th>LVDT</th>
<th>SG1</th>
<th>SG2</th>
<th>SG3</th>
<th>SG4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment [µε]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface</td>
<td>-300</td>
<td>-1303</td>
<td>440</td>
<td>-1303</td>
<td>441</td>
</tr>
<tr>
<td><strong>FCM results [µε]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point-wise</td>
<td>-295</td>
<td>-1249</td>
<td>806</td>
<td>-1171</td>
<td>436</td>
</tr>
<tr>
<td>Error [%]</td>
<td>1.67</td>
<td>4.14</td>
<td>83.18</td>
<td>10.13</td>
<td>0.91</td>
</tr>
<tr>
<td>(1 x 1 x 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface</td>
<td>NA</td>
<td>-1246</td>
<td>765</td>
<td>-1154</td>
<td>440</td>
</tr>
<tr>
<td>Error [%]</td>
<td>NA</td>
<td>4.37</td>
<td>73.86</td>
<td>11.43</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>FCM results [µε]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point-wise</td>
<td>-291</td>
<td>-1287</td>
<td>786</td>
<td>-1174</td>
<td>479</td>
</tr>
<tr>
<td>Error [%]</td>
<td>3.00</td>
<td>1.23</td>
<td>78.63</td>
<td>9.90</td>
<td>8.86</td>
</tr>
<tr>
<td>(2 x 2 x 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error [%]</td>
<td>1.36</td>
<td>3.04</td>
<td>2.48</td>
<td>0.26</td>
<td>9.86</td>
</tr>
</tbody>
</table>

Table 5.3: Comparison of the FCM strain results (p = 4) with experiment. Error denotes the relative error with respect to the experiment, while Error denotes the relative error with respect to the FCM results of the model at a higher resolution level.

A good agreement between the FCM computation and the experiment is observed except at the second strain gauge. Concerning this point, the computation were verified by comparing with the FEM result of YOSIBASH who performed the same analysis with the standard p-FEM. The average strain value obtained by YOSIBASH on the second SG is 790 [µε], which is in good accordance with the FCM result. Hence the large error on SG2 is attributed to a defaulting of the strain gauge during the experiment.

In [56] a finite element analysis of human bone was performed based on a coarsened voxel model derived from the voxel model with full resolution. Such a coarsened model has been used in Section 5.3.7 for the purpose of enabling the computational steering. To evaluate and quantify the accuracy of computation with coarser models, an additional computation was carried out on a model coarsened from the resolution of 1 x 1 x 1 to 2 x 2 x 2. The coarsening is accomplished by averaging the Young’s modulus of eight neighboring voxels. The new model is then meshed with 124 cells. For comparison purpose only p = 4 is used in each cell. With the same boundary conditions and SG positions the FCM results of the second model are shown in the lower part of Table 5.3. The accuracy of the FCM computation is lower on the coarsened model than on the original one, but is still within an acceptable range.

Measured on an Intel Xeon W5590, 3.33GHz work station with 8 cores, the total computational time and one computational steering iteration time for the original model (computed with p =
4) is approximately 9 and 4 seconds respectively after parallelization, while for the coarsened model is 4 seconds and 0.5 seconds.
Chapter 6
Conclusions

The finite cell method with fast integration is presented in this thesis. This scheme shows a remarkable efficiency in computational time on three-dimensional CT-derived models with complex geometries and multi-material interfaces, like for instance biological hard tissues. Three numerical examples are given to demonstrate the accuracy of this method by comparison with either analytical or numerical reference solutions.

Development of the FCM with fast integration provides a new yet efficient way to handle biomechanical simulations which naturally possess complicated geometries. Fast simulations on these geometries, which are difficult to be performed using the traditional FEM are thus made possible. This method can be implemented in various applications, e.g., a fast and interactive tool for patient-specific surgery planning, an efficient homogenization tool for micro-CT structures, or an analysis tool for probabilistic analysis of human bone’s mechanical behavior. Further applications of this method are not limited to biomechanical simulations only; any voxelizable physical model fulfilling the requirement (with either complex geometry or inhomogeneous material properties) can be efficiently simulated. However it is not recommended to implement this scheme for simple structures with regular geometries, which can be solved with little effort using standard FEM.

Powered by the FCM with fast integration, an interactive preoperative surgical planning system has been constructed and is presented in this dissertation. With the advanced simulation technique and the GPU-based advanced visualization techniques, a quasi real-time computational steering system is created and can be used for an interactive selection of prostheses. A planning example is given to demonstrate the efficiency of the system and to clarify the implant selection procedure. Being a new approach to visualize post-operative stress changes, the comparative stress visualization is demonstrated to be an effective means for selecting the type, size and positioning of a patient-specific implant.

The current planning system can provide the images of stress on the screen, according to which an implant is selected based on the judgment of a surgeon. Further improvement of this system can be to develop a deterministic selection program, which can determine a unique implant size and positioning automatically. Furthermore, as the development of computing power, enabling computational steering at the highest resolution level may be made possible in the near future.
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