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ABSTRACT

In this paper1, we provide an accurate and fully analytical model
for the distortion due to lost frames in wireless video transmission.
Our analysis combines the properties of the video sequence and
those of the wireless transmission link. Built on the long-term av-
erage properties of the video source, we first develop a model for
the average distortion due to the loss of frames, and then derive a
mathematical model for analysis of transmission errors occurring
during wireless transmission. Experimental results show a surpris-
ingly accurate behaviour of the proposed model.

1. INTRODUCTION

Optimization of end-to-end quality of compressed video transmis-
sion has recently gained attention in the research community, both
for the wireline Internet and for its wireless extensions [1, 2, 3, 4].
Due to its conceptual simplicity and mathematical convenience, it
is common to associate video quality with the average pixel-by-
pixel distortion of the video frames. This distortion results from
both the effects of lossy compression introduced by source encod-
ing (source distortion), and the lossy transmission channel (loss
distortion). Accurate modelling of the different types of distortion
is the foundation to successful end-to-end quality optimization.
Obtaining good models is always a challanging task, especially
for the loss distortion, as it depends both on the properties of the
video encoding and on the transmission system used to transfer the
compressed video. Previously proposed analysis of loss distortion
tend to model packet losses by superposition of independent single
frame losses (e.g. [1, 5]). This gives however only reliable results
when single losses are spaced sufficiently far apart. While the im-
pact of channel memory has been recognized (e.g. [6, 7]), there is
still lack of theoretically founded models for the loss distortion in
wireless systems.
In this paper, we provide an accurate and fully analytical model
for the distortion due to lost frames in wireless systems. The pro-
posed model is built on long-term average properties of the video
source. Since the instantaneous distortion of a group of pictures
(GOP) due to the loss of frames is random in nature and chang-
ing from GOP to GOP, it is difficult to model. On the other hand,
the long-term distortion is deterministic and allows for simple, yet
highly accurate modelling, as will be demonstrated. Our analysis
combines the properties of the video sequence (e.g., source rate,
display frame rate, and frame size) and those of the wireless trans-
mission link (e.g., packet error probability, packet size, and for-
ward error control coding). In particular, we take into account the
time-varying fading nature of the wireless channel and develop a
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relationship between the properties of the wireless link and the
model parameters of a two-state Markov process (See Section 5).
In order to provide a complete analysis of the expected distortion,
we first develop a model for the average distortion due to the loss
of frames (See Section 4). Then, we derive a mathematical model
for analysis of transmission errors occuring during wireless trans-
mission (See Section 5). Moreover, we provide a way to simplify
the model (See Section 6). We validate the proposed model with
the experimental results, which are shown to be surprisingly ac-
curate (See Section 7). This also reveals the potential of our ap-
plied long-term average concept. The application of this proposed
model can be, for instance, finding an optimum trade-off between
source and channel coding. Another application may be providing
an objective function to multi-user resource allocation in the so-
called cross-layer optimization [3, 4], in conjunction with adaquate
models for the source distortion. The long-term average character-
istics of the proposed model is well suited for such applications.

2. ENCODING STRUCTURE & ERROR CONCEALMENT

In the following, we will focus on predictive source encoding in
IPP· · ·P - structure, i.e. each group of pictures (GOP) consists
of one intra-frame (I-frame) followed by (F − 1) inter-frames (P-
frames). Calling TGOP the duration of the GOP, we have a frame
rate of F/TGOP frames per second (fps). This encoding structure
is prone to error propagation due to inter-frame dependencies in-
troduced by the predictive encoding. A typical measure to mitigate
the effect of frame loss is error concealment. In the simplest, yet
commonly used way, an incorrectly decoded frame and all subse-
quent frames in the GOP are replaced by the most recently cor-
rectly received frame. In this paper, we assume this type of error
concealment, which is referred to as previous frame error conceal-
ment.

3. LONG-TERM AVERAGE CONCEPT
The distortion analysis developed in this paper is based on the con-
cept of long-term averaging. That is, distortion is defined as the
average distortion over multiple GOPs, during which the video
sequence can be assumed to be more or less stationary. The in-
stantanous distortion D̃i of a GOP due to the loss of a particular
frame, say the i-th frame, is random in nature from GOP to GOP
and difficult to model. On the other hand, its long-term average
value Di = E[D̃i] is deterministic and allows for simple, yet ac-
curate modelling, as will be shown in the remaining of the paper.
Moreover, we will make use of the average size E[Si] (in bits) of
a frame, say the i-th frame, instead of its instantaneous size Si:

E[Si] = αiRsTGOP, (1)
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Fig. 1. Average distortion due to lost frame at position i.

where Rs is the average source rate in bits per second (bps), while
the factor αi ∈]0; 1] is the average relative size of the i-th frame.
Note that RsTGOP is the average number of bits in a GOP and

F−1X
i=0

αi = 1. (2)

Due to previous frame error concealment and the IPP...P-structure,
the average distortion Di introduced by a lost frame depends only
on the number i ∈ {0, 1, . . . , F − 1} of the first frame which
cannot be decoded correctly in a GOP. Calling Pi the probability
that this happens, the loss distortion DL is defined as:

DL =

F−1X
i=0

Di · Pi, (3)

which is the expected distortion due to frame losses concealed by
previous frame error concealment. In the following, we will de-
velop analytical models for both Di and Pi, hence providing com-
plete analysis of the distortion due to frame loss. Note that Di is
related to the video sequence and the applied error concealment
technique, while Pi is determined by the characteristics of the
transmission system. In this paper, we focus on streaming video
transmission over a wireless fading link.

4. DISTORTION MODEL
Suppose the i-th frame is the first lost frame in a GOP, then the
i-th frame and all its successors in the GOP are replaced by the
(i − 1)-th frame. The average distortion is then given by

Di =
1

F

F−1X
m=i

dm,i−1 =
1

F

F−iX
n=1

dn, (4)

where dm,i−1 is the average MSE between the m-th and (i−1)-th
frame. Assuming stationarity, we have dm,i−1 = dm−i+1 = dn,
i.e. the average MSE does not depend on the position i of the frame
loss, but only on the difference n = m − i + 1. Due to temporal
proximity, the average error d1 will be the smallest. With larger
time separation, the error will increase, i.e. (dn+1 − dn) > 0. It
turns out that by setting (dn+1 − dn) to be a positive constant, say
∆d, a close correspondence to empirical data is achieved. Hence,

dn = d + (n − 1)∆d, for n ∈ {1, 2, . . . , F − i}, (5)

where d and ∆d are constants, is a suitable model. By substituting
(5) into (4), we obtain

Di =
1

2F
· (F − i) (2d + (F − 1 − i)∆d) . (6)

The maximum distortion Dmax = D0 is achieved when the first
frame is lost and the distortion is minimum Dmin = DF−1 in case
the last frame is lost. Thus, we can rewrite (6) as:

Di = (F − i) · F · i · Dmin + (F − i − 1) · Dmax

(F − 1)F
. (7)

The values Dmax and Dmin depend on the video sequence and
have to be determined by measurement. Figure 1 shows the av-
erage distortion Di obtained from three video test sequences en-
coded by a H.264 compliant source encoder (F = 15 frames per
GOP). The circles indicate measured data, while the crosses mark
the model prediction from (7). As can be seen from the Figure,
the model gives a fairly accurate estimation of the measured Di.
It also turns out from our experiment (not shown here for brevity)
that Dmax depends only slightly on the source rate.

5. TRANSMISSION ERROR ANALYSIS
Let us now develop a mathematical model for the event probabil-
ities Pi, that the i-th frame in a GOP is the first to be decoded
wrongly. The Pi depend on the transmission system, which in
our case, consists of the wireless channel, signal-processing and
forward error control (FEC) coding. The frames are transmitted
over the wireless channel in data packets of size L bits. The data
packets get encoded by a FEC code in order to protect them from
the influence of noise. At the other end of the wireless link, the
FEC decoder outputs a sequence of decoded packets. The result-
ing packet error probability PEP depends on the FEC code, the
transmit and receive signal processing and on the wireless chan-
nel itself. We can simplify the analysis by assuming that the FEC
code yields correct results as long as the channel quality is above a
certain threshold and returns wrongly decoded packets otherwise.
Due to mobility, the channel quality depends on time, and can be
modelled by a block fading random process. The channel quality is
thereby modelled as being constant for the so-called decorrelation
time Tdec and then changing abruptly to an independent random
value. The decorrelation time depends on the mobility of the wire-
less terminal which leads to a Doppler spectrum [8]. Its shape de-
pends on the spatial distribution of the obstacles (scatterers) in the
proximity of the wireless terminal and its relative velocity with re-
spect to the scatterers. A useful simplification which is frequently
used in theoretical analysis of wireless radio propagation, results if
one assumes that the scatterers are aligned at the perimeter of a cir-
cle around the wireless terminal. This results in the so-called Jakes
Doppler spectrum [9]. The decorrelation time Tdec then relates to
velocity v and wavelength λ as:

Tdec = 0.4 · λ/v. (8)

After the time Tdec, the channel quality takes on a new random
value, which falls below the threshold for the FEC decoder with
probability PEP. The probability of an error burst for exactly
j decorrelation times is therefore given by PEPj−1(1 − PEP).
Hence, the average number NB of packets in an error burst is

NB =
Tdec

TP
·

∞X
j=0

j · PEPj−1(1 − PEP) (9)

=
Tdec

TP · (1 − PEP)
, (10)
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Fig. 2. Markov model for packet loss.

where TP = L/Rs is the time between two packet transmissions.
In order to know if a particular packet can be decoded correctly,
we make use of the popular two-state Markov chain depicted in
Figure 2. The state is updated prior to each packet transmission.
When the model is in state ”G”, the packet is decoded correctly,
otherwise incorrectly. The probability of having an error burst of
exactly j wrongly decoded packets is given be (1 − q)j−1q, and
therefore the average number of wrongly decoded packets in an
error burst results in NB = 1/q. Comparing to (10) we find

q =
L

RsTdec
(1 − PEP) , (11)

where we have used TP = L/Rs. In order to determine the tran-
sition probability p of the Markov chain, we look at the ergodic
probability PB of being in the state ”B”:

PB =
p

p + q
. (12)

Since PB = PEP, it follows from (11) and (12) that

p =
L

RsTdec
PEP. (13)

With (1), the average number of packets bi in frame i is given by:

bi = αiRsTGOP/L. (14)

The number of all packets of all frames in a GOP up to and includ-
ing the i-th frame is then given by

Bi =
iX

n=0

bn =
RsTGOP

L

iX
n=0

αn =
RsTGOP

L
βi, (15)

where we have introduced

βi =

iX
n=0

αi, (16)

for notational convenience. Now, we can calculate the probabili-
ties Pi. Let us first restrict i to be ≥ 1, i.e. the first frame (I-frame)
shall be decoded correctly. Hence, the first packet of the first frame
has to be correct, which happens with probability (1−PEP). The
following (Bi−1−1) packets have to be correct, too. This happens
with probability (1 − p)−1+Bi−1 . Finally, at least one packet of
the i-th frame must be lost. Since the i-th frame would have been
completely correct with probability (1 − p)bi , at least one packet
is lost with probability 1 − (1 − p)bi . This leads for i ≥ 1 to the
following expression for Pi

Pi = (1 − PEP) · (1 − p)−1+Bi−1 ·
“
1 − (1 − p)bi

”
. (17)

The probability P0 of having the first error in the group occuring
in the first frame is given by:

P0 = 1 − (1 − PEP)(1 − p)−1+b0 . (18)

To this end, (17) and (18) constitute an analytical solution for Pi,
for all i ∈ {0, 1, . . . , F − 1}. In order to obtain more insight, we
proceed as follows. Using Bi = Bi−1 + bi, we obtain from (17)
for i ≥ 1:

Pi = (1 − PEP) ·
h
(1 − p)−1+Bi−1 − (1 − p)−1+Bi

i
. (19)

Because of`
a−1+Bi−1 − a−1+Bi

´ − `
aBi−1 − aBi

´
a−1+Bi−1 − a−1+Bi

= 1 − a, (20)

where we set a = 1 − p, we can neglect the −1 terms in the
exponents of (19), provided that 1 − a = p � 1. From (13), this
requests that the packets are not too large:

L � RsTdec/PEP. (21)

As in practical applications the packet error probability is usually
small, it usually suffices to have

L ≤ RsTdec. (22)

With the definition of p from (13), we can write:

(1 − p)Bi =

„
1 − PEP·βiTGOP/Tdec

Bi

«Bi

. (23)

Because of the identity lim
x→∞

(1 − y/x)x = exp(−y), we have an

approximation of (23):

(1 − p)−1+Bi ≈ exp (−γi·PEP) , (24)

where the coefficient γi is defined as

γi = βi
TGOP

Tdec
. (25)

In order to check the validity of the approximation (24), notice that
for y > 0

x ≥ y2

2ε
⇔ exp(−y) − (1 − y/x)x

exp(−y)
≤ ε, (26)

for any ε ∈]0; 1[. Setting x = Bi and y = PEP·βiTGOP/Tdec,
we see with the help of (15) that approximating (1 − y/x)x with
exp(−y) produces a relative error no larger than ε, as long as

PEP ≤
s

2ε

L
· RsT

2
dec

TGOP
. (27)

Using the approximation (24) in (19), we obtain for i ≥ 1:

Pi = (1 − PEP) [exp(−γi−1·PEP) − exp(−γi·PEP)] . (28)

Since b0 = B0, we can directly apply (24) on (18), so that

P0 = 1 − (1 − PEP) · exp(−γ0·PEP). (29)

The equations (28) and (29) constitute a simplified analytical model
for the packet loss probabilities, which remains accurate as long
as (21) and (27) are obeyed. From (28) and (29), it is interest-
ing to note that the Pi are independent of the source rate Rs and
the packet size L. They rather depend on the characateristics of
the video source (via βi and TGOP) and on the characteristics of
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Table 1. Estimated and measured average MSE

Tdec = 55ms
PEP → 0.1 0.01 0.001
FM 521 (577) 67.7 (69.2) 6.96 (8.07)
MD 60.9 (76.2) 8.14 (6.93) 0.84 (0.97)

Tdec = 11ms
PEP → 0.02 0.005 0.001
FM 463 (496) 141 (134) 29.8 (33.7)
MD 55.4 (54.3) 17.2 (17.2) 3.66 (3.56)

the transmission system (via PEP and Tdec). Together with the
distortion Di due to the loss of the i-th frame from (7), this com-
pletes the analytical model for the average distortion given in (3).
Validation with measured data obtained from H.264/AVC encoded
video test sequences will be presented in Section 7, which reveals
the excellent match of the proposed model to the measured results.
Besides its accuracy, another advantage of this model is its low and
predictable computational complexity.

6. SIMPLIFICATION

The proposed distortion model specified in (3), (7), (28) and (29)
is completely analytical. We can nevertheless introduce some sim-
plifications, which essentially do not change its accuracy but make
the model better accessible. For example, P-frames (i ≥ 1) have
on average almost the same size. Therefore all αi with i ≥ 1 can
be defined to be equal. Let the I-frame be on average A times
larger than the P-frames. We can write

αi =
1

F + A − 1
·


A for i = 0
1 else

. (30)

With (25) and (16), it therefore follows:

γi =
TGOP

Tdec
· A + i

F + A − 1
. (31)

When we substitute (31) into (28) and (29), we arrive at a simpli-
fied solution. One advantage of this simplification is the reduction
of the number of parameters, since all γi are derived from the sin-
gle constant A via (31).

7. EXPERIMENTAL VALIDATION

The proposed model for the loss distortion from (3), (7), (28), (29),
and (31) is validated by comparison to measured data with videos
generated from H.264/AVC encoded test sequences (”Foreman”
(FM) and ”Mother & Daughter” (MD)). We have F = 15 frames
per GOP with TGOP = 0.5sec and the following parameters:

Dmin Dmax A Rs

FM 15 1175 6.07 130 kbps
MD 0.87 123 12.3 83 kbps

The test sequences are repeated 100 times to ensure adaquate du-
ration (20 minutes) in order to obtain accurate averaging results.
We choose two decorrelation times Tdec ∈ {55, 11} ms which
correspond to a velocity of v ∈ {3, 20} km/h, at 2GHz carrier
frequency, respectively. Table 1 shows sample results from the

model with simplifications for selected values of PEP. The mea-
sured loss distortion is displayed in parenthesis, which is obtained
by transmitting the encoded video with packet size of L = 432 bits
through the wireless link. Close observation of the results shows
that the model predictions deviate less than 1 dB from the mea-
sured values of distortion. This demonstrates the potential of the
proposed long-term average model.

8. CONCLUSION

A fully analytical model for the distortion due to lost frames in a
wireless video transmission system has been proposed. This model
builds on the long-term average properties of the video source.
Based on the developed model for the average distortion due to the
loss of frames, a mathematical model for analysis of transmission
errors is derived. The analytical distortion model is shown to be
highly accurate by experimental validation. The model may well
serve as part of an objective function for cross-layer optimization.
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