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Abstract:

It is well established that at least two neutrinos are massihe absolute neutrino mass
scale and the neutrino hierarchy are still unknown. In aaldljit is not known whether the
neutrino is a Dirac or a Majorana particle.

The GERmanium Detector Array (GERDA) will be used to searcmtartrinoless double
beta decay of®Ge. The discovery of this decay could help to answer the opestipns.
In the GERDA experiment, germanium detectors enriched irsth®pe’®Ge are used as
source and detector at the same time. The experiment isqdanntwo phases. In the
first, phase existing detectors are deployed. In the secbaskep additional detectors will
be added. These detectors can be segmented.

A low background index around the Q value of the decay is ingmbrto maximize the
sensitivity of the experiment. This can be achieved thraghcoincidences between seg-
ments and through pulse shape analysis.

The background index due to radioactive decays in the detsttings and the detectors
themselves was estimated, using Monte Carlo simulations fmminal GERDA Phase Il
array with 18-fold segmented germanium detectors.

A pulse shape simulation package was developed for segchigh-purity germanium
detectors. The pulse shape simulation was validated withtd&en with an 19-fold seg-
mented high-purity germanium detector. The main part ofdaeector is 18-fold seg-
mented, 6-fold in the azimuthal angle and 3-fold in the heigh19th segment of 5mm
thickness was created on the top surface of the detector.d@&teetor was characterized
and events with energy deposited in the top segment wereedtuddetail. It was found
that the metalization close to the end of the detector is waportant with respect to the
length of the of the pulses observed. In addition indicatifor n-type and p-type surface
channels were found.






Zusammenfassung:

Es ist bekannt, dass mindestens 2 Neutrinos Masse habeab8otute Skala der Neutri-
nomassen und die Hierarchie der Neutrinos sind aber noclermnbekannt. Ausserdem
weiss man nicht, ob Neutrinos Dirac oder Majorana Teilched.s

Das GERmanium Detector Array (GERDA) wird benutzt, um nachnealosem Doppel-
betazerfall vorf8Ge zu suchen. Die Entdeckung dieses Zerfadisrke die offenen Fragen
beantworten. Im GERDA Experiment werden mit dem Isotée angereicherte Germa-
niumdetektoren gleichzeitig als Quellen und Detektoremugiet. Rir das Experiment sind
zwei Phasen geplant. In der ersten Phase werden existddeteldoren eingesetzt. In der
zweiten Phase werden Aigliche, neue Detektoren hinzuggf. Diese neuen Detektoren
kdnnen segmentiert sein.

Ein niedriger Untergrundindex in dem Bereich des Q Wertesiidttig, um die Sensitivit
des Experimentes zu maximieren. Ein niedriger Untergmohek kann durch Antikoinzi-
denzen zwischen Segmentsignalen und durch Pulsformanalyesicht werden.

Der Untergundindex aufgrund von radioaktiven Adgn in den Detektorauimgungen
und in den Detektoren wurdéif ein nominales Phase Il array mit 18-fach segmentierten
Germaniumdetektoren mihilfe von Monte Carlo Simulationkgeschtzt.

Eine Pulsformsimulationiir 18-fach segmentierte hochreine Germaniumdetektoredevu
entwickelt. Die Pulsformsimulation wurde mit Daten, diet minem segmentierten Ger-
maniumdetektor genommen wurden evaluiert. Der Hauptésil@etektors wurde 18-fach
segmentiert, 3-fach in derdthe und 6-fach in dem azimuthalen Winkel. Ein 19. Segment
mit 5mm Dicke wurde an der Oberseite des Detektors geschaier Detektor wurde
charakterisiert und Ereignisse mit Energiedepositiondmd.9. Segment wurden genau
studiert. Es wurde herausgefunden, dass die Metallisignahe der Stirnfichen des De-
tektors sehr wichtig ist bémlich der Lange der beobachteten Pulse. &@ubch wurden
Hinweise auf die Existenz von Obe&trfihenkaalen gefunden.
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1. Introduction

The neutrino was postulated by Pauli in 1930 as a very lighitnal particle to save energy
and angular momentum conservation in nuclear beta decay®34, Fermi constructed a
new theory describing beta decay. Since then, the neut@sassumed to be a charge- and
massless Dirac particle. In 1938, shortly after Fermi’s mie@ory was established, Furry
pointed out that the neutrino could also be a Majorana peuiftlg, i.e. its own anti-particle.

In 1939, Furry published a paper about the possibility otreoless double beta decay [2],
assuming the neutrino to be a Majorana particle. It was ntit 1866 that neutrinos were
observed directly [3]. The interpretation of the solar mieat deficit as a consequence of
neutrino oscillations requires that neutrinos have finigsses. Since only mass differences
can be determined from oscillation measurements, the aiesoéutrino mass scale is still
unknown. Furthermore, the question whether the neutriadigac or a Majorana particle
remains open.

Today, three ways are used to infer the absolute neutring.masupper limit on the sum
of the neutrino masses can be derived from structure foomati the early universe. The
limits are model dependent, but an upper bound of the ordg&edf was established. The
exact measurement of the endpoint of the spectrum of triiata decay sets an upper limit
of 2.3 eV [4,5] on the electron neutrino mass. Experimentseartrinoless double beta de-
cay set limits on the effective Majorana neutrino mass frohictv limits of the electron
neutrino mass are deduced. These are on the order of 2eV.

The first experimental searches for neutrinoless doubke detay date back to the 1950s.
A multitude of experiments using different isotopes hasnbeenducted since then. The
best effective Majorana mass limits are from the Heideldagcow [6] and IGEX [7]
experiments. Both experiments used the germanium isdfpe. Since germanium is a
semiconductor, it is used as source and detector at the samgeyielding intrinsically a
high efficiency. The main limitation of these experimentthis background index.

The GERmanium Detector Array, GERDA [8], is designed for thercle for neutrinoless
double beta decay dPGe. It is under construction in the Gran Sasso National Latooy
(LNGS) in Italy. The background indek, targeted is of the order of 18cts/(keV - kg - y)

in the first phase of the experiment and of 6ts/(keV - kg - y) in the second. The back-
ground is kept small by minimizing the amount of radioadyivdlose to the detectors, by
large passive shields and in the second phase potentialiyebysage of segmented ger-
manium detectors. The targeted limit on the effective Majar neutrino mass is about
110 meV at 90% C.L. in Phase II.
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To reach this sensitivityy has to be below 1Gcts/(keV - kg - y) and the detectors have to
be very well understood. Techniques have been developeagpiess background events,
such as the segmentation of the germanium detectors ane ghédgpe analysis, i.e. the
analysis of the time response of the detectors. The amiem®nces of segments to dis-
criminate background events is a robust technique. In astpulse shape analysis always
strongly depends on the samples used to train any discrilmmenethod. The available
data samples are never purely signal-like or backgrold-lin addition, the signal-like
events in those samples are not distributed homogeneduslyghout the detector.

One goal was to develop and evaluate a detailed pulse shapéason. The simulated
pulses can then be used as a controllable input to pulse simabgses. The pulse shape
simulation was evaluated with data taken with an 19-foldvsagted n-type high purity
germanium detector operated in a vacuum cryostat.

A second goal was to study effects appearing close to thacdf germanium detectors.
Therefore, the 19-fold segmented germanium detector, é66egfried”, was procured
with a single, 5 mm thick, segment on top, which was used tyssurface effects.

Furthermore, the background index due to radioactive detathe detectors and detec-
tor strings, expected for the second phase of the GERDA arpet| was estimated using
Monte Carlo methods.

The thesis is structured as follows: In Chapter 2 an overviethecurrent status of neu-
trino physics is given. In addition, ways to measure themeuinass are presented.

In Chapter 3 and Chapter 4, double beta decay and some genpeainezntal considera-
tions for double beta decay experiments are reviewed. Iitiaddpast and future double
beta decay experiments are discussed.

In Chapter 5, the concepts of background reduction in the GERIp&riment, the GERDA
experiment and its status as of Sept. 2009 are presented.

In Chapter 6, the different mechanisms of interactions ofataxh with matter in the en-
ergy range important for this thesis are described. Thegrt@s of semiconductor- and
especially of germanium-detectors are described in Ch@pter

The background index due to radioactive decays in the deteand in the detector strings
for a nominal GERDA Phase Il array was estimated using MontéoGanulations. This
is presented in Chapter 8. In Chapter9, the influence of angataelations between de-
excitation photons from the decay $iCo onto the GERDA background index is investi-
gated.



The newly developed pulse shape simulation is described apteh10. The evaluation of
the pulse shape simulation with data taken with the 19-fesheented n-type high purity
germanium detector is explained in Chapter 12.

In Chapter 11 the 19-fold segmented Super Siegfried detectiraracterized. The prop-
erties of events happening close to the top surface arelgliosestigated in Chapter 14.
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2. Neutrinos

After Pauli’s postulation of the neutrino, most people &edid that neutrinos were massless.
Many experimental observations confirmed that view. Thedsed theoretical description
of particles and interactions, ti&tandard Model of particle physi¢§M) reflects this.
The SM describes the elementary particles and the eleasidand strong forces in the
framework of gauge theory. Its development started in th@0ES by Glashow, Salam
and Weinberg [9-11]. An accumulation of observations finaitablished that neutrinos
mix and oscillate and thus, that they are massive. These\@tgms are discussed in this
chapter. Two popular ways to describe the theoretical iagibns are briefly reviewed. In
section 2.4, methods to measure the neutrino mass and torags limits are summarized.

2.1. The Standard Model Neutrino

Three so called families are known in the SM. Each family aog a leptonic doublet
consisting of a charged lepton and a neutral neutrino. Tleors are electron (e), muon

(W and tau t):
e . T
(Ve) (Vu) (Vr)' (1)

The number of families is not predicted by the SM. Howevealgses of the decay-width
of the Z%-boson [12,13] reveal, that only three different types ghtineutrinos exist. The
V-A structure of the weak interaction requires that thedept doublets are left-handed. In
addition there are right-handed singlets not taking panteéak interactions,

-
(VI)L IR (2.2)

Neutrinos are implemented in the SM as massless, left-ltabil@c particles. Right-
handed neutrinos are not included in the SM. The lepton nunibés conserved in each
family.

2.2. Neutrino Oscillations

If neutrinos have mass, there is a spectrum of neutrino mgessatey;. The neutrino
flavor eigenstateg, with a = e,v, T are mixtures of the mass eigenstates and can be written
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as
(2.3)

Vo) = ZU

with U being a unitary matrix, called Pontecorvo-Maki-Ngkava-Sakta (PMNS) matrix.
To calculate the time evolution of a neutrino created irestat), the Schédinger equation
is applied to thev;) components dfvy ), Since propagation is described in mass eigenstates:

vi(Ti)) = e ™ |vi(0)), (2.4)

with m; being the mass of; andt; being the time in the frame of referencevpf Rewriting
the phase in terms of time t and distance travelled L in therktiory frame and assuming
a highly relativistic neutrina, ~ L, results in

g imiti _ oi(Ei *pi)L’ (2.5)

whereE; andp; are the energy and momentum of the neutrino mass eigengt#ssum-
ing furthermore, thaty is produced with a definite momentum, that all mass eigersiat
have a common momenturp, and that the masses are small compared to the momentum,

Ei=.\/p>+m~p+ zﬁp holds and the evolution of the state can be described by
Va(L)) ~ ¥ Udie® (/250 vy, (2.6)

whereE =~ pis the average energy of the various mass eigenstates cétiieno. Inverting
Eq. (2.3) and inserting it into Eq. (2.6) results in

va(L)) =y [ZU* ”12/25>LUB] vg). (2.7)

A neutrino created in statpy) travelling a distance L becomes a superposition of all
flavors. The probability to find the neutrino in the flavor stag) after it traveled a distance

Lis |[(vg|Va(L))[%

2.2.1. Formalism for Two Flavors

The previously derived formulas are now applied to the cdse@ neutrino flavors. The
unitary matrix U can be written as a standard rotation matrix

cos® sin®
U= ( —sin® cos® ) ’ (2.8)

where® is the one mixing angle. For a non-zero mixing angle, the abdhy to change
the flavor of a neutrin®(vy — vp) is

P(Vg — Vp) = sSin? 20 sir? (AnﬁzﬂrE) (2.9)
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with Am2, = |m? —m3|. This formula is given in natural units and is valid in vacuuim
real units it becomes

P(Vg — Vp) = sin? 20 sir? (1.27Am{2[ev2] Eﬁgg’%) : (2.10)

The probability to change the flavor depends on the valu® aihd the value oﬂnﬁz.
Furthermore, it depends on the neutrino energy and thendistiiaveled between source
and detector. For fixed values BfandAnmg,, the probability to detect a neutrino emitted
asvq asvg is changing periodically with the distantetravelled. This is where the name
“neutrino oscillation” comes from.

2.2.2. Formalism for Three Flavors
For three neutrino flavors, one possible parameterizafidimeounitary matrix U is

oy
2

1 0 0 C13 0 si3e” i5 Ci2 Si2 O e 0 0
U= 0 cx3 3 0' 1 0 —S12 €12 O 0 el%z 0 2.11)
0 —Sp3 C23 —s13¢® 0 ci3 0 01 0 0 1

with sj being the sines;;j being the cosines of the three mixing ang@bgeing the Dirac
CP violating phase and; the Majorana phases. The teefi is always accompanied by
S13, such that small values &f 3 could make it impossible to observe CP violating effects
in the lepton sector. The terms @ are only important if the neutrino is a Majorana
particle. Overall, there are eight free parameters to d@screutrino oscillations; three
mixing angles, two mass differences (the third one is camstd) and three CP violating
phases. The probability of observing a neutrino, emitted,asaving travelled a distance
L in vacuum asg becomes

. o L
P(Vaq — Vp) =8p — 42Re(UaiUBanjUBj)smz(Anﬁ-E)

i>]

. o L L
+ 4% Im(UgUgiUa;Ug;) sin(Ant; E)cos(Anﬁ- ) 212

i>)

with Amj; being the mass difference of the neutrino eigensiafjeand E being the average
energy of the mass eigenstates.

2.2.3. Solar Neutrinos

The sun is a main sequence star in the phase of stable hydbogeing. It producese
from nuclear fusion reactions where the combined effectaetion can be written as

4p— *He+ 2e" 4 2ve,
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with an average neutrino energl, o) ~ 0.6 MeV. The reactions producing neutrinos and
the resulting fluxes on earth according to the BS05(OP) midueko callecstandard Solar
Model (SSM) [14], are given in Tab. 2.1. The fluxes expected on essth function of the
energy are shown in Fig. 2.1. Here, neutrino oscillatioesrart taken into account.

Reaction Abbr  Flux (cm?s™1)
pp— de"v pp  599(1.00+0.01) 109
pe p— dv pep 142(1.00+0.02)-10
SHep— “*Hee'v hep 793(1.00+0.16)-10°
‘Bee” — Liv+(y) ‘Be 484(1.00+0.11)-1¢°
8B — ®Be"etv 8B 5.69(1.00+0.16)-10°
13N — Bcefv 13N 3.07(1.00193%)-10°
150 — 15Netv 150 233(1.00533) - 10°

(

e 170 ety " 5.84(1.00+0.52)-1C°

Table 2.1.: Reactions producing neutrinos in the sun andalbireviations. The fluxes on
earth are predicted by the BS05(OP) model [14] without neatoiscillations.

A widely used unit in solar neutrino experiments is 8aar Neutrino Unit(SNU), where
1 SNU= 10 30captures per target atom per second. (2.13)

In 1968, Daviset al. published the first measurement of the solar neutrino fluk [A%ank
filled with 600 tons of GCls was used to detect solar neutrinos by the reaction

37Cl+ve — 3'Ar+e . (2.14)

The threshold for this reaction 5, > 814 keV, implying that the dominant part of the
neutrinos observed originates from tPB8 process, but also th&Be, pep,!3N and 1°0
processes contribute. TRéAr created in the capture process is instable with a haf-lif
of T/, = 348 days. After an exposure time ¢2 — 3) - Ty, the 3’Ar was extracted
chemically and the number fAr atoms were counted using low background proportional
counters. The measured rate was62: 0.16(stat) + 0.16(syst) SNU. This was about a
third of the expected SSM neutrino flux. This was the birtthef‘tsolar neutrino problem”.
Many years later, the gallium based experiments GALLEX, Gi@ SAGE confirmed the
neutrino deficit, using a similar reaction on gallium:

"Gatve — "‘Getre . (2.15)

This reaction has an energy threshold of only 233 keV anthis, tsensitive to the pp neu-
trino contribution, providing the highest flux. The uns&abiGe was chemically extracted
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1012 g . ——————y . ——————y

1o ;/"_\ BS05(0OP) Neutrino Spectrum -
3 pp-| 1%

101 [ (x10) ]
09k "Be-|+10.5% ]
E BNs_ - ’_:::—_:—‘;--~
o 100 PN e \ ]
R E - P pep-+R%
o FT1505 - =~ | 1
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Figure 2.1.: Energy dependent flux of the solar neutrinos amheas predicted by the
SSM [14].

Experiment\ Measurede Flux [SNU]
GALLEX | 76.4+6.3(stat) 753 (syst)
GNO 629j§;§ (stat) ig 3.5(syst.)
SAGE 708123 (stat) T35 (syst)

Table 2.2.: Results of the measurements of the solar elecgainino flux from the gallium
experiments GALLEX [16], GNO [17] and SAGE [18].

from the gallium and counted. The three experiments yietaaadparable results (Tab. 2.2).
All three experiments see significantly less than the ptedit26+ 6 SNU [19]. However,

the factor 3 from Davigt al. was not reproduced, hinting at an energy dependence of the
phenomenon.

In the 1980ies, the Kamiokande (and later the Super Kamubdaexperiment published
their first measurements of the solar neutrino flux. Kamiolkawas a wate€erenkov
experiment using neutrino electrove) scattering\(x+€~ — vx+€") as the detection
method. The scattered electron produCesenkov light which is detected by photo multi-
pliers. The direction of the scattered electron is coreelatith the direction of the incom-
ing neutrino. Using this information, it was possible foe ffirst time to identify the sun as
the source of the neutrinos [20]. Unfortunately, Kamiokahad a high energy threshold
of about 7 MeV (5 MeV for Super Kamiokande) and was, thus, tgaeansitive to the low
flux of 8B neutrinos. In principle,\e) scattering occurs for all neutrino flavors. How-
ever, for electron neutrinos there are additional chargeceat interactions which actually
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dominate. The total cross section fge orv; e scattering compared to the onevek is
o(Vur €) = o(vee)/6,

making (Super) Kamiokande sensitivesgpredominantly. ThéB neutrino flux measured
by the Super Kamiokande collaboratior{2s38-+0.05(stat) ")12(sys)) - 10°cm~2s~1 [21].
The measured flux is again significantly less (about 40%) theupredicted SSM flux (see
Tab.2.1).

It was attempted to change the solar model, to account faslikerved low neutrino count
rates. In most non-SSMs the core temperature of the sun wased by about 5%, as this
would reduce the neutrino flux to the measured values. Wnifately, other solar proper-
ties would change and would not be in agreement with obgensany longer. In addition,
the effect would not be energy dependent, i.e. the redustianld be approximately the
same for all experiments. It was not possible to constructia snodel which could ac-
count for the low solar neutrino fluxes and, at the same tirtiesraobserved properties. A
detailed review is found in [22].

In 1999, the Sudbury Neutrino Observatory (SNO) started titing. SNO used a kiloton

of ultra-pure heavy water (D) in a spherical vessel surrounded by ultra pure water. It
measured th€B neutrino spectrum with neutrino nucleonN) andve scattering using
charged current (CC) as well as neutral current (NC) interastio

vVi+d — Vi +p+n NC(VN), (2.16)
Ve+d — € +p+p CC(veN), (2.17)
vVi+e — vite NC(ve), (2.18)
Vet € — Veite CC(vee). (2.19)

The experimental situation far e scattering was similar to the one of Kamiokande. The
NC (VN) reactions are equally sensitive to all neutrino flavors. Sigaal coming from
the reaction is a.@5 MeV y-ray due to neutron capture in deuterium. The thresholdisf th
reaction is 2.2 MeV. However, the neutron capture efficiaatgw and they energy is close
to the detection threshold of 5MeV. This results in an oVdoal detection probability.
To enhance the neutron capture efficiency andythey energy to & MeV, two tons of
NaCl were added to the heavy water in a second experimentaépfaie measured fluxes
were [23] :

4.94+0.217938 .10Pcm 251 NC(VN),

1.68+0.067905 - 10°cm?s™*  CC(veN),

2.35+0.22+0.15-10°cm s (ve).
(2.20)

The CC(vN) and thev e scattering results favor independently a too V@yilux compared
to the prediction from the SSM (see Tab.2.1). The) scattering result is in agreement

10



2.2. Neutrino Oscillations

with the previous Super-Kamiokande result. The flux as nmealdoy the NG v N) reaction
is in agreement with thee flux predicted by the SSM 0f.69(1.0040.16) - 10° cm2s 1.
This confirmed the picture that electron neutrinos are ptgg@oduced in the sun, but
change their flavor before reaching the earth.

2.2.4. Atmospheric Neutrinos

Cosmic rays hitting the atmosphere create a particle shawethich pions are created.
Charged pions decay predominantly into a muon and a muonimeutA deficit in the
measured muon neutrino flux compared to the expectationouaslfby two experiments.
In the IMB experiment (1986) [24], a detector built to seafehproton decay, the deficit
was attributed to unknown systematic errors. The secondrarpnt was Kamiokande.
It had the capability to clearly distinguishe and v, induced events and attributed the
deficit to “some as-yet-unaccounted-for physics such asinewscillation” [25]. In 1994,
Kamiokande discovered that the flux of high energy muon meagrdepends on the zenith
angle which is best explained hy, oscillating tov; [26]. Small mixing angles (as in
the quark sector) were expected at that time. Sincevjraeficit observed required large
mixing angles, this evidence was not considered convindtmgglly, in 1998, an analysis
of the flux and zenith-angle distribution of the upward cogninuons in Kamiokande [27]
showed clearly, that the data is consistent with- v oscillation and that the mixing angle
is close to maximum. The competing theories of neutrino demnce and neutrino decay
could be excluded by Super-Kamiokande [28] in 2004, udifif = 500 km/GeV data
exhibiting the first oscillation minimum. This minimum caotrbe explained by neutrino
decay which is excluded by4. The neutrino decoherence model is disfavored even more
strongly [27].

2.2.5. Reactor Neutrinos

Electron anti-neutrinos from the decay of radioactive éisgiroducts inside a nuclear re-
actor provide a good opportunity to study neutrino osadlain a controlled environment.
Optimized detector positions (E) to the reactors allow to probe different neutrino oscil-
lation parameter ranges. All reactor experiments are deccdlsappearance experiments.
These experiments measure theflux. Sinceve oscillate tovy, a deficit in theve flux is
expected.

The KamLAND Experiment

The KamLAND experiment consists of a one kiloton ultra-pligigid-scintillator detector
and is located at the Kamiokande site in Japan. It is a lorsgilvee reactor neutrino ex-
periment with a flux-weighted average distance of 180 km verse reactors. KamLAND
uses the inverse beta decay reaction

Ve+p—e+n (2.21)

11
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to detect anti-neutrinos. The observed signal are two 5Y1gtetons from positron an-
nihilation and a delayed.2 MeV y-ray from neutron capture on a proton. Using this
signature in coincidence reduces the background significakamLAND detects anti-
neutrinos with an energfi; > 1.8 MeV and is sensitive down #mg, ~ 10~ eV2. Kam-
LAND published first results in 2003 [29] with an exposure 6R1on-yr. The ratio of
observed to expected (assuming no oscillation) events was

Nobs— NBG
NNoOsc

This deficit is a clear sign for neutrino oscillation. A preeianalysis of the latest Kam-
LAND and solar neutrino data using the formalism for the kbesttdon between two neutrino
flavors gaveAme, = 7.597037 x 10-5eV? and tak 81, = 0.4770 58 [30].

= 0.611+0.085(staph + 0.041(sys). (2.22)

Chooz, Double Chooz, Daya Bay and RENO

Special interest in the PMNS matrix elemélgg exists, sincé13 mediates the effect of CP
violation in the lepton sector. Several experiments try gasure this angle. The Chooz
experiment is already completed and gives at the moment ts¢ stringent limits or®; 3.
The Chooz detector was located1000 m away from two reactor cores. It had an aver-
age value olL/E ~ 300 MeV/m. To detect neutrino interactions, the same sigraas

in the KamLAND experiment was used. No evidence (at 90% Cadar.)nkutrino oscil-
lation in theve disappearance mode was seen. Oscillationgof: vy are excluded for
A, > 8-10~* eV2 at maximum mixing and sfi{20813) > 0.17 at largeAn®, values [31].

To reduce the systematic uncertainty, a second, similacttat closer to the reactors is
under construction. This experiment is called Double-Charad aims at a sensitivity of
sinf 2013 < 0.02— 0.03 at 90%C.L. within 3 years of measuring time. The same deuble
detector concept will be used by two other experiments: REM@maims at the same sen-
sitivity as Double-Chooz and Daya Bay which has a targetedtaétysof sin?26;3 < 0.01

at 90%C.L.. All three double-detector experiments are aliyeinder construction.

2.2.6. Accelerator Neutrinos

Neutrino beams consist predominantly of muon (anti-)neasfrom pion decay produced
in interactions of protons on a nuclear target. Neutrinomfaccelerators offer the chance
of disappearance as well as appearance experiments. Asdhgyef the neutrinos and
the beam intensity is typically higher than in reactor ekpents, higheAn? regions and
smaller mixing angles are probed. Long-baseline expetisnaltow precision measure-
ments.

Disappearance Experiments

Two disappearance experiments, K2K and MINOS used a twetbetElose-far) concept.
Both measured a, deficit in the far detector. MINOS, with a baseline~f735 km mea-
suredAmg, = 2.43+0.13-10 2 eV? and set a lower limit on sf{268,3) > 0.90 at 90% C.L.

12



2.2. Neutrino Oscillations

in a two flavor analysis. Furthermore, neutrino decay andle@nce was excluded at the
3.70 and 570 level [32], respectively. K2K published results compatiiith those of
MINOS [33].

Appearance Experiments

Karmen and LSND [34] were two experimental searches/foin anv,, beam. Karmen

did not seeve appearance and set a two flavor based limitrf, and sirf(26;5) [35].
LSND in contrast founde events. Interpreting these events as caused by two flaver neu
trino oscillation givesAm%2 ~0.2—10e\? and sir?r(zelz) ~ 0.003—0.03 [36]. Thisis

not compatible with solar and atmospheric neutrino expenits. The scenario of sterile
neutrinos could bring their result in accordance with otlsgoerimental results. The re-
cently completed experiment MiniBooNE at Fermilab paryiadijected the sterile neutrino
scenario [37].

Two further experiments, T2K [38] and NOVA [39], are undenstuction to search fore
appearance, to measuigs and the CP violating phage Another appearance experiment
is Opera [40]. Opera was built to search fgrin av, beam coming from CERN. Observ-
ing neutrino appearance would be an important step to ptowearrectness of neutrino
oscillation, since so far only disappearances were obderve

2.2.7. Interpretation of Experimental Results

Evidence of neutrino oscillation has been establishedutiiraa large number of experi-
ments, using solar, atmospheric, reactor and acceleratdrinos. From the six free param-
eters that determine the properties of neutrino oscittafieq. (2.11)) aIIAnﬁ- and angles
have been measured or constrained (Tab. 2.3). Only the Citimiglphase is completely
unknown due to the smallness &f;. The mechanism of neutrino mixing and oscillation

Parameters Best fit value
Am,(10-°eV?) 7.65 053
Amg,|(10-%eV?) | 240077
Sinf 12 ~ si 6, 0.34"90%2
SiNP B3~ SiFBam | 0.5070 07
Sinf 013 0.01739:%

Table 2.3.: Summary of the neutrino oscillation parameté&ise parameters are obtained
from a three-flavor analysis of all data from solar, atmosigheeactor (Kam-
LAND and CHOOZ) and accelerator (K2K and MINOS) experimedts |

is well understood and the large mixing angle (LMA) scen&as been established. Still
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unknown are the absolute masses of the neutrino eigenatadeghether the neutrino hier-
archy is normalifs > my) or inverted (g < my). The mechanism describing neutrino mix-
ing is equivalent to the one in the quark sector. HoweverCidgibbo-Kobayashi-Maskawa
(CKM) guark mixing matrix is almost diagonal with significamixing only between the
first and second generation, while the PMNS matrix has lafigéiagonal elements. This
might indicate a completely different underlying physiocachanism. Many competing
theories try to explain the structure of the PMNS matrix [42}-

2.3. Massive Neutrinos

Massive neutrinos are not part of the original SM. But theransasy way to introduce

neutrino masses by adding right handed Dirac neutrino eiggb the theory. However,

other possibilities are favored by some theoretical phgtsic Most fashionable is the in-

troduction of Majorana neutrinos. Within this frameworletemall absolute masses of
neutrinos can be explained and lepton number violatinggsees are allowed. The two
approaches will be briefly reviewed in the following.

2.3.1. Dirac Neutrino Mass Term

Dirac fermions are described using 4-component spigoeying the Dirac equation
0
- B B
(iyHs 5~ MmUY =0. (2.23)

wherey* are the Dirac matrices and m is the fermion mass. Applyingkiel projection
operators, defined as

NI =

RLrR = 5(1FYs), (2.24)

(2.25)

to a spinon results in the chiral projection, r. Each spinor can be written as a sum of
its chiral projections

Y=R+PR)W=1yL+Yr (2.26)
=1
A Dirac mass term in the Lagrangian is written as

L =mpPY = mp (P Yr+ PrUL) , (2.27)

with mp = Av, whereA is the Yukawa coupling to the Higgs-field and v is the vacuum
expectation value (VEV) of the Higgs field. The adjoint spiis given by = yfyP.

Eq. (2.27) demonstrates that right handed particles ardege® allow for a Dirac mass
term in the Lagrangian.

14



2.3. Massive Neutrinos

The neutrino masses are much smaller than those of the ponéisig charged leptons.
This is possible if the Yukawa couplingsare very small. But there is no fundamental
reason why the couplings of the neutrinos should be so mueli@ntat leasO(10°)) than
those of the charged leptons. Such a strong mass splitting addition, not observed
in the quark sector. Therefore, the approach of Majorandrines is often preferred to
account for the smallness of the neutrino masses.

2.3.2. Majorana Neutrino Mass Term

Introducing the charged conjugate spingr= i y?\° ', there are three more spinor com-
binations which behave like Lorentz-scalars and whichmattminclude a mass term in the
Lagrangian in a gauge invariant way. Note, that such teresally allowed for electrically
neutral particles, since otherwise charge conservatieioiated. The three possible spinor
combinations ar@°yC, Py andPCy. For neutral particlespCyC is identical toQiy which
generates Dirac massap® andi°y) are hermitian conjugates. In summary there is only
one additional mass term to be considered,

1
L= 2 (Bt mi ) (2.28)

wheremy is a complex Majorana mass. Decomposing the spinors intodhieal compo-
nents yields two hermitian mass terms,

1

L5 = Sm(QLWE+BEw), (2.29)
1

L7 = Se (DRWr+ BRUR) (2.30)

wherem,_r are left and right handed real Majorana masses. Since |aftdtaneutrinos
form a SU(2) doublet, the Majorana mass term Eq. (2.29) iggaage-invariant and_ is
set to zero.

2.3.3. General Mass Term

The most general mass term allowed is a combination of Dindd\ajorana mass terms:

2L = mp (PryL +PEWR) + MRURYE + h.c.
= <wf,wR)( 0 mD)(L“L )+h.c., (2.31)

mp Mg PR

whereh.c. is the hermitian conjugate. Only tije andyg contribute to the known neutrino
interactions and napr or Yf. The notation is changed th. = v, Yf = vf andyr = Ng,
P = N§. With this notation Eq. (2.31) becomes

AP 0 Y
20 = (V¢,NR) ( o rr;‘; ) ( Nt‘i ) +he.. (2.32)
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2. Neutrinos

The mass eigenstates are obtained by diagonalizing themwsg. They are
m
v =V — —2N§, (2.33)
MR
mp
Vh = N§+ —V, 2.34
h R MR L ( )

with v; the light andvy, the heavy neutrino eigenstate, is sometimes called sterile neu-
trino. Assuming thatng > mp, two mass eigenvalues , m, are obtained

mg m2

=-—L2  and =mr(1+—2 ) =R 2.35

m Mk My R < m%) R ( )
Thus, small observable massascompatible with experiment are obtained for a suitably
large Majorana massr and a Dirac massip of the order of the weak scale. This mecha-
nism is known as theeesawnechanism. The Lagrangian can now be rewritten as

2L = —mVpV| + mVEvy +h.c.. (2.36)

2.4. Measurement of Neutrino Masses

There are three major ways to experimentally determineliselate neutrino mass. From
cosmological observations, the sum of the three neutrinssneigenstatesi;®SMOcan
be extracted. These limits on the sum of the neutrino masse®del dependent, but
an approximate model independent limit can be derived. KWeromethod is the precise
measurement of the shape of the endpoint of the energy apeftom single beta decay.
This method is sensitive to the effective electron neutnrass(m,g). Neutrinoless double
beta decay experiments are sensitive to the effective Magomass of the neutrinon,)
and will be addressed in section 3.2.

Cosmology

Cosmological observations are sensitive to

mfOSMO— $ m,. (2.37)
|

They cannot distinguish between Dirac or Majorana neustindo convert cosmic mi-
crowave background (CMB) data into a constraintndfPS™MO it is necessary to adopt a
certain cosmological model, e.g. tBéandard Model of Cosmolod$MC). This includes
the assumption of a flat universe, i.e. the energy densitiyeotihiverse is one:

Q=0A+Qcpm+Qs+Q, =1 (2.38)

Here,Qn is the energy density due to the cosmological constantyy is the energy den-
sity of cold dark matterQg is the baryonic energy density agl, is the energy density
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ineV
o
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\Y

m

0.1

' 99% CL (1 dof)
1073 0.01 0.1

lightest neutrino mass in eV

— L

Figure 2.2.: Expected region oft9SMO(at 99% C.L.) from neutrino oscillation as a func-
tion of the lightest neutrino mass. The central lines show ti@ ranges would
shrink if the best-fit values of oscillation parameters wayefirmed with neg-
ligible uncertainties. The top gray band represents thi¢ ifPSMO< 0.94 eV.
The hatched region gives a limit on the lightest neutrinoswisived from the
limit on m§OSMO taking into account the neutrino mass splitting observed |
neutrino oscillation experiments. Figure adapted fronj.[45

of the neutrinos. The SMC is consistent with all observatiofitting the Wilkinson Mi-
crowave Anisotropy Probe (WMAP) CMB anisotropy data withie finamework of the
SMC results in a 99% C.L. limit omG{9SMO< 0.94 eV [45], see Fig.2.2. Taking into
account different data sets and fitting different modelsiltesin general, in limits of the
order of m§OSMO 1 eV. The inclusion of data on the large scale structures (Lc38
narrow down the allowed masses of neutrinos. More precisesuarements of the CMB
anisotropy, as planned with the Planck satellite, will ioy& the mass limit.

In Fig. 2.2mE0SMOjs shown as a function of the mass of the lightest neutrinereitate,
taking into account the parameters extracted from neutsodlation experiments.
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Beta Decay

The effective electron neutrino mass is

(Myg) = /> [Ua|n¥, (2.39)

where the sum is taken over all mass eigenstatedandre the elements of the PMNS
matrix. Note, that cancellation due to CP phases cannot happee only absolute values
of the matrix elementsg enter. The valugm,o) can be measured [hdecay experiments.
The Dirac or Majorana nature of the neutrino cannot be ieféfrom such measurements
The MAINZ [46] and the TROITSK [5] experiments measured thegoint energy and
the shape of the spectrum of tritium beta decay. The bestwas derived by the MAINZ
experiment with(m,g) < 2.3eV (90% C.L.) [4]. The KATRIN experiment, currently
under construction, will probe the effective electron mieat mass down to @5eV (at
90%C.L.) [47] using similar techniques as the MAINZ expenmd-ig. 2.3 shows the ex-
pected regions ofm,) as a function of the mass of the lightest neutrino.

The effective muon and tau neutrino masses are defined analygo (myg). A limit on
the effective muon neutrino mass was derived from decay®sitipely charged pions at
rest,t" — P, Since the pion mass,- and the muon massg, are known and the muon
momentum,p,, can be measured, the effective muon neutrino mass can Istraioed

from
(My,)? = B+ M — 2my, / P2+ 1. (2.40)

The derived limit is(m,,) < 0.17MeV (90% C.L.) [48]. An improvement of this limit
could come from the planned experiment NuMass [49]. Usinmédar approach the aimed
sensitivity is(m,,,) < 8keV.

The effective tau neutrino mass can be constrained usirdgizays in collider experiments.
The best limit on the effective tau neutrino masémg,) < 182 MeV at 95% C.L. [50].
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Sensitivity of KATRIN

0.03 |

001 |

0003 L PPCLAdD ,
1073 0.01 0.1 1
mass of lightest neutrino in eV

Figure 2.3.: Expected region fam, ) (at 99% C.L.) from neutrino oscillation as a function
of the mass of the lightest neutrino. The central lines regmethe best-fit val-
ues of oscillation parameters. Dark shaded bands indicategions excluded
by cosmology and the MAINZ and TROITSK experiments. The gmity of
KATRIN is indicated as a light shaded band. Figure adapteu {#b].
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3. Double Beta Decay

Double beta decay is a rare, second order, weak process.léduswd charge and atomic
numberA decays into a daughter nucleus of char® 2 and the same atomic number
A. The change irZ depends on the type of beta decay. From her@offi~ decay is
considered, since the small phase spacf@" decays makes them even rarer. In the case
of B~ 3~ decay two neutrons decay coherently into two protons. Téweréwno possibilities:

2B (Z,A) — (Z+2,A) +2e + Vg, (3.1)
OVBR:  (ZA) — (Z+2,A) +2e. (3.2)

The first possibility Eq. (3.1) is called neutrino accompaiiouble beta decay\gf) and
the second one Eg. (3.2) is called neutrinoless double leet@yd®B[3). In principle, dou-
ble beta decay can occur in nearly every beta decaying isot®pt the competing single
beta decay will make it impossible to observe double betaykecTherefore, these types
of decays are only observable if single beta decay is highppressed due to large angular
momentum differences in initial and final state or if it is egegically forbidden. The latter
is the case if the daughter nucleus is heavier than the motieeus, see Fig. 3.1, which
only occurs for even-even nuclei due to their strong binagingrgy. About 35 candidate
isotopes for double beta decay are known. In Sec. 3.1 issiecl®2[3[3 and 3.2 addresses

Ovp.

3.1. Neutrino Accompanied Double Beta Decay

In 2v[33 two electrons and two electron anti-neutrinos are emited,Eq. (3.1). The corre-
sponding Feynman graph is shown in Fig. 3.2. Since it is aliody decay the total kinetic
energy, the Q value of thesg3, is shared between the four leptons. The two neutrinos can-
not be detected. The energy spectrum of the two electromsigncious. The maximum

of the spectrum is approximately @y3. The 23 is allowed in the framework of the SM
and has been observed for several isotopes. The decay @atBélecay is given by

Moupp = 1/T12/V2BB = Go(Q,2)|Ma|?, (3.3)

where Gy, (Q,Z) is the phase space factor afid, is the nuclear matrix element. The
phase facto6,, is very sensitive to Q; it scales with!'L.
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Figure 3.1.: Isobars for A=76 [51]. The isotop&Ge is stronger bound than the one of
’6As, but less strong bound th&fSe. Therefore’5Ge cannot undergo single
beta decay but double beta decay iffiSe is possible.

3.2. Neutrinoless Double Beta Decay

Neutrinoless double beta decay is forbidden in the SM. liates lepton number conser-
vation by two unitsAL = 2. The observation of\@33 would imply “physics beyond the
standard model of particle physics”. The immediate concfudrawn from an observation
of OvBB would be that neutrinos are Majorana patrticles, i.e. them anti-particles [52].
Furthermore, the neutrino has to be massive, since thetgef¢he neutrino has to change
during the process. CurrentlyBp decay is the only experimentally feasible way to dis-
tinguish between Dirac and Majorana neutrinos.

\
\

(SI

CS |

®

\
\

(@)

Figure 3.2.: Feynman diagram fov[23 decay which is allowed in the SM.
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3.3. Physics Potential of Neutrinoless Double Beta Decay

There are several possible mechanisms to medigt@.0 Therefore, the observation of
Ov[3[3 decay might have an impact on many aspects of particle phyBiee most commonly
discussed mechanisms are the exchange of

* light Majorana neutrinos, see Fig. 3.3(a);

» (composite [53]) heavy Majorana neutrinos [54];

o SUSY particles in R-parity violating SUSY, see Fig. 3.3(hjid&ig. 3.3(c) [55];
* leptoquarks, see Fig. 3.3(d) and Fig. 3.3(e) [56].

There are also theoretical models which allow for smalltriggnded currents in the weak
interaction. In this case the exchanged neutrino could Isskass since no helicity change
is needed. It is difficult to distinguish between these sdesa There have been sugges-
tions to use angular correlations between the emittedreles{57] to identify the realized
mechanism but it is not possible to disentangle all models.

The most popular model is the exchange of light Majoranarivasg. In this case, the
neutrino has to be a massive particle. From here on, onlyxtieamge of light Majorana
neutrinos is considered unless stated otherwise. The datagf neutrinoless double beta
decay is then given by

Fovpe = 1/ TR = Gou(Q.Z)| Moy 2(my)? (3.4)

with Go, denoting the phase space factor, which scales ®th(m,) being the effec-
tive Majorana neutrino mass afdy, the nuclear matrix element fov@p. The effective
Majorana neutrino mass is the coherent sum over the neutrass eigenstates and their
corresponding PMNS matrix elements:

(my) = ‘ Y MUG| = [mUg + mUgd @) mugd 29| (3.5)
|

The effective Majorana neutrino mass is different from tffieative electron neutrino mass
(Eq. (2.39)) observed in single beta decay experimentse,Nbat cancellation can occur
due to the CP phases in the effective Majorana neutrino mass.

3.4. Neutrino Mass Measurements from Neutrinoless
Double Beta Decay

The observable quantity in neutrinoless double beta dexjpgrenents is the decay rate.
The decay rate is related to the effective Majorana neutniass via Eq. (3.4). To extract
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Figure 3.3.: Feynman diagrams fov[B3, mediated by (a) the exchange of a light Majo-
rana neutrinwy, (b)(c) a neutralin&® or gluinogin R-parity violating super-
symmetric theories, or (d)(e) a light Majorana neutmwgpin combination with
a leptoquarlks, VvV.
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the effective Majorana neutrino mass, the quantiBeg Q, Z) and Mo, have to be known.
The phase space factGp, (Q,Z) can be calculated reliably, but different values were ob-
tained depending on the assumptions made; for a comprekersiew see [58]. The value
of the nuclear matrix elememt/,, is more uncertain. There are two competing descrip-
tions of nuclei used for the prediction of nuclear matrixnedmts. One is the Interacting
Shell Model (ISM) and the other one is the proton neutron -spparticle Random Phase
Approximation (pn-QRPA). The resulting nuclear matrix edgts agree for most elements
within a factor of two or better [59,60]. The remaining disagments, however, introduce
the biggest uncertainty into the extraction of the effectifajorana neutrino mass from the
decay rates.

The effective Majorana neutrino mass can be related to gfieelst neutrino mass eigen-
state, using the PMNS matrix parameters deduced from neubscillation experiments.
Fig. 3.4 shows the effective Majorana neutrino mass as aitumof the lightest neutrino
mass eigenstate. The outer curves represent the best fibandcgrtainty in the oscilla-
tion parameters. Normal as well as inverted hierarchy isvehdn the normal hierarchy
scenario, the state corresponding to the largest masshaaes with a small mixing angle.
If the mass of the lightest state is smdlt),) is small as well. In contrast, in the inverted
hierarchy, the heavy neutrinos contribute most ang is larger.
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3. Double Beta Decay
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Figure 3.4.: Expected region (at 99% C.L.) from neutrino lketitdons of the effective Ma-
jorana neutrino masém,) as a function of the lightest neutrino mass. The
darker area shows how the ranges would shrink if the besgliitevof oscil-
lation parameters were confirmed with negligible uncetiasn The spread in
the bands comes from the so far unconstrained CP violatinggshaFigure
adapted from [45].
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4. Double Beta Decay Experiments

In neutrinoless double beta decay, two electrons are efraitel a Majorana neutrino is
exchanged (Fig. 3.3(a)). The energy released is shareatbptthie two electrons and can
be measured; nuclear recoil can be neglected. The energyramé the two-electron-
systems in 2033 and WP are shown in Fig.4.1. The small peak at the Q value of the
decay is due to\@B3p.

4.1. Experimental Considerations

The expected number of signal eveNtsfrom neutrinoless double beta decay is given by

N
Ns=M- 2 k. Esig- (1— (:'F“n(z)/"'l/z)7 (4.1)
Ma
whereM is the total source material mass in gramg,is Avogadro’s numbera andk
are the atomic mass and the mass fraction of the isotope shalyr ancesg is the signal
efficiency. Ty, is the half-life of the isotope under study ainid the measuring time.

Using a Taylor approximation fat"(2)/Ty2 — 14 %/22) yields
Na tin(2)
Ne = M2 K-gaige -2
s Ma K- Esig T1/2 )
Ny -t
& Ty = K-&ig-In(2) H , 4.2)
S

with Ny = M- ,{)l'—i being the total number of germanium nuclei. The expectedbaurof
background events is given by
Np=b-M-t-3E, (4.3)

in terms of the background indéxn counts' (kg - keV - y) and the energy search window
OE around the Q value. If the expected number of signal ewdgitssmaller than the typical
fluctuation in the numbers of background evedis< /Ny, no signal can be extracted and
only a limit on the half-life can be given. For largdg the sensitivity scales as

Ny -t N M-t 0\ /2
K-Ssig-ln(Z)ﬁ:K-Ssig-m(Z)-M—i(m) _ (4.4)

If Np = 0 the sensitivity scales linearly with
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Figure 4.1.: Schematic drawing of the expected energy sp&am 233 and WBB. The
dashed continuous spectrum results fromB® whereas the peak at the end
point of the 2B spectrum is due touBp [61].

Some experimental guidelines can be gained from Eq. (4réhiRy long half-lifes (or low
effective Majorana masses) requires:

» alarge producM - K;

+ a high signal efficiencysig;

» along measurement tintg

» a good energy resolution to allow for a small search wind&y

» and a low background index

In addition, the Q value of the decay should be as high aslplessince the phase space
Gov scales withQ®, see Eq. (3.4). The most energetic gamma line in naturabaative
decays is aE = 2.614 MeV. A Q value higher than this energy would significamédguce
the background from radiation.

4.2. Neutrinoless Double Beta Decay Experiments

The measurement of an energy spectrum is common to all dbebtdedecay experiments.
A peak is expected at the Q value of the decay. The width of &ak jis determined by
the energy resolution. A reasonable search window is chasdnthe number of VilBf3
signal events over background is extracted. If the energgluéon is not good enough
the spectrum of 2B and QPP is fitted simultaneously. The number 0§ events is
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4.2. Neutrinoless Double Beta Decay Experiments

Isotope| Q[MeV]| nat. Abundance[%)] -|—12v2BB [v] Properties
“8Ca 4.27 0.2 (42+1.2)-10" CaWQ, scintillates
| %Ge | 2.039 | 78 | (13£01)-10* | semiconductor and bolometer |
Zggd 1.001 0.6 - CdznTe is semiconductor
0.534 28.7 - o
116y 2.809 75 (32:|: 03) 1019 CdWQy is scintillator
| 1%%5n | 2287 | 58 | -1 semiconductor |
| 128Te | 0868 | 3.7 | (72403)-10¢4 | . T’ "T’b’; ”””””
1307e | 2530 34.1 (2.7+0.1)- 107 e, Is bolometer
| 1%8xe | 21480 | = 89 | >81-10%°90%C.L.) | is a scintillator |
(10Nd | 3367 | 56 | 0358108 | stays stable inside liquid scintillator

Table 4.1.: A selection of possible double beta decay isstoiven are the Q value and
the natural abundance as well as the half-life of thg@decay (if available) and
some properties which make them experimentally intergstitalf-life values
are all taken from [62].

extracted from deviations of the spectrum with respect ©A[3 expectation near the
endpoint. The properties of the isotope under investigatietermines the experimental
techniques. Selected isotopes and their properties tad lisTab. 4.1. As explained above,
all experiments try to optimize the sensitivity. This candmme in different ways. But all
experimental approaches can be classified in two groups:

1. the source is used as detector, or

2. the source is not the detector.

4.2.1. The Source is the Detector

The big advantage of constructing a detector from the sauaterial is that the electrons
do not have to reach the detector and a high signal efficieigis possible. Some of the
materials used are semiconductors, allowing for very gowdgy resolution. The draw-
back of these detectors is that it is often difficult to rec¢ous event topologies and thus,
to actively reject background events or reveal th@®mediating mechanism. A selected
list of experiments using different isotopes and experitalegechniques is now discussed.

Germanium is a low temperature semiconductor with very gowihsic energy resolution.

It has been used for many years in gamma spectroscopy. Gemmaan be produced with
extremely high purity, allowing for a low intrinsic backgned rate. Unfortunately,°Ge
has a natural abundance of only8% and has to be enriched, which makes it very ex-
pensive. Due to its low Q value, several gamma lines fromrahtadioactivity contribute

to the background if®Ge experiments. Past experiments of this kind were the IGEX [
and the Heidelberg-Moscow [6] experiments. These expertisrare discussed in Sec. 4.3.
Detectors from these experiments will be reused in the GERp&@ment [8]. A detailed
description of the GERDA experiment is given in Chapter 5.
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4. Double Beta Decay Experiments

The Cobra experiment [63] uses CdZnTe as the source materiata@ospecial since five
candidate isotopes are under study at the same time. Theesoaterial CdZnTe is a semi-
conductor which works at room temperature. However, theggnesolution (FWHM) is
limited, only about 12keV at 2.8 MeV. On the other hand, the €& detectors can be
used as time projection chambers and thus have the chareeotastruct event topologies.
The Cobra experiment collected 4.34 kg days of data in a fickrgnound run in the Gran
Sasso National Laboratory (LNGS). Limits on the half-lige 90 % C.L.) of 119- 10"y
and 268- 10'°y for the isotope§*Zn and'?°Te, respectively could be obtained [64].

The CUORE experiment [65] will use TeM®olometers with an energy resolution of about
8keV at 2614 keV. The detectors will be operated at a temperdietween 8 mK and
10 mK. The isotopé3°Te is the ®@pP decay candidate. THETe abundance is relatively
high, about 341%. The CUORE experiment is planned for 98&% cnt bolometers,
each with a mass of 760 g. The expected background rat@lis@untg(keV-kg-y) yield-

ing a predicted sensitivity tﬁl%ﬁﬁ(moTe) ~ 2.5-10%%. A test facility called CUORICINO

has been successfully tested with 40.7 kg 7g88]. The CUORE experiment is under con-
struction in the underground facility of the LNGS.

EXO is an experiment based on liquid Xenon. The double bataydeandidate isotope is
136xe. The electrons created in Xenon will drift under the infloe of an applied electric
field towards charge collection wires and the energy is nreasuThe scintillation light

emitted by the Xenon is also detected. From the time diffezesf the two signals the in-
teraction position can be reconstructed. EXO will use 80%chad liquid Xenon. Xenon

is advantageous to reduce background, since it is easy ify.pburthermore, it is dense
and thus has a strong self-shielding effect. The Q valié®fe is 248 MeV, above most

of the lines of natural radioactivity. The ultimate goal of@ is, in addition, to tag and
trap the resulting barium daughter nucleus [67].

Another project suggested is SNO++. A liquid scintillateforeseen to replace the heavy
water used in the SNO experiment. The main goal is to measpeeutrinos from the
sun. However, dissolving the isotop¥Nd into the liquid scintillator would allow SNO++
to search for double beta decay’8fNd. The Q value of°°Nd is 3.37 MeV. Adding 1%
natural Nd to the liquid scintillator will provide 560 kg 6°Nd. The SNO++ detector will
have a limited energy resolution. Therefore, the main bamkgd to @[ decay will be
2vBB. Simulations of the expected background spectra show thatak at the endpoint
of the energy spectrum would be visible. However, the enspgetrum from 203 would

be distorted enough to extract a signal.

4.2.2. The Source is not the Detector

The experiment NEMO [68] was an experiment where source atettbr were different.
It was run in several phases, the last phase being NEMO-3 Téf concept of the exper-
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4.3. The Heidelberg-Moscow and IGEX Experiments

iment is to hang foils made from material of possible dould&aldecay isotopes inside a
tracking detector. The foils are very thin such that the tleateons have a high probability
to escape the foils. The escaped electrons are tracked ifillgedrift cells operated in
Geiger mode inside a magnetic field. The energy and time dftfage measured with a
calorimeter made from plastic scintillator. The full thréénensional tracks of the elec-
trons and their energies are reconstructed. NEMO offerofportunity to reconstruct
event kinematics and angular distributions. An additiadilantage of this detector con-
cept is that several source materials can be studied atthe thae.

The energy resolution of NEMO is rather limited, rangingasstn 11 % to 14.5 % (FWHM)

at 1 MeV to about 8% FWHM at 3 MeV. In contrast to “source is det€cexperiments,
NEMO has a low efficiency to detect the decay. Thereforeglargounts of source materi-
als are needed. But since the foils have to be very thin it ig difficult to use large masses
which requires a large detector. A proposed NEMO-like expent, Super-NEMO will be
operated with only oneVB3 candidate to provide a strong source. A detector for approx-
imately 100 kg of'>°Nd or 8°Se and an improved energy resolution~of7 % FWHM at

1 MeV is under study [70].

4.3. The Heidelberg-Moscow and IGEX Experiments

The Heidelberg-Moscow and the IGEX experiments were botild bo search for neutri-
noless double beta decay of the Germanium isof8@e. They were the most sensitive
germanium O experiments so far. In both experiments, high purity p-typestals were
operated underground in conventional copper cryostatsledtd shields.

The IGEX experiment was carried out in the Canfranc undergtdaboratory in Spain.
From 1991 to 2000 data with a total exposure @Ky -y (117 mole- y) were collected.
The background count rate wad@cts/ (keV-kg-y). The corresponding energy spectrum
is shown in Fig.4.2(a). A limit on the half-life of,)}* > 1.6-10°y at 90% C.L. was
deduced [71].

The Heidelberg-Moscow experiment was operated from 192003. The total exposure
was 711kg-y. The data shown in Fig. 4.2(b) correspond to data takendmtvAugust
1990 and May 2000. In this dataset a background index in thenarthe Q value of
0.19+0.01cty/(keV-kg-y) was achieved and a limit on the half-Iife'ﬁjivzBB >1.9-10%%
at 90% C.L. was set [72]. In a later publication, parts of thelekerg-Moscow collabora-
tion re-analyzed the data and claimed a signal with corrruz(}i;ipgjTl%BB =1.61-10%°y [73].
Later, this claim was renewed after an analysis of the fulisket from 1900-2003 [74]. The
claim of evidence for QB3 is controversial [75-80].
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Figure 4.2.: (a) The energy spectrum around the Q valué®é measured by the IGEX
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experiment for a total exposure oB&g-y is shown [71]. The open and black
histograms correspond to the energy spectrum without atidthve applica-
tion of pulse shape analysis, respectively. The Gaussiareacepresents the
90 % C.L. upper limit on the number ov@33 events. (b) The correspond-
ing energy spectrum measured in the Heidelberg-Moscowregwpat. The
total exposure was 53kg-y and 355kg-y. The yellow histogram repre-
sents all data and the red one represents single site eigentified by pulse
shape analysis [72]. The black curves represent the extlsmmals with
Tl%BB >1.3-10%°y (90% C.L.) ande}"ZBB >1.9.10%°y (90% C.L.), respec-
tively.



5. GERDA Experiment

The GERmanium Detector Array, GERDA [8], is an experimentglesi for the search of
OvPBp of "°Ge. It is currently under construction in the undergrourmbtatory of the Gran
Sasso National Laboratory (LNGS) in L'Aquila, Italy. The mamprovement compared
to previous OB experiments is the reduction of the background index by wpfeator of
100 in the region of interest (ROI) around the Q value of theagle The main features of
GERDA are the operation of bare germanium detectors dirsatiynerged in liquid argon
and the minimization of other high-Z materials in the vigyof the detectors.

The first goal of the GERDA collaboration is to test the claindisicovery of @33 made

by parts of the Heidelberg-Moscow collaboration [73,74]neTGERDA experiment is
designed to be operated in two phases. In the first phasegRPhastype high purity
germanium detectors enriched iGe from IGEX and the Heidelberg-Moscow experi-
ment are reused. With an exposure of approximately 1ykat a background index of
10-2counts/(keV - kg - y), the claim will be tested [81]. In the second phase (Phase II)
additional detectors and a lower background index of*t@unts (keV - kg - y) will en-
hance the sensitivity and a limit ¢m,) < 110 meV at 90% C.L. can be set. These new
detectors could be segmented n-type detectors, as studigdd thesis.

The concept of GERDA is based on ideas from [82] and is expdaimesection 5.1. The
technical realization is explained subsequently and iti@@8.3, the status of construction
as of September 2009 is described.

5.1. The GERDA Concept

As explained in Sec. 4.1, the requirements to probe longliied are a large number of
source nucleii, high signal efficieneyjg, good energy resolutiohE (FWHM) and a low
background indeX in the ROI. Eight detectors with a total mass of 17.9 kg madenfr
germanium enriched up o = 0.86 in '°Ge are used in Phase I. In Phase Il additional
detectors with a similar mass fraction BGe will be deployed. Since the source is the
detector a high signal detection efficiency of ugdg = 87% [81] will be reached. Germa-
nium detectors have a very good energy resolution, usualighnbetter thaddE < 5 keV

at 2 MeV.

The sensitivity of low background experiments is limitedthg background index. The
experience from recent experiments shows that the domswnte of background was
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5. GERDA Experiment

radioactive decay. The goal is to significantly reduce tbigree. Additional sources will
be muons and muon induced neutrons and the decay of cosrmabproduced isotopes
inside the detectors. The strategy to reduce the backgrioded is to:

construct the experiment underground,;

¢ install a muon veto;

install large multi layer shields;

achieve an ultrapure environment;

have little high-Z material close to the detectors;

store and handle the detector in an ultra clean environment

5.2. Technical Realization

The experiment consists of a steel cryostat inside a watde ¢éanbedded in a super-
structure with a cleanroom on top, see Fig.5.1.

5.2.1. Hall A of the Gran Sasso Underground Laboratory

The location of the GERDA experiment is Hall A of the undergrddaboratory of the
Gran Sasso National Laboratory. The average overburdeockfis approximately 3400
meters of water equivalent. Cosmic ray protons and neutn@nklacked completely. The
flux of cosmic ray muons is reduced compared to the surfacefhgtar of 1¢ and the

expected rate is 1 muonthh! [83].

5.2.2. Muon Veto

An active muon veto was constructed to reduce the backgrowdek from prompt and
muon induced events. The muon veto consists of two indepgrsystems. Plastic scin-
tillator panels of size % 5 m and a thickness of 5 cm are mounted on top of the clean room.

Muons crossing the water tank crederenkov light. Photo-multiplier-tubes (PMTSs)
collect theCerenkov light. To increase the detection efﬁciency(ﬁmenkov light, the
water tank was lined with VM2000 wavelength shifting andeeting foil. The muon
rejection efficiency of theCerenkov veto alone was estimated from Monte Carlo to be
better than 99%. The total muon background indgy, was estimated to be less than
bp<1- 10~“countg (keV - kg -y) [84], assuming that the background contribution from
long-lived unstable nuclei induced by muons can be effigeneitiuced by dedicated cuts
on delayed coincidences.
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5.2. Technical Realization

5.2.3. Multi Layer Shielding

Large multi layer passive shields are used to reduce thiglgditix reaching the detectors.
The individual shielding layers consist of the outer laganater buffer and the inner layer,
the liquid argon. The water tank is made from stainless steélhas a diameter of 10 m
and a height of 9m and contains 598 of ultra-pure water. The water shields effectively
naturaly-radiation from outside the watertank. In addition, it aa$sa neutron moderator
and reduces the neutron flux from the rock. Simulations hhesvs that a background
index due to external neutrons is negligible compared tbdhiaternaly-sources.

The liquid argon cryostat is also made from stainless steglh@as a copper lining on the
inside. It has a diameter of 4.2 m and holds 70wh liquid argon. Radiation produced
inside the cryostat is absorbed efficiently by the liquidoarg

5.2.4. The Detector Array

Conventional cryostats and copper cooling fingers are rethow&ERDA and bare ger-
manium detectors are operated directly submerged in ligigidn to achieve an ultra-clean
environment and to reduce high-Z material close to the timteérgon can be produced
with high radio purity and adds very little to the backgroundex. Most material close
to the detectors, apart from argon, is either copper or tefimce these materials can be
reliably produced with good radio purity. All materials ds@ave been screened and their
contamination (or upper limits on the contamination) arevn. They have to fulfill strict
requirements concerning radio purity; often a contamamadis low agBq/kg is needed.

The detector array consists of individual detector stringi components in the detec-
tor strings have been reduced to a minimum of mass. PhasePlzesk Il strings differ
mainly in the detector holder structure. The Phase | detetay will consist of eight
enriched and five non-enriched p-type coaxial detectorsex@mple of a high purity cop-
per holder is shown in Fig.5.2(a). The amount of copper arftbiiger detector holder
is reduced to about 80 g copper and 13 g Teflon, depending @x#uwot crystal dimensions.

In Phase Il additional n-type 18-fold segmented high puwityp-type unsegmented Broad
Energy high purity germanium (BEGe) detectors will be depbhyln case of segmented
detectors the Phase Il crystal holders will be similar todhe shown in Fig.5.2(b). The
copper and Teflon mass would be reduced even further to alfioyitc8pper and .5 g
Teflon.

A detailed description of a detector string is given in Se2. 8
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5. GERDA Experiment

Figure 5.1.: Engineers view of the GERDA experiment. Theasetearray is visible inside
the cryostat. The cryostat is surrounding the watertanktdprof the super-
structure is the clean room with the lock system, allowingeas to the filled
cryostat.

5.2.5. Superstructure, clean room and lock system

The superstructure consists of a platform and three sectbtaboratory infrastructure.
On top of the platform a class 10000 clean room was built. T@teaors will be stored in
a dedicated storage system inside the cleanroom. The debeatdling and mounting will
happen in class 100 flow-boxes inside the cleanroom. Therdsd detector strings will
be inserted through a lock system into the cryogenic volume.

5.3. Status as of September 2009

By September 2009, the construction of the cryostat, therteatie and the superstructure
were completed. The clean room on top of the superstructasefully erected but con-
struction inside was ongoing. A photo of the GERDA experintakéen in early summer
2009 is shown in Fig. 5.3.

The muon veto construction was partly finished. The mourdirthe reflecting foil and all
PMTs inside the watertank was finished in August 2009, seesHg The construction of
the scintillator plates to be placed on top of the clean ro@s @angoing.

The detectors for Phase | were all refurbished and teste®WKA A of 2.5 keV at 1332.5 keV
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5.3. Status as of September 2009

(a) (b)

Figure 5.2.: (a) Photo of an enriched GERDA Phase | crystalmaalinto its high purity
copper holder. High voltage and signal cable are visiblgP(ase Il detector
candidate, 18-fold segmented, made from natural germaimuts low mass
copper holder and connected with a Kapton signal cable.
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5. GERDA Experiment

Figure 5.3.: Photo of the GERDA experiment taken in early sem2009. The watertank
inside the superstructure and the clean room on top can be see

Figure 5.4.: Inside of the watertank and outside of the dgtosoated with wavelength
shifting and reflective foil. The circle indicates the pasitof one of the PMTs
which are hard to see.
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5.3. Status as of September 2009

was obtained in a test facility. Fig.5.2(a) shows a Phasédatier mounted into a Phase |
detector holder.

37.5 kg enriched Ge in the form of Ge@as purchased and is currently stored under-
ground. The final descision on the design of the Phase |l tietebas not been made.
They could be either 18-fold segmented true coaxial n-tygieaors (Fig. 5.2(b)) or BEGe
detectors.

The commissioning of the GERDA experiment is planned for 2009
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6. Interaction of Electrons, Positrons
and Photons with Matter

The energies relevant here are of the order of several ked spveral MeV.

6.1. Electrons and Positrons

Electrons and positrons with energies up to several MeVagtavith matter mainly through
two mechanisms: ionization and Bremsstrahlung.

The energy IOSS—%—I)E( due toionization can be described by [85]

dE zZ 1 2 ¥
——— = ATNAr2me® = = (In yrrzlc;c —BZ—?>,

s A (6.1)

where Z, A are the atomic charge and number of the absomgeis the electron mass,
re is the classical electron radiuNa = 6.022- 10?3mol 1 is Avogadro’s numbet, is the
average excitation energy, characteristic for each absonaterial 3 is the velocity of the
electron in units ofc, y is its Lorentz factorc is the speed of light and* a parameter
which describes how much the extended transverse eleédcdi the incident relativistic
particle is screened by the charge density of the atomidreles

The energy loss due 8remsstrahlung in the electric field of the nucleus can be expressed
as [85]
dE zz , 183

—&:4GNAKreEelnm7

whereEg is the energy of the electron or positron and the fine structure constant.

(6.2)

lonization is dominant at lower energies, whereas Brentdsing becomes more important
with increasing energy. The energy at which both processesaatributing equally to the
energy loss is called critical energy. The critical enesgyaterial dependent. For elements
with Z > 13, it is [85]

550 MeV
—
After a positron has lost all its kinetic energy it wahnihilate with an electron from the
surrounding resulting in two 511 keV photons.

Ecrit = (6.3)
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6.2. Photons

Photons with energ¥, interact with matter through three different mechanismbese
mechanisms are the photoelectric effect, Compton scajtema electron-positron pair
production. In all cases the photon energy is passed taefecor positrons which subse-
quently lose energy through the mechanisms discussed préh@us section.

In the photoelectric effect the photon is absorbed by an atomic shell electron whicleleav
its shell. The energy of this electron is

Ec =E,—Ep (6.4)

wherekEy, is the binding energy of the electron. The vacant shell sdibly an electron from
the surrounding and a photon is emitted. If the photon isssebed, an Auger electron
can be emitted. The cross section of the photoelectric teiggoto is inversely propor-

tional to the initial photon energy.

The result of @ompton interaction is a scattered photon and a recoil electron. The energy
of the recoil electron is given by

S ) (6.5)
¢ 1+ (1—cosh) ) '

wherehv is the energy of the incoming photon and the arfigkethe scattering angle of the
outgoing photon with respect to the direction of the incagrpimoton. The energy transfer
is maximal when the photon is back-scattered at180°. The corresponding energy de-
fines the so called “Compton edge”. The cross section for Comgitatteringgcompton at
energies above about 10 keV is proportional tdl)/Ey.

If the photon energy exceeds twice the electron rest masphibton can create a&tectron-
positron pair in the electric field of a nucleus. For low energies, the paiduction cross
section,0pair, is proportional to IrE,. For energies, > ﬁ it is nearly constant. The
resulting positron loses its energy and annihilates witlglaotron from the surrounding,
resulting in two 511 keV photons.

The mass attenuation coefficiepf,describes the absorption of radiation in matter and de-
pends on the sum of all relevant cross sectiqns: % - (Ophoto + Ocompton+ Opair). AS

an illustration, Fig. 6.1 showsin dependence df, for germanium. The cross sections of
the different photon-interaction processes depenfycandZ of the absorber material. In
germanium, photons with energies below 200 keV interacttmndisrough the photoelec-
tric effect. The interaction of photons with energies of 208000 keV is dominated by
Compton scattering. More energetic photons will createtedaepositron pairs.
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Figure 6.1.: Mass attenuation coefficient of germanium iﬁ/cgms a function of the initial

photon energy [86]. For energies below 200 keV, the photbeteeffect domi-
nates. Between 200 keV and about 8 MeV, Compton scattering diminant
interaction mechanism. Above 8 MeV, electron-positron-pegation is most
important.
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7. Semiconductor Detectors

There is a wide variety of literature explaining the pridegand details of semiconductor
detectors. For a comprehensive and elaborated report 8g€l8e properties of (germa-
nium) semiconductors important for this work are descriinettie following.

7.1. Material Properties

Depending on the energy gap between valence and conduciah materials are clas-
sified as conductors, semiconductors or insulators. Thd bap of insulators is usually
larger than 5 eV; semiconductors have a band gap of the ofdex\¢ Therefore, in semi-
conductors electrons can be lifted easily from the valeadkd conduction band.

Semiconductors are classified into n- and p-type, deperaingye impurities. Assuming
a semiconductor with four valence electrons (e.g. silicogermanium), impurities with
three valence electrons (e.g. boron) will act as acceppoosiucing p-type material. The
acceptor levels lie about 0.05eV above the valence bandle leihergy is needed to lift
electrons to the acceptor levels, creating a net positieegehin the valence band. The
holes can move freely in the valence band.

If the impurities are elements with five valence electrong.(gophosphorus) they act as
donors and yield n-type material. The donor levels lie alfodb eV below the conduction
band. In this case, little energy is needed to lift the etetdrto the conduction band, creat-
ing a net negative charge in the conduction band.

Any border between p-type and n-type material forms a jonctvhere electrons in the
conduction band of the n-type material diffuse to the p-tyaerial. The diffusion results
in a net space charge distribution causing an electric fiélidlwprevents further diffusion
of electrons and holes. The area covered by the electrici§ielaled the “depletion zone”,
since the number of free charge carriers is significantlyced.

7.2. Detector Concepts

Detectors can be constructed out of n-type or p-type matsiked the bulk. The simplest
detector has one p-n junction forming a diode. From here on;pe bulk is assumed.
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Two basic geometries are in use, planar and cylindricalti@te. For planar detectors, the
two sides have to form the electrodes defining the potenkal. cylindrical detectors, a
central bore or a point-contact has to take the place of otteeafides.

The p" electrodé is usually implemented as an boron implantation. It is véiw,tof the
order ofum. The n-side of the detector usually gets dnalectrode. In silicon it consists
of a thin phosphorus implantation, in germanium this is raggible and lithium is drifted
into the material. Drifted layers are much thicker than iampations.

The electrodes are metallized, typically with aluminum.e3é contacts allow the appli-
cation of an external potential across the p-n junction. [Biaer potential is attached to
the p-side of the junction. This causes electrons and holdsft away from the junction

and the depletion zone grows. Biasing a diode this way isaétieverse biasing”. Full

depletion is reached when the depletion zone extends ogdullhvolume of the detector.
The current observed under those conditions is called tgagarrent.

Charges created inside the depletion zone do not recombahgrdrtowards the electrodes
causing a small current. The induced charges in the elextrace collected. The active
volume of a detector is defined as the volume for which chaagefficiently collected.
The electrodes themselves are conductive and do not cot&trib the active volume. De-
tectors are typically operated at voltages above the fyllet®n voltage in order to achieve
high electric fields and high charge carrier velocities.

The potential on the surface between the electrodes is a pnidefined. The full potential
difference has to drop across such a surface requiring iidigyhresistive. The surface
itself is called intrinsic surface. In some cases it is cedawith a protective layer called
passivation layer.

7.3. Germanium Detectors

Germanium detectors can be produced with extremely highypue. an extremely low
active impurity-density of the bulk of the order of ¥&@m~3. The depletion depth for
planar germanium detectors is given by

1/2
d= (ZZEV) , (7.1)

whereV is the reverse bias voltagh, is the net impurity concentratiosg is the dielec-
tric constant ane is the electron charge. Applying a bias voltage of severabkdws to
deplete several centimeters of germanium. The operatitergdé germanium detectors is
thus possible.

1The “+” indicates that the impurity density is higher thae tpurity density of the bulk.
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7.3. Germanium Detectors

The largest volume for a given depletion depth can be actliavie cylindrical geometry
with the depletion zone growing in radial direction. Thre#edent cylindrical geometries
exist: true coaxial closed-end coaxiandpoint-contactgeometry. In the first two cases,
an inner bore hole exists and electrodes are establishee the bore and on the mantle. In
the true coaxial geometry, the bore completely penetragesytlinder, whereas for closed-
end coaxial geometries the bore only reaches a certain.d&gbint-contact detector has
no bore and one of the electrodes is established as a smalbam@ne of the end-plates of
the cylinder. In the following only true coaxial detectors aonsidered.

The two end-plates of a true coaxial detector are relatilgtye and are very critical to the
operation of such devices. Any problem with these end-plata lead to an increase of
the observed leakage current.

The electrodes of a germanium detector are implementedras boplants on the mantle
and a lithium drift layer inside the bore. The drift layer haashickness of the order of
hundreds of micrometers forming a sizeable dead layer regulce active volume.

The specific properties of germanium have consequencekda@ignatures of specific in-
teractions. In the photoelectric effect, the photon is diist and an electron is created.
The electron deposits its energy locally, i.e. 90 % of theteda energy is deposited within
a sphere of radius of the order of a mm [88]. Compton scatteniost likely causes multi-
ple energy deposits, separated by distances of the ordentfieeters; the mean free path
of a 2 MeV photon in germanium is of the order of 4cm. This diseaguides the choice
of detector size and segmentation.

The band gap of germanium at 8(Bgap= 0.73 eV is small and decreasing with increas-
ing temperature to approximatelygT eV at 273 K. At room temperature, thermal excita-
tion causes electrons to populate the conduction band.yfmgpan external electric field
would cause a large electric current which would preventsmgll current from an en-
ergy deposition to be detected. Therefore, germanium tetelcave to be cooled to liquid
nitrogen temperatures during operation. Normally, geliorardetectors are operated in a
vacuum cryostat and cooled via a cooling finger dipped irgaidl nitrogen. The actual
crystal temperature depends on the quality of the thermgllow and the insulation.
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7.3.1. Signal Development

In this section the process of signal formation inside a geiom detector is briefly re-
viewed.

Electron and Hole creation

Energy is deposited inside germanium detectors by the psesadescribed in Sec. 6. Elec-
trons are lifted from the valence to the conduction band dxtren-hole pairs are created.
The band gap of germaniuByapis only 073 eV at 80 K. However, to create an electron-
hole pair the energi. 1+ = 2.95eV (at 80K) is needed. The difference is caused by the
need to excite phonons in the lattice; germanium has anecidivand gap. The energy
E. h+ to create an electron-hole pair is independent of the en&frthye incident particle,

the deposited energE,dep and the energy deposition mechanism. The mean number of

electron-hole pairgN), is
_ Edep
Ee

(N) (7.2)

Electric Field

The electric field inside a true coaxial detector is deteadiby the electrically active
bulk impurity densityp(r) and the boundary conditions, i.e. the applied potentialhen t
electrodes. It can be calculated by solving Poisson’s émjuat cylindrical coordinates

100 0%  10% 0% 1
ror  or2  r29¢? 0Z22  gofr

where¢ is the electric potential ang} is the vacuum permittivity anek is the dielectric
constant of germanium.

p(r), (7.3)

Mobility

The drift velocity vector of the charge carriexg,,, and the electric field(r) are related
by

Ve/h = He/nE(r), (7.4)
wherelg/p is the mobility of electrons and holes, respectively. Thebititees are deter-
mined by bulk impurities, lattice defects and lattice exttins. At such low bulk impuri-
ties as in almost perfect high purity germanium crystals,rtobility is dominated by the
scattering of charge carriers off phonons, i.e. latticeatibns. As these are temperature
dependent, so are the mobilitiggn:

He/n T4, (7.5)

wherea is found to vary between 1.6 and 2.8 [89].
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7.3. Germanium Detectors

Equation 7.4 is a simplification, as the mobility of the cleacgrriers is also influenced by
the orientation of the crystal lattice. This is describediiore detail in Chapter 10.

Diffusion

A large number of electron-hole pairs is created at eaclggrigposition. During the drift
towards the electrods diffusion takes place. The diffusiam be described by the Einstein
relation:

Ke/h = KT He/n/€ (7.6)

whereke/, is the transverse diffusion constant for electrons or hd@sis the thermal
energy and e is the electron charge. The transverse diffusiaostant was calculated as
e = 210cn?/s andy, = 230cnt/s for holes and electrons [90]. Measurements show an
upper limit on the lateral diffusion of 130cn?f/s [90].

Induced Signals on Electrodes

Electric signals are induced on the electrodes of a detbgt@ll moving charge carriers
inside the detector. The currents or induced charges onlengae are calculated using
the Shockley-Ramo Theorem [91,92]:

Q(t) = Qo-[dw(rn(t)) —dw(re(t))], (7.7)
(1) = Qo-[Ew(rn(t)) —Ewl(re(t))], (7.8)
whereQop = N -eis the net electric chargéw (re/m(t)) andEw(re/m(t)) are the weighting
potential and the weighting field at the positiogn(t). The weighting potential can be
calculated by solving the Laplace equation
100 0% 10%0 02
10,50, 1%, %
ror  or2 r29@? 0z
with the boundary condition that the potential on the etatgrunder consideration is one
and the potential on all other electrodes is zero.

0 (7.9)

7.3.2. Energy Resolution

The energy resolution of a germanium detector is influengethtee effects. The full
width at half maximum (FWHMW; expected from a fixed energy deposit is written as

W2 = W5 +WE + W2, (7.10)

WhereWE% represents the broadening due to inherent statisticabifitions of the number
of charge carriers and is given by

W = (2.35)%F Eg- 1+ Edep (7.11)
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whereF is the Fano factor which is of the order afl0 TheW? is due to incomplete charge
collection and also scales linearly Wiﬂaep The third term,\NEz, represents the contribu-
tion from electronic noise. This contribution is indepentef Edep

Typically cylindrical germanium detectors have a FWHM @808 1.2 keV at 122 keV rising
to 1.7—-2.3keV at 1332 keV.

7.3.3. Segmented Detectors

The mantle electrode of cylindrical detectors can be setgdeio gain information about
the location of energy deposits. All segments have to be eatséime potential for the
detector to operate properly.

The segmentation technique depends on the bulk materiath&o-type detectors consid-
ered here, the boron implantation on the mantle is strudttoéorm multiple electrodes.

The smallest possible structures have dimensions on tleesewillimeter scale. The tech-
nique is quite elegant and does not disturb the crystaltsirei.c

For p-type detectors, the'relectrode on the mantle is lithium drifted. The segmentatio
is achieved by milling through the lithium layer. This rexgs a ditch of a width and depth
of the order of a millimeter each. This rather “destructivetinod” disturbs the crystal and
is expected to distort the electric field inside the detector

7.3.4. Surface Channel Effect

The end-faces of a cylindrical detector are problematitases which are very important
for the smooth operation of such a device. The problem wasgrezed from the begin-

ning of germanium detector development. The passivatiper leontains a large number
of electronic states in the band gap of the bulk. If they ar@tgnthey form a positive

space charge which must be compensated by an equal numbegaifve charges within

the bulk. This causes the energy bands to bend and form dlglagimducting, undepleted
area under the passivation layer. This region is calledoe-tgurface channel”. The sur-
face channel distorts and decreases the electric field thote end of the detector. The
bias voltage drops across a very small distance above thain@mg region of depletion.

This locally causes a very strong electric field. Figure Hukirates the effect.

Electrons created close to the n-contact can be collec®ly @athat contact, even if they
are created within the region affected by the surface cHasee Fig.7.2(a). Electrons
created close to the p-contact and the upper surface havétta tbng way through the

region affected by the n-type surface channel. In the exdreéhey might drift towards the
intrinsic surface and then along the surface where the fee&kiremely low. In this case
it is quite probable that some of the electrons are lost. Thelitude of the signal seen at
the n-contact is reduced, since this signal is mostly indunethe electrons. The signal
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Figure 7.1.: lllustration of the effects of an n-type sudabhannel. The positively charged
states in the passivation layer are compensated by negdiarges close to
the surface. The area with negative charges is undepletedel€ctric field is
distorted and is very strong close to the outer edge, i.e ptbentact, of the
detector. Figure adapted from [93].
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s s s sl s ol s s s A s s s sl sl s ol s A
n-contact | } n-contact |
@0 ; @M,
o . ] :
Pre—amplifier| : p-contat  pre_gmpiifier| i p—contac

(@) (b)

Figure 7.2.: The path of electrons and holes in a detectdr antn-type surface channel.
(a) shows electron-hole pairs created in the surface chaggien close to the
n-contact. The electrons have a short distance inside tfecsichannel region
and have the possibility to reach the read-out contact. i@gtén-hole pairs
are created close to the p-contact. The electrons havevis atdong distance
along the surface through the surface channel region. Cleargers are lost
in the surface channel region. The induced signal at thentacbis reduced.
The signal is also reduced at the p-contact, but less sineethe signal is
mostly induced by holes. Figure adapted from [93].

is less reduced at the p-contact, since here mostly holdaslmate. Effectively, “inactive”
or “dead layers” are observed in regions from which the chaayriers cannot reach the
read-out electrode. These are not necessarily the regibaesewhe actual surface channel
is located.

The exact mechanism of charge carrier loss is not understodar. Low surface mobility
had been suggested [93]. This effect, however, is not seiffico cause the observed loss
of signal amplitude [94]. Two other mechanisms have beepgsed [94]: The probabil-
ity for charge trapping on the surface could be largely enbdrand/or the electric field
strength and distribution could be distorted sufficientigxkplain the effect.

Experimental evidence for surface channel effects have teggorted previously [95]. The
experimental result is illustrated in Fig. 7.3. An elecfreld was applied perpendicular to
the top surface. This field enhances or reduces the potewtiass the detector surface and
thus increases or decreases the effect of the surface ¢happéying a voltage of the right
polarity can reduce the affected volume and thus also thatiugaregion.

Surface channel effects are influenced by many details odeiector production and op-

eration. During production the end-surfaces undergo aéeeemical treatments and this
influences the later behavior of the detector. Operatioaedpeters like the residual gas
atmosphere in the cryostat [93], the operational temperand temperature cycles also
influence the detector performance [94].
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Figure 7.3.: (a) Applying an external electric field incriegsthe potential induced by the
states in the passivation layer increases the thicknedseodurface channel
region. (b) Choosing the opposite field polarity decreaseghitkness the
surface channel region. Figure adapted from [93].

Detectors with surface channels normally have high noiskafarge leakage currents.
However, even detectors with normal noise and leakage rtisrveere observed to have a

surface channel [94].
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8. Background in the GERDA
Experiment from the Detector Array

Any energy deposit of about 2 MeV seen in the germanium dateof the GERDA exper-
iment which is not due toMBp, is background. A low background indéxin the energy
window &E around the Q value ofvB is extremely important to maximize the sensitivity,
see Sec.4.1.

An estimate of the background index due to the decay of ulestakxlei in the detector
strings and the detectors is given in this chapter.

8.1. Background Sources

The important background sources known are given in Sec Gohsidered here are un-
stable nuclei in the GERDA detector strings and the detethermselves. The calculation
were performed for all isotopes in tR&Th and the?38U decay chains and, in addition, for
60Co, %8Ge and'1%MAg.

8.2. Simulated GERDA setup

The setup of the GERDA experiment simulated was the nomihat® Il detector array.
It consisted of 7 detector strings, each string with thredol® segmented detectors. The
strings were arranged hexagonally. The array was placétkiasvolume of liquid argon,
representing the filled cryostat. The outer GERDA infradtice was implemented in the
Monte Carlo (MC) software framework MGE [96], but this is not relevant for this analy-
sis.

The simulated setup of the GERDA experiment was in some pgrigisantly less detailed

than the real design. Especially parts several 10th of metérs away from the active
detectors were simplified. Technical details in the designewneglected but the correct
material fractions were taken into account. The simpliftced were necessary to control
computational and programming time. They should not sicguifily change the simulated
energy deposits in the detectors since photons of an endrthewrder of MeV were

considered. The mean free path of such photons is of the ofdeaveral centimeters in
the materials used and the detailed structure would not ésolved” by these photons.
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8. Background in the GERDA Experiment from the Detector Array

The generated and[3 particles, not penetrating deeply, would be sensitive ¢odistailed
structure, but they cannot reach the active detectors ircass.

8.2.1. Detector Strings

Each of the seven detector strings consisted of an uppeapdra lower part. The func-
tion of the upper part was to hold the string inside the licanglon, to maintain the correct
position inside the detector array and to transfer the $sginam the detector out of the
cryogenic volume.

As the upper part was intended to be permanently locatedaribe cryogenic volume of
the GERDA experiment and the lower part of the string was caotd such that it can be
assembled outside the cryogenic volume and then attachbd tgoper part of the string,
they were represented by different Monte Carlo volumes.

The upper part consisted of a cable chain and signal cald&keinAt the lower end a junc-
tion system was located. The upper end of the lower part oétitieg was the counterpart
of the junction system. The complete junction system wakeddthe matrix”. Under-
neath were some front-end electronics (FEE), a spacer toaephe FEE from the active
volumes and the detectors in their holders. Kapton signalesaand coaxial high-voltage
cables connected the FEE and the detectors.

A drawing of a string as implemented in AGE is shown in Fig.8.1. All parts of the
strings and their implementation intoAGE are subsequently described and their masses
and materials are given in Tab. 8.1.

8.2.2. Cable Chains

The cable chain was made of stainless steel. The simulabéeldaain was implemented as
a simple hollow box. The wall thickness wag8®m. The simulated volume had a length
of 3.058 m and a mass of 1.19kg. It was fully contained insigeliquid argon volume.
The part of the chain further up is irrelevant here.

8.2.3. Matrix and Electronics

The exact geometry of the matrix included many small voluaoresiitable for MC simula-
tion. Therefore, a simplified geometry of the matrix was iempénted in MGE. A single
volume with a compound material and the correct materiatifvas was created. The vol-
ume was subdivided to represent the junction-sled, thdipmsspins, junction-spacer and
junction-cable, see Fig. 8.2.
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Figure 8.1.: A detector string as implemented in the & framework. Shown are the

lower part of the cable chain, the matrix, the FEE, the spandithe detectors
in their holders with cables.

57



8. Background in the GERDA Experiment from the Detector Array

Part Occurrence Material Mass [g/per part]
in String
detectors 3 enriched Ge 1616.00
Kapton cablé 3 Kapton 0.35
Copper 2.64
holder 3 Copper 32.04
Teflon 4.79
signal-cable guide 3 Teflon 1.34
high-voltage-cable guide 3 Teflon 1.44
Kapton connection-cable 1 Kapton 1.06
Copper 2.90
high-voltage coaxial cable 1 Teflon 0.66
Copper 0.98
spacers 1 Copper 12.50
junction-board 1 Copper 60.00
electronics-box 1 misc 10.00
electronics Kapton cable 1 Kapton 5.53
1 Copper 1.22
matrix:
junction-sled 1 Copper 491.00
Iglidur 4.00
junction-pins 1 Copper 142.00
Murtfeldt 67.00
Brass 41
junction-spacer 1 Copper Screws 20.00
junction-cable 1 Copper 440.00
1 Teflon 34.00
cable chain 1 Stainless Steel 1193.00
cable 1 Copper 126.99
Teflon 0.97

Table 8.1.: Table of materials and masses per part used isirthdation of the nominal
Phase Il array setup of the GERDA experiment. The first colistsithe part,
the second the number of parts per string. The third and tmiilimns list the
materials and the amount of each material used per part. Bisees are abso-
lute masses and were extracted from technical designse Thasses were used
to calculate the background index. The masses in the Monte Sianulation
are somewhat different due to the simplifications md@nce the Kapton sig-
nal cable and the high-voltage Kapton cable were not siradlatdependently
their total mass is given here.
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The design of the FEE had not been specified at the time of thelaiion. Therefore, a
simple copper board, the “junction-board” with a copper baxop, the “electronics-box”
was representing the FEE. A Kapton cable, the “electronegstén cable”, connected the
FEE with the matrix. The junction-board was located 30 cnvalibe top of the uppermost
detector in the string. It had a thickness of 1 mm. The eleatssbox had the dimensions
of 2cmx 2cmx 1cm.

A technical drawing of the matrix, and the geometry impletadnnto the simulation are
shown in Fig. 8.2.

The junction-sled volume contained copper and Iglidur,asit which allowed for a slid-
ing connection between the removable and permanent patis sfring.

The junction-pins, 180 pogo pins, provided the electricaireection between removable
and permanent part of the detector string. The simulatachwelcontained the material of
the pins, brass, copper and of the plastic body. The 180 pimgonere assumed to have a
total mass of 4.41 g, i.e. each had a mass of 24.5 mg. The besssssumed to be 61% Cu,
37% Zn and 2% Pb. The plastic body was made from Murtfeldt.dofiteon some copper
from contacts, screws and plates was distributed in thenvelu

The junction-spacer volume contained material from thepeophat was used to maintain
a vertical gap in the matrix. This space was needed to corthecsignal cables to the
junction-pins.

The junction-cable volume contained copper and Teflon. pgtegented the connection
between the matrix and the cable chain and the cables irsdeable chain.

8.2.4. Spacers and Holders

The spacers were simulated as two cylindrical copper rots awadius of ® mm. They
represented the top part of the holding structure conngthia junction-board to the cop-
per holders. The two spacer volumes contain a mass of 12.45g.

The complete holding structure of a detector consisted ofvanhass copper holder, two
Teflon plugs inserted 2 mm into the inner bore-hole on the taplwttom of the detector
and two Teflon parts to hold and guide the signal and high geltables. The signal-cable-
guide was located at the top and the high-voltage cable guridbe bottom of the copper
holder. A CAD drawing of the holder structure and its impletagion into MAGE are
shown in Fig. 8.3.
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cable chain
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Figure 8.2.: (&) The matrix as implemented into thea®t framework. Indicated are
the cable chain, the junction-cable volume, the junctipaegr volume, the
junction-pins volume and the junction-sled volume. Alsdigated are the
FEE, i.e. the electronics box the Kapton cable and the jandtoard. (b)
Technical drawing of the closed matrix. (c) Technical drayvof the open

matrix.
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() (b)

Figure 8.3.: (a) The low mass copper and Teflon holder streasiimplemented in WMGE.
(b) A CAD drawing of the structure. All white parts were madeTeflon and
all other parts were made of copper. The total mass of theehalds 3%61 g
including the cable guides. The copper mass waB4@ and the Teflon mass

was 757 g.
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Figure 8.4.: Layout of the low mass Kapton cable used to redadle segments. The
black color represents the copper signal lines, everytbisg was made from
Kapton.

8.2.5. Detectors

Each of the 21 detectors was represented by a cylindricalnelwith height of 70 mm,
inner radius of ® mm and the outer radius of ’mm. The volume was subdivided ac-
cording to the detector segmentation into 18 segments. ©tofh bottom, inner and outer
surface of the volume apn thick dead layer was modelled.

Each detector volume represented a mass@f@lkg, total. The isotope fraction 6fGe
simulated wag = 0.86. The total mass of enriched germanium in the array wed434®).

The detectors had a vertical distance of 6. cm to the next tetatside a string. The
clearance between the neighboring detectors, from stoistring, was 15 cm.

8.2.6. Cables

The signal cables to read out the 18 segments were low magsrKegbles with copper
traces on the outside. The amount of Kapton was reduced taianomn by cutting away
all unnecessary areas. The layout of the Kapton signal eaklewn in Fig. 8.4.

All Kapton of all cables simulated had a thickness ofy®%. The simulated copper traces
on the outside of the cables had a thickness qif3&nd a width of 40Qm.

The overall mass contained in the Kapton of the signal calale @28 g. The amount of
copper per signal cable simulated wag42g.
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The Kapton cables used had extensions up to the FEE. Forrthaagion, extra volumes
called “Kapton connection-cables” were created. Theyaoed 1.06 g of Kapton and the
simulated traces contained 2.90 g of copper.

The high-voltage connection from the FEE to the detectossmaintained through a coax-
ial cables. The high-voltage connection was implementéa time simulation as a com-
pound material of Teflon and copper, called “high-voltagaxtal cable” and connected to
another volume, the “high-voltage Kapton cable”, which mected to the detector. The
high-voltage coaxial cable had a mass d@4lg per string. The high-voltage Kapton cable
had a mass of.07 g per detector.

Above the matrix three woven ribbon twisted pair signal ealshade of 20 pairs of copper
lines, a copper line for grounding in between each pair aribiTevere guided inside the
cable chain. All copper lines had a radius 00®9mm. The volumes representing the
cables were implemented in the simulation as a flat box of gooamd material of copper
and Teflon. The length of the volume was 3.06 m. The volumeatoadl a total mass of
copper of 126.99 g and 97 g of Teflon per string.

8.3. Event Generation

Radioactive decays in each of the previously described vedunere simulated. Each sim-
ulated decay yielding an energy deposit in a detector isd¢dévent”. The simulation was
carried out using the MGE framework. The M\GE version, from 01.Feb.2008 14:52 was
used together with 6ANT4.9.1 [97,98]. ThéarkMatterrealm was used for decays inside
the crystal, otherwise thBBdecayrealm was used.

The complete decay chains ©FTh and?38U were simulated. Additionall§°Co, 110MAg
and %8Ge were simulated for materials where screening resulisatel the presence of
these elements (see Tab. 8.2). The decays were generaigdhesiG4ParticleGun genera-
tor which does not include angular correlation betweeng@i®emitted in the decays.

Generally, 1010° decays were generated for each isotope in each volume. Gnéph-
tamination inside the crystals-10° decays were generated. All decays were randomly
distributed in a given volume with exception of the Iglidar the junction-sled volume.
Iglidur is only used in the upper part of the junction-sledaallitate the sliding connection

of the matrix. Thus, radiation from Iglidur is absorbed by gurrounding copper. The
decays of Iglidur were placed into a hollow sphere with inrsgtius of 0.6 cm and outer
radius of 0.62cm. The center of the sphere was shifted imeztion with respect to the
center of the junction-sled by 34 mm. Thus, the position ef decays agreed approxi-
mately with the position of the Iglidur in the junction-sled
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8. Background in the GERDA Experiment from the Detector Array

The output of MoGE were energy depositions and their positions inside thectt@tehits”.
Under real conditions only the sum of all energy depositgdas segment (crystal) is
measured. Therefore, the energies of all hits belonginggiwen segment (crystal) were
summed up. The sum of the hit energies inside a segment wlasl ¢aégment energy”
and the sum of the energy deposited inside one crystal wasedfto as “core energy”. A
threshold of 10 keV for segment and core energy was applied.

8.4. Energy Resolution

The energy resolutioa(E) was simulated as

o(E) = M, (8.1)

In2/8

with E being the segment or core energy in keV. The terra describes the Fano noise.
The value ofawas set ta = 0.0405 according to measurements with germanium detectors
previously performed. The term mis the contribution from the noise in the pre-amplifier,
with b = 1.31. A plot of the FWHME) = 2.35- o(E) is shown in Fig. 8.5. The FWHM at
1.332MeV was 3.35keV and at 2.039 MeV was 3.78 keV.
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Figure 8.5.: Diagram of the assumed FWHM as a function of thesme=d energy accord-
ing to Eq. (8.1).
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8.5. Calculation of Background Indices

8.5. Calculation of Background Indices

The background indely originating from a particular part and contamination is
broi = SP- - ——-C, (8.2)

where SP= Ngei/Ngy is the survival probability, i.e. the ratio between seldctwents
and initially produced eventsA is the specific activity of the material in Bg/kg (taken
from Tab. 8.2) 0E = 20 keV is the width of the energy window defining the regionrof i
terest (ROI) aroundpg, Mmat is the mass of the part which is evaluated (see Tab. 8.1),
mce = 33.94 kg is the total mass of enriched germanium in the arrayGaisdche number

of seconds per year. The activities used for the differerterras are listed in Tab. 8.2.

The decay chains were assumed to be in secular equilibrinlessiscreening results in-
dicated otherwise. In this cases, only subsets of the chians assumed to be in secular
equilibrium.

The individual activities of each part were assumed to bestaon during the calculation
of the background index, i.e. no half-life was taken intoaod. As an exception, the
background index from the decay $%Ge was calculated taking the half-life into account,
since it is onlyT; , = 2708 days. The number GfGe decaysAN, was calculated using
the radioactive decay law

AN = Np- (1— e t2/T2) (8.3)

with Ng being the initial number 0¥Ge atoms. The initial numbéiy = 165%8Ge atoms
per kg of enriched germanium was estimated from MC simutatitaking into account the
underground storage time. An underground storage time @@9s was assumed for the
enriched germanium. The number of decay8%@e into®Ga and of®Ga into®8zn was
assumed to be equal, since the half lifé%®a is only 67 minutes. Th&Pwas taken from
the simulation and the background contribution was catedl&or the first and second year
of GERDA Phase Il

8.6. Background Suppression

8.6.1. Energy Cuts

Due to the good energy resolution of germanium detectorsadl 01 can be chosen. For
this analysis the cut on the core energy of 2029 ke¥core < 2049keV was chosen to
calculate the background indéxo.
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8. Background in the GERDA Experiment from the Detector Array

8.6.2. Anti-Coincidence Cuts

Background events can be identified by coincidences betweeiot more detectors. To
reduce these background events a crystal anti-coincidaric@ single crystal (SC) cut is
applied and the background indexc is calculated.

Background events can also be identified using the segmamitigermanium detectors.
The electrons form\B3p interact with the germanium by ionization and Bremsstradp|as
described in Chapter 7. The energy deposit of the electr@ndaithe germanium detectors
is mostly local, i.e. within a sphere with less than a milltereadius [88]. These events are
called single site events (SSE). Most background eventsdueed by photons. Photons
at theses energies will mostly interact through Comptortesgag and deposit their energy
in a sphere of several centimeters radius [88]. These ewasatsalled multi site events
(MSE). Background events are mostly MSE anf®@ events are mostly SSE. It is possible
to suppress MSE considerably, choosing the proper segnzenasd requiring segment
anti-coincidence, i.e. selecting single segment (SS)tsven

The limitations of this method are geometrical and physicess:
» background events can be MSE but contained within one saigme
* signal events can be SSE but on a segment boundary yieldimgdgment events,
* background events can be SSE,

* signal events can be MSE if Bremsstrahlung photons areeamitt

8.7. Results

The background indicelsro), bsc andbssfor each part are given in Tab. 8.3. A detailed
decomposition into the contribution from each isotope amchepart is presented in Ap-
pendix A.

The total background index for the array, is the sum ofttkdor all the different sources.
For the case of an energy cut only, it comebgg, = (56170+4.36) - 10 “cts/(keV-kg-y)

in the first year. Applying the detector anti-coincidencg thie background indebirp, is
reduced by about a factor of two bgc = (239.81+3.01) - 10-“cts/(keV-kg-y). Taking
into account segment anti-coincidences the backgrourekibgt: was further reduced by
a factor of five tobss= (46.8841.10) - 10-“cts/(keV-kg-y). The biggest contribution to
the background index came from the interffGe decays. This contribution drops in the
second year about 60%. The second biggest contributiomargetcays inside the Kapton
cables surrounding the detectors.
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8.8. Background Identification through Pulse Shape Analysis

Many assumption had to be made to calculate the numbers gmen The quoted un-
certainties only represent the statistical uncertairdgynfthe MC. Wherever reality differs
significantly from the assumptions concerning the acésitf parts, significant changes in
the values given follow.

8.8. Background Identification through Pulse Shape
Analysis

The distinction between MSE and SSE is also possible fromnaitysis of the induced

pulse shapes on the electrodes. SSE have a different sgwétine pulse than MSE. Pulse
shape analyses (PSA) were carried out using pulse shapesifrd8-fold segmented high
purity germanium detector. It was shown that an additioaeiidr of two could be gained in
the suppression of certain background components compassgyment anti-coincidence
cuts alone [99].

The shortcomings of this method are, the above mentionesligddylimitations, i.e. OB
events can be MSE and background events can be SSE.

Pulses of SSE are normally collected using photon inducebtldascape peak (DEP) and
Single Compton scattering events. They are used to minf @ulses. However, DEPs

are normally not located close to the Q value oBp of °Ge. Furthermore, the interaction
positions inside the crystals are not uniformly distriloljtbut predominantly located near
the surfaces.

These problems could, in principle, be overcome using si@mpton events, but it is

difficult and extremely time consuming to collect these datis. Therefore, it is necessary
to complement the data with simulated pulses.
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8. Background in the GERDA Experiment from the Detector Array

Material Activity [mBg/kg] Isotope
Enriched Germanium .01.10°3 226Ra(V)
0.006-10°3 228Th(Th)
4.89-10°3 8Ge
0.18-10°3 50Co
Copper(Lens) <0.016 228Ra (U)
<0.019 228Th (Th)
<0.010 60co
Teflon <0.16 226Ra (U)
<0.16 228Th (Th)
Kapton 9 (8))
<4 (Th)
<2 60Co
high-voltage coaxial cable <9 238y (V)
<13 226Ra (U)
<51 210pp (U)
6 228Th (Th)
7 110mAg
Electronics 10 (9)]
10* (Th)
10 60co
Iglidur <226 226Ra (V)
<159 228Ra (Th)
<256 228Th (Th)
Pogo Pins 53 228Ra (U)
1400 210pp (U)
39 228Ra (Th)
19 228Th (Th)
Murtfeldt <34 234mpg (U)
<0.019 226Ra (U)
0.15 228Th (Th)
<0.061 60co
Copper Screws <2 226Ra (U)
< 4000 210pp (U)
<1 228Ra (Th)
<1 228Th (Th)
<05 60co
Stainless Steel (Cable Chains) <72 238y (V)
0.97 226Ra (U)
<29 228Ra (Th)
2.2 228Th (Th)
190 0co

Table 8.2.: Table of specific activities of materials usesida the GERDA experiment.
The given activities are screening results, except valugked with*, these
are assumptionsiValues calculated using the known half lifes and the initial
number of atoms per kg enriched germanium estimated fromi&iGarlo sim-
ulations.*The?1%Pb limit is that high since the screening was done on a detecto
with a thick front dead layer. Therefore, th¥Pb is not used, but the screening
result for??°Ra is used for calculations and secular equilibrium is assume
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Part

broi

[10~“%cts/(keV-kg-y)]

bsc

[10~“cts/(keV-kg-y)]

bss

[10—“cts/(keV-kg-y)]

Crystal:

first year 32607+4.03 15394+ 2.77 1865+0.96
second year 1298+ 1.59 6116+1.10 758+0.38
Cables:

Kapton Cables 1095+0.51 4351+0.34 1278+0.19
Kapton connection-cable 288+0.22 867+0.15 357+0.10
high-voltage coaxial cable 54+ 0.46 1043+0.20 241+0.10
Holder:

copper holders 120+0.07 289+0.04 099+0.02
Teflon plugs 1138+0.09 465+ 0.06 159+0.03
signal-cable guides .2440.02 079+0.01 034+0.09
high-voltage-cable guides .68+ 0.02 102+0.02 0444+0.01
spacers A2+0.01 006+0.01 003+0.01
Matrix:

junction-board M9+0.01 006+0.01 003+0.01
FEE 6744+0.47 423+0.37 205+ 0.26
electronics Kapton cable 21+0.16 136+0.13 0654+0.09
junction-sled 3B6+0.31 217+0.25 091+0.16
junction-pins 721+0.65 457+0.51 2244+0.36
junction-spacer ®0+0.07 037+0.06 013+0.03
junction-cable (B1+£0.10 0234+0.02 007+0.01
Cables above Matrix:

cable chain ri+1.21 085+0.85 -
cable 001+0.01 001+0.01 -
Sum: (first year) 5670+ 4.36 23981+3.01 4688+1.10
Sum: (second year) 36BL+2.31 14703+ 1.61 3581+ 0.69

Table 8.3.: The table summarizes the background index apfrom different parts of the detector strings, with diffiereelection
cuts applied.
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9. Angular Correlation of Photons in
%0Co Decays

As angular correlations between photons were in generaimatlated, possible effects of
such correlations were studied for the test cas®©b.

The isotope®Co decays to an excited state®Ni which subsequently de-excites by the
emission of two photons. The angular correlation betweentwo photons is well es-
tablished [100,101]. The case of the collinear emission arte hemisphere is of special
interest since such events could mimuf3@ if both photons hit one detector (segment).

The effect of the angular correlation between the de-etxaitgphotons was analyzed. Dis-
tributions of observables of Monte Carlo events with and adththe correlation imple-
mented were compared for that purpose. Monte Carlo evenf8@arwere generated with
the DECAYO code [102]. In early versions the angular cotrefawas neglected. Since
the 18.10.2006 release, the angular correlation is imphksadn the event generation pro-
cess.

9.1. Differences Between Simulated °Co Decays
Generated by old and new DECAYO

Events were generated with two different versions of thenegenerator DECAYO0. The
versions dated 04.10.2004 and 18.10.2006 were used. Té&eHad the angular correlation
between the de-excitation photons implemented.

The angle enclosed by the two photons is lab&edFig. 9.1 shows the distributions of
cosO for events generated with the old and the new version of DEGAWhe 16 events
generated with the old DECAYO version resulted in a flat distion, whereas the £0
events generated with the new DECAYO version show a cleaeladion. Here, events
with cosO close to -1 or 1 are more probable, implying that the photoesevemitted
preferably collinear. The increase in probability to findlioear photons is about 10%.
The possible implication of angular correlation were stddior a GERDA type detector,
see Chapter 5. The setup simulated contained a detectomgphes@gyostat material around
it [103]. The scenario is similar to the GERDA array scenario
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9. Angular Correlation of Photons $Co Decays
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Figure 9.1.: Comparison of the angular correlations of pheia 1® 5°Co decays, each,
generated by an old [04.10.2004] (dashed line) and a new(1B)06] (solid
line) DECAYO version.

The first scenario investigated wa&&o source with a cylindric shape of radius and height
2 mm simulated at a distance of 10 cm above the cryostitdd€ays were simulated with
both the 04.10.2004 and the 18.10.2006 DECAYO0 versions.

Events with a total energy depositionEfore > 50 keV were accepted and only segments
with an energy deposition d#seg> 20 keV were considered.

20359 decays from the 04.10.2004 and 20340 decays from th8.2806 DECAYO ver-
sion were accepted as events. These two numbers agree stdtistical uncertainties.

In the second scenario, 18ecays of°Co randomly distributed inside the detector were in-
vestigated. The sample generated with the 04.10.2004 DE&Ysion yielded 9153633
accepted events and 9156322 were accepted for the 18.80DCAY 0 version. These
numbers also agree within statistical uncertainties.

Four observables were studied: the total number of segrhémtseach event, the segment
multiplicity, the total amount of energy deposited in eagbrd, the energy deposited in
each segment and the occupancy of each segment, i.e. thierfrat events in which
energy is deposited in the segments.
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9.1. Differences Between Simulate’Co Decays
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Figure 9.2.8%°Co decay 10 cm above cryostafwo total energy regions, (a) below and
(b) above 1 MeV, are considered. Bottom: Segment multipgitor the two
Monte Carlo samples. Top: The normalized differences batwegment mul-
tiplicities. The differences are normalized by the comHbisgatistical uncer-
tainties as seen in the distribution.

9.1.1. 59%co Decays in an External Source

The segment multiplicity of both samples and their nornealidifferences are shown
in Fig.9.2. The differences were normalized by the combiskdistical uncertainties.
Two energy regions, corresponding to a total energy depesiv (Fig. 9.2(a)) and above
(Fig.9.2(b)) 1 MeV, are shown. All differences are below tve sigma level.

Fig. 9.3(a) shows the total energy spectra and their nozedldifferences. No significant
energy dependent difference between the two samples is &pr®.3(b) shows the nor-
malized residual distribution. A Gaussian was fitted to tlsridbution. The fit yields a
mean of—0.08+0.12 and a sigma of.08+ 0.1 implying that the differences between the
two MC samples are due to statistical fluctuations only.

The energy deposited in all 18 segments was studied; thiksémutwo arbitrary segments,
4 and 13, are shown in Fig.9.4 (a) and (b), respectively. Afvents with an energy
above 133 MeV were observed in these two segments, the energy apershown up
to 1.33 MeV only. The normalized residual distribution for thgsents was fitted by a
Gaussian, yielding a mean of02+ 0.17 and a sigma of.12+0.12 for segment 4 and
a mean of M+ 0.1 and sigma of D+ 0.1 for segment 13, respectively. No significant
difference between the two different MC samples is seen.

73



9. Angular Correlation of Photons $Co Decays

In Fig. 9.5 (a) and (b) the segment occupancies are givendir lMonte Carlo samples.
The bottom segments (1-6) have the lowest occupancy, whénedop segments (13-18)
have the highest occupancy. As the source is located abewethctor, this is expected.

Fig. 9.5(c) shows the differences between occupanciedifsegments and 9.5(d) shows
the normalized residual distribution. The fit of the norrpadl residuals distribution yields
a mean of QL7+ 0.29 and a sigma of .04+ 0.27, implying that the differences can be
explained by purely statistical fluctuations.
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9.1.2. 89co Decays Inside the Detector

The same observables as before were studied.

Fig. 9.6 shows the distribution of the segment multiplestiand their normalized differ-
ences. The differences were normalized by the combinettgtat uncertainties. Two
energy regions, corresponding to a total energy depositlmiwb (Fig. 9.6(a)) and above
(Fig. 9.6(b)) 1 MeV, are shown. The differences are all betlog/two sigma level.

Fig.9.7(a) shows the total energy spectra and their nozedldifferences. No significant
energy dependent difference between the two samples is 5&pr®.7(b) shows the nor-
malized residual distribution. A Gaussian was fitted to thstribution. The fit yielded a
mean of 005+ 0.11 and a sigma of.0+ 0.1 implying that the differences between the two
MC samples can be explained by statistical fluctuations.only

The energy deposition in all 18 segments was studied; twitramnp segments, 2 and 14
are shown in Fig.9.8 (a) and (b), respectively. Sifi%@o is simulated to decay inside
the detector, the detectable energy in one segment canEgggeh Qsoc, = 2.8 MeV. The
normalized residuals distribution for each segment watsgal@nd fitted by a Gaussian. For
segment 2, this yields a mean-60.01 + 0.10 and a sigma of.0+0.1. For segment 14, a
mean of—0.12 + 0.36 and sigma of B4 + 0.37 was found. Thus, the difference between
the samples can be explained by purely statistical flucnatiithin the two different MC
samples.

77



9. Angular Correlation of Photons $Co Decays

Entries 98

2
old

new ~ Noig
&)

w

Constant 37.98 £5.23

SITT{TTTT]TT
.
« ¢
IS
S
T

)
]
<
rd
(]
#Entries
w
a
I

Mean 0.04681+ 0.10984

B O = N W

&
T TTTT l\H EXANRARRRRA
4

30 Sigma 1.015+ 0.098

25— \
® L
O 500 ) . 20—
— E with angular correlations E
—
@ 400 I 15—
S -l]_ * without angular correlations E
2 300 L
L l] 10—
* 500 I‘lﬁwn r
N e T s N
100 Pionssnaanpse F
0:\\\\‘\\\\‘\\\\‘\\\\ i GM\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\
0.5 1 15 2 2.5 -3 -2 -1 0 1 2 3
e Ty
Energy [MeV] omvoi,

@) (b)

Figure 9.7.89Co decay inside the detectga) Bottom: The total energy spectra of the two
samples. The normalized differences of the spectra isgulatt (a) Top: The
normalization was done using the combined statistical tacgies. (b) The
normalized residual distribution.

In Fig. 9.9(a) and (b) the segment occupancy is shown. Siacays of°Co inside the de-
tector were considered, the occupancy has a differenttateuthan in Fig. 9.5. The occu-
pancy of the segments 7-12, the middle segments layer ottikeetdr is about 20% higher
than in the upper and lower segment layers of the detecta.d€kexcitation photons can
escape the detector. The photons leaving the top and bofttima detector will contribute
to a lower occupancy in the upper and lower segments layéfigl®.9(c) the normalized
differences between the occupancies for all segments wrshbhe normalized residuals
distribution (Fig. 9.9(d)) has a mean o220+ 0.29 and a sigma of.11+ 0.28, implying
that the differences between the samples generated wittethh@and old DECAY 0 version
are in good agreement with statistical fluctuations.

9.2. Conclusion on Angular Correlations in ~ 99Co Decays

None of the observables considered was significantly afteloy the introduction of angu-
lar correlations. The effect of the angular correlatiomizn the two de-excitation photons
from ®0Co decays is not observable with this kind of segmented detased in GERDA.
Therefore, it is justified to simulate background events BRBDA using event generators
neglecting the angular correlation between the two det&txen photons.
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9.2. Conclusion on Angular Correlations®fCo Decays
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Figure 9.8.89Co decay inside the detectd@ottom: Energy spectra of the two samples in
the segments (a) 2 and (b) 14. Top: Normalized differencésso$pectra. The
normalization was done using the combined statistical tiaicgies.
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9. Angular Correlation of Photons $Co Decays
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Figure 9.9.80Co decay inside the detectoBegment occupancies f6fCo decays from
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Normalized differences in the segment occupancies andh@nhormalized
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10. Pulse Shape Simulation

A pulse shape simulation comprising the calculation of flkeetec field and the weighting
potentials as well as the induced charges in the electredqa®sented. The effects of the
active bulk-impurity density on the electric field are alsorbnstrated.

10.1. The Basic Principle

The procedure of the pulse shape simulation is as follows:

1. The interactions of particles with a germanium detecter @amulated using the
Monte Carlo framework MGE [96]. The result is a list of interactions, hits, with
location of the energy deposit.

2. The hits are clustered such that energy deposits withivea glistance are combined.
The default distance is 1 mm. The location of the clustert$asbe the bary-center
of the hits.

3. The number of electron-hole pairs is calculated.

4. The electric field and the weighting potentials at the gmsiof the charges are ob-
tained from previously calculated grid maps.

5. The velocity of the charges are calculated, taking intmant the effect of the crystal
structure.

6. The time development of the pulse shapes induced in aliretdes are calculated.

7. The effects from the read-out chain, such as noise antelinbiandwidth are folded
into the pulse shapes.

10.2. Hit Clustering

According to the requirements of a particular simulatioits kan be clustered. Per de-
fault, two hits closer to each other than the best hypotaktadial resolution of the detec-
tor,1 mm, calculated as the speed of the charge carriergpfiedtby the time resolution of
the electronics, are clustered. For a given simulationsgieee over which hits are to be
clusteredr, can be adjusted. The position of each cluster is the bamecef the original
hits. The energy of the clustdt, is the sum of the energies of the original hits. Any hit
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10. Pulse Shape Simulation

closer to the new bary-center thag will be added to the cluster and a new bary-center
is calculated. The cluster is used to calculate the amg@itfdhe corresponding pulse. If
more then one cluster is left for a given event, the pulsesdded at each step.

10.3. Calculation of Electric Field and Weighting Potentia I

The signal development was briefly described in Sec. 7.3He. électric field determines
the drift of the electrons and holes in the detector. The ElegeRamo Theorem, Eq. (7.7),
describes the induced charges or currents on the electustesthe weighting potentials
or weighting fields.

The electric field inside a cylindrical true coaxial germanidetector can be calculated
analytically for simple impurity density distributionsh& weighting potentials of the seg-
ments of the envisioned 18-fold segmented detectors céenmilculated analytically. The
electric field and the weighting potentials were calculatéth the same numerical algo-
rithm.

The electric field and the weighting potentials are cal@dan three dimensions.

The electric field E(r), at the position = (r,@,z) is calculated solving Poisson’s equation,

() =~ -p(). (10.1)
€0ER
where¢ is the electric potentiakg is the vacuum permittivityer = 16 is the dielectric
constant of germanium armlis the active bulk-impurity density. The Dirichlet-boumga
conditions are applied, i.e. the electrical potential hfisige value on the core electrode
and is zero on the segment electrodes. It is assumed thaletteefield was not influ-
enced by the electron-hole pairs drifting inside the detect

The weighting potential$o were calculated solving Laplace’s equation,
D2 ¢o(r) =0, (10.2)
with the boundary condition that the weighting potentiali@g unity on the considered

electrode and zero otherwise. Since true coaxial deteaters considered Poisson’s and
Laplace’s equation were expressed as

100 0% 10% 0% B 1

FE or2 r_za(pz 022 - _%p(n o, 2)7 (103)
1090 | 0% 1 0%po | 0%Po
ror "oz Tr2a a2

(10.4)
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10.3. Calculation of Electric Field and Weighting Potential

Poisson’s and Laplace’s equation are both solved numbrioala grid. The numerical
technique employed is the method of Successive Over-Ra@ax@OR).

This method uses three-dimensional numerical derivatizgs(10.3) is rewritten as

l o _ —
0102 =g (PEad UL A o
-3 ¢(<p+1)r%¢(<wl) _ ¢(Z+1)h+§¢(21)> : (10.6)

with (r — 1), (r + 1) being two points on the grid, next to the considered grid paird

h; is the distance between the two pointg iand the same nomenclature fpandz, and

C=—{% — %> — . The value of the potentid at the positior(r, @ 2) is defined by the
(0] Z

r

impurity densityp(r, ¢, z) and the potential at its six nearest neighbors.

In order to iteratively calculate the field based on this folam a starting potential has
to be set. The initial potential is chosen in accordance withboundary conditions as
& (r) = Vbias— Vbias' I'/Tmax WhereVpias is the applied bias voltage amgayx is the outer
radius. The calculation for each iteration is performedde@sut. The potential at the
iterationn+ 1 at each positiofr, ¢, z) becomes

1 o .
O(r, @ 2nst = = (_ p(sr(.,);péz) _ F1<I>(r+1)r12hr¢(r Dn ¢(r+1)n;;2¢(r Dn (10.7)
-3 ¢<<p+1>nr%¢<<w1>n _¢<z+1>nh+§¢<z—1>n)' (10.8)

This technique is called “Gauss-Seidel method”. The cayesee of this method can be
accelerated considerably by introducing a constgairwith 1 < Csor< 2 and modifying
the procedure as

¢<r7 O, Z)/rH»l = CSOR' <¢(r7 @, Z)I’H—l - ¢<r7 O, Z)n) + ¢(r, o, Z)n . (109)
This method is called “Successive Over-Relaxation”.

The iteration is repeated until the change of the potentiahie iteration is

Zr,(p,z M)(r? () Z);‘H_l - ¢<r> ) Z)n|
<X,
Zr,(p,z M)(rv o, Z)n’

(10.10)

with X < 1075, typically.
The weighting potentials are calculated analogously.

Numerical differentiation in the same approximation a®bebdf the electric and weighting
potentials yields the electric and weighting fields.
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Figure 10.1.: (a) Radial component of the electric field iasadtrue coaxial 18-fold seg-
mented germanium detector, calculated with the Succe€siee-Relaxation
method. The impurity density = 0.1- 101%cm~3 was assumed and an elec-
tric potential of+-3000/ was applied on the core electrode. (b) The weighting
potential of the core electrode of the detector; it equaityum the core elec-
trode and and zero on any other electrode.

The radial electric field for a uniform impurity density oflo 101%cm~3 and the weighting
potential of the core electrode are shown in Fig. 10.1. Thghtimg potential of a segment
electrode in horizontal cross section and in vertical ceessgion are shown in Fig. 10.2.

The impurity density determines the electric field in theed&dr at a fixed bias voltage, see
Eqg. (10.1). The radial dependeng¢r) for a true coaxial n-type germanium detector, for
different impurity densities is shown in Fig. 10.3. The #élecfield magnitude and shape
changes significantly for different impurity densities. w.@ values yield largeE(r) at
smallr, dropping towards large Largep values yield largd=(r) at larger, and lowE(r)

at smallr.

Unfortunately, the impurity density is not constant thrbagt a typical detector. It often
varies within a factor of three from top to bottom. Furthersydhe impurity density often
changes over the radius of the crystal [104]. Since the tetecnot always cut from the
exact center of the crystal, a radial impurity change canr&estormed to a radial and
azimuthal change in the detector.
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10.4. Drift Velocities and Mobility
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Figure 10.2.: Weighting potential of a central segmenttedele of a true coaxial 18-fold
segmented germanium detector in (a) horizontal crossose(=0) and in
(b) vertical cross section (y=0). The weighting potentigi@&s unity on the
considered electrode and zero on all other electrodes.

10.4. Drift Velocities and Mobility

The mobilities of the electrong and holegt, as defined in Eq. (7.4) are the proportionality
constants between the electric fielit(y ), and the drift velocityy(r),

V(r) = HenE(r), (10.11)
wherer indicates the position.

The temperature of a group of electrons or holes is definedrdicy to the formalism
of Maxwell-Boltzmann distributions. Since germanium détes are typically operated
around 100 K, the temperatures of electrons and holes ahehigan the temperature of
the crystal lattice. In this case the mobility becomes a dergensor and depends on the
crystal lattice orientation. In particular(r) ){ E(r) is possible. This effect is called “trans-
verse anisotropy”.

The crystal structure of germanium is face-centered cUB@(). The crystal axes, given
in Miller indices, are(100), (110 and(111). Along the axes(r) || E(r) due to the crystal
symmetry. The magnitude of the mobility is different on eifént crystal axis, though. This
effect is called “longitudinal anisotropy”.
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Figure 10.3.: Change of the radial electric field strength d@snation of the radius for
different active bulk impurity densitigs and fixed applied electric potential
of 3000 V. For each calculation the impurity density was tantsthroughout
the detector. Ap = 1.0-10%cm2 the detector is not fully depleted anymore.
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10.5. Time Development of the Induced Charges

Reference  Carrier  Directionpg % Eo | ok B %

Ref. [105]: Electron (111 42420 251 0.87 62
100 40180 493 0.72 589
111 107270 100 0.58 -
100 66333 181 0.744 -
111 38536 538 0.641 510
100 38609 511 0.805 -171
111) 61215 182 0.662 -
100 61824 185 0.942 -

Ref. [106]: Hole

Ref. [107]: Electron

Hole

PNy Ny

Table 10.1.: Parameters describing the drift velocity glthre (111) and(100) axes, using
the parameterization from Eq. (10.12).

The longitudinal anisotropy was measured for the a{€¥) and (111). The mobilities
along these directions were extracted using the pararnatemn [87],

HoE
V=————— —E, 10.12
i (I (042
wherepp, Un, Eg and are parameters determined by a fit. The parameteharacterizes
a simple linear relation betweé&nandv. The deviation from the linear relation is modeled
through the parametei and. The parametep, was introduced [105] to account for
the “Gunn effect” which occurs at electric field strength @800 V/mm.

Values ofyg, Eg, B andp, as extracted from fits are given in Table 10.1.
The anisotropy in any direction is related to the longitadiznisotropy between thd 00
and(111) directions. The drift velocity in any direction can be cdétad accordingly. The

details of the calculation can be found in [108].

The mobilities of the electrons and holes along the axes;sad in the simulation, are
shown in Fig. 10.4 and are those taken from [107].

Diffusion processes in the drift of the electrons and holesameglected, since their effects

are small. A maximal transverse diffusion of about 0.2 mmsisneated and should not
significantly change the observed pulse shape.

10.5. Time Development of the Induced Charges

The position of the charges at each time sf#pwas calculated with a fourth order Runge-
Kutta method. The time step chosen for the simulation was The induced charge
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Figure 10.4.: The drift velocities of the (a) electrons amdholes along the crystal axes as a
function of the radial electric field strength. The parametues from [107]
were used. The velocities along axd90 and(111) are extracted from the
fit, the velocities along110) are calculated.

in all segments were calculated according to Eq. (7.7) dt gasition, resulting in a raw
pulse, the time development of the pulses, i.e. Q(t) or I(t).

10.6. Raw Pulses

The raw core and segment charge pulses for a simulation witll charge deposited at
different radiir and fix azimuthal angle = 0° is shown in Fig. 10.5. The big difference
between pulses induced by energy depositions at diffeegtiitis obvious.

10.7. Effects of the Electronics

The raw pulses from the simulation are different than putsesrded with a data acqui-
sition system. The amplitude and shape of the pulses arggetamrough the limited
bandwidth and the noise in the read-out chain. An examplé@fstimulated electronic
effects can be found in [108].
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10.7. Effects of the Electronics
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Figure 10.5.: Raw pulses from the simulation with point-ldkerges and interaction posi-
tions at fixedp and different radir for (a) the core and (b) the corresponding
segment.
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11. The Special Detector Super
Siegfried

The intrinsic surfaces at the end-faces of true coaxialatiete are critical for their oper-
ation. The full bias voltage has to drop cross these surfathsrefore, they have to be
highly resistive. To protect them, they are covered by patisn layers. A special detector
with a single 5 mm thick segment was procured to study sud#eets in detail.

The general characterization measurements are includédsinhapter while results con-
cerning the top surface are reported in Chapter 14.

11.1. Detector

The Super Siegfried (SuSie) detector is a cylindrical troaxtal n-type high purity ger-
manium detector. The detector has a height of 70 mm. Thesadithe inner bore hole is
5.05 mm and the outer radius is 5fmm. At the ends the bore holes have a conical shape.
The detector has a mass of 1634.5g. It has an 18+1-fold segtiven see Fig. 11.1(a).

The p' electrodes on the outside are boron implants. The segmienpdaintation was car-
ried out by Canberra France. A single 5 mm thick segment, umeeted in the azimuthal
angle, on one side of the detector, defining the top of the deteutas created. The
remaining outer p layer is six-fold segmented ip and three-fold segmented m The
lower two layers have a thickness of.23 mm, whereas the third layer has a thickness of
18.33mm. The segments of the detector are not fully metalligady a circular area with
approx. 2 mm radius in the middle of the segment, is metalleaed available for contact-

ing.

The detector has a concentration of electrically activeuntigs, according to the crystal
manufacturer, betwegn= 0.44-10'%m~3 at the top ang = 1.30- 10%m2 at the bot-
tom of the detector. The core capacitance at different agiias voltages was measured
by Canberra France in Lingolsheim as shown in Fig. 11.2. Tpaatance decreases with
increasing bias voltage. It stops decreasing around +22pled to the core electrode
and stays nearly constant at higher bias voltages. Frormteasurement, the depletion
voltage was estimated to be 2250V and the operation voltageset to 3000V.
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Figure 11.1.: (a) Schematic drawing of the 18+1-fold segatémn of the detector. (b) The
segment numbering scheme.

11.2. Test Setup

The SuSie detector is fitted with a “Snap-Contacts” cable J[[L03e contact to the top
segment was made using a about 2 cm long metallic strip fix¢laetsegment. The read-
out cable was soldered to the metal strip. The position ofcthr@act is above the seg-
ment boundary between segment 10 and 11, at.Zbbe segment numbering is shown in
Fig. 11.1(b).

The detector was operated inside a conventional aluminyostat. Fig. 11.3(a) shows the
detector in its holder covered by a protective Teflon foileTdetector holder consisted of
three vertical copper bars, each connected to a copper lhapppressing on a Teflon plug
in the bore hole of the detector. The copper bars were sepbbgt120. The vertical bars
had a diameter of 5mm. The copper bars on top were 3 mm thick and wide.

The detector holder was wrapped in aluminum foil, which astsn infrared shield, see
Fig. 11.3(b). The detector was cooled via a cold finger dippéal liquid nitrogen. The
temperature of the detector was monitored using a Pt 108toesnstalled on the holder
of the detector, close to the cold finger. The operationaperature was betweenl70°C
and—160°C. The cryostat was pumped to a pressure of approximatell9’® mbar. The
test stand was located in an air-conditioned room, suchetihatonmental temperature and
humidity were controlled and stable.

The field-effect transistor (FET) for the core signal wasptainside the cryostat while the
FETSs for the segments were integrated in the pre-amplifigtsiae. The cryostat had four

92



11.2. Test Setup

400

350

300

Capacitance [pF]

250

200

150

100

|IIII|IIII|IIlllllllbllll?lllllll'lll

a
o

1000 2000 3000 4000 5000
Bias Voltage [V]

O

Figure 11.2.: Voltage dependence of the total detectoragimee as measured by Canberra
France.

feed-throughs. Two 7-channel feed-throughs were locatezhe side of the cryostat and a
9-channel feed-through and the high-voltage feed-thraugtihe opposite side. Segments
1-9 and segment 19, the Pt 100 and drain and feedback frorote&ET were connected
through the two 7-channel feed-throughs. Segments 10-18 eannected through the
9-channel feed-through. A schematic drawing of the feedtitphs is given in Fig. 11.4(a).
The cables inside of the cryostat were all unshielded.

Canberra PSC 823 pre-amplifier were used for all signals. Breefyment pre-amplifiers
were housed in two copper boxes next to the feed-throughseodryostat. The core pre-
amplifier was housed in an aluminum box, fixed to one of the eoppxes, see Fig. 11.5.
The cold FET of the core pre-amplifier was AC coupled whilesathments were DC cou-
pled, see Fig. 11.4(b).

A 75 MHz XIA Pixie-4 data acquisition system [109] (DAQ) witive four-channels mod-
ules was used to record data. For each event, the energyatichpulse shape informa-
tion for each channel can be stored. The energy in Analog gitdbiConverter (ADC)

counts,EiADC, is calculated for each channielfrom a trapezoidal filter applied to the
pre-amplified signals.

The test stand in its environment is shown in Fig. 11.5.
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11. The Special Detector Super Siegfried

Figure 11.3.: (a) Photo of the detector in its holder, modntethe cryostat on the base
plate and wrapped by a protective Teflon foil. (b) The deteatal holder
wrapped in an aluminum foil which acts as infrared shield.

11.3. Measurements and Data Sets

Measurements were performed to characterize the Superi8iedetector, to investigate
its surface properties and to verify the pulse shape simoulaescribed in Chapter 10.

Three different sources were used: a 50 Ko source, a 35kBE%®Th source and a
42 kBq1°%Eu source. If thé?8Th or the®%Co source were used, they were always placed
centrally above the cryostat pointing at the center of theaer. The'®?Eu source was
always collimated and used in different positions. Theig@tor consisted of a 2 cm thick
tungsten rod with a hole of 1 mm radius. THEEuU was used to perform scanning mea-
surements.

An event was triggered if the core signal exceeded a thrdstfa®?5 ADC counts, corre-
sponding to approximately 10 keV, in an trapezoidal trigijear. The DAQ read out core
and all segments simultaneously if an event passed theetrigdpst of the time, only the
time and energy information for each channel was stored (B@e&l For some measure-
ments, the pulse shape of all channels were stored addiji¢R& Mode). For all analyzes,
a threshold of 20 keV was applied to reduce trigger turn oece$t The recorded data sets
and their purposes are listed in Tab. 11.1.
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11.4. Monte Carlo Simulation
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Figure 11.4.: (a) Feed-throughs of the SuSie test stand. r@wi-9, channel 19, the
Pt 100, the test, feedback (FB) and drain (D) from the core wersmected
through the two 7-channel feed-throughs. Channels 10-18 w@mnected
through the 9-channel feed-through. (b) Schematics of itvet-end elec-
tronics.

11.4. Monte Carlo Simulation

A simplified version of the test stand geometry implemente@DML2.10.0.p01 was used
to generate Monte Carlo (MC) samples using the MaGe [96] fraoriew conjunction
with GEANT4.9.0.p01 [97,98]. The characteristics of the vacuum datagere taken from
a previous simulation of the same cryostat [110]. The vacayostat had a thickness of
2mm and was simulated as aluminum alloy. The tungsten catbmwvas assumed to be
100% tungsten.

The simulated crystal was a true coaxial detector and hazka0$i70 mm in height, an in-

ner radius of 5mm and an outer radius of 37.5 mm. The conia ehthe inner bore hole

were taken into account. The whole detector acted as actterral, no dead layers were
taken into account. The 19th segment has a thickness of 5 mdrtharlayer of segments
below the 19th segment has a thickness of 18.33 mm. The twer lawers had a thickness
of 23.33 mm.

The detector holder including Teflon plugs were simulatetth Wie opening angle between
the three copper bars on top being exactly°120
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Segment Pre—amplifier
Holder

Figure 11.5.: Test setup inside the laboratory. Indicatedtze cryostat, one of the boxes
containing segment pre-amplifiers, the box containing tire pre-amplifier,
the DAQ and the power supply for the pre-amplifiers.

Source| Type Purpose Mode
60 . estimate depletion voltage through

Co | Single bias voltage change from 0-5000V in 500V stepsET +PS
60 . calculation of resolution,

Co | Single segment to segment cross-talk correction PS
22 . calculation of resolution,detector

°Th | Single characterization, surface channel characterizatiolr%T +PS

. determination of crystal position inside cryostat

152

Bu | Scan z from side determination of segment boundariezidirection ET
152ey | Scan middle layer ipfrom side 32:5:2:2:::82 g; if)?srpa?r:x?sundanesgn PS
1522, | Scan 19th segment ipfrom side Calculatlon of rise times in segment 19 PS

characterization segment 19

52, | Scan 19th segmentgfrom top | estimated of dead layer thickness ET
I52E | Scan 19th segmentirfrom top | estimated of dead layer thickness PS

Table 11.1.: The recorded data sets, their purpose and thegalang mode, pulse shape
(PS) or energy and time (ET) are listed. The type of measunefisengle”
indicates that the source was centered on top of the cryastha single data
set was taken. “Scan” indicates that several data sets wiitbrdixed radius
and varying angle or height or fixed angle and varying radiesavwaken.
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11.5. Calibration and Cross-Talk Correction
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Figure 11.6.: Scatter plot of the energy in ADC counts seef%0o in segment 85°C,
as a function of the energy in ADC counts seen by the full deteEcore
Each dot corresponds to one event. Cross-talk between tdeotgachan-
nels of the core and segment 8 is visible as the slope of tleenhiarked
with c. For the explanation of “X” please refer to the text agp 100.

11.5. Calibration and Cross-Talk Correction

The electronics configuration as described in Sec. 11.2tsdauhe transmission of ampli-
fied core signals in close proximity to the transmission @maplified segment signals. The
energy in ADC counts in segmentB;°C, as a function of the core energy in ADC counts
E&Sfeis shown in Fig. 11.6. The core channel caused strong catissAto the segment
channels. Due to the cross-talk, an independent caliloratiall channels using known
photon lines in single segment events and under the assamygdtlinearity like,

E =S EAPC (11.1)
with Ej, i = corel,...,19, being the calibrated energy agdbeing the calibration factor
of channel, could not be carried out.

Since only core to segment cross-talk was observed but ratketlerse effect, it was not
necessary to determine a full cross-talk matrix. The calibn and cross-talk corrections
were carried out under two assumptions:
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S S e
EA°C/E

ADC
core

Figure 11.7.: Distribution oE{P¢/ESSfe Two peaks are clearly visible. The first one at
aroundkg = 0.04 corresponds to the cross-talk from the core to segment 8.
The other one aRg ~ 0.62 reflects the different responses of the read-out
chains.

* the core can be calibrated independently;
* the cross-talk from core to segments is always positive.

These assumptions can be expressed in two equations:

Ecore = Score: Effe (11.2)
E = EAPC.a —ESS%: bi, (11.3)

whereg; andb; are coefficients. The two casEs= 0 andE; = Ecoreyield two equations
andg andb; can be determined; then becomes

EAPC _ EADC

core’ Ki
. 11.4
R K Score (11.4)

Ei

with k; being the cross-talk correction coefficiert,= EAPC/EABS if E; = 0 and with

R = EAPC/ELSR if Ei = Ecore reflecting the different responses of the read-out chains.
The coefficientx; andR; can be obtained from th&AP¢/EASS spectra, shown for seg-
ment 8 in Fig. 11.7. The first peak BfP/ES5fe= 0.04 corresponds teg, the second
peak atExPC/EASFe~ 0.62 corresponds tRg. The core to segment cross-talk correction
factorsk; for all affected segments are given in Tab.11.2. The streingess-talk was
observed between core and segment 8. In general segmenethaannected to the same
feed-through as the core signal suffered most from coregmeat cross-talk, i.e. segment

8,9 and 19.
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segment 6 7 8 9 12 14 19
Ki 0.0043 0.0015 0.04 0.014 0.0028 0.0083 0.0278

Table 11.2.: Core to segment cross-talk correction faetofsr all affected segments.

Energy Segment 8 [keV]

UEE TN TS TN

b 500 1000 1500 2000 2500 3000
Energy Full Detector [keV]

Figure 11.8.: Scatter plot of the energy seen¥4o in segment 8 as a function of the
energy seen by the full detector. Each dot corresponds tceoeiet. The
same data as in Fig. 11.6 is shown but the energy calibratidrceoss-talk
correction was carried out according to Eq. (11.4). For gptamation of “X”
please refer to the text.
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Figure 11.9.: Segment energy sum decomposed into spedhralifferent segment multi-
plicities. (a) The uncorrected spectra are shown. Everits seigment multi-
plicitiesM > 1 have their peak mean value shifted to lower energies. (b) Th
same plot is shown with segment to segment cross-talk dameapplied.
The resolution is improved and the spectra have the samemeak value
for all multiplicities.

The energy in segment 8 as a function of the core energy aitdaration and cross-talk
correction is shown in Fig. 11.8. The energy calibrationkedrand the cross-talk was suc-
cessfully corrected.

Events with all energy deposited in segment 8 are locateti®unpper diagonal line. The
vertical lines corresponded to events where the full energgposited in the detector, but
only a fraction of that energy is deposited in segment 8. Tdrezbintal lines are events
where one of the tw8°Co photons is fully absorbed inside segment 8 and additiamal e
ergy is deposited elsewhere in the detector. The two lovagatial lines, marked with X,
correspond to events, where offf€o photon is fully absorbed inside the detector not in
segment 8, and additional energy is deposited in segmenb@eithe upper diagonal line
no events are expected, since it is unphysical that the sggmeeasured more energy than
the core. However, some events are located there and wilsbas$sed later in Chapter 14.

Direct segment to segment cross-talk not mediated by theeisarot taken into account by
the procedure described above. The sum of the energiessdgtientsy; Ej, for events
with different segment multiplicitiedyl, is shown in Fig. 11.9. Negative segment to seg-
ment cross-talk is seen. Single segment evevits(1) have the nominal peak position at
13325keV. The energy peaks of highkt events are non-Gaussian, are shifted to lower
yi Ei and the FWHM of the peaks is larger. The negative segment toesgigeross-talk is
also visible in events witivl = 2 when plotting the energy in segmeng;, as a function

of the energy in segment E;, see Fig. 11.10(a).
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Figure 11.10.: Events with multiplicitiv = 2. (a) Energy deposit in segment 5 and seg-
ment 6 and (b) segment 8 and segment 12. Each dot correspmoae t
event. The energy seen by each segment was divided by 138216 kor-
malize to the accordinf’Co gamma line. The correlation between energy
deposit in segment 5 and segment 6 exhibits cross-talk. Aibk dashed
line indicates where events with a total energy deposit 82BkeV were
expected to be without segment to segment cross-talk. Noegto seg-
ment cross-talk was observed between segment 8 and seginent 1

Negative segment to segment cross-talk can be correctad fioltowing way:

19
Eitrue _ Eimeas_|_ z Ejrneas 5”7 (11.5)
i#),]=1
where E!""® is the true energy deposited in the segmd&fte2is the measured energy
in the segment and;j are the cross-talk factors for cross-talk from segmeimto seg-
menti. Thedj; were obtained from events with multiplicit) = 2 and a core energy be-
tween (117324—1-0)keV < Ecore< (117324+1-0)keV corresponding to on€’Co
peak and betweefil3325—1-0)keV < Ecore< (13325+ 1-0)keV corresponding to
the other®®Co peak, wheres was obtained from a fit to the corresponding photon line
in the core energy spectrum. The segment energies of thésewere normalized by the
energy of the corresponding photon line. All possible corabons of normalized energy
deposits in segmenvs. segmenj were obtained. The unbinned data was fitted with a first
order polynomial to describe the correlation between tigensait energies. The factadg
were calculated using the functions as shown in Fig. 11.11.

The 5 E; spectra for differentM improved after the correction, see Fig.11.9(b). The
FWHM of the different multiplicity spectra before and afteoss-talk correction are given
in Tab. 11.3. The method yielded corrected segment to setgpeatra, shown in Fig. 11.12.
The method explained here gives compatible results as theochexplained in [111].
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Figure 11.11.: Schematic drawing explaining the extractd the segment to segment
cross-talk correction factor§j and dji. The data was fitted with a poly-
nomial of first order. The fitted function was used to calcaégt andd;;.

Multiplicity Mean™3fkeV] Meart"®keV] AE™®3jkeV] AE'® [keV]
all 133230+0.01 133266+0.01 523+0.01 462+0.01
1 133252+ 0.01 133252+0.01 354+0.01 354+0.01
2 133208+0.01 133258+0.01 636+0.01 468+0.01
3 132976+0.02 133262+0.01 950+0.04 579+0.01
4 132751+0.04 133258+0.01 1197+0.09 693+0.03
5 132498+ 0.37 133241+0.05 1504+0.37 854+0.11
6 132322+0.96 133270+0.14 1632+1.15 7.73+0.32

Table 11.3.: Mean value and energy resolutidg, of the peak in th&; Ei spectrum for
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different M for the 1332.5ke\?°Co peak beforemeas and aftertrue, seg-
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Figure 11.12.: Two segment events with energy deposit inségment 5 and segment 6,
(b) segment 10 and segment 18 and (c) segment 11 and segnadteriszg-
ment to segment cross-talk correction. Each dot correspptndne event.
The energy seen in each segment was divided by 1332.5 ke \friwative to

the correspondinf’Co gamma line. The thick dashed line indicates where
events from the 1332.5 ke¥?Co should cluster without segment to segment
cross-talk. The areas without events in (a) and (c) atEgvand lowEj1
values, respectively, and in (b) at Iduyg values are due to the fact that the
energy is shifted towards higher values during cross-tatkection, but the
DAQ did not record negative values for energies.
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Figure 11.13.: Voltage dependence of the sum of the segnas@ibe shifts at different
dates.

11.6. Basic Detector Properties

11.6.1. Leakage Current

The leakage current was monitored regularly using the lmeselependence of the DC
coupled segment pre-amplifiers on the bias voltage. Thessidre not calibrated; however
1 meV of shift corresponds to the order of one picoampere akdge current. The bias
voltage was ramped up in 500V steps. The sum of the baselifie ab a function of the

applied bias voltage for measurements at different timefigsvn in Fig. 11.13. A slight

increase in the baseline shift with increasing bias voltagesible and expected. Fig. 11.14
shows the baseline shift of the whole detector and segmentéd®time. No systematic

increase in leakage current with ongoing operation is eleskrimplying that no detector
damage developed. The variations can come from differesrtadipnal temperatures.
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Figure 11.14.: Sum of the segment baseline shifts and ghifteol9th segment as a func-
tion of days expired.
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Figure 11.15.: (a) Count rate of the core and (b) FWHM as a fanatf the bias voltage.
Error-bars are included but invisible due to marker size.

11.6.2. Bias Voltage

The count rate,i.e. the number of counts in a certain eneliggaw per time interval,
was extracted from thB’Co data sets at different bias voltages. The voltage depeaden
of the count rate of events under the 1332V peak is presented in Fig.11.15(a). Itis
clearly visible how the count rate increased with incregéimas voltage and then saturated
around 2500 V. Partially depleted semi-conductor detsdtave a reduced charge collec-
tion efficiency, therefore, the count rate rises until fudptetion is reached. The onset of
the plateau is consistent with a full depletion at 2250V asmeined in Sec. 11.1.

In Fig.11.15(b) the resolution (FWHM) as a function of the lggip voltage is shown.
Clearly visible how the resolution dropped with increasimdfage and stabilizes around
2500V when full charge collection efficiency at full deptetiwas reached.

11.6.3. Linearity

A linear detector response was assumed for the calibratsoribed in Sec.11.5. The
energies measured in ADC counts versus the energies of kpbaton lines in thé?8Th
spectrum including background are shown in Fig. 11.16(&g line represents a linear fit
to the data. The deviations from the fit , i.e. the residualgdrare given in Fig. 11.16(b).

11.7. Determination of Segment Boundaries
The segment boundaries were extracted from the count rdkee gfegments as a function

of the source position in azimuthal angleThe1°?Eu scanpfor the central layer and scan
zdata sets ap= 170° were used.
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Figure 11.16.: (a) Linearity and (b) the residuals of th@oese to lines in thé&®Th spec-
trum including background. The line in (a) represents thedr fit.

The count rate was calculated from the number of events uheet21.78 keV gamma
line of 1%2Eu. The number of events under the peak were calculated fréauasian plus
first order polynomial fit representing the photon peak arckgeound. The count rate for
core and segments as a functiongois shown in Fig.11.17. The count rate for core did
vary between 1.4 cts/s and 1.9 cts/s. No trend is visible.0&t 570" and 280 the count
rate dropped, because there the vertical copper bars oktkeetdr holders were partially
absorbing and scattering the photons.

The count rate of the segments was zero if the source was siigped in front of the
corresponding segment. It was around 1.6 cts/s if the sauasegpositioned in front of the
segment. The count rate was fitted with a box smeared with a<gaurepresenting the
size of the irradiated spot. Due to a lack of scanning pohitsrhethod did not succeed in
the precise determination of the boundaries.

Instead, it was assumed that the segment boundaries are abshiions where the count
rate dropped to half of the averaged count rate of the cestaal points in the segments,
omitting the scan points in front of a vertical holder barkisTjust corresponds to the sim-
ple geometrical picture of a source located exactly in fadrihe segment boundary.

The weighted-mean of the count rate of the central scan$wias calculated. A linear in-
terpolation was used to extract the positions where hali@fteighted mean of the count
rate were reached. These positions defining the segmentlanes are given in Tab. 11.4.
The uncertainties were estimated by varying the positionisthe weighted mean of the
count rates by their assigned uncertainties.
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Figure 11.17.: Count rate of (a) the core electrode and (lge¢benent electrodes as a func-
tion of the azimuthal angle. The count rate was extracted from the number
of events under the 121.78 ke\V?Eu peak. It dropped at 30170 and
280C°. The three copper bars of the detector holder absorbed iz sl
the low energy photons. The lines in (b) do not have any physieaning
and are only shown to guide the eye.

The 12178 keV photons from thé>?Eu source are not all absorbed right at the surface.
Therefore, the effect of the anisotropic drift of the chacgeriers inside the crystal can
effectively change the size of the segments from the geacae60°.

The segment boundaries in heigfare extracted in the same way, using #tszan data set.
The count rate as a function of source positioz is shown in Fig. 11.18. The position of
the segment boundaries in heighs shown in Tab. 11.5.

Segments @[] @[] @2 — 1]
1,4,7 22010 | 845+1.0 | 625+1.41
2,5,8 846+1.0 | 1425+1.0| 579+1.41
3,6,9 1422+1.0 | 19754+1.0 | 553+1.41

16,13,10| 198@4+1.0| 2542+1.0 | 560+1.41

17,14,11| 25£+1.0| 3150+1.0 | 608+ 1.41

18,15,12| 31H+10| 196+1.0 | 646+1.41

Table 11.4.: Segment boundarigsand ¢, in the azimuthal angle, extracted from the
count rate of segments 4,5,6,13,14,15. It was assumechthabundary posi-
tion in the azimuthal angleis independent of the z position.
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Figure 11.18.: Count rate extracted form the number of eventer the 121.78 keV
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rate is shown. The line in (b) is just to guide the eye and haghysical

)

meaning.

Segments Lower boundary [cm] Upper boundary [cm] Thicknesg
1,2,3,16,17,18 87+0.15 319+0.15 232+0.21
4,5,6,13,14,15 25+0.15 532+0.15 207+0.21
7,8,9,10,11,12 42+0.15 7.25+0.15 183+0.21

19 7.25+0.15 7.75+0.15 050+0.21

Table 11.5.: Segment boundaries in heightneasured for the segments 3,6,9,19. It is
assumed that the boundary positiorziis independent of the position.
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11.8. Spectra and Resolution

11.8.1. Energy Spectra

The energy spectra of tR€Co data set of core and all 19 segments are shown in Fig. 11.19.
The core spectrum is shown in the top left corner. The arnawege of the segment spec-
tra corresponds to the segmentation shown in Fig. 11.1(bg cbre spectrum shows the
typical ®°Co photon peaks at 1173.2keV and at 1332.5keV and the summzgiak at
2505 keV. The single escape peak (SEP) from the 1173.2 keValir662 keV is visible.
The SEP from the 1332.5keV line is hidden in the Compton bamkgt. There are gamma
lines from natural radioactivity in the surrounding, at 0@V, 1765 keV and at 2615 keV
from decays of the isotopé8K, 214Bi and?%8T|, respectively. In the segment spectra, only
the®9Co lines are visible.

Since the source was located above the cryostat, the botpen bf segments has the
fewest entries, but under the t#8Co peaks there are alwag¥10%) events.

11.8.2. Influence of the Read-Out Chain

The broadening of the spectral lines due to electronicseneas measured for each read-
out chain using a BNC PB-5 pulse generator connected to thimpegs of the correspond-
ing pre-amplifiers. Pulses with a rise time of 200 ns and aoch1€®0 Hz were used. When
connecting the pulser to a segment pre-amplifier, an indgrtdse was sent to the core
channel to trigger the DAQ.

The peak due to the pulser was recorded together wifiCa spectrum used for calibra-
tion. The core spectrum with the pulser induced peak at 1886& shown in Fig. 11.20.

It was fitted with a Gaussian plus first order polynomial. Tésotution was extracted from
the fit. It was 199+ 0.01 keV for the core, varied betweeril®+ 0.02 and 307+ 0.06 for
regular segments and was83+ 0.13 keV for segment 19. The resolution of each channel
is given in Tab. 11.6.

11.8.3. Energy Resolution of Core and Segments

Resolutions (FWHM) were extracted from fits of a first order polyial plus Gaussian
to the photon peaks. The resolution waB33t 0.02 keV at 1332.5keV for the core and
between 2.6 keV and 3.4 keV at 1332.5keV for the segments.rd$wution of segment
19 was 761+ 0.22 keV at 1332.5 keV. The resolutions for core and all segsard given
in Tab. 11.6.
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Figure 11.20.: Core spectrum of&Co source with an additional peak at 1286 keV from
a pulser signal applied to the test input of the core pre-di®pl The non-
Gaussian peaks 6fCo will be discussed in Chapter 14.

11.8.4. Energy Resolution as Function of the Measured Energy

The core resolution as a function of the energy is shown inHHig1. Data from th&°Co
and the??®Th data sets were combined.

The resolution as a function of the energy was fitted accgriaiieq. (7.10). The electronics
contribution was measured as explained in section 11.&1 Zi=ed in the fitting procedure.
From the fit a Fano factor of. 076+ 0.01 was extracted.

11.8.5. Energy Resolution as Function of the Azimuthal Angl e

The energy resolution at 121.78 keV as a function of the attiedanglep was extracted
from the1®?Eu scanning data set. The 121.78 keV gamma line was fittedax@aussian
plus first order polynomial and the FWHM was calculated for¢hee and the segments.
The result shown in Fig. 11.22.
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Segment Energy Resolution (FWHM) Resolution (FWHM) ResolutlewHM)
at 1332.5keV measured with Pulser corrected for electsonic
[keV] [keV] contribution [keV]
core 305+0.02 199+0.01 199+40.02
1 2.81+0.07 22240.05 172+0.05
2 277+0.07 249+ 0.05 1214+0.09
3 3.194+0.08 294+ 0.06 1244+0.10
4 2.6440.03 232+0.04 1264-0.05
5 2.96+0.04 266+0.04 130+£0.06
6 2.80+0.04 2424-0.04 198+0.06
7 3.12+0.03 2844-0.04 129+0.05
8 3.16+0.03 251+0.03 192+0.04
9 3.11+0.03 253+0.03 1814+0.04
10 3114+0.03 2474+0.03 189+0.04
11 26140.02 21940.02 142+0.02
12 3374+0.03 30240.03 150+0.04
13 323+0.04 275+0.05 169+ 0.06
14 271+0.03 230+0.04 14340.05
15 322+0.04 235+0.04 220+0.06
16 2804+0.04 22840.05 163+0.06
17 2504-0.06 22140.05 117+0.08
18 27040.05 2324-0.06 138+0.08
19 7.61+0.22 7.33+0.13 205+0.26

Table 11.6.: Energy resolution of all segments and the aetdctor at 1332.5keV. The
60Co source was located centrally above the cryostat. Theutisoimeasured
with a pulser connected to the test input of the correspanpie-amplifier is
given in the third column. In column four the energy resantcorrected for
the electronics resolution is given.

The resolution of the core at 121.78 keV is nearly constadtfluctuated around 1.5 keV.
The resolution of the segments differed from segment to segbetween 2 keV and 3 keV.
Within one segment the resolution was nearly constant.

As each segment is connected to a different read-out clirrantributions from the elec-
tronic is different for each segment. This dominates th&atian from segment to segment,
see Tab. 11.6.

11.8.6. Energy Resolution as Function of Height z

The energy resolution as a function of the source positiahenheightz was measured.
The source was positioned in the middle of the segmeaqt ithe position inz was varied
in 0.5cm steps.
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Figure 11.21.: Energy dependence of the detector. The Faantorfextracted from the fit
was= 0.17640.01.

The FWHM was extracted from a fit of a first order polynomial plaaussian to the
121.78 keV photon peak 6P2Eu. The FWHM is shown in Fig. 11.23(a) for the core and
in Fig. 11.23(b) for the four segments concerned.

The core energy resolution was, again, approximately 5Kbe energy resolution of
the segments differed from segment to segment between 2kd\3.8 keV. The energy
resolution of segment 6 measured in thecan and in the scan agreed within statistical
uncertainties. The resolution of segment 19 wa98 0.69 keV.
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11.8. Spectra and Resolution
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Figure 11.22.: The FWHM at 121.78 keV extracted from tFEu data set as a function
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electrode and (b) the segment electrodes as a function sbtiree position
in the heightz.
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11. The Special Detector Super Siegfried

axis | first extremum® | second extremunt] | third extremum f] | fourth extremum{]
(100 83.4 173.4 263.4 353.4
(110 38.4 128.4 218.4 308.4

Table 11.7.: Position of the extrema extracted from a fit ©10%— 90% rise time distri-
bution as a function of the azimuthal angle The minima correspond to the
axis (100 and the maxima correspond to the a{dd 0).

11.9. Pulse Shapes

Pulse shapes are the raw signals after pre-amplificatiomanerecorded with the DAQ in
PS-mode. An example of an 1408 keV single segment event fAAEa source positioned
at 120 is shown in Fig. 11.24. The core and segment five show a cldse pln segment
8, 9 and 19 the effect of core to segment cross-talk can be gesmall induced positive
pulse was recorded. Since the induced pulses correspoodedenergy less than 20 keV
the calculated energy in these segments were set to zeraorMinarges were visible
in segment one, two, three, four and 6. In segment 9 the ¢allsend a mirror charge
interfere.

11.9.1. Determination of Crystal Axes

The crystal axes were determined from the rise time didiohs of the pulses as a function
of the scanning angle.

The 12178 keV peak was fitted with a Gaussian plus first order polyabngingle seg-
ment events with a core enerdgore in the rangeEcore+ 30, with o as extracted from
the fit, were selected. The rise time from 10% to 90%EABPC was calculated for each
core and segment pulse. The resulting 109%0% rise time distributions were fitted with
a Gaussian. The mean of the Gaussian is plotted as a funétibe azimuthal angle and
is shown in Fig. 11.25.

The fastest drift of charge carriers inside germanium is@lihe (100 axis, whereas the
slowest drift is along thé1 1 0) axis (see Sec.10.4). Correspondingly, the shortest rige tim
is along the(100) axis and the longest along thi&1 0 axis. The 10%- 90% rise time as

a function ofp was fitted with

t10%-90% = @+ b-sin(c- @+d), (11.6)
wherea, b, d were free parameters andavas fixed to 4 to account for the 4-fold symmetry.
From the fitted function of the core the rise time minima ancima were extracted. The
position of the crystal axes is given in Tab. 11.7. Allowinitp be a free parameter in the
fit yielded only slightly different values for the crystales

116



LTT

‘JoUl0d

1ybu douigpPls!| pue pale|nojed alam salbiaus Bulpuodsallod ayl G

JuswBas Jo s|ppiw 8y} Ul ‘ HZT Jeduonisod e Je paredso| Sem 82IN0S NF,qp

oyl ‘Ajlsnosueynwiemcpuawbas 6T |[e pue 8109 wolj sadeys as|ind 'z’ TT 24nbBiq

i’: 2 Eseg0= 1408.3 keV Eseg5= 1408.8 keV Esegl0= 0.0 keV Esegl5= 0.0 keV
200 2000 19 Esegl= 0.0 keV Eseg6= 0.0 keV Esegll= 0.0 keV Esegl6= 0.0 keV
1500 1500 Eseg2= 0.0 keV Eseg7= 0.0 keV Esegl2= 0.0 keV Esegl7= 0.0 keV
1000 1000 Eseg3= 0.0 keV Eseg8= 0.0 keV Esegl3= 0.0 keV Esegl18= 0.0 keV
500 - o " Eseg4= 0.0 keV Eseg9= 0.0 keV Esegl4= 0.0 keV Esegl9= 0.0 keV

Tlus] Tlus]
) > > ) > >
< 2000 <2000 8 < 2000( 9 < 2000( < 2000 < 2000(
1500( 1500 1500 1500( 1500 1500
1000 1000 1000 1000 1000 1000
| e
° 3 ° 3 1 2 3 ° 1 2 3 ° 1 3 1 3
Tlus] Tlus] Tlus] Tlus] Tlus] Tlus]

570 57 5 570 57 57

< 2000 4 <2000 5 < 2000¢ 6 < 2000 < 2000 < 2000¢
1500( 1500 1500( 1500( 1500 1500(

1000 1000 1000 1000 1000 1000
3 3 — 3 Ot T 3 T 3
Tlus] Tlus] Tlus] Tlus] Tlus] Tlus]

5 5% S 5 5% 5

< 2000 1 <ZDUO 2 < 2000¢ 3 < 2000( < 20001 < 2000¢
1500( 1500 1500 1500( 1500 1500
1000 1000 1000 1000 1000 1000

3 3 . 73 T2 3 T 3 T 3
Tlus] Tlus] Tlus] Tlus] Tlus] Tlus]

sadeys esind ‘61T



11. The Special Detector Super Siegfried
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Figure 11.25.: 10% 90% rise time of (a) the core and (b) the segment signals axcadn
of the angular position of th&2Eu source. The positions of the segment
boundaries are indicated by the dashed lines.
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12. Verification of the Pulse Shape
Simulation

The pulse shape simulation described in Chapter 10 needsverified before its predic-
tions can be trusted. The various steps of the simulatioe kabe separated as much as
possible. Unfortunately, the electric field itself cannetrbeasured. Thus an experimental
verification is impossible. Therefore, the iterative agmto adopted was tested against an
analytical calculation for the simple case of a radial fieldated for a constant impurity
densityp.

The only measurable objects are the pulse shapes producadibtector under certain
conditions. The verifications process can only rely on camspas between measured and
simulated pulses where the experimental conditions habe timulated as well as possi-
ble.

As there are many parameters influencing the simulationgdlaéis to determine whether
the different contributions can be distinguished.

12.1. Comparison Between Analytical and Numerical
Calculation of the Electric Field

The simple case where the electric field is calculated fomstamt impurity densitp, can
easily be solved analytically. The numerical method déscrin Chapter 10 was tested on
a 100x 100x 100 grid against the analytical soluti@xnagin the range of impurity den-
sities fromp = 0cm 3 to p = 0.83- 10'%cm2. This represents a reasonable range for the
detectors in question. The maximum deviation in field sttemeas below 1 % in all cases.

The resulting radial field fop = 0.62- 101%cm~2 is depicted in Fig. 12.1. The shapes and
magnitudes are in good agreement. Only small difference®lbserved. The numerical
results forE(r) has an inflection point atclose to the outer surface. The analytical solu-
tion does not have this inflection. However, the effect islkma

The deviation iSEana— Enum)/Eanain % shown in Fig. 12.2. The deviation decreases

from inside out, but for the point at the maximal radius. Theximum deviation occurs
at the outer edge of the detectorrat 37.5mm. This is due to the procedure employed

119



12. Verification of the Pulse Shape Simulation
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Figure 12.1.: Radial electric field strength as a functiorhefrtadius, calculated (a) analyt-
ically and (b) with the method of Successive Over-Relaxation

where the electric field is derived from the potential ingddéwith a three point estimation,
which cannot be applied at the boundaries.

12.2. Influence of the Impurity Density on the Pulse
Shapes

Two simulations were carried out with the detector axis fiaedording to Sec.11.9.1, i.e.
the (100) axis atg= 3534° and the(110 axis atgo= 38.4°. The impurity densities in the
two simulation werep = 0.83- 101%cm~2 andp = 0cm 3. The applied electrical potential
was 3000V.

Pulse shapes were simulated for single energy depositsaafi@srofr = 37.4mm, close
to the detector boundary, for varyimg The impact of any impurity density change is ex-
pected to be large since the drift length of the electrongl@the detector is maximal. For
each pulse the 10%-90% rise time was calculated.

In Fig. 12.3 the negative core and positive segment pulgehéosingle energy deposit at
@= 350 and@= 40° are shown. The two positions were chosen since these arotdest
position with data to thé100) axis and(110) axis.

The amplitude, the time and the radiusre implicitly connected through the Shockley-
Ramo Theorem Eq.(7.7) and Eq.(10.12). The amplitude is lzdbml at each time step
with the Shockley-Ramo Theorem, using the weighting poédstivhich are position de-
pendent. The position depends wfm) which depends oi(r). Thus, the shape d(r)
influences the pulses shapes. per 0.83-101%cm3, at larger, the radial electric field is
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12.2. Influence of the Impurity Density on the Pulse Shapes
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Figure 12.2.: Relative difference between the radial eledields calculated analytically
and with the method of Successive Over-Relaxation.
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Figure 12.3.: Induced pulse shapes of the core (negatige pahd segment (positive pulse)
at (a) = 350 and (b)@ = 40° at an impurity density op = 0cm 3 and
p = 0.83-10%m 3, caused by a single point-like charger at 37.4 mm.
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12. Verification of the Pulse Shape Simulation

E(r) > 150 V/mm. Itis small at smal, see Fig. 10.3. The difference in the weighting po-
tentials of holes and electrons give the induced pulse madmi see Eq. (7.7). Therefore,
the core pulse drops quickly and the segment pulse shapequsekly. At smallr, E(r) is
very low and thuw(r) is low. Therefore, the pulse is very long and has a small slope

The situation is opposite in a detector wjth= 0cm 3. The fieldE(r) is low at larger
and increases with decreasingThus, thev(r) of the electrons and holes is low at large
r and the difference in the weighting potential of electrond &oles is growing slowly.
The amplitude of the pulse increases slowly. At low(r) increases and the difference in
weighting potential between electrons and holes is inangasapidly, yielding a sharp end
of the pulse.

The 100% rise timet99%, of the pulses is different. Ap= 350, along the(100 axis,

at an impurity density op = 0cm2 (p = 0.83- 10'%cm~3) the rise time i8100% = 329 ns
(t100%— 396 ns). Along the110) axis atg = 40° the rise time ig19°% = 349 ns {00% =
418ns). The difference at fixed impurity density and différposition is caused by the
longitudinal anisotropy, and is of the order of 20ns. Thdedé@nce at fixed position is
caused purely by the difference in the impurity densitys |Ifor these extreme cases, of the
order of 70ns.

The 10%-90% rise timeg;10%-°0% as a function of the azimuthal angieis shown in

Fig. 12.4. The 10%-90% rise time was chosen since it is thedypariable to describe the
pulse length. In datg!®% cannot be determined due to noise. The sinusoidal pattern in
the t10%-90% distribution is caused by the longitudinal anisotropy, ¢thgstal axes effect.
The change of the 10%-90% rise time due to the longitudinslcéiopy is of the order of
20ns. The difference in thg9%-20% distribution due to the different impurity densities is
large, approximately 60 ns or about 20%.

12.3. Full Spatial Simulation vs. Single Energy Deposit

To answer the question, whether the data can be compared gntiple scenario of one
point-like charge or whether the actual spatial distrifmutof interactions is needed, the
results from the previous scenario were compared with te&oim thel®>?Eu case.

A simulation was carried out for photons with an energyEpt= 12178 keV. The inter-
actions of the photons were simulated using®k. The pulse shapes of single segment
events, i.e. events where all energy is deposited in oneaggnvere added and normal-
ized yielding a single averaged pulse shape.

The difference between the pulse shape from a single enegysit and the average pulse
shape from the energy deposits of photons V#ijh= 12178keV is shown in Fig. 12.5.

122



12.4. Comparison Between Simulated and Measured Pulses
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Figure 12.4.: 10%-90% rise time of the pulses as a functitheéngle: (a) fop = 0cm 2
and (b) forp = 0.83-10'%cm 3 for a single point-like charge at=37.4 mm.
Observe the different scales on the Y-axes.

Pulse shapes from many interaction positions are repesémthe single averaged pulse
shape (see Fig. 10.5 for the change of the pulse shape dapemdithe interaction posi-
tions). Therefore, the clear features of the pulse shape fin@ single energy deposit were
smoothed. The full rise time of the pulses is the same. Howélre 10% and 90% rise
time is different.

In Fig. 12.6 the averaged pulse shapes are shown for coreegmiesit ap = 0cm 2 and

atp = 0.83-10°%cm~3. After averaging the difference in the shapes is still dieisible.

In the t10%-90% distribution extracted from the averaged pulses, see Bi@, the effect
of the longitudinal anisotropy is still present. The diéface in thet10%-90% distribution

between the pulses simulated from an electric field with irtpwensity ofp = 0crm 3

and ofp = 0.83- 10'%cm3 has decreased from about 70 ns to 26 ns.

The significant differences between the results for the &mppint-like charge and the
152Ey scenario imply that the data has to be compared to the geersimulated pulse
from the®2Eu simulation, tanking into account all interaction pasis.

12.4. Comparison Between Simulated and Measured

Pulses
The pulse shape simulation as described in Chapter 10 reqojat parameters like as-
sumptions about the mobility of the charge carriers and xaetedistribution of the active

impurity densityp(r), as well as the relative position of the crystal axes witipeesto the
segment boundaries.
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12. Verification of the Pulse Shape Simulation
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Figure 12.5.: Comparison of the core pulse shapes from aesamgirgy deposit (solid line)
and from theEy, = 12178 keV photons averaged pulse shape (dashed line) (a)
for p=0-10%m2 and (b) forp = 0.83-10%cm 3.
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12.4. Comparison Between Simulated and Measured Pulses

Deviations between simulated and measured pulses cardagde imperfect input regard-
ing all of these detector characteristics.

The data used was taken with a well understood detector, sgg€i 1 and 14. The impu-
rity density of that detector was betwepr= 0.44-101%m3 andp = 1.30- 10%cm3 at
the top and at the bottom of the detector, according to theufaaturer. According to mea-
surements the SuSie detector was fully depleted at 30004, plcan only vary between
Ocm 3 and 083-10%cm 3. The crystal axes were determined previously, see Sec111.9

Unfortunately, it is impossible to create point-like chesgnside the detector to verify the
radial dependence as shown in Section10.6. The best deadabrce to produce well
located charge deposition wa&Eu. The linear attenuation coefficient of the 128keV
photon line of'>?Eu in germanium igi12178 = 1.9252cm 1 [112)].

12.4.1. Data Selection and Preparation

The data sets from th®2Eu scan, see Tab. 11.1, of the middle layer were used. Events
were selected if the following requirements were fulfilled:

1. the event was a single segment event and the event was sedineent where the
source was located in front of;

2. the core energy was 117 keVEcore< 125keV;

3. the difference between core and segment en&gwas|Ecore— Ei| < 5keV.

The peak to background ratio in each data set was better thamafier the selection cuts.

It was not possible to compare single data pulses to the atronldue to noise levels and
the uncertainty on the interaction position, see sec. IPh@refore, pulses were averaged
in the following way.

The time shift of the core pulses due to the sampling of the (3 estimated and was
found to be less than 13 ns. Thus, no time shift correctionapgdied. The baselines of
the selected pulses were removed and the pulses were noethahd added.

Averaged data pulses were obtained for the core and for tiraesg for each scan point.
The averaging reduced the noise. More than 600 individuakemhapes were summed up
at each scan point.

A linear interpolation between the averaged data pointsapgdied to re-sample the av-
eraged data pulses at a 1 GHz sampling frequency. An uneigriaithe pulse amplitude
for each sampling point was estimated using the baselingegitlses. The deviation from
zero in the first 500 ns was calculated. The resulting digtion was fitted with a Gaussian.
The full width half maximum from the fit was assigned as theautainty at each sampling
point.
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12. Verification of the Pulse Shape Simulation

12.4.2. Pulse Shape Simulation

The Monte Carlo simulation of photons with enerly = 12178keV as described in
Sec. 12.3 was used. Photons were simulated in steps’ @ft%6- 0.

In the pulse shape simulation tkE00) axis was set to 88° and the(110) axis was set to
38.4°, as for the SuSie detector, see Sec. 11.9.

Several electric fields with different impurity densitiesn® calculated. The impurity den-
sity was uniform throughout the crystal. It was changed épstbetweep = 0cm 3 to

p = 0.83-10%m3. For each electric field the same simulation was carried dihie
pulses were simulated with a sampling frequency of 1 GHz.

The pulses from the simulation were normalized and adddutvé same requirements as
for the data pulses. Here, single segment events weresglaiteér pulse shape simulation.
This implicitly takes the influence of the crystal axes intc@unt.

A simple model for the pre-amplifiers was used. A fixed decaetbdf 5Qus was added
to the averaged pulse shapes. Furthermore, each averadgedyas modified to take into
account different bandwidth BW ~ 1/(2rmt- 1), of the transmission, whereis a time
constant.

12.4.3. Comparison Between Data and Simulation

The averaged data and averaged simulated pulses were @ahipafitting the simulated
pulses to the data pulses using,

Cmeas{t) =A. Csim<t/TscaIe+ TO>7 (12-1)

whereA is an amplitude scale factdfg describes the time offset affg.4eiS a time scal-
ing factor. Thus, dgcae< 1 implies that the simulated pulse was stretched Bage > 1
implies that the simulated pulse was compressed.

The simulated averaged pulses with differentere fitted to the averaged data pulses for
each scan angle. The per degree of freedony?/ndf, of the fit to the core pulse as a
function of the azimuthal scan angfeand as a function of the simulated time constant
for an assumed impurity density pf= 0.6- 101%cm~2 is shown in Fig. 12.8(a). The?/ndf

as function of the angle did not exhibit any correlation bewy?/ndf and segment bound-
aries or crystal axes.

The sum of allx?/ndf values over all 36 angleg,q,xz/ndf was calculated. It is shown in
Fig.12.8(b). The minimum was @(pxz/ndf: 2622. The best simulated was 35 ns,
corresponding to a bandwidth BWV =~ 4.5 MHz. The best was also estimated for all seg-
ment pre-amplifier. The best bandwidth for the segmentsa@from 1.8 MHz to 2.9 MHz.
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12. Verification of the Pulse Shape Simulation
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function of the impurity density used to calculate the eledield that was
used to simulate the pulses.

The previously described procedure was repeated for thelaied range irp. The min-
imum z(pxz/ndf as a function of the impurity density is shown in Fig. 12.Bhe best
impurity density wag = 0.6- 101%cm3. The impurity density op = 0.6-10%cm~3 is

in the range of the impurity density given by the manufaatufeurthermore, it is close
to the impurity density opgep| = 0.62: 10%m~2 extracted from the depletion voltage
measurements.

The 36 averaged core and segment pulses as well as the fittetht#d pulses are shown

in App. B. The pulses at®0and at 40 are shown in Fig. 12.10. The visual agreement be-
tween the simulated and the data pulses is good.xFliedf = 2.5 at@ = 0° for the core
pulse and?/ndf = 1.2 for the segment pulse. At= 40", the core pulse shape seems well
described, but thg?/ndf = 3.27. The simulated segment pulse visually deviates from the
data pulse. Thg?/ndf is 14.3.

The averagg?/ndf for the core pulses ig?/ndf = 7.3 and the one for the segment pulses
is x?/ndf = 5.9. The relatively largeg?/ndf values could be due to an underestimation of
the noise level.
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12.4. Comparison Between Simulated and Measured Pulses

The biggest deviation between simulated and data pulseg®et the beginning of the
pulses. The averaged data pulses rise steeper at earlythiarethe simulated ones.

The biggest disagreement between pulses was in segmentrtour30 to 90°. Since the
distorted segment pulse shape occurred only in segmenafalwas the same throughout
the segment and the core pulse shape was not affected,etistbit the simple model for
the pre-amplifier is not sufficient here.

The Tscale factors for the core pulse, fgg = 0.6-101%cm3 and 1 = 35ns is given in
Fig.12.11(a). Thdgcqefactors for the segments are given in Fig. 12.11(b).

In general,Tscale~ 0.9 had to be applied to the simulated core pulses to match tfae da
pulses, i.e. the simulated pulses had to be stretched byt 468t TheTgc4 factors for
the simulated core pulses varied as a function of the aziahatigle. These variations are
expected. In Fig. 11.25(a), the 109090% rise time as a function of the azimuthal angle
was shown. Fronp= 30° to @ = 90° the 10%— 90% rise times were longer than expected
from the pure drift anisotropy effect. These longer 16%0% rise times are represented
in the smaller time scale factors, since these pulses hagl strétched more.

The segmentscgefactors are in general larger than one, meaning that thelgietlpulses
had to be compressed, by about 5%. The segment time scaleyagations are explained
in the same way as before for the core. For example, all 2@ rise times in segment
15 were larger than expected from the fit to data, see Figh{i)2Therefore, the simulated
pulse had to be longer than the other segment pulses. Tlusitl scale factor is lower
in segment 15 than in the other segments.
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12. Verification of the Pulse Shape Simulation
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Figure 12.10.: Comparison between the averaged data pllsek Solid line) from the
12178 keV peak of°?Eu and the averaged simulated pulses from photons
with E, = 12178 keV (red dashed line) left for the core electrode and right
for the segment electrode @t= 0° (top) and atp= 40° (bottom).
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12.4. Comparison Between Simulated and Measured Pulses
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Figure 12.11.Tscqefactors for (a) the simulated averaged core pulse and (lyithelated
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12. Verification of the Pulse Shape Simulation

12.5. Conclusions and Outlook

The agreement between analytical and numerical calculafithe radial electric field was
good. The accuracy of the field calculation is sufficient far pulse shape simulation.

In order to compare simulation to data the distribution efititeractions inside the detector
have to be taken into account and the correct impurity dghsi$ to be estimated.

The bandwidth at which the simulated core pre-amplifier fé& tfata best is 4.5 MHz.
For the simulated segment pre-amplifiers, it varies betwe8iMHz for segment 15 and
1.8 MHz for segment five and six.

The best agreement between data and simulated pulses wakféoan electric field with
p=0.6-101%m3. The impurity densitypgep = 0.62- 10%m~3, calculated from the
depletion voltage of 2250V confirms this

The agreement in shape between the data and the simulatsb psireasonable. To im-
prove the simulation, a measured pre-amplifier transfectfan should be applied to the
simulated pulses instead of a simple pre-amplifier modelditkzhally, the use of time
shift correction for the data pulses, or the simulation wigtishift in the simulated pulses
could help to improve the agreement between data and siomlat

The overall length of the pulses had to be adjusted. The ateaicore pulses were 10% too
short and the segment pulses 5% too long. That could indibatehe mobilities assumed
are responsible. The mobilities for holes and electronsliffierent and vary depending on
the model. To account for the differences in rise time uskregdlectric field, the electric
field has to be larger than simulated at small radii and sm#dkn simulated at larget.
Then also the shape of the pulse would change.

132



13. Pulse Shape Simulation of Special
Cases of the Impurity Density
Distribution

While the simulated pulses describe the observed pulsesnalaly well, there is still room
for improvement. The assumption of a homogengwissvery restricting. Radial changes
in the impurity in germanium crystals have been observed][10he question is whether
such an impurity gradient changes the pulses significalmtlgddition, deviations of the
dependence of the rise time from the expected behaviour these observed [108]. Cut-
ting a detector with an offset from the crystal center, aabidnpurity density gradient can
be transformed into an effectiggdependence.

A SuSie type detector was simulated, i.e. th€0 axis was set t@p = 3534° and the
(110) axis was set t@p= 38.4°, see Sec.11.9.1.

Two cases were simulated. The pulse shapes from a pointh&eye ar = 37.4 mm and
the realistic case of pulse shapes from photons &jth 12178 keV.

13.1. Radial Change of Impurity Density

Pulses were simulated using an electric field with an impuaénsity ofp = 0.6- 101°cm™3
and with an electric field witlp = 0.6-10%cm=2 at r = 5mm linearly decreasing to
p = 0.14-10%cm2 on the detector outside at= 37.5 mm.

The radial electric fields are shown in Fig. 13.1. For the hgemeoup = 0.6- 10%cm3,
E(r) =135 V/mm on the outside, dropsidr) =67 V/mm atr = 10 mm and rises back up
to E(r) =80 V/mm atr =5 mm. In contrast the radial electric field with the radial umipy
density gradient is nearly constant throughout the detedtb E(r) = 85 V/mm and only
rises close to core electrode of the detector to neafty = 140 V/mm.

The simulated pulse shapes from a point-like charges ddfahe two cases, see Fig. 13.2.
The initial drop of the core pulse is steeper o const, since the radial electric field is

higher on the outside. For the radially varying impurity siey) the E(r) is larger close to

the core electrode. Therefore, the pulse has a more proadunmover towards the end
of the rise time and has a shorter total rise time.
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13. Pulse Shape Simulation of Special Cases of the ImpurinsiDeDistribution
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Figure 13.1.: Radial electric field (a) for a homogenepus0.6- 101°%cm 2 and (b) for an
impurity density ofp = 0.6-101%cm™3 atr = 5mm and linearly dropping to
0.14-10%%m3 atr = 37.5mm.

The 10%-90% rise times, see Fig. 13.3, differ by about 10n4%e, and as expected the
10%-90% rise times for the pulses calculated with the radiplrity density gradient are
shorter.

The result for the averaged pulse shapes from photonskyith12178 keV are shown in
Fig. 13.4. The distinct features of the pulses are averagedlde difference in the 10%-
90% rise time distributions, shown in Fig. 13.5, is reduaedliout 6 ns or approximately
2.5%. The mechanism shortens the rise times in the core.ifftudeded pulses in the core
were too short already. Thus the mechanism does not acamuthief need of dgcqe~ 1.
Furthermore, fitting the pulses to data increasefiedf values. An opposite gradient of
the impurity density was also evaluated. Fitting the pulsefata also increased tlgé/ndf
values.

134



13.1. Radial Change of Impurity Density
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Figure 13.2.: Pulses of the core and the segment electrode drsingle energy deposit
atr = 37.4mm at (a)g = 350° and (b) @ = 40° at an impurity density
of p=0.6-10%cm3 and p=0.6-10°cm™3 at r = 5mm decreasing to
p=0.14-10%m3 atr = 37.5mm.
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Figure 13.3.: 10%-90% rise time of the pulses from a sing&@ndeposit at = 37.4 mm
as a function ofp. (a) forp =0.6-10%cm 23 and (b)p = 0.6-10%cm3 at
r = 5mm decreasing tp = 0.14-101%cm=2 atr = 37.5mm.

135



13. Pulse Shape Simulation of Special Cases of the ImpurisiDeDistribution
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Figure 13.4.: Induced averaged pulse shapeBfer 12178 keV for the core and segment
at (a)¢= 350 and (b)p= 40° at an impurity density op = 0.6-10*0cm—3
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Figure 13.5.: 10%-90% rise time of the averaged pulses friootqm withE, = 12178 keV
as a function ofp. (a) forp = 0.6-10°%cm~23 and (b) forp = 0.6- 10*%cm—3
atr = 5mm decreasing tp = 0.14- 10°%cm~2 atr = 37.5 mm.
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13.2. Radial and Azimuthal Change of Impurity Density
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Figure 13.6.: (a) Impurity density gf = 0.67-10'%cm~2 in the center of the germanium
crystal, which has an offset to the detector center of 1 cne. ififpurity den-
sity is assumed to drop linearly o= 0cm 2 at the far side of the detector.
(b) The corresponding electric field.

13.2. Radial and Azimuthal Change of Impurity Density

The electric field for g distribution withp = 0.6-10°%cm~23 atr = 5 mm decreasing to
p=0.14-10%m 3 atr = 37.5mm was calculated. The field for the same impurity gra-
dient but with an additional offset of the detector to thestay center ok = 10 mm was
calculated. The impurity density distribution and the &g E(r) are shown in Fig. 13.6.

The pulse shapes from the point-like chargespat 350 and ¢ = 40° are shown in
Fig. 13.7. The longitudinal drift anisotropy is visible. &t= 350 the core rise time is
about 13 ns shorter than @&= 40°. The pulse shapes for an offsetgrdiffer visibly from

the ones for radial change only. TEér) for a radial impurity density change only, is larger
in the positive x hemisphere at largeTherefore, the increase in the amplitude is stronger
at early times.

This is not true in the negative x hemisphere. In Fig. 13.8itigkeiced pulse shapes for
energy deposit ap= 0° andg@ = 180" are shown. The largest effect due to the offset in
p is expected for these opposite sides.@At 180, E(r) is larger at large in case of an
offset, but on the inside, close to the inner electrode thetet field is smaller. Therefore,
the rise at early times is faster, but at late times it is skwegh that the santg®°%= 298 ns

is observed. At Dthe rise time i41°°% = 300 ns, i.e. the change caused by the difference
in impurity density form “left-to-right” is 2 ns.
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13. Pulse Shape Simulation of Special Cases of the ImpurisiDeDistribution
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Figure 13.7.: Induced pulse on the core and segment elestiodm a single energy de-
posit atr = 37.4mm at (a)p= 350" and (b)p = 40° with an radial impurity
density change frorp = 0.6- 10'%cm 3 atr = 5mm top = 0.14- 10*0cm—3
atr = 37.5 mm and same impurity density, but with an offset of 1 cm.

The difference in shape is also represented infft&-90% distribution, shown in Fig. 13.10.
The 10%-90% rise time for the radial and azimuthal impuriysity change, exhibits the
longest 10%-90% rise time at 220Compared to the 10%-90% rise time af 40changed
by 4 ns, or by 1.6%.

Repeating the simulation with the photons of enelfgy= 12178 keV and averaging the
pulses, the previously visible difference in rise time gig@ared. The averaged segment
and core pulse shapes até&nhd 180 are shown in Fig. 13.11. The small differences in the
pulse shapes from a single energy deposit were averagetiloil0%-90% rise time dis-
tributions are given in Fig. 13.12. Again, the difference\pously observed was averaged
out.
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13.2. Radial and Azimuthal Change of Impurity Density
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Figure 13.8.: Induced pulse shapes of the core and segneeitrtaele from a single energy
deposit at = 37.4 mm at (a)p= 0° and (b)p= 180 with an radial impurity
density change frorp = 0.6-10'%cm 2 atr = 5mm top = 0.14- 10*°cm—3
atr = 37.5mm and same impurity density, but with an offset of 1 cm from
the detector center.

_ 325p _ 325¢
[%] |- (%) |-
£ = £ =
g 320 g 320
S L =} L .
— C - C °
o r [} C °
g 315 E L] ¢ L] ¢ L] ¢ L] * E 315 E ° L] ° L] ° L] L]
- = 3 . ° ° = - e L]
g _r 8 r .« °
= 310 e . . . = 310— . . . .
E L] L] L] L] E L]
C Ceo .
305 305~ . . .
| L] L] L] = L] L]
E E .
= L] L] L] L] = L]
3001~ 3008~ R )
> L] L] L] = L] L] L]
r . . . r . .
295— 295[—
290:”\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ 290:\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
angle [degree] angle [degree]
(@) (b)

Figure 13.9.: The overall rise time of the pulses from a @mglergy deposit at= 37.4 mm
as a function of the angle. In (a) for a radial impurity depsihange from
p=0.6-10m "2 atr =5mm top = 0.14- 10*°cm=3 atr = 37.5mm and
(b) for the same impurity density, but with an offset of 1 cionfrthe detector
center, yielding a radial and azimuthal impurity densitgate.
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13. Pulse Shape Simulation of Special Cases of the ImpurisiDeDistribution
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Figure 13.10.: 10%-90% rise time of the pulses from a singéegy deposit at=37.4 mm
as a function of the angle. In (a) for a radial impurity depsthange from
p=0.6-10m2 atr =5mm top = 0.14-101%cm3 atr = 37.5 mm and
(b) for the same impurity density, but with an offset of 1 corfrthe detector
center.
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Figure 13.11.: Induced averaged pulse shapes of the coresegrdent electrode form
photons with an energfg, = 12178keV at (a) 0 and (b) 180 with an
radial impurity density change from = 0.6-10°cm3 atr = 5mm to
p=0.14-10%m3 atr = 37.5mm and same impurity density, but with
an offset of 1 cm from the detector center.

140



13.2. Radial and Azimuthal Change of Impurity Density
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Figure 13.12.: 10%-90% rise time of the averaged pulses fpbotons with an energy
of E, = 12178keV as a function of the angle. In (a) for a radial impurity
density change fromp = 0.6- 101%cm—3 atr =5 mm top = 0.14-10'%cm3
atr = 37.5mm and (b) for the same impurity density, but with an offset
of 1 cm from the detector center, yielding a radial and azirauimpurity
density change.
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13. Pulse Shape Simulation of Special Cases of the ImpurisiDeDistribution

13.3. Conclusions

Compared to a uniform impurity density pf= 0.6-101°cm~3, a radial change in the im-
purity density fromp = 0.6- 101%cm~3 atr =5 mm top = 0.14- 101%cm~3 atr = 37.5mm
yields effects on the pulse shapes of about 10 ns, or 4%.

The previously observed change in rise time as a functioheazimuthal angle of about
2.5% [108], cannot easily be explained by a change of the imypdensity as a function
of the azimuthal angle. Even though the total rise time sheffects of the right order of
magnitude, this gets washed out by the averaging proceskysaphere. The previous
analysis [108] used another analysis procedure which nuigggerve the effect. Another
explanation for the effect would be a change in the crystaperature between the different
measurements, see Eq. (7.5).
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14. The Top Surface

The top segment of the Super Siegfried detector was studieecelly using several ra-
dioactive sources. The data sets were introduced in Chahtditie results of these mea-
surements are presented in this chapter.

14.1. Resolution and Count Rate

The FWHM of the 121.78 keV photon peak as a function of the athaiwangle @, from

the side scan with th®Eu source, see Tab. 11.1, is shown in Fig. 14.1 for core and seg
ment 19. The FWHM was extracted from a fit of a first order polyr@mlus a Gaus-
sian to describe the spectrum. The FWHM of the core variedrardul keV. Between
210 < @< 260 it was significantly worse, about8+0.2keV. The reason for that is
unclear. However, it is interesting to note that this is appnately the region where the
contact of segment 19 was made, see Sec.11.2. The resatitl@i.78 keV of segment
19 varied between.B+ 0.4 keV and 96+ 0.9 keV.
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Figure 14.1.: FWHM extracted for the 121.78 keV line'®fEu as a function ofin (a) the

core and in (b) segment 19.

The count rate calculated for the 121.78 keV peak®4Eu as a function ofp is shown in
Fig.14.2. The count rate of the core was constant at aboutts/ It dropped at 50
170" and at 280 where the vertical bars of the detector holder were locafdbevents
were triggered using the core signal. In an ideal case alitevia the core peak should

143



14. The Top Surface
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Figure 14.2.: Count rate extracted for the 121.78 keV liné®3Eu as a function ofp in
(a) the core and in (b) segment 19.

also fall into the segment peak. However, the count ratedmp#ak was significantly lower
in the segment. In addition, the count rate rose frafcs/s at 0 to 1cts/s at 180and
then dropped again. The count rate of the segments belowesedr® showed the opposite
behavior, see Fig.14.3(b). The scanning device or the tetetside the cryostat must
have been tilted such that the beam spot covered a fractithre glegments below segment
19. The count rate in the segments below was always lowerttigaoount rate in segment
19. The sum was approximately constant 4t $eeFig. 14.3(b).
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14.1. Resolution and Count Rate
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angles) .
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14. The Top Surface

14.2. Long Rise Times

Single segment events in segment 19 with a core energy o78215 keV were selected
from the same side scan data. The 10%-90% and 10%-30% riss @% defined in
Sec.11.9.1 were calculated for the core and segment 19. 0%e9D% rise time distri-
butions at eaclp are shown in Fig. 14.4 and Fig. 14.5 for core and segment 18 .bldctk
histogram represent the 10%-90% rise times calculated/érts in the 121.78 keV photon
peak. In addition, events with a core energy of 135ke¥core< 145keV were selected.
Their 10%-90% rise times are given as the red histograms.rddhéistograms were nor-
malized to the number of background events in the respetfia 8 keV peaks. The rise
times of these events should be similar to rise times of tlikgraund events. They are
not concentrated near the surface as they are dominated bgt@oscattering of photons
with higher energies.

The 10%-90% rise times of the core pulses range from appuaieiy 150 ns to about
300 ns. The distributions for background events did not ghasgnificantly for different
angles. The distributions for peak events were mgdependent, but at eagh rise times

of about 235 ns were dominant.

The 10%-90% rise times of segment 19 pulses exhibit a diffeseructure. Two differ-
ent groups of events exist. At eaghthere is a group of events with short rise times, of
about 250 ns and a group of events with long 10%-90% rise fiofesbout 1000 ns. Be-
tween 0 < @ < 180 and 330 < ¢ < 350, the vast majority of events have a long rise
time. Between 190< @ < 320°, most events have an intermediate or short rise time. In
the region where predominantly long rise times exist, thalmer of events with short rise
times is well described by the background events. In regiatismostly short rise times,
the long rise times are well described by the backgroundtevérhus, a variation of the
rise times withpis associated to the events close to the surface induceeb3Eu source.

The peaks in the 10%-90% rise-time distributions were fitted a Gaussian. The mean of
the Gaussians are shown in Fig. 14.6 and Fig. 14.7. The sasédaove for the 10%-30%
rise times. The result is shown in Fig. 14.8.

The rise times of the core pulses as a functiop sfiow the usual sinusoidal pattern caused
by the anisotropic drift of the charge carriers. The 10%-93% times extracted from the
core pulses are 65ns or about 20% smaller than those obsertieel middle layer, see
Sec.11.9. In general, different rise times at differeate expected, due to the change in
the impurity densityp. The difference irp could account for perhaps 20 ns, see Sec.12.3.
In addition, the conical shape of the inner bore hole radagsices the drift distance by
up to 5mm or 15% at the top surface. Together, both effect@caount for the short rise
times.
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14.2. Long Rise Times
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Figure 14.6.: The mean 10%-90% rise time (a) for the core ahdof segment 19 as a
function of .

The 10%-90% rise times of the pulses in segment 19 show thevhmdiscussed above.
The two groups of events are represented here. The rise tfmasst events were very
long between B< @ < 180" and 330 < @ < 350°. In the region were the read-out con-
tact was made, around 25€he vast majority of events had small rise times. There, the
10%-90% rise times were short, about 210 ns. The rise timgwimiddle segments were
longer; there the minimum 10%-90% rise time was 268 ns. THierdnce in the rise times
between the top and middle layer@t 250° is again about 20%, as for the core rise time.

In Fig. 14.7 both groups of events at each angle were fitteld aviGaussian and both rise
times are shown. The short rise time is indepengeiihe long rise times also do not show
a distinctgp dependence. When the second peak in the distribution idyckesparated, the
length of the long pulses is compatible under and far awawy fitee contact. At the edges
of the contact, the peaks overlap and the fitting is not dttdayward.

The reason for the long rise times of the segment pulses itptunderstood. It seems

that the electric field in the region without metallic corttaad close to the top surface
is complicated. The drift of the electrons is not disturbeldtawhereas the drift of the

holes can be extremely slow. These effects could be attbiat a p-type surface channel,
see Sec. 7.3.4. The drift path of the holes would be dist@iebthe velocity of the holes

would decrease. The holes might even be trapped.

To further investigate the effect, pulses recorded in a oreasent with &28Th source
centrally located above the detector, see Tab.11.1, wadkest Single segment events
in segment 19 were selected. The 10%-90% rise times of treepuh segment 19 were
calculated and are plotted agaiisy in Fig. 14.9. Again, two bands in the rise times are
visible and also vertical lines, i.e. photon lines. One biarise time corresponds to about
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14. The Top Surface
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14.2. Long Rise Times
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Figure 14.9.: The 10%-90% rise times of pulses from singigremt events in segment 19
againstE1g from a228Th source placed above the detector.

200 ns and a second corresponds to about 1270 ns. The enesgypmectly calculated in
both bands, independent of the rise time.

According to the previous discussion, events with the losgtimes deposited their energy

in a volume not covered by the segment contact, whereas drgsewith short rise times
deposited their energy in the volume under the segment cionta
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14. The Top Surface
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Figure 14.10.: The sum of the segment enerdigg; as a function oEcorefor all events.

14.3. Events with Unequal Core and Segment Energies

The data with thé28Th source positioned centrally above the detector wasduiam-
ined. For most events, only the energy in each channel wasdsté-or a fraction of the
events, the pulse shapes were recorded as well.

The sum of the segment energigsk;, is plotted against the measured core endfgygre

in Fig. 14.10.Ecoreandy; Ej, should agree within the energy resolutions and should form
a narrow band with a slope of one. Obviously that is not the.cd$iere are events with
SiEi > Ecoreand events witly; Ei < Ecore The events withy; Ei > Ecore are mostly
located in a diffuse “cloud” above the diagonal. The everith W; E; < Ecoreare mostly
located in an additional line below the diagonal.

Four classes of events deviating frdEj = Ecore were identified. Events which have
yiEi — Ecore> 20-ocoreandy; Ei — Ecore < 800 keV, wherascore was extracted from
the resolution shown in Fig.11.21, are called class “A’ ¢senEvents which exhibit
Ecore— Y Ei > 20- ocoreandEcore— 5 Ei < 600keV are called class “B” events. Event
which haveEcore— 5 Ei > 600keV are called class “C” events and events which show
yiEi —Ecore> 800keV are called class “D” events. The classes are indicafteig. 14.10.

Single segment events in segment 19 are shown in Fig. 14.&fe, kthe different classes
are again indicated with their labels.
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14.3. Events with Unequal Core and Segment Energies
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Figure 14.11.: The segment 19 ener@yp, againstEcore for single segment events in
segment 19. The four classes of problematic events aresldbetording to
their definition in Sec. 14.3.

14.3.1. Class “A” Events

The total number of class “A” events and the fraction of cl@svents as a function of
the segment multiplicityM, are given in Tab.14.1. In addition, the number of class “A’
events withEjg > 20 keV is given. In total 316+ 0.01% of all events belong to class “A’.
About 97024 0.26% of the class “A” events haug;g > 20keV, i.e. are associated with
energy deposits in this segment.

The 20 recorded pulses of a typical class “A” event are showhig. 14.12. Pulses are
visible in the core and segment 19. Negative pulses are wxsén segment 12 and 7.
The DAQ did not calculate negative energies. These negptilses cannot be explained
as cross-talk. Instead, electrons drifting inside thetalhyseing stopped before reaching
the core electrode. Normally, the electrons would just agdonirror charges, and the cor-
responding pulses would return to the baseline. When théretecare trapped the pulse
is interrupted and a seemingly negative energy is inducdte cbre pulse amplitude is
significantly reduced, since the electrons are not readhiemgore. The pulse amplitude in
segment 19 is also reduced, but less, as the holes play a tatgdor the segment pulse.
The corresponding energies to the negative amplitudes vadcallated. The sum of the
segment energies, including the negative pulses equatexapmatelyEcore
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14.3. Events with Unequal Core and Segment Energies

Segment Total number Total number  Fraction Total number ctiora
Multiplicity, M of events of class “A’ | of class “A] of class “A’ events  of cla'$¥ events
events events [%] witkig > 20keV | withEjg > 20 keV[%]
All events 8501174 293824 | .46+0.01 285079 902+ 0.26
1 5960844 237658 .899+0.01 232315 9775+ 0.29
2 1925955 42532 21+0.01 40718 9573+ 0.66
3 470707 9659 B»5+0.02 9144 9467+1.38
4 114515 2544 22+0.04 2290 9002+ 2.60

Table 14.1.: Fraction of class “A’ events, i.e. Y;E —Ecore>20-0core and
yiEi —Ecore< 800keV, for different segment multiplicitied.

The scenario of stopped electrons is confirmed by a dedigatisé shape simulation, see
Fig. 14.13. A pulse with nominal amplitude 1 was created feosingle energy deposit at
r = 37.4mm. The energy deposit was 10 mm away from the lower segnoemidary. The
electron drift was stopped after 40 ns. The pulse induceddrcore electrode is small and
the pulse in the segment electrode is also not fully develppet stopped at an amplitude
of about 05. A negative pulse is visible in the segment below. Smalbtieg pulses were
induced in the other segments. The sum over the amplitudié milaes, including core is
zero.

Since both, core and segment pulses, were reduced, thentevgyedeposited cannot be
recovered. The core and segment energy spectra of classéAtedid not exhibit photon
peaks. Since the core energy is reduced, these events oausedrgy shoulders in photon
peaks; this is seen e.g. in Fig. 11.20.

The 10%-90% rise times of the core pulses of class “A” eveataat differ from the rise
times of events witly; Ei ~ Ecore The core rise times of events in segment 19, the most
affected segment are however, longer. The event depict&iiri4.12 also shows this
feature. This is associated with a slow and thus long drithefholes after trapping of the
electrons. The effect is less pronounced in the 10%-90%inses as mostly the last 10%
of the pulse are affected.

The evidence for electrons being stopped before reachengdte is strong. This could be
caused by an n-type surface channel, see Sec. 7.3.4.
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14. The Top Surface
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Figure 14.13.: Simulated pulses for a single energy depatitnominal amplitude of 1,
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atr = 37.4 mm in the top middle segment. { the energy deposition was
centered in the segment. ) the energy deposition was 1 cm above the
lower segment. The drift of the electrons was stopped afiers4 Negative
pulses induced in the neighboring segments, especiatijtiiet segment be-
low, are clearly visible. The core amplitude (top left) isostgly reduced,
whereas the segment amplitude is less affected. The sumatvaulses,
including core, is zero.



14.3. Events with Unequal Core and Segment Energies
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Figure 14.14.: The 10%-90% segment rise times class “B” svensegment 19 against
Ecore— E1o.

14.3.2. Class “B” Events

The class “B” events are also predominantly associated veigiment 19. About 98%,
of class “B” events hadE g > 20 keV. The core energy is only slightly reduced in these
events. The energy spectrum of the core still exhibf&al peak at 26182 keV (nominal
2614.5keV)and a double escape peak at 1HBReV(nominal: 1592.5keV). The energy
measured in segment was, however, reduced.

Single segment events wikh g > 20 keV were selected. The 10%-90% segment rise times
againstEcore— Ezg are shown in Fig. 14.14. The larger the energy differend@ésshorter

is the rise time. A slight correlation is observed. Eventthwarger energy difference tend

to have a segment pulse with lower 10%-90% rise time. Thetefégluces the rise time
by 20% for an energy difference of 400 keV. The 10%-90% risetof the core pulses did
not depend ofEcore— E19 and were fixed around 235 ns.

The 20 recorded pulses of a typical class “B” event are showingnl4.15. There is a short
pulse in the core and a long one in segment 19. There is coegtoent cross-talk visible
in segments 8 and 9. Segments 7 and 12 show mirror chargeh tetkie a long time to
return to the baseline, due to the slow drift of the holes Wiailso causes the long segment
rise times. They do not completely return to the baseling the positive amplitude is
minimal and not sufficient to explaiBcore— E19 ~ 200 keV.
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14. The Top Surface

The reason for the energy loss in not completely clear. Simesegment pulse is reduced
and the core pulse is only slightly affected, a trapping ef liloles at large is the most
probable cause. A further indication that the long drift amdntually trapping of the holes
is the cause comes from the side scan measurements disousded 14.2. Atp=70°
and@= 160 class “B” events amount t0.03+ 0.01% and 014+ 0.01%. At = 250,
where the segment rise times were predominantly shorts €Bisevents comprised only
0.09+ 0.01% of the sample.

A DAQ problem can be excluded since the energy in ADC coEtﬁgéC is correctly calcu-
lated.

14.3.3. Class “C” Events

For events falling into class “C”, a strongly reduced segnesrergy was determined. For
some of these events, the pulse shapes were recorded. ¥MHAi§.a typical event from
that class is shown. It was a single segment event, with & pulhe core electrode and a
pulse in segment 6. The rise times of the core and the segmsa were very long, i.e.
longer than 2is. The energy in segment 6 was not calculated by the DAQ.

Since there are fully developed core and segment pulsedrithef the electrons and holes
must have been very slow, but no trapping occurred. The alidntot have any energy
deposit close to the ends of the detector. The only othenvesuexpected to have reduced
fields are very close to the segment boundaries. Howeveraraylarly strong mirror
pulse is observed.

All class “C” events show long core and segment rise times aa@hergy in the segment
with the long pulse was not properly calculated. It seemsttie@energy was not properly
calculated in the segment if the core pulse was long. There 842 events out of 8570880
events, i.e. 4103%, affected by this DAQ problem.

14.3.4. Class “D” Events

Events falling into class “D” have a strongly increased segnhenergy. The pulse shapes
were recorded for only one event in class “D”. The event isnshm Fig. 14.17. Itis a
single segment event, with a pulse in the core electrode gndsa in segment 19. The
core energy was correctly calculated. The energy in segd®@imt ADC counts should
have beerE{PC ~ 1700. The DAQ calculated a value BfP© = 11081. In total 26 out of
8570880 events were affected by this DAQ problem, i.€L(B*% of the events.
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14. The Top Surface

14.4. Estimate of the Inactive Layers

The situtation at the end plates of the detector is very cmagld. However, it is possi-
ble to evaluate any loss in efficiency in terms of an effectiead or inactive laydil. Its
thickness on top of the detector can be estimated using timd&uof events in g-peak,
Ngata, with X being segment 19 or core and the number of eventsyipeak in the seg-
ment below segment 19ydata The corresponding numbers of events from a Monte

SegBelow
Carlo simulation assuming no dead IayN%‘C, are also needed. Double rati®3R, are
calculated:
Ndata NMC
DR= ( Ndata >/<NMC : (14.2)
SegBelow SegBelow,

The double ratios are used to calculate the thickness ohtieive layed(32 The double
ratios are advantageous, since efficiencies and accepteaneel out.

The number of events seen in the segments is given by

NJgra = |g. g Hardic (1—e‘“abS'(di’S“a—dlL)>
data _ dgata
NSegBeIow = lg-etar
NMC g (1—e—uabs~d2”gc)
/ _ -dMC
NSegBeIow = lg-e Hartis, (14.2)

whered)C is the thickness of segment 19 used in the Mfgt2is the thickness of segment
19 andpaps is the linear absorption angytis the linear attenuation coefficient of the ma-
terial at a given energylg andl(, are the intensities of the incoming radiation in data and
MC, respectively. It is assumed that all 121.78 keV photonewdsorbed by the segment
below segment 19.

Using Egs. (14.2) and assuming tkﬂ%C dOlata dig, EQ. (14.1) is rewritten as

e HatrdiL (1 — @ Habs (dro—diL))

DR= (1— e Habs d19)

(14.3)

This equation is used to extract ttg, by varyingd,_ until Eq. (14.3) is fulfilled.

14.4.1. Data Selection

The data sets of the radial scan with #?%éEu source, see Sec. 11.3, were used. A mea-
surement was taken every=5mm from inside out, starting at a radius= 5mm, for
@= 215, o= 2375 and@ = 260°. Single segment events were selected in the top two
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14.4. Estimate of the Inactive Layers

segment layers, i.e. only one segment Ead- 20 keV. The number of events under the
12178 keV photon peak were extracted fitting the spectra wittsadinder polynomial plus
Gaussian to describe the peak and background. The extraateloers of events under the
peak were normalized to the net DAQ recording time, thefilife”.

14.4.2. Monte Carlo Samples

Monte Carlo samples were generated with the setup descnifeed. 11.4. The simulated
thickness of segment 19 wd%"gc =5mm. No dead layers on top or at the lithium drifted
n* contact at the core were simulated.

The full spectrum of>2Eu was simulated. Each simulated Monte Carlo sample comtaine
1.2-10° events, about twice as many as in the data sets. The energg Mdnte Carlo
was smeared with the measured resolution, see Sec. 11l&Mdnte Carlo samples were
treated in the same way as the data samples.

14.4.3. Results

The linear attenuation coefficient used to calcuthtenvaspa = 1.9252 cnm ! and the lin-
ear absorption coefficient wasps= 1.108 cnt ! [112] for germanium at 1278 keV.

The thickness of the inactive layer in segment 19 were ebtedaftom the segment spectra.
The results as a function of the radius at the scanning amjles= 215, ¢ = 237.5°
and@ = 260 are shown in Fig. 14.18. The uncertainty was estimated ngryie number
of events extracted from the data by their uncertainty aricheting the largest and the
smallest observed value for the inactive layer.

At low r, no 12178 keV peak in the spectra of segment 19 was found. This iscéxge
since the bore hole radius is 5.05mm and the conical shageedidre hole at the ends
increases the bore hole radius to 10 mm. In addition, thiufittdriftedn™ contact causes
dead-layers up to 5Q0n. Therefore, at =5 mm and = 10 mm no values were extracted.
The scan positions af= 237.5° and@= 260" are in the region under the segment contact,
where the rise times in segment 19 were good. For these @usithelL atr = 15mm
was about 1.5 mm thick, i.e. 30% of the volume was inactive@pAt 215, the situation
was even worse. Thi was calculated to be.340.23 mm. Atr > 20 mm thelL had a
thickness of the order of 0.5 mm. ThHeincreased again at= 35 mm. This is unexpected.

The inactive layers were also extracted from the core enspggtra of single segment
events in segment 19. The results are shown in Fig. 14.19.=A5 mm no peak was ob-
served in the core spectra. At= 215 and@= 237.5° andr = 10 mm, an inactive layer
of d. =4.244+0.48 mm andd). = 5.21+ 0.51 mm was observed; segment 19 was basi-
cally inactive. Atgo= 215 and largerr, the thickness of the inactive layer decreases up to
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14. The Top Surface
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Figure 14.18.: Thickness of the inactive layer observetali9th segment, estimated from
double ratios from r scans at (@)= 215°, (b) = 237.5° and at (c)p =
260°, respectively.
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14.4. Estimate of the Inactive Layers
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Figure 14.19.: Thickness of inactive layer observed in tre cestimated from double ra-
tios from r scans at (ap = 215°, (b) 9 = 237.5° and at (c)p = 260°, re-
spectively.

r = 25mm where a value afi. = —0.34+0.36 mm was found. At this point segment 19
as seen by the core was basically fully active. A negativeevafd;, = —0.10+0.23 mm

is also observed ap= 237.5° andr = 15 mm. At all angles and < 20 mm the inactive
layer is basically constant at aroun@95 mm.

The assumption made here was that the segment below segéneas Tully active. More-

over it was assumed that the segment below segment 19 abilsdtli®1.78 keV photons.
No 121.78 keV peak was found in any other segment, therdits@assumption is also ful-
filled. In addition, it was assumed that the thickness of sagm9 is 5 mm, which should
be fulfilled to high precision.

The inactive layers as determined from the core spectranayerieral thinner than the ones
determined from the segment spectra. The signals in theesggame more influenced by
the holes than the core signals. Therefore, this is possithle rather large thicknesses of
the inactive layers could be explained by n-type and/orgetyurface channels, for which
there was also evidence in the previous sections.
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14. The Top Surface

An n-type surface channel would induce a large inactiverlagen by the core at large
Such an inactive layers should decrease with decreasimngsrabhis is not observed. The
thick inactive layer observed at smainight be attributed to a distorted electric field close
to the conical inner bore hole.

A p-type surface channel would induce inactive layers sgesegment 19 at smaill The
inactive layers would decrease towards larg€his is in fair agreement with the data. The
slight rise towards the maximumis incompatible with this model. Again, an effect of the
conical bore hole might be superimposed on a surface chaffeet.
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14.5. Summary of the Results Concerning the Top Surface

14.5. Summary of the Results Concerning the Top Surface

Extremely long 10%-90% rise times of pulses, of the order jaf, Were observed in the

electrode of segment 19 for events close to the outer mahtleealetector. The segment
was not metallized except for an extended read-out con@lose to this contact the rise

times were short, indicating a better electric field in ti@gion. The long rise times were

caused by a slow drift of the holes. The corresponding pubssrved in the core elec-

trode had normal rise times, indicating that the electraibwas not strongly affected. The

events were selected using the energy as determined fracoth@nd segment pulses. This
yielded a good sample indicating that the data acquisitmhesvent selection were reason-
ably efficient.

However, the energy determination did not always yield aaable results. Four classes
of events were found where the sum of the segment enefg;i&s, did not agree with the

core energykEcore

For events withy; Ei — Ecore> 20- ocoreandy; Ei — Ecore < 800 keV, class “A” events,
there is strong evidence that they were caused by electeing brapped inside the detec-
tor. This was probably due to the development of an n-typasearchannel.

For events wittEcore— i Ei > 20- ocoreandEcore— 3 Ei < 600 keV, class “B” events,
there is some evidence that they were caused by hole trapjusg to the outer segment
boundary. The evidence for hole trapping is not as strorggigh, as for stopped electrons
in class "A’ events. Hole trapping is expected for a p-typdate channel. However, the
shape of the inactive layers can only partially be explaimgad surface channel. In addi-
tion, the effect of the conical bore hole is superimposed.

In these two cases the pulses are so distorted that a conexglyedetermination is impossi-
ble due to the physics inside the detector. The other tweetashow extreme combinations
of long pulses for which the settings of the DAQ were just notable.

The design of future detectors could make use of the physitatts. The metallization
close to the end faces could be omitted and thus a zone createuich long pulses in
the mantle electrode tag events close to the end face. Thiklwelp reject surface events
which are expected to contribute to the background in erpanrts like GERDA. However,
the fiducial volume would then be reduced. In addition tha@aguisition and event treat-
ment have to be adjusted. Depending on the system desigight be better to establish a
metallization as close to the end plate as possible.

The situation at the end plates of the detector is extremmtyplicated. However, the ef-
fects can be simplify and attributed to an effective “deadhactive layer which represents
the observed inefficiency close to the surface. This layaotsa physical volume and its
effective thickness depends on whether electron or hoteisiconsidered and how events
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14. The Top Surface

are selected and treated. The effective inactive layer protahe detector was estimated
using core and segment 19 spectra. The thickness of thedaydrserved through the elec-
trode of segment 19 was large on the inside and dropped tevangerr and rose again.
The thickness varied betweer23 0.23 mm and 84t 168um.

The dead layer as probed by the core electrode shows a sleifevior. It was large at
smallr and dropped towards largerbut stayed constant at about- 20 mm.

As an implication of this analysis, the design of future dedes should take inefficiencies

around the end plates into account. This can only be donedmiy all system aspects
including data acquisition and offline event selection.
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15. Summary and Outlook

A fully working pulse shape simulation was developed anduatad. The 19-fold seg-

mented Super-Siegfried-detector was characterized afacsueffects were studied. The
background index expected for the second phase of the GERPp&iexent due to radioac-

tive decays in the detectors and detector strings was dstima

The pulse shape simulation package includes the calcnlafithe electric field and the
weighting potentials inside the detector for various scesaf the impurity density distri-
bution. Individual hits were generated within the framekvwofthe GEANT4 based package
MAGE and the drift of the holes and electrons were simulated diotythe effect of lon-

gitudinal and transverse anisotropy.

The 19-fold segmented Super-Siegfried true-coaxial lpighty n-type germanium-detector
was operated in a vacuum cryostat. The depletion voltageweasured, and the detector
fully characterized, including the positioning of the dailsaxes and segment boundaries.
For further studies, cross-talk was corrected. Special @was taken to characterize the top
surface.

The evaluation of the pulse shape simulation was based aralagn with Super Siegfried.
As expected, the simulation had to be adjusted to the implanels of the detector. Since
these were not known a priori, this was done by a fit, yieldimgsault compatible with the
range of values given by the manufacturer. The general agmeein shape between aver-
aged simulated and averaged data pulses was reasonabkmitit&ted core pulses had to
be stretched by about 10% to fit the data. The simulated segméses had to shortened
by about 5% to fit the data.The simulation can be improvedgusieasured pre-amplifier
transfer functions instead of a simple model. The simulagigdes should be used as an
input to pulse shape analyses as well understood and dabietraining samples.

The background index expected for the second phase of the GERPeriment due to
radioactive decays in the detector and the detector stwagsestimated. The detailed ge-
ometry of the holder structure, the cables and the elecsamas included into the GERDA
implementation in the Monte Carlo frameworkAGE. The complete decay chains of
232Th and?38U were simulated. In addition, the decay ¥¥Co was simulated. In the
crystals the decay d®Ge was included and the decay '8P™Ag was simulated where
screening results indicated the presence of that isotope.e$timated background index
was 47-103cts/(keV-kg-y). This included the usage of segment anti-coincidences. It
exceeds the target of 10-3cts/(keV - kg-y) for the background in Phase II. The decay of
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15. Summary and Outlook

8Ge inside the detectors is the main contribution. Howeves,production rate of8Ge
above ground is only know up to a factor of 2. In additf§Ge has a half-life of only 270
days.

The top surface was studied. Close to the surface in segmetitelfise times of the seg-
ment pulses were very long, of the order @isl Close to the segment read-out contact the
rise times were small, of the order of 210 ns. Events \Eighre# 3 ; Ei were found. One
group of events could be attributed to electron trapping.eéosd group of events might
have been induced by hole trapping. In a third group of eyéortg core and segment rise
times were found, indicating slow drift of both electronsldrles making a correct cal-
culation of the energy impossible in this setup. Effectivadtive layers on the top surface
were found. Different thicknesses were extracted depgnaiinvhether the inactive layers
were estimated from the core or segment spectra. The diffkneg rise times, electron and
hole trapping and the inactive layers could be interpretegv@dence for surface channels.
However, the shape of the inactive layers can hardly be mquaexclusively by surface
channels. The effect of the conical bore hole is superinghose

Further investigations of the top surface should be madegusandf particles, which do
not penetrate deeply. In this way the effective inactiveefaycould be measured very pre-
cisely and the effects causing them could be better unamtstdhis could be done in the
new GALATEA test stand which is currently under construatidhe source will be inside
the cryostat, i.e. no material will be between the detechal the sources. In addition, a
tunable laser can be used inside GALATEA to scan the crystal.

170



A. Tables of expected background index
from GERDA array
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Isotope SRkol brol SRc bsc SRs bss
[1076] | [10“cts/(keV - kg - y)] | [107©] | [10“cts/(keV - kg - y)] | [1079] | [10~“cts/(keV - kg - y)]
50Co 4672 07367+0.0108 1528 409+ 0.0062 119 00188+ 0.0017
68Ge (first year) 6465 328176+ 4.0273 3051 158179+ 2.7666 364 18319+ 0.9556
68Ge (second yearn) 6465 12199+ 1.5822 3051 6@M384+ 1.7903 364 71629+ 0.3754
232Th chain
282Th 1.0 00001+ 0.0001 1.0 00001+ 0.0001 1.0 00001+ 0.0001
228p¢ 408 00386+ 0.0019 251 00237+ 0.0015 42 00040+ 0.0006
228Th 1 00001+ 0.0001 1 00001+ 0.0001 1 00001+ 0.0001
220Rn 2 Q0002+ 0.0001 2 00002+ 0.0001 2 00002+ 0.0001
216pg 3 00003+ 0.0002 3 00003+ 0.0002 3 00003+ 0.0002
212g; 570 00539+ 0.0026 502 00475+ 0.0021 381 00360+ 0.0018
2087 4 212pg 1168 01105+ 0.0032 471 004464 0.0021 85 00080+ 0.0009
238 chain
238y 1 0.0002+ 0.0002 1 00002-£ 0.0002 1 00002-£ 0.0002
234pg 1 234mpg 858 01352+ 0.0046 827 01304+ 0.0045 705 01111+ 0.0041
234 3 0.0005+ 0.0003 2 00003+ 0.0003 2 00003+ 0.0003
230Th 1 00002+ 0.0002 1 00002+ 0.0002 1 00002+ 0.0002
226Ra 1 00002+ 0.0002 1 00002-+ 0.0002 1 00002+ 0.0002
222Rn 2 Q0003+ 0.0002 2 00003+ 0.0002 2 00003+ 0.0002
218pg 7 00011-+0.0004 7 00011+ 0.0004 7 00011+ 0.0004
214 7444 11749+ 0.0136 4014 (6335 0.0100 1478 (23334 0.0061
210m] 4.214pg 10 000164+ 0.0005 6 00009+ 0.0003 4 00006-+ 0.0003
210pp 1 00002+ 0.0002 1 00002+ 0.0002 1 00002+ 0.0002
2067] 4-210pg 1 00002+ 0.0002 1 00002+ 0.0002 1 00002+ 0.0002
Sum:(first year) 3267+4.03 15394+ 2.77 1865+ 0.96
Sum:(second year, 1288+ 1.59 6116+1.10 7.58+0.38

A. Tables of expected background index from GERDA array

Table A.1.: Expected background index from the crystalse fitst column shows the isotope under consideration. Thensec
column shows the background index, using events selededia¢é ROI cut. The background index in third and fourth
column shown are calculated using Single-Crystal (SC) angl&i8egment (SS) events only. Each crystal has a mass
of 1.616 kg. The overall enriched germanium mass is 33.94kg.assumed contamination of the enriched germanium
is 0.01- 103 mBg/kg for238U and 0006- 103 mBq/kg for232Th. The background is calculated for.98 kg enriched
germanium in an energy window from(29 MeV to 2049 MeV.
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Isotope SRol broi SRc bsc SRs bss
[107°] | [10“%cts/(keV - kg - y)] | [107®] | [10~“cts/(keV - kg - y)] | [107°] | [LO“cts/(keV - kg - y)]

60Co 1288.3 40270+ 0.0354 174.7 5460+ 0.0131 6.5 00203+ 0.0025

232Th chain

CELTNG 0.9 00053+ 0.0018 0.8 00048+ 0.0017 0.1 00006+ 0.0006

208T| + 212pg | 685.1 40689+ 0.0492 255.1 15150+ 0.0299 114.9 6824+ 0.0201

238 chain

214B; 420.3 21021+ 0.0324 164.9 (B250+ 0.0203 57 02889+ 0.0120

210T| + 2149pg | 0.3 00010+ 0.0007 - - - -

210pp 0.3 00010+ 0.0007 - - - -

Sum: \ \ 1020+ 0.07 \ \ 289+ 0.04 \ \ 099+ 0.02

Table A.2.: Expected background index from the copper held&he first column shows the isotope under consideratidgne T
second column shows the background index, using eventstaelafter the ROI cut. The background index in third
and fourth column shown are calculated using Single-CrySt@) and Single-Segment (SS) events only. The holde
is made from 32.04 g copper. The overall copper mass is 04k@8The assumed contamination of the copper is
0.016 mBq/kg for?38U, 0.019 mBg/kg for’3°Th and 001 mBa/kg for®®Co. The background is calculated for.93 kg
enriched germanium in an energy window frorf29 MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRkol brol SRc bsc SRs bss
[1076] | [10“cts/(keV - kg - y)] | [1076] | [10~“cts/(keV - kg - y)] | [107°] | [10~“cts/(keV - Kg - V)]

232Th chain

28 1.71 00127+ 0.0031 1.41 00105+ 0.0028 0.6 00045+ 0.0018

212p; 0.9 0.0068+ 0.0023 0.8 00060+ 0.0021 0.6 00045+ 0.0018

208T| + 212pg | 848.7 63462+ 0.0691 330.6 2723+0.0431 112.3 M145+0.0262

238 chain

234pg +234mMpa [ 1.1 00082+ 0.0025 1.1 00082+ 0.0025 0.7 00052-+ 0.0020

214B;j 669.1 50031+ 0.0612 287.1 21465+ 0.0400 88.1 06586+ 0.0222

2107| + 214pg 0.7 00052+ 0.0019 0.3 00022+ 0.0013 - -

210pp 0.2 00015+ 0.0011 0.2 00015+ 0.0011 0.2 00015+ 0.0011

Sum: \ \ 1138+0.09 \ \ 4.65+0.06 \ \ 159+ 0.03

Table A.3.: Expected background index from the Teflon plu@ke first column shows the isotope under consideration. The
second column shows the background index, using eventstaglafter the ROI cut. The background index in third
and fourth column shown are calculated using Single-CrySi@) and Single-Segment (SS) events only. The holder
plugs are made from 4.79 g Teflon. The overall Teflon mass &1Kkd. The assumed contamination of the Teflon is
0.16 mBq/kg for?38U and 016 mBq/kg for?32Th. The background is calculated for.88 kg enriched germanium in

an energy window from.229 MeV to 2049 MeV.
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Isotope SRol broi SRc bsc SRs bss

[107°] | [10~“cts/(keV - kg - y)] | [107©] | [10~%cts/(keV - kg - y)] || [107F] | [L0“cts/(keV - kg - )]
232Th chain
2288 ¢ 0.9 00019+ 0.0006 0.5 000104 0.0005 0.3 00006+ 0.0004
208T| + 212pg || 640.5 13398+ 0.0167 238 %4978+ 0.01020 118 ®468+0.0072
238 chain
214B; 370.5 Q7751+ 0.0127 142.7 (9864 0.0079 48 01005+ 0.0046
2107] 4 214pg 0.5 00010+ 0.0005 0.1 00002+ 0.0002 - -
210pp 0.3 00006+ 0.0004 0.2 00004+ 0.0003 - -
Sum: H | 214+0.02 [ | 079+0.01 H | 034+ 0.09

Table A.4.: Expected background index from the signal-€gbides. The first column shows the isotope under considerathe
second column shows the background contribution, usingtewgelected after the ROI cut. The background index in
third and fourth column shown are calculated using Singlgstat (SC) and Single-Segment (SS) events only. The
Signal-cable-guides are made from 1.34 g Teflon. The ovéedllbn mass is 0.02814 kg. The assumed contamination
of the Teflon is 016 mBq/kg for?38U and 016 mBq/kg for?3°Th. The background is calculated for.98 kg enriched
germanium in an energy window from@9 MeV to 2049 MeV.




Isotope SRkol broi SRc bsc SRs bss
[1079] | [10~“cts/(keV - kg - y)] | [107°] | [10~“cts/(keV - kg - y)] || [1078] | [L0“cts/(keV - kg - V)]

232Th chain

228pc 0.5 Q00011+ 0.0005 0.2 0005- 0.0003 - -

212g;j 0.2 0.0004+ 0.0003 0.2 00004+ 0.0003 0.2 00004+ 0.0003

208T| + 212pg || 708.1 15917+ 0.0189 258.8 6795+ 0.0114 120 @697+ 0.0077

238 chain

234pg +234mMpg | 0.3 00006+ 0.0004 0.3 00006+ 0.0004 0.2 00004+ 0.0003

214B;j 480.9 10819+ 0.0156 191.1 1299+ 0.0098 73.7 01656+ 0.0061

2107] + 214pg 0.3 00007+ 0.0004 0.1 00002+ 0.0002 - -

210pp 0.1 00002+ 0.0002 - - - -

Sum: [ \ 268+ 0.02 [ \ 102+0.02 [ \ 044+0.01

A. Tables of expected background index from GERDA array

Table A.5.: Expected background index from the high-vatagble guides. The first column shows the isotope undeid=nas
tion. The second column shows the background contributising events selected after the ROI cut. The background
index in third and fourth column shown are calculated usimg®-Crystal (SC) and Single-Segment (SS) events only.
The Signal-cable-guides are made from 1.44 g Teflon. Theativezflon mass is 0.03024 kg. The assumed contam-
ination of the Teflon is 6 mBa/kg for?38U and 016 mBq/kg for?32Th. The background is calculated for.93 kg

enriched germanium in an energy window frorf29 MeV to 2049 MeV.
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Isotope SRoi broi SRc bsc SRs bss

[1079] | [10“cts/(keV - kg - y)] | [1078] | [10~“cts/(keV - kg - y)] || [107°] | [LO“cts/(keV - kg - )]
60Co left 325 00065+ 0.0004 1.9 00004+ 0.0001 0.1 000002+ 0.00002
60Coright 37.7 Q0076+ 0.0004 3.2 00006+ 0.0001 0.1 000002+ 0.00002
232Th chain
2Z8Ac right 0.2 000008+ 0.00005 0.2 000008+ 0.00005 0.1 000004+ 0.00004
208T| + 212pgleft | 104.3 00401+ 0.0012 59.3 00228+ 0.0009 31.2 00120+ 0.0007
208T] + 212poright | 103.0 00396+ 0.0012 57.3 00220+ 0.0009 27.5 00106+ 0.0006
238 chain
214Bj |eft 37.0 00119+ 0.0006 20.6 067+ 0.0001 8.1 00026+ 0.0003
214Bj right 33.6 00109+ 0.0006 17.3 00056+ 0.0004 7.6 00025+ 0.0003
Sum: | | 012+0.01 I | 006+ 0.01 | | 003+0.01

Table A.6.: Expected background index from the copper spa8ince left and right support string have been simulatei4n
pendently, for each isotope there are two values, indicai#d left andright. The first column shows the isotope

under consideration. The second column shows the backdriodex, using events selected after the ROI cut. The
background index in third and fourth column shown are cakea using Single-Crystal (SC) and Single-Segment (SS

events only. The spacer have a mass of 12.5g per string. Tdralbmass is 0.0435715kg. The assumed contam
nation of the support strings is@L.6 mBg/kg for?38U and 0019 mBg/kg for?®°Th and 001 mBg/kg for®°Co. The
background is calculated for 38! kg enriched germanium in an energy window froi®2® MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRol brol SRc bsc SRs bss
[107°] | [10~%cts/(keV - kg - y)] || [107°] | [10~“cts/(keV - kg - y)] | [107®] | [10~“*cts/(keV - kg - y)]
80Co 2988.1 2(6608+0.1188 628.3 3232+ 0.0544 41.7 @870+ 0.0140
232Th chain
228\¢ 1.5 00208+ 0.0052 1 00136+ 0.0044 0.3 00040+ 0.0024
212; 60.8 08368+ 0.0340 55.4 07624+ 0.0324 29.9 04108+ 0.0236
2087 4 212pg 893.1 12908+ 0.1300 289.4 D824+ 0.074 83.3 11460+ 0.0396
238 chain
234pg +234Mpg [ 103 31896+ 0.0990 99.8 3906+ 0.0981 55 17028+ 0.0729
214B; 2287.5 708300+ 0.4689 087.6 305802+ 0.3078 291.7 D306+ 0.1674
21071 4 214pg 2.1 00648+ 0.0144 0.6 00189+ 0.0072 0.1 00027+ 0.0027
210pp 0.1 00027+ 0.0027 0.1 00027+ 0.0027 0.1 00027+ 0.0027
Sum: [ \ 10780+ 0.51 [ \ 4277+0.34 [ \ 1258+0.19

Table A.7.: Expected background index from the Kapton cafilee first column shows the isotope under consideration. The
second column shows the background index, using eventstaelafter the ROI cut. The background index in third
and fourth column shown are calculated using Single-CrySi@) and Single-Segment (SS) events only. The Kapton
cables are made from 0.35 g Kapton. The overall Kapton m&s8054 kg. The assumed contamination of the Kapton
is 9 mBq/kg for?38U, 4 mBg/kg for?32Th and 2 mBq/kg foP°Co. The background is calculated for.88 kg enriched

germanium in an energy window from@9 MeV to 2049 MeV.
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Isotope SRol broi SRc bsc SRs bss
[1079] | [10~“cts/(keV - kg - y)] || [1078] | [10~“cts/(keV - kg - y)] | [1078] | [10~%cts/(keV - kg - y)]

50Co 3031.4 07793+ 0.0045 644 01656+ 0.0021 37.2 00096+ 0.0005

232Th chain

228\¢ 1.5 00007+ 0.0002 1.1 00005+ 0.0002 0.4 00002+ 0.0001

212; 35.5 00173+ 0.0009 32.4 00158+ 0.0009 16.6 00081+ 0.0006

2087 4+ 212pg 909 04440+ 0.0047 301.2 QL4714+ 0.0027 92.2 045+ 0.0015

238 chain

234pg +234Mpg [ 69.8 00287+ 0.0011 67.7 0278+ 0.0011 36.4 00150+ 0.0008

214 2144.4 08829-+ 0.0060 931.6 (B835-+ 0.0039 287.4 Q1183+ 0.0022

2107| + 214pg 0.9 00004+ 0.0001 0.3 00001+ 0.0001 - -

210pp 0.3 00001+ 0.0001 0.1 000004+ 0.00004 - -

Sum: [ \ 215+ 0.01 [ \ 074+0.01 [ \ 020+ 0.01

Table A.8.: Expected background index from the copper sifpmas on the back of the Kapton cable. The first column shows
the isotope under consideration. The second column shaevbdbkground index, using events selected after th
ROI cut. The background index in third and fourth column shave calculated using Single-Crystal (SC) and
Single-Segment (SS) events only. The copper-plated slgres are made from 2.64 g copper. The overall coppe
mass is 0.0553 kg. The assumed contamination of the coppe¥1lié mBq/kg for?8U, 0.019 mBq/kg for?32Th and
0.01 mBg/kg for®%Co. The background is calculated for.88kg enriched germanium in an energy window from

2.029 MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRkol brol SRc bsc SRs bss
[1079] | [10~“cts/(keV - kg - y)] | [107°] | [10~“cts/(keV - kg - y)] || [1078] | [LO“cts/(keV - kg - V)]

50Co 661.5 45446+ 0.0558 129.3 (B884+0.0248 8.2 00564+ 0.0062

232Th chain

2287c 0.7 00096-+ 0.0036 0.3 00040+ 0.0024 - -

212p; 6.2 0.0852+0.0108 5.9 00812+ 0.0104 4.7 00644+ 0.0096

208T| + 212pg || 287.6 3524+ 0.0736 116.6 16012+ 0.0468 50 06872+ 0.0308

238 chain

239pg +234mpga [ 9.8 03033+ 0.0306 9.4 02907+ 0.0297 8.8 02718+ 0.0288

214B;j 411.1 127233+0.198 185.5 57411+ 0.1332 79.9 24696+ 0.0873

2107 + 214pg 0.4 00873+ 0.0063 0.2 00063+ 0.0045 0.1 00027+ 0.0027

Sum: [ \ 2171+£0.22 [ \ 861+0.15 [ \ 355+0.10

Table A.9.: Expected background index from the Kapton ofKlagton connection-cable. The first column shows the isotope
under consideration. The second column shows the backdmumtribution, using events selected after the ROI cut.
The background index in third and fourth column shown arewtated using Single-Crystal (SC) and Single-Segment
(SS) events only. The Kapton has a mass of 1.06 g. The oveaptidd mass is 0.0074 kg. The assumed contamination
of the Kapton is 9 mBq/kg fof38U, 4 mBag/kg for?32Th and 2 mBg/kg for°Co. The background is calculated for

33.94 kg enriched germanium in an energy window froi2® MeV to 2049 MeV.
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Isotope SRo broi SRc bsc SRs bss
[1079] | [10~“cts/(keV - kg - y)] | [107°] | [10~“cts/(keV - kg - y)] || [L0 ] | [LO“cts/(keV - kg - V)]

50Co 643.9 00607+ 0.0008 124.3 0117+ 0.0003 8.9 00008+ 0.0001

232Th chain

228\c 0.5 00001+ 0.00004 0.4 00001+ 0.00004 - -

212p; 3.2 0.0005+ 0.0001 3.2 00005+ 0.0001 2.5 00004+ 0.0001

208T| + 212pg || 289.3 0518+ 0.0009 118.9 0212+ 0.0006 50.9 00091+ 0.0004

238 chain

234pg +234mpg [ 6.2 00009+ 0.0001 5.8 00009+ 0.0001 55 00008+ 0.0001

214; 379.5 Q0572+ 0.0009 170.2 @M257+ 0.0006 77.9 00118+ 0.0004

2107] + 214pg 0.2 000003+ 0.00002 0.1 000002+ 0.00002 - -

Sum: | \ 017+0.01 | \ 006+0.01 | \ 002+0.01

Table A.10.: Expected background index from the copper efkapton connection-cable. The first column shows the isotop
under consideration. The second column shows the backgroomtribution, using events selected after the RO
cut. The background index in third and fourth column shownaalculated using Single-Crystal (SC) and Single-
Segment (SS) events only. The copper has a mass of 2.90 gipgr Sthe overall Kapton mass is 0.0203 kg. The
assumed contamination of the copper .81 mBq/kg for?38U, 0.019 mBq/kg for?32Th and 001 mBg/kg for®°Co.
The background is calculated for.83 kg enriched germanium in an energy window fro2® MeV to 2049 MeV.




Isotope SRol broi SRc bsc SRs bss

[1076] | [10~“cts/(keV - kg - y)] || [1078] | [10“cts/(keV - kg - y)] | [1078] | [10~%cts/(keV - kg - y)]
H0mag 1140.6 425571+ 0.3995 140.2 310+ 0.1401 2.9 01087+ 0.02019
232Th chain
228\ ¢ 0.5 00214+ 0.0096 0.1 00043+ 0.0043 - -
208T| + 212pg || 270.0 155152+ 0.2221 112.6 8041+ 0.1435 50.9 21685+ 0.0964
238 chain
214B;j 151.3 10487+ 0.0269 56.8 3933+ 0.0165 19.3 0134+ 0.0096
210T| + 214pg || 0.2 00014+ 0.0010 0.1 00007+ 0.0007 0.1 00007+ 0.0007
Sum: [ \ 5514+ 0.46 [ \ 1043+0.20 [ \ 241+0.10

A. Tables of expected background index from GERDA array

Table A.11.: Expected background index from the high-yg@taoaxial cable. The first column shows the isotope under con
sideration. The second column shows the background catibiy using events selected after the ROI cut. The
background index in third and fourth column shown are cal®d using Single-Crystal (SC) and Single-Segment
(SS) events only. The high-voltage coaxial cable has a mia$$64 g, with 066 g Teflon and ®8 g copper, per
string. The overall mass is 0.01148kg. The assumed congimmof the high-voltage coaxial cable is 9 mBg/kg
for 238U to 23°Th, 1.3 mBg/kg from??5Ra to?1*Po, 21°T| respectively. Front%Pb on the assumed contamination
is 51 mBqg/kg. Te assumed contamination is 6 mBg/kg4BiTh and 7 mBg/kg fort'®MAg. The background is
calculated for 334 kg enriched germanium in an energy window fro2® MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss
[107%] | [10~“cts/(keV - kg - y)] | [107 ] | [10~“cts/(keV - kg - y)] || [107F] | [L0“cts/(keV - kg - )]
%0Co 0.3 00006+ 0.0003 - — - -
232Th chain
2081 + 212pg | 18.4 00683+ 0.0050 12.0 0448+ 0.0040 6.1 002274 0.0029
2384 chain
214B; 5.8 0.0181+0.0024 3.7 00115+ 0.0019 1.4 00044+ 0.0012
Sum: | \ 009+0.01 | \ 006+0.01 | \ 003+0.01
Table A.12.: Expected background index from the junctioatl. The first column shows the isotope under considerafibe

second column shows the background index, using eventsteselafter the ROI cut. The background index in
third and fourth column shown are calculated using Singhgstat (SC) and Single-Segment (SS) events only. The
Junction-board has a mass of 60, per string. The overals 13a8.42kg. The assumed contamination of the
Junction-Board is @16 mBg/kg for?38U and 0019 mBq/kg for?32Th and 001 mBg/kg for®%Co. The background
is calculated for 334 kg enriched germanium in an energy window froip2® MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRkol brol SRc bsc SRs bss
[1078] | [10“cts/(keV - kg - y)] | [1079] | [10~%cts/(keV - kg - y)] || [L0~] | [LO“cts/(keV - kg - V)]
232Th chain
208T] + 21%po || 15.4 50082+ 0.4036 10.1 2846+ 0.3268 5.1 165864 0.2322
238 chain
214j 5.3 17339+0.2381 2.9 09487+0.1762 1.2 08925+0.1133
Sum: H \ 674+0.47 H \ 42340.37 H \ 205+0.26
Table A.13.: Expected background index from the Front-Etettronics. The first column shows the isotope under cenattbn.

The second column shows the background contribution, usihegts selected after the ROI cut. The background
index in third and fourth column shown are calculated usingl8-Crystal (SC) and Single-Segment (SS) events
only. The FEE has a mass of 10g, per string. The overall m&&®7kg. The assumed contamination of the FEE
is 10 mBg/kg for’38U and 10 mBq/kg fof32Th and 10 mBq/kg foP°Co. The background is calculated for.88 kg
enriched germanium in an energy window frorf29 MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss

[1076] | [10“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0®] | [L0“cts/(keV - kg - y)]
232Th chain
208T| + 212pg || 15.8 1396+ 0.1108 10.5 0220+ 0.0901 5.2 04568+ 0.0632
238 chain
214B;j 3.6 0.7119+0.1188 2.2 04347+ 0.0922 1.0 01971+ 0.0621
Sum: | \ 211+0.16 [ \ 136+0.13 | \ 065+0.09

Table A.14.: Expected background index from the elect®HKiapton cable. The first column shows the isotope under derssi
tion. The second column shows the background contributising events selected after the ROI cut. The backgroun
index in third and fourth column shown are calculated usiimgyl®-Crystal (SC) and Single-Segment (SS) events
only. The electronics Kapton cable has a mass of 6.75 g, pegstThe overall mass is 0.04725kg. The assumed
contamination of the Electronics Kapton Cable is 9 mBg/kgf8t and 4 mBg/kg for32Th and 2 mBg/kg foF°Co.
The background is calculated for.83 kg enriched germanium in an energy window frofd2® MeV to 2049 MeV.

[oX




A. Tables of expected background index from GERDA array

Isotope SRkol brol SRc bsc SRs bss
[1079] | [10“cts/(keV - kg - y)] | [1079] | [10~%cts/(keV - kg - y)] || [L0 ] | [LO“cts/(keV - kg - y)]
%0Co 0.2 00032+ 0.0023 - - - -
232Th chain
208T| + 21%pg || 11.7 03550+ 0.0328 7.9 02397+0.0269 3.5 01062+ 0.0179
238 chain
214g;j 2.2 0.0563+0.0120 1.1 00281+ 0.0085 0.6 001534+ 0.0063
Sum: H \ 042+0.04 H \ 027+0.03 H \ 012+0.02
Table A.15.: Expected background index from the copper efjtimction-sled. The first column shows the isotope under con

sideration. The second column shows the background catibif) using events selected after the ROI cut. The
background index in third and fourth column shown are cal@d using Single-Crystal (SC) and Single-Segment
(SS) events only. The junction-sled has a mass of 4959 mad@lof copper and 4 g of Iglidur per string. The
overall mass is 3.465kg. The assumed contamination of thperds 0016 mBg/kg for?38U and 0019 mBq/kg

for 232Th and 001 mBg/kg for®°Co. The background is calculated for.88 kg enriched germanium in an energy
window from 2029 MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss
[1076] | [10“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0®] | [LO“cts/(keV - kg - y)]
232Th chain
20871+ 212pg || 6.8 22645+ 0.2746 4.4 14652+ 0.2208 2.2 07326+ 0.1562
238 chain
214 2.3 0.6768+0.1411 1.5 04414+ 0.1140 0.2 00588+ 0.0416
Sum: [ \ 294+0.31 [ \ 191+0.25 [ \ 079+0.16
Table A.16.: Expected background index from the Iglidurloé junction-sled. The first column shows the isotope undar co

sideration. The second column shows the background catitif) using events selected after the ROI cut. The

background index in third and fourth column shown are cal®a using Single-Crystal (SC) and Single-Segmen
(SS) events only. The junction-sled has a mass of 4959 mad8lofj copper and 4 g of Iglidur per string. The
overall mass is 3.465kg. The assumed contamination of fidutgs 226 mBag/kg for238U and 159 mBq/kg for
232Th to 228Ac and 256 mBg/kg from?28Th on. The background is calculated for.88kg enriched germanium in
an energy window from 229 MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRkol broi SRc bsc SRs bss

[1076] | [10~“cts/(keV - kg - y)] | [1079] | [10~%cts/(keV - kg - y)] || [L0~] | [L0“cts/(keV - kg - V)]
80Co 0.1 00013+ 0.0013 - - - -
232Th chain
208T| + 212pg | 9.3 03039+ 0.0315 5.8 01889+ 0.0249 2.7 00882+ 0.0170
238 chain
214B;j 2.1 0.0087-+0.0019 1.4 00058+ 0.0016 0.8 00033+ 0.0012
Sum: [ \ 031+0.03 [ \ 019+0.02 [ \ 009+ 0.02

Table A.17.: Expected background index from the Murtfelith@ junction-pins volume. The first column shows the isetop
under consideration. The second column shows the backdroamtribution, using events selected after the ROI
cut. The background index in third and fourth column showacaliculated using Single-Crystal (SC) and Single-
Segment (SS) events only. The junction-pins part has a nfédk3041 g made of 142 g copper, 67 g of Murtfeldt
and 4.41 g of Pogo-Pins per string. The overall mass is 1.494ke assumed contamination of the Murtfeldt is
3.4 mBg/kg for238U to 23°Th and 0019 mBqg/kg from?2®Ra on. For’32Th a contamination of A5 mBg/kg is used.
The contamination df°Co was 0061 mBq/kg.The background is calculated for®Bkg enriched germanium in an
energy window from 229 MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss
[1076] | [10“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0~®] | [LO“cts/(keV - kg - y)]
50Co 0.1 00005+ 0.0005 - - - -

232Th chain

208T| + 212pg || 9.3 00816+ 0.0085 5.8 00509+ 0.0067 2.7 00237+ 0.0046
238 chain

214g;j 2.1 0.0155+0.0034 1.4 00103+ 0.0028 0.8 00059+ 0.0021
Sum: [ \ 010+ 0.01 [ \ 006+ 0.01 [ \ 003+0.01

Table A.18.: Expected background index from the copper efjtimction-pins volume. The first column shows the isotope un
der consideration. The second column shows the backgroontilsution, using events selected after the ROI
cut. The background index in third and fourth column shows@lculated using Single-Crystal (SC) and Single-
Segment (SS) events only. The Junction-Sled Pins part hasa afi 213.41 g made of 142 g copper, 67 g of Murt-
feldt and 4.41 g of Pogo-Pins per string. The overall mass494lkg. The assumed contamination of the coppe
is 0.016 mBg/kg for?38U, 0.019 mBag/kg for?32Th and 001 mBg/kg for®%Co. The background is calculated for
33.94 kg enriched germanium in an energy window froi®2® MeV to 2049 MeV.




A. Tables of expected background index from GERDA array

Isotope SRkol brol SRc bsc SRs bss

[1079] | [10~“cts/(keV - kg - y)] | [1078] | [10~“cts/(keV - kg - y)] || [107F] | [LO“cts/(keV - kg - )]
232Th chain
208T| + 212pg || 9.3 52018+ 0.5394 5.8 32441+ 0.4260 2.7 151024+ 0.2906
238 chain
214g;j 2.1 15977+ 0.3540 1.4 10651+ 0.2847 0.8 06087+ 0.2152
Sum: | \ 680+ 0.65 | \ 431+0.51 | \ 212+0.36

Table A.19.: Expected background index from the “Pogo-Pafishe junction-pins volume. The first column shows the ogus

under consideration. The second column shows the backdroomtribution, using events selected after the ROI
cut. The background index in third and fourth column showae@lculated using Single-Crystal (SC) and Single-
Segment (SS) events only. The Junction-Sled Pins part hasaoh213.41 g made of 142 g copper, 67 g of Murtfeldt
and 4.41 g of Pogo-Pins per string. The overall mass is 1.494ke assumed contamination of the Pogo-Pins is
53 mBq/kg for?38U to 219Tl, 214Po respectively. Frord®Pb on a contamination of 1400 mBg/kg is assumed. And
39 mBg/kg from?232Th to 228Ac and 19 mBq/kg fronf28Th on. The background is calculated for.88kg enriched

germanium in an energy window from@9 MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss

[1076] | [10“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0®] | [L0“cts/(keV - kg - y)]
232Th chain
208T] + 2I2po || 6.0 03902+ 0.0504 3.9 02537+ 0.0406 1.7 01106+ 0.0268
238 chain
214B; 1.6 0.2084+0.0521 0.9 01172+ 0.0391 0.2 00260+ 0.0184
Sum: [ \ 060-+0.07 [ \ 037+0.06 [ \ 013+0.03

Table A.20.: Expected background index from the junctipaegr (copper screws) of the matrix. The first column shows th
isotope under consideration. The second column shows telmund contribution, using events selected after the
ROI cut. The background index in third and fourth column shawe calculated using Single-Crystal (SC) and
Single-Segment (SS) events only. The copper screws havessaah20.0 g per string. The overall mass is 0.14 kg
The assumed contamination of the copper screws is 2 mBq/Kg#dr 1 mBq/kg for?32Th and 05 mBq/kg for®°Co.
The background is calculated for.83 kg enriched germanium in an energy window fro2® MeV to 2049 MeV.
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A. Tables of expected background index from GERDA array

Isotope SRl broi SRc bsc SRs bss
[1078] | [10~“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0~] | [LO“cts/(keV - kg - V)]
232Th chain
20811+ 21%Pg | 5.6 01522+ 0.0204 4.3 01169+0.0178 1.4 00381+ 0.0102
238U chain
214j 1.4 0.0321+4+0.0086 1.0 00229+ 0.0072 0.2 00046+ 0.0032
Sum: | \ 0194+0.02 | \ 014+0.02 | \ 004+0.01
Table A.21.: Expected background index from the copper®judhction-cable volume. The first column shows the isotapieu

consideration. The second column shows the backgroundilmatibn, using events selected after the ROI cut. The
background index in third and fourth column shown are cal@d using Single-Crystal (SC) and Single-Segment
(SS) events only. The junction-cable volume has a mass a04j7/4onsisting of 440 g of copper and 34 g of Teflon,
per string. The overall mass is 3.318kg. The assumed congdion of the copper is.016 mBqg/kg for238U,
0.019 mBg/kg for?32Th and 001 mBq/kg for®%Co. The background is calculated for.98 kg enriched germanium

in an energy window from 229 MeV to 2049 MeV.
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Isotope SRkol brol SRc bsc SRs bss

[1078] | [10“cts/(keV - kg - y)] || [1079] | [10~%cts/(keV - kg - y)] || [L0~®] | [LO“cts/(keV - kg - V)]
232Th chain
208T| + 212pg || 5.6 00991+ 0.0132 4.3 00761+ 0.0116 1.4 00248+ 0.0066
238 chain
214g;j 1.4 0.0248+ 0.0066 1.0 00177+ 0.0056 0.2 00035+ 0.0025
Sum: | \ 012+0.10 | \ 009+0.01 | \ 003+0.01

Table A.22.: Expected background index from the Teflon ofjtinetion-cable volume. The first column shows the isotopadenn
consideration. The second column shows the backgroundilwation, using events selected after the ROI cut. The
background index in third and fourth column shown are caled using Single-Crystal (SC) and Single-Segmen
(SS) events only. The junction-cable volume has a mass a04j74onsisting of 440 g of copper and 34 g of Teflon,
per string. The overall mass is 3.318kg. The assumed conddion of the Teflon is @6 mBg/kg for?38U and

0.16 mBg/kg for?32Th. The background is calculated for.83 kg enriched germanium in an energy window from

2.029 MeV to 2049 MeV.

t




Isotope SRol brol SRc bsc SRs bss
[1076] | [10~“cts/(keV - kg - y)] | [107] | [10~“cts/(keV - kg - y)] || [107%] | [10~“cts/(keV - kg - )]

232Th chain
208T] -212pg 2 17065+ 1.2067 1 08533+ 0.8533 - -
Sum: [ \ 171+1.21 | \ 085+0.85 | - | -

A. Tables of expected background index from GERDA array

Table A.23.: Expected background index from the stainléssl £able chain. The first column shows the isotope under con

sideration. The second column shows the background catibif) using events selected after the ROI cut. The
background index in third and fourth column shown are cal&a using Single-Crystal (SC) and Single-Segment
(SS) events only. The cable chain has a mass of 1193 g, peg.stfihe overall mass is 8.351kg. The assumed
contamination of the stainless steel is 72 mBg/kg frofiu to ™230 and 097mBq/kg fromR2226on. The assumed
contamination is ® mBq/kg from?32Th to 228Ac. From?228Th on the contamination is assumed to b2aBg/kg.
The background is calculated for.83 kg enriched germanium in an energy window froid2B MeV to 2049 MeV.
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Isotope SRol brol SRc bsc SRs bss
[1078] | [10“cts/(keV - kg - y)] | [107F] | [10~%cts/(keV - kg - y)] || [LO0®] | [LO~“cts/(keV - kg - y)]
232Th chain
208T] 2 0.0016+0.0011 2 00016+ 0.0011 - -
Sum: [ \ 001+0.01 [ \ 001+0.01 [ \ -

Table A.24.: Expected background index from the woven nb8ables. The first column shows the isotope under considarati

The second column shows the background index, using eveldstad after the ROI cut. The background index
in third and fourth column shown are calculated using Sk@estal (SC) and Single-Segment (SS) events only.
The ribbon cable has a mass of 126.99 g copper and 0.97 g Tefloa.overall mass is 0.896 kg. The assumed
contamination of the copper is@L6 mBgq/kg for?38U, 0.019 mBg/kg from?32Th and 001mBg/kg for®°Co. The
assumed contamination of the Teflon i$®mBa/kg for?38U and?32Th. The background is calculated for.93 kg
enriched germanium in an energy window frorf29 MeV to 2049 MeV.




A. Tables of expected background index from GERDA array
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B. Graphs of all Simulated Pulses
Compared to Data Pulses
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B. Graphs of all Simulated Pulses Compared to Data Pulses
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Figure B.1.: Comparison between the averaged data pulse ¢hiao& solid line) from
the 12178 keV peak of'®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from(@p) to 20 (bottom).
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Figure B.2.: Comparison between the averaged data pulse ¢hiao& solid line) from

the 12178 keV peak of®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode fron? Jtbp) to 50 (bottom).
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B. Graphs of all Simulated Pulses Compared to Data Pulses
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Figure B.3.: Comparison between the averaged data pulse ¢hiao& solid line) from

the 12178 keV peak of'®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode front §tbp) to 80 (bottom).
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Figure B.4.: Comparison between the averaged data pulse ¢biao& solid line) from
the 12178 keV peak of®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode front tbp) to 110 (bottom).

201



B. Graphs of all Simulated Pulses Compared to Data Pulses
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Figure B.5.: Comparison between the averaged data pulse ¢hiao& solid line) from

the 12178 keV peak of'®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from 12®p) to 140 (bottom).
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Figure B.6.: Comparison between the averaged data pulse ¢hiao& solid line) from

the 12178 keV peak of®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from 1%®p) to 170 (bottom).
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B. Graphs of all Simulated Pulses Compared to Data Pulses
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Figure B.7.: Comparison between the averaged data pulse ¢hiao& solid line) from
the 12178 keV peak of'®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from 1§@®p) to 200 (bottom).
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Figure B.8.: Comparison between the averaged data pulse ¢hiao& solid line) from

the 12178 keV peak of®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from 21tp) to 230 (bottom).
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Figure B.9.: Comparison between the averaged data pulse ¢hiao& solid line) from
the 12178 keV peak of'®2Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core electrode
and right for the segment electrode from 24top) to 260 (bottom).
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Figure B.10.: Comparison between the averaged data pulse ¢biagk solid line) from
the 12178 keV peak of-*?Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core elec-
trode and right for the segment electrode from 2{#0p) to 290 (bottom).
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Figure B.11.: Comparison between the averaged data pulse ¢biagk solid line) from
the 12178 keV peak of->?Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core elec-
trode and right for the segment electrode from3@0p) to 320 (bottom).
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Figure B.12.: Comparison between the averaged data pulse ¢biagk solid line) from
the 12178 keV peak of-*?Eu and the averaged simulated pulse shape from
photons with energy of 1218 keV (red dashed line) left for the core elec-
trode and right for the segment electrode from3@0p) to 350 (bottom).
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