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SUMMARY

Standard Wiener interpolation for Pilot Aided Channel Estimation (PACE) in OFDM systems does not
utilise other available information at the receiver such as the received signals in the non-pilot sub-channels
and the knowledge about the transmitted symbol alphabet. In addition, the standard Wiener interpolation
method requires the spacing of the pilot symbols to satisfy the Sampling Theorem, i.e. at least two pilot sub-
channels within the coherence bandwidth. This paper presents two novel channel estimation methods
aiming at improving and expanding the PACE. The first method is based on the standard Wiener
interpolation, and it achieves better performance by feeding back the posterior probabilities of the detected
symbols. The second method is aiming at performing channel estimation with the placement of pilot
symbols not necessarily satisfying the Sampling Theorem. Both methods use the Expectation and
Maximisation (EM) algorithm. Copyright # 2007 John Wiley & Sons, Ltd.

1. INTRODUCTION

The OFDM system has emerged as an appropriate technol-

ogy to mitigate the effects of frequency selectivity in wide-

band mobile communication systems. The use of a Cyclic

Prefix (CP) for preventing inter-block interference is

known to be equivalent to multiple flat fading parallel

transmission channels in the frequency domain [1]. Wide-

band communication systems with OFDM modulation can

be combined with multiple transmit and receiver antennas

(MIMO) to achieve very high data rate transmission.

Typically, channel estimation within the MIMO-OFDM

systems is based on the Pilot Aided Channel Estimation

(PACE) methods where the pilot symbols are periodically

transmitted along the time and/or frequency directions.

The estimation in a sub-channel, i.e. frequency bin, with

no pilot symbols is then obtained by interpolation. Com-

mon algorithms use Si or Cubic interpolators [2, 3]. The

most known and optimal in the sense of Minimum Mean

Squared Error (MMSE) interpolation approach is the

Wiener filter solution [4, 5], which relies on the autocorre-

lation function of the channel over time and/or frequency.

The quality of the channel statistical information together

with the signal to noise ratio (SNR) and the spacing of fre-

quency bins with pilot symbols are crucial to the quality of

the interpolation process. Therefore, the choice of the fre-

quency bins with pilots has to satisfy the Sampling Theo-

rem which is not trivial due to the changing properties of

the channel over time. A conservative approach to satisfy-

ing the Sampling Theorem is to guarantee a very high den-

sity of pilot sub-channels.

In Wiener interpolation, estimation of channels at pilot

bins is only based on the pilot symbol and the received sig-

nals in pilot bins. Other available information, e.g. trans-

mitted symbol alphabet and received signal at non-pilot

bins are not used.

In this paper, we present methods for channel estimation

which utilise not only the input-output data in bins with

pilot symbols but also the received signals in the bins with-

out pilot sequences. These methods are based on Expecta-
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tion Maximisation (EM) and local interpolation, and they

can be applied even if the Sampling Theorem is not satis-

fied. The benefit of these methods is that the resulting

MIMO-OFDM system is robust to changes in the fre-

quency selectivity of the channel and that it, therefore,

spares channel capacity. We present these methods in an

uncoded transmission system. Although embedding error

correcting coding is straightforward, we will not present

this part just for simplicity.

The usage of the above-mentioned extra information

contained in the received signals in the frequency bins

without pilot sequences will, naturally, be different

depending whether or not the placing of pilot bins satisfies

the Sampling Theorem requirements. In the case when the

Sampling Theorem is satisfied, EM is used to improve the

noisy channel estimates in frequency bins with pilot sym-

bols, thus also enhancing the Wiener interpolation in other

frequency bins, as shown in Subsection 3.1.

On the other hand, the standard Wiener interpolation

based channel estimation method will have very bad

results when the Sampling Theorem is not satisfied. In this

case, EM can be used to perform semi-blind estimation of

the channel in each particular frequency bin. The result of

EM in this case is sensitive to the initialisation of the algo-

rithm, as shown in Subsection 3.2. Different methods for

appropriate initialisation of EM are discussed in the latter

section too.

Related works on exploiting the received signals at fre-

quency bins without pilot signals exist. Authors of Refer-

ence [6] have presented a framework of an iterative

estimation scheme for coded systems in the frequency

domain which is not based on the EM algorithm. The

introduced method uses the a posteriori probabilities of

the symbols after decoding to improve the channel esti-

mate. Relying on the error correcting coding to assist the

channel estimation puts additional constraints on the

power of the coding scheme used, not necessarily leading

to overall resource savings. Due to the coding, the method

in Reference [6] can tolerate small deviations in pilot spa-

cing from the case where the Sampling Theorem is satis-

fied. On the other hand, the herein presented EM-based

method can deal with arbitrary large spacing between bins

with pilot sequences which significantly exceed the spa-

cing required by the Sampling Theorem.

Different EM based approaches are reported in Refer-

ences [7–9]. The difference between these approaches

and our approach is that the channel is estimated in the

time domain, whereas the frequency domain estimates

are then obtained by simply making a Fourier transform.

As discussed in Reference [10], the frequency spacing of

OFDM sub-carriers imposes a finite resolution of the chan-

nel delay estimation, which leads to the non-negligible

error effect called ‘leakage’.

We organise the paper as follows: in Section 2, the sys-

tem model of the transceiver and the wireless channel is

presented. In Section 3, the two different EM based chan-

nel estimation methods are described in detail. The perfor-

mance of these two methods is tested through simulation

and the results are presented in Section 4. The mean square

error (MSE) of the estimated channel and the bit error rate

(BER) of the detected symbol, as a function of SNR are

presented to evaluate the performance. Finally, Section 5

concludes the paper.

2. SYSTEM MODEL

We consider a MIMO-OFDM system as depicted in

Figure 1.

This system has Mt transmit antennas with each antenna

i sending a data stream si(k) where k is the time index. At

the receiver side, there are Mr receiver antennas receiving

the noisy mixture of the transmitted streams. The signal

received at antenna j is denoted as xj(k). The channel

between the ith transmit antenna and the jth receiver

antenna is hij. The use of OFDM transceiver is to convert

the frequency selective channel into flat fading parallel

sub-channels, with each channel transmitting a data stream

sni ðkÞ, where n is the index of that sub-channel. The input–

output vector notation of a flat fading sub-channel n can be

written as

xnðkÞ ¼ HðjwnÞsnðkÞ þ �ðkÞ ð1Þ

where HðjwnÞ is the Fourier transform of the channel mix-

ing matrix in the nth sub-channel. The additive Gaussian

Figure 1. MIMO-OFDM system with Mt transmit and Mr recei-
ver antennas.
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noise is �ðkÞ and it is assumed to be white, zero mean,

uncorrelated and with a known variance �2.

3. EM BASED CHANNEL ESTIMATION

METHODS

In this section, we will introduce two novel EM based

channel estimation methods.

The EM algorithm is a popular and powerful way of sol-

ving the likelihood maximisation problem when the gath-

ered data are incomplete in some way. It is an iterative

optimisation method with guaranteed convergence, although

it may converge to a local optimum. A detailed discussion

on EM algorithm can be found in Reference [11].

Before introducing the methods, we should clarify some

basic assumptions for our system.

The transmitted symbols are assumed to be temporally

white. As OFDM converts the serial transmitted symbols

into parallel and transmits them through parallel orthogo-

nal sub-channels; the temporal whiteness is translated into

the independence between the symbols transmitted in dif-

ferent sub-channels.

Transmitted symbols are chosen from a fixed symbols

set fSg ¼ fs1; s2 . . . sMg, and the M-ary modulation

scheme is known at the receiver side. It is also assumed

that the probability of each symbol realisation is known

at the receiver and, for simplicity, we assume all symbols

to be equally probable. In addition, it is assumed that the

data streams from different sources are statistically inde-

pendent.

3.1. Wiener interpolation enhancement

In this sub-section we assume, that the placement of pilot

symbols satisfies the Sampling Theorem requirement, i.e.

at least two frequency bins with pilot symbols within the

coherence bandwidth. Hence, Wiener interpolation can be

used to estimate the channels in the rest of frequency bins

without pilot symbols. The quality of the channel estima-

tion in this case is directly proportional to the quality of

channel estimates in frequency bins with pilot symbols,

which are influenced by the channel noise.

In standard Wiener interpolation, we estimate the chan-

nel in pilot bins based only on the pilot symbol and the sig-

nals received in the pilot bins. If we pose this as ML

problem, then we can define the log-likelihood as

LðhPÞ ¼ log pðxP; hPÞ ð2Þ

where hP and xP are the channels and the received signals

in the pilot bins. The ML solution is simply

ĥP ¼ x1
P

s1
P

;
x2

P

s2
P

; . . .
xNP

P

sNP

P

" #T

ð3Þ

where NP is the number of pilot bins, sP
np and

xP
np ; np ¼ 1 . . .NP are the pilot symbols and received signals,

respectively.

Now, in order to improve the MSE performance, we

would like to improve the estimation in pilot bins by

exploiting the available information in non-pilot bins.

For clarity reasons, we will first do it for the SISO-OFDM

case and later extend the result to MIMO-OFDM.

3.1.1. SISO-OFDM

Here, we first consider the SISO-OFDM case. The trans-

mission in each OFDM sub-channel can be modelled as

xn ¼ snhn þ �n; n ¼ 1 . . .N ð4Þ

where n denotes the frequency bin index, and x, h, and �
are the received signal, channel coefficient and noise rea-

lisation, respectively.

In Wiener interpolation, the channel at non-pilot fre-

quency bin can be expressed as a weighted linear combina-

tion of the channel at pilot bins, i.e.

hn ¼
XNP

i¼1

wi
n � hiP ¼ wT

nhP ð5Þ

where wn ¼ ½wi
n; . . .w

NP
n �T are the Wiener coefficients for

interpolating the channel in the nth frequency bin.

hP ¼ ½h1
p; . . . h

NP
p �T are the channels at pilot bins.

Having the correlation between the sub-channels, as

shown in Equation (5), we can rewrite Equation (4) as

xn ¼ snhn þ �n ¼ snw
T
nhP þ �n; n ¼ 1 . . .N ð6Þ

In Equation (6), the parameters to be estimated are

reduced to the channels in the pilot bins. Now we define

the new log-likelihood as a function of channel in pilot bins:

LðhPÞ ¼ log pðx;hÞ ¼ log pðx;WhPÞ ð7Þ

where W ¼ ½w1 . . .wN �T 2 CN�Np is the matrix containing

the Wiener coefficients for all frequency bins. The differ-

ence between Equations (2) and (7) is that in Equation (2),

we only use received signals in pilot bins, i.e. xP, while in

Equation (7), we use all received signals in all sub-chan-

nels, including non-pilot bins.
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Now the channel estimation problem is posed as the fol-

lowing ML problem:

ĥP ¼ arg max
hP

LðhPÞ ¼ arg max
hP

log pðx; hÞ

¼ arg max
hP

log
X
s12fSg

� � �
X

sN2fSg
pðx; s; hÞ

¼ arg max
hP

log
X
s12fSg

� � �
X

sN2fSg
pðxjs; hÞ

¼ arg max
hP

log
X
s12fSg

� � �
X

sN2fSg

YN
n¼1

pðxnjsn; hnÞ

¼ arg max
hP

log
YN
n¼1

X
sn2fSg

pðxnjsn; hnÞ

¼ arg max
hP

XN
n¼1

log
X
sn2fSg

pðxnjsn; hnÞ

¼ arg max
hP

XN
n¼1

log
X
sn2fSg

pðxnjsn;wT
nhPÞ

ð8Þ

The summation inside the logarithm makes it intractable

to find an analytical solution to Equation (8). However, we

can use the EM algorithm to solve this ML problem. Here,

the hidden variables are the transmitted symbols in the

non-pilot bins. We use Equation (3) as the initial guess

ĥ
0

P. In each EM iteration, we have

E step: calculate pðsnjxn; hnÞ ¼ pðsnjxn;wT
n ĥP

ðtÞÞ
M step: maximize the lower bound:

ĥ
ðtþ1Þ
P ¼ arg max

h
ðtþ1Þ
P

B h
ðtþ1Þ
P ; ĥ

ðtÞ
P

� �

¼ arg max
h
ðtþ1Þ
P

XN
n¼1

X
sn2fSg

p snjxn;wT
n ĥ

ðtÞ
P

� �

� log p xnjsn;wT
nh

ðtþ1Þ
P

� �
ð9Þ

Following the approach in Reference [12] it can be

shown (see Appendix) that the solution of the maximisa-

tion in the iteration t is

ĥP
ðtþ1Þ ¼ R

ðtÞ
ssðwÞ

�1rðtÞxs ð10Þ

with:

R
ðtÞ
ssðwÞ ¼

XN
n¼1

X
sn2fSg

p snjxn; ĥ
ðtÞ
P

� �
s�nsnw

�
nw

T
n ð11Þ

rðtÞxs ¼
XN
n¼1

X
sn2fSg

p snjxn; ĥ
ðtÞ
P

� �
s�nxnw

�
n ð12Þ

Here pðsnjxn; ĥP
ðtÞÞ is the posterior probability of the

transmitted symbol sn (from the alphabet fSg) given the

received signal xn at current estimate ĥP
ðtÞ, which can be

calculated in the following way:

p snjxn; ĥ
ðtÞ
P

� �
¼

p xnjsn; ĥ
ðtÞ
P

� �
� pðsnÞP

sn2fSg
p xnjsn; ĥ

ðtÞ
P

� �
� pðsnÞ

ð13Þ

If we use PSK modulation, i.e. the transmitted symbol

has constant transmission power �2, then Equation (11)

can be simplified as

R
ðtÞ
ssðwÞ ¼ �2

s

XN
n¼1

X
sn2fSg

p snjxn; ĥ
ðtÞ
P

� �
w�

nw
T
n

¼ �2
s

XN
n¼1

w�
nw

T
n

ð14Þ

From Equation (14), we can see that RssðwÞ only depends

on the Wiener coefficients, which can be pre-computed

and stored. Only r
ðtÞ
xs should be updated in each iteration.

3.1.2. MIMO-OFDM

The extension of the above scheme to MIMO-OFDM sys-

tems is possible. In the MIMO system shown in Figure 1,

we have Mt transmit antennas and Mr receiver antennas.

By using OFDM, we divide the multipath channel between

each antenna pair into N orthogonal sub-channels. Then,

for each sub-channel, their Mr�Mt channel coefficients

can be written in a matrix H:

Hn ¼
hð1;1Þ;n � � � hð1;MtÞ;n

..

. . .
. ..

.

hðMr1Þ;n � � � hðMrMtÞ;n

2
64

3
75 ð15Þ

Here n is the index denoting the nth sub-channel. For

lack of knowledge about the spatial correlations, each

antenna pair can be regarded as a SISO-OFDM system.

Wiener interpolation for the channel between antenna pair

(mt, mr) can be expressed as

hðmt ;mrÞ;n ¼
XNP

i¼1

wi
ðmt ;mrÞ;nh

i
ðmt ;mrÞ;P ¼ wT

ðmt ;mrÞ;nhP ð16Þ

A common assumption is that for close together anten-

nas, all the antenna pairs have the same channel statistics.
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Hence, we use the same Wiener coefficients wn for every

antenna pair. Then we can write

Hn ¼

hð1;1Þ;n � � � hð1;MtÞ;n

..

. . .
. ..

.

hðMr ;1Þ;n � � � hðMr ;MtÞ;n

2
664

3
775

¼
XNP

i¼1

wi
n

hið1;1Þ;i � � � hið1;MtÞ;i

..

. . .
. ..

.

hiðMr ;1Þ;i � � � hiðMr ;MtÞ;i

2
6664

3
7775

ð17Þ

The input–output relation at mrth receiving antenna can

be written as

xmr ;n ¼ hðmr ;1Þ;n; . . . hðmr ;MtÞ;n
� � s1;n

..

.

sMt ;n

2
664

3
775þ �mr ;n

¼
XNP

i¼1

wi
n hiðmr ;1Þ;P; . . . h

i
ðmr ;MtÞ;P

h i s1;n

..

.

sMt ;n

2
664

3
775þ �mr ;n

¼ h1
ðmr ;1Þ;P . . . h

1
ðmr ;MtÞ;P; : . . . ; h

NP

ðmr ;1Þ;P; . . . h
NP

ðmr ;MtÞ;P

h i

�

w1
nIMt�Mt

..

.

wNP
n IMt�Mt

2
664

3
775

s1;n

..

.

sMt ;n

2
664

3
775þ �mr ;n

ð18Þ

Denote

hmr ;P¼ h1
ðmr ;1Þ;P . . . h

1
ðmr ;MtÞ;P; . . . ; h

NP

ðmr ;1Þ;P; . . . h
NP

ðmr ;MtÞ;P

h iT

Wn ¼ w1
nIMt�Mt

. . .wNP
n IMt�Mt

� �T

sn ¼ s1;n . . . sMt ;n

� �T

Then Equation (18) can be represented as

xmr ;n ¼ hT
mr ;P

Wnsn þ �mr ;n

¼ sT
nW

T
nhmr ;P þ �mr ;n

ð19Þ

Equation (19) has a similar form as Equation (6). The

definition of likelihood and the derivation of EM algorithm

can just follow Equations (7) to (9). Here we only present

the result

ĥ
ðtþ1Þ
mr ;P

¼ rðtÞxs R
ðtÞ
ssðWÞ

�1 ð20Þ

with

R
ðtÞ
ssðWÞ ¼

XN
n¼1

X
sn2fSg

p snjxmr ;n; ĥ
ðtÞ
mr ;P

� �
W�

ns
�
nðWnsnÞT

r
ðtÞ
xsðWÞ ¼

XN
n¼1

X
sn2fSg

p snjxmr ;n; ĥ
ðtÞ
mr ;P

� �
xmr ;nW

�
ns

�
n

ð21Þ

3.2. Sequential EM channel estimation
with propagation of the solution

This section investigates the case when the Sampling The-

orem requirement is not satisfied, i.e. where the spacing of

the frequency bins with pilot sequences are large. This

case arises, when the characteristics of the system have

changed making the channel more frequency selective

than before. Hence, the old spacing of the pilot bins is

not sufficient to enable the use of the standard Wiener

interpolation approach to channel estimation.

In this case we propose a novel approach to channel esti-

mation where the channel estimation in a bin without pilot

symbols is solved as a semi-blind iterative problem and the

local correlation between adjacent bins is used for the

algorithm initialisation.

Recalling the channel model in Equation (1), we will

focus on estimating the spatial channel in the nth fre-

quency bin and equalizing the channel. For a simpler nota-

tion, we will omit the index ‘n’ in equations in the

remaining part of this section.

In general, the mixing matrix H is unknown and has to

be estimated. If the transmitted streams si(k) were known

at the receiver, the channel could be estimated by solving

the following Maximum Likelihood problem:

arg max
H

log pðxjs;HÞ ð22Þ

where the probability density function pðxjs;HÞ is given

by the noise statistics, a Gaussian vector random variable

with zero mean and known covariance matrix �2 � I (where

I stands for a unit matrix).

The problem treated in our approach is the case where

the transmitted streams si(k) are NOT known at the recei-

ver. Therefore, we deal with the so-called ‘semi-blind’

channel estimation.

Due to the fact that the transmitted streams are not

known at the receiver, the channel estimation has to be for-

mulated differently than in Equation (22). The Maximum
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Likelihood problem we can formulate in this case is as fol-

lows:

arg max
H

log pðx;HÞ ð23Þ

We can solve this ML problem similarly as what we did

with Equation (7). The two steps in the tth EM iteration are

E-step: where the expected value of the conditional log-

likelihood is computed asX
s2 Sf g

p sjx;HðtÞ
� �

� log pðxjs;HÞ ð24Þ

M-step: where Equation (24) is maximized with respect to

H. The resulting H is then denoted as H(tþ 1).

This is a semi-blind method since the transmitted

streams were not known at the receiver. The problem is

nevertheless feasible since the prior knowledge about the

symbol alphabet and about the statistical independence of

streams suffices for estimation of H. The price we have to

pay is the ambiguity of the solution with respect to permu-

tation and phase scaling which are the intrinsic properties

of all blind methods. The ambiguity is resolved if the

initial channel estimate in the EM algorithm is sufficiently

close to the correct solution. The following sections pre-

sent two methods of exploiting the local correlations

between the adjacent bins for the initialisation of the EM

algorithm.

3.2.1. Direct EM initialisation with the models of

neighbouring bins

If we look at the frequency correlation of the OFDM chan-

nel, i.e. the autocorrelation of OFDM sub-channels, we

can see that the neighbouring frequency bins are strongly

correlated. Using this property, we can initialise the EM

channel estimation by using the estimate from the

neighbouring bin. Pilot symbols are sent only in a limited

number of sub-channels, as they only provide initialisation

for the EM channel estimation in the consecutive bins.

Figure 2 illustrates the sequential estimation process.

We have N OFDM sub-channels. Bin 1 and bin N are

pilot bins where pilot symbols are sent. Channel is esti-

mated in pilot bins by solving the ML problem as formu-

lated in Equation (22). The results in bin 1 and bin N can be

used respectively to initialise the EM channel estimation in

bin 2 and N � 1. In the following step, in estimating the

channel in frequency bin n, we use the EM algorithm initi-

alised by the result in bin n� 1(nþ 1 if backward).

Using sequential initialisation generates error propaga-

tion problem as we can see from the simulation result in

Section 4. In some instances, neighbouring bin provides

a bad initialisation, which may lead EM to converge to a

wrong solution. This error will propagate to the estimation

in the following bins. In the next sub-section, we will intro-

duce a local Wiener interpolation method, which can

improve the initialisation.

3.2.2. EM initialised using local Wiener interpolator

In order to improve the initialisation of EM, we introduce a

local Wiener interpolator. We use the previous estimated

bins n� 1, n� 2, . . . n� L as pseudo pilot bins. The initi-

alisation of current bin n is obtained by interpolating the

pseudo pilot bins. In the MMSE sense, the interpolation

is given by

Hn
ini ¼

XL
l¼1

wlĤ
n�l ð25Þ

The advantage of doing this is that by a local Wiener

interpolation, we exploit the correlation between the

neighbouring bins to generate an initialisation which is

closer to the true solution than initialisation with the pre-

vious bin. This is illustrated in Figure 3.

4. SIMULATION RESULTS

To verify the validity of these EM based channel estima-

tion methods, we test them through simulations. Here we

use a realistic frequency selective MIMO channel devel-

oped by the 3GPP-SCM group [13]. The main parameters

Figure 2. Sequential EM channel estimation with the propaga-
tion of solution. Figure 3. Initialisation with Wiener interpolation.
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of the channel and the system settings are summarized in

Table 1. The coherence bandwidth is approximately 1/

1.2 ms¼ 833 Hz. According to the Sampling Theorem, suc-

cessful interpolation methods require the spacing of pilot

bins to be not more than 833/2¼ 417 Hz, i.e. 5 bins.

4.1. EM based Wiener interpolation enhancement
vs. standard Wiener

In this part we will test the EM based Wiener interpolation

enhancement method and compare it with standard Wiener

interpolation. The placement of pilot sequences satisfies

the Sampling Theorem. The simulation results are dis-

played in Figures 4 and 5.

From the results we can see, by using EM to exploit extra

available information, we improve the channel estimation

and the symbol detection.

4.2. Sequential EM based channel estimation method

Here we test the validity of sequential EM channel estima-

tions where the Sampling Theorem is not satisfied. In the

first simulation, we directly use the estimate from the

neighbouring bin for the initialisation of EM. The BER

performance is shown in Figure 6.

We can see that the EM channel estimation with direct

solution propagation does not work. The neighbouring bin

n� 1 does not always provide a good initialisation for the

EM in estimating the current bin n. An improper initialisa-

tion leads EM to converge to a wrong solution. If we use

this solution to initialise the EM in bin nþ 1, then error

propagates. To solve this problem, we use local Wiener

interpolation to improve the initialisation, as described in

subsection 3.2.2.

Figure 7 shows the BER performance of the sequential

EM method with local Wiener interpolator.

With the help of local Wiener interpolator, we could find

an initial channel estimate close to the correct solution,

Figure 4. MSE performance of EM based Wiener interpolation
enhancement.

Table 1. Simulation settings.

Environment Microcellular

Antenna configuration 2� 2, spacing of 4l
Max delay 1.2 ms
Bandwidth 20 MHz
Number of OFDM bins 256
Number of data streams 2
Pilot positions for Wiener enhancement 1, 6, 11, . . .
Pilot positions for sequential EM 1, 32, 64, 96, . . .

Figure 5. BER performance of EM based Wiener interpolation
enhancement.

Figure 6. BER in each frequency bin, sequential EM channel
estimation in 2� 2 MIMO OFDM system.
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which avoids EM converging to a wrong solution. Hence,

we observe much lower error propagation in Figure 7.

To further investigate the properties of the above-men-

tioned sequential EM based methods, we compared them

with the standard Wiener interpolation. In order to illus-

trate how the channel estimation and BER degrade with

the reduction of the rate of occurrence of frequency bins

with pilots, we will increase the distance between neigh-

bouring frequency bins from 5 where the Sampling Theo-

rem was satisfied to 8, 16 and 31 where it is not satisfied

and nevertheless apply the standard Wiener interpolation.

The MSE and BER performance of different methods in

2� 2 MIMO OFDM systems are displayed in Figures 8

and 9.

The simulation results show that the sequential EM

based channel estimation methods perform well even with

very sparse pilot placement, where standard Wiener inter-

polation fails. Sequential EM estimation initialised by

neighbouring bins generates error propagation problem.

By introducing a local Wiener interpolator for the initiali-

sation, this problem can be solved. The presented methods

open the possibility of capacity improvement in OFDM/

MIMO-OFDM systems by reducing the signalling over-

head needed for pilots and channel estimation.

5. CONCLUSIONS

In standard Wiener interpolation, only the transmitted

symbols and received signals at pilot bins are used for

the channel estimation. By including the information at

non-pilot bins, the estimation performance is largely

improved. Knowledge of the transmitted symbol alphabet

and the received signal at non-pilot bins is exploited with a

maximum likelihood approach. Analytical solution could

not be directly found. Suitable expression has been derived

to apply the EM algorithm

In this paper, we have presented two EM based channel

estimation methods. The Wiener enhancement method is

based on standard Wiener interpolation. It requires the

Sampling Theorem requirement satisfied. When the Sam-

pling Theorem is not satisfied, then a sequential method

is applied, where the channel is estimated bin by bin.

The result from the neighbouring bin is used to initialise

the EM in the current bin. A further improvement is the

design of a local Wiener interpolation, which provides a

better initialisation, reducing the risk of converging to a

permuted constellation which would lead to error propaga-

Figure 7. BER in each frequency bin, sequential EM channel
estimation with local Wiener interpolator.

Figure 8. MSE performance of sequential EM based channel
estimation.

Figure 9. BER performance of sequential EM based channel
estimation.
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tion. The method is novel considering the case where the

Sampling Theorem is not satisfied.

APPENDIX

In this appendix we derive the solution for Equation (14).

We start from Equation (9) and compute:

ĥP
ðtþ1Þ ¼ arg max

htþ1
P

B hP
ðtþ1Þ; ĥP

ðtÞ
� �

¼ arg max
htþ1

P

XN
n¼1

X
sn2fSg

p snjxn;wH
n ĥP

ðtÞ
� �

log p xnjsn;wH
n hP

ðtþ1Þ
� �

¼ arg max
htþ1

P

XN
n¼1

X
sn2fSg

p snjxn;wT
n ĥP

ðtÞ
� �

ðxn � wT
nhP

ðtþ1ÞsnÞH

� xn � wT
nhP

ðtþ1Þsn

� �
Taking the derivative with respect to ðhP

ðtþ1ÞÞH
and setting

it to 0:

XN
n¼1

X
sn2fSg

p snjxn;wT
n ĥP

ðtÞ
� �

snw
T
n

� �H

� xn � snw
T
nhP

ðtþ1Þ
� �

¼ 0

Solving this equation, we obtain

XN
n¼1

X
sn2fSg

p snjxn;wT
n ĥP

ðtÞ
� �

s�nsnw
�
nw

T
n

0
@

1
AhP

ðtþ1Þ

¼
XN
n¼1

X
sn2fSg

p snjxn;wT
n ĥP

ðtÞ
� �

s�nxnw
�
n

which gives us the results in Equations (15), (16) and (17).
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