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Abstract—We examine and compare the different types of linear
transmit processing for multiple input, multiple output systems,
where we assume that the receive filter is independent of the
transmit filter contrary to the joint optimization of transmit and
receive filters. We can identify three filter types similar to receive
processing: the transmit matched filter, the transmit zero-forcing
filter, and the transmit Wiener filter. We show that the transmit
filters are based on similar optimizations as the respective receive
filters with an additional constraint for the transmit power. More-
over, the transmit Wiener filter has similar convergence properties
as the receive Wiener filter, i.e., it converges to the matched filter
and the zero-forcing filter for low and high signal-to-noise ratio,
respectively. We give closed-form solutions for all transmit filters
and present the fundamental result that their mean-square errors
are equal to the errors of the respective receive filters, if the
information symbols and the additive noise are uncorrelated.
However, our simulations reveal that the bit-error ratio results of
the transmit filters differ from the results for the respective receive
filters.

Index Terms—Linear transmit processing, linear precoding,
multiple input, multiple output systems (MIMO), pre-equaliza-
tion, prerake, Wiener filtering.

I. INTRODUCTION

THE task of receive equalization filters is to remove the dis-
tortion due to the channel and to minimize the effect of

the received noise. Three basic receive filter types are well re-
searched and understood [1]: the receive matched filter (RxMF),
the receive zero-forcing filter (RxZF), and the receive Wiener
filter (RxWF). The RxMF, which is also called conventional
filter [1] or rake [2], maximizes the signal portion of the de-
sired signal, the RxZF [3] removes interference, and the RxWF
or linear minimum mean-square error (MMSE) filter finds a
tradeoff between noise and interference [1], [4].

The major drawback of receive filters is the increased com-
plexity of the receiver, because channel estimation and adapta-
tion of the receive filter is necessary. For example, in the uplink
of cellular mobile radio systems, receive processing is advanta-
geous, because the complexity resides at the base station (BS).
On the other hand, in the downlink, receive processing leads to
more complex mobile stations (MSs).

If the downlink channel impulse response is available at the
BS, transmit processing becomes possible which equalizes
the signal at the receiver with a filter at the transmitter. The
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main advantage of transmit processing is the possibility to
simplify the receivers, i.e., the MSs. The assumption that the
downlink channel impulse response is known at the BS is valid
in time division duplex (TDD) systems, e.g., TDD-code division
multiple access (TDD–CDMA, [5]) or time division CDMA
(TD–CDMA, [6]), because the uplink and the downlink share
the same frequency band. Thus, all channel parameters are the
same for uplink and downlink, if the BS and MSs are calibrated
correctly [7]–[9] and the coherence time [10] of the channel is
large enough so that the channel estimate is still valid, when
it is used for the transmit processing algorithm. In frequency
division duplex (FDD) systems, the two links reside in different
frequency bands, and, hence, the channel parameters are dif-
ferent for uplink and downlink. This lack of knowledge can
be overcome by exploiting the slowly changing properties of
the channel which are independent from frequency (see, e.g.,
[11]), viz., path delays and average path attenuation, or can be
transformed from the uplink to the downlink frequency, i.e.,
steering vectors (e.g., [12] and [13]). In this article, we assume
that the fast changing properties of the multiple input, multiple
output (MIMO) channel are known at the BS. To this end,
feedback from the MSs to the BS is necessary in FDD systems.
However, note that spatial temporal transmit processing based
on slowly changing channel properties is possible as proposed
in [14]–[16].

Contrary to nonlinear approaches, like in [17]–[24], we em-
ploy linear transmit processing at the BS to end up with the sim-
plest possible receivers at the MSs which are filters matched to
the signal waveform. Thus, no channel estimation is necessary at
the MSs, if transmit processing, pre-equalization, or precoding
is used at the BS. Furthermore, we assume that the BS knows
a priori which type of signal processing is applied at the MSs.
This presumption is equivalent to the assumption that the re-
ceiver knows the adopted signal processing at the transmitter in
the case of receive processing.

Many publications focus on joint optimization of transmit
and receive filters, e.g., [25]–[30]. Obviously, transmit pro-
cessing, as well as receive processing, belong to a constrained
category of the joint optimization of transmit and receive
filters, i.e., transmit processing and receive processing are
suboptimum solutions of the joint optimization. However,
besides the advantage of simplifying one side of the link, that
is, the receiver for transmit processing and the transmitter for
receive processing, the two approaches are of high practical
importance in systems with noncooperative transmitters (e.g.,
uplink of a cellular system), where the transmit signals of
the transmitters cannot be cooperatively pretransformed or
noncooperative receivers (e.g., downlink of a cellular system
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or broadcast channel [31]), where the received signals of the
receivers cannot be cooperatively post-transformed. Note that
the joint optimization is solely based on the assumptions of
fully cooperative receivers and fully cooperative transmitters,
that is, the transmit signals and the receive signals can be
cooperatively pre- and post-transformed, respectively.

The idea of exploiting the reciprocity of the uplink and down-
link channels in TDD systems by applying a linear transmit filter
in the downlink was introduced by Henry et al. in [32] for flat
fading channels and multiple antenna elements at the BS. The
approach of [32] is a special case of the prerake proposed by
Esmailzadeh et al. [33], [34] which resulted from the intuitive
idea to move the part of the RxMF matched to the channel (rake)
from the receiver to the transmitter. The prerake has been re-
searched extensively (e.g., [35]–[41]) and Revés et al. [42] re-
ported the implementation of the prerake in the downlink of a
DS–CDMA indoor system. Joham et al. showed in [43] that the
prerake is the transmit matched filter (TxMF) which maximizes
the power of the desired signal at the respective receiver with
a transmit power constraint. In [44], Wang et al. optimized the
prerake under the assumption that the receiver is equipped with
a rake (see also [45] and [46]) and Noll Barreto et al. [47] ex-
tended the prerake concept with a rake matched to the prerake
and the channel at the receiver. Both approaches maximize the
signal-to-noise ratio (SNR) at the rake output, but lead to an
increased complexity at the receiver due to the additional oper-
ations necessary for the rake which is not only matched to the
channel but also to the transmit filter.

Because the transmitter (BS) has no influence on the noise
at the receivers (MSs), the most intuitive approach for transmit
processing is a transmit zero-forcing filter (TxZF) which re-
moves all interference at the MSs. Tang et al. presented a pre-
decorrelating technique for flat fading scenarios in [48] and Liu
et al. [49] proposed zero-forcing pre-equalization in a TDD-time
division multiple access (TDD–TDMA) system for the single
user and multiuser case. A TxZF for synchronous and asyn-
chronous CDMA systems over flat fading channels was filed
by Weerackody [50]. In [51], Vojčić et al. showed that zero-
forcing precoding results from the MMSE criterion for the de-
tector signal at the receiver and Brandt–Pearce et al. [52] pre-
sented a symbol-wise zero-forcing prefilter under the assump-
tion of a small delay spread compared to symbol time. Montal-
bano et al. presented zero-forcing spatiotemporal transmit pro-
cessing for TDD–CDMA in [53] and also a solution for the
TxZF for FDD–CDMA in [14], whereas Forster et al. [15] de-
veloped the TxZF for FDD–TDMA in frequency domain. In
[54], Karimi et al. compared transmit processing and receive
processing for flat fading MIMO systems and Sampath et al.
[55] derived the TxZF as matrix FIR filter for frequency selec-
tive MIMO systems by exploiting orthogonality properties of
steering vectors. The TxZF was applied to TD–CDMA mul-
tiuser systems by Baier et al. [56] and Joham et al. [57], and
to TDD–CDMA by Noll Barreto et al. [58]. Kowalewski et al.
[59] examined the influence of channel estimation and change
of the channel impulse responses due to the time separation of
uplink and downlink (see also [60]), whereas Walke et al. [61]
compared the TxZF to the RxZF for TD–CDMA systems. Mor-
gado et al. [62] developed the TxZF in frequency domain by

utilizing the redundancy of nonoverlapping band of a direct se-
quence CDMA (DS–CDMA) signal. In [63], Georgoulis et al.
compared the TxZF to the TxMF for a TDD–CDMA system.
Reynolds et al. [64] constructed and analyzed the TxZF for the
downlink based on blind channel estimation in the uplink. Gun-
cavdi et al. [65] presented a suboptimum TxZF with reduced
complexity for synchronous DS–CDMA motivated by a similar
receive filter [66] and included a long range fading prediction.
Meurer et al. [67] proposed to combine the TxZF with a RxZF
which would also remove the interference, when the TxZF is not
used. However, this approach removes the advantage of transmit
processing, i.e., reduced complexity at the receiver.

Contrary to the other two transmit filters, the transmit Wiener
filter (TxWF) has been proposed and examined only by a few
authors, because it cannot be found in such a straightforward
way as the TxZF and the TxMF. In [51], Vojčić et al. not only
noted that the transmit filter minimizing the mean square error
(MSE) is the TxZF, but also discussed the possibility to include
a transmit power constraint. Vojčić et al. also reported that this
constrained MMSE transmit filter (TxCMMSE) outperforms the
TxZF for low SNR, but is worse for high SNR, because it is in-
terference limited. Noll Barreto et al. in [58] proposed to replace
the equality for the transmit power constraint by an inequality,
but stated that the resulting optimization has no closed form so-
lution. In [68], Georgoulis et al. extended the TxZF of [52] to
the TxCMMSE. Joham in [69] reported that the solution for the
TxCMMSE can be obtained by finding the positive root of a
polynomial and showed that the TxCMMSE is a suboptimum
TxWF designed for a fixed SNR. The TxWF was first mentioned
by Karimi et al. in [54] who obtained the transmit MMSE filter
by simply adding a weighted identity matrix in the solution of
the TxZF in an intuitive way (see also [70]). The necessary op-
timization for the TxWF was published by Joham et al. in [71]
and [72] and by Choi et al. in [73]. Choi et al. compared the
TxWF only to the RxMF and the TxMF by bit-error ratio (BER)
simulations, but did not discuss the convergence of the TxWF
to the TxMF for low SNR, whereas Joham et al. showed that
the TxWF has similar properties as the RxWF, i.e., the TxWF
converges to the TxMF for low SNR and to the TxZF for high
SNR where the SNR is defined as the ratio of transmit power to
noise power at the receiver.

Our contributions are as follows.

1) We show that the transmit filters can be found with similar
optimizations as the respective receive filters.

2) We derive the TxWF and discuss its convergence to the
other transmit filters for high and low SNR.

3) We compare the different transmit filters and prove ana-
lytically that the MSE of the TxZF is lower bounded by
the MSE of the TxMF for low SNR but is upper bounded
by the MSE of the TxMF for high SNR.

4) We show analytically that the MSEs of the transmit filters
and the respective receive filters are the same for uncorre-
lated symbols and noise.

We will compare the three transmit filters to the respective
receive filters in terms of MSE and BER by applying them to
a MIMO system under the assumption of perfect channel state
information at the transmitter and the receiver. To this end, we
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explain the system model in Section II and briefly review the
RxMF, RxZF, and RxWF in Section III. In Sections IV–VI, we
derive the TxMF, TxZF, and TxWF, respectively, and show that
their MSEs equal to the MSEs of the respective receive filters in
Section VII. Simulation results are given in Section VIII.

A. Notation

Vectors and matrices are denoted by lower-case
bold and capital bold letters, respectively. We use

Re tr and for
expectation, real part of the argument, trace of a matrix,
complex conjugation, transposition, conjugate transposition,
Euclidian norm, and Frobenius norm, respectively. All random
variables are assumed to be zero mean. The covariance matrix
of the vector random variable is denoted by ,
whereas the variance of the scalar random variable is denoted
by . The identity matrix is , the

zero matrix is , and the -dimensional zero
vector is denoted by . We use the same definition for the
derivative of a scalar with respect to the

matrix as in [74], i.e., each entry of the resulting
matrix is the derivative of the scalar with respect

to the respective entry of . Since the cost functions of the
investigated optimizations are not analytic, we employ the
following derivative (see, e.g., [75])

Re

where and .

II. SYSTEM MODEL AND ASSUMPTIONS

We consider a MIMO system as depicted in Fig. 1 which con-
sists of the transmit filter , the channel , and the receive filter

. We assume that is tall or square for
receive processing and wide or square for transmit
processing. Moreover, the number of information symbols
does not exceed . If we consider receive processing,
the signal processing at the transmitter is a priori
known to the receiver and the chain of and

has full rank, i.e., . Accordingly, the filter
at the receiver is a priori known to the transmitter in

the case of transmit processing and has full rank,
that is, . With these presumptions, it is possible
to design linear transmit filters and linear receive filters also
with zero-forcing constraints. Note that the filter for receive
processing and the filter for transmit processing need not be
constant over time, i.e., they can depend on the channel realiza-
tion . Thus, possible examples are the filter matched to the
channel or a filter based on the statistics (e.g., covariance ma-
trix) of the channel. Also, note that we do not assume any special
structure of the channel matrix . Therefore, the system model,
as well as the derivations presented in this paper, are applicable
to systems with flat fading and frequency selective fading chan-
nels (for the special case of block transmission over FIR chan-
nels, is block Toeplitz, see, e.g., [30]).

Fig. 1. MIMO system with linear transmit and receive filters.

The transmitted signal is the desired signal trans-
formed by the transmit filter (cf. Fig. 1)

(1)

and we assume that the average transmit power is fixed

tr tr (2)

After transmission over the channel , the received signal is
perturbed by the noise and passed through the receive
filter to obtain the estimate

(3)

Note that we assume that the noise is uncorrelated with the sym-
bols, that is, .

The above MIMO system will be used to compare the dif-
ferent receive and transmit filters by computing the MSE

(4)

where we included a scalar Wiener filter at the receiver (cf.
Section III-C) to be able to give reasonable expressions for the
MSEs of all filters, especially the RxMF and the transmit filters.
Note that the scalar can be interpreted as an automatic gain
control which is necessary in any real MIMO system. Also, note
that above MSE is different from the MSE used to find the re-
ceive and transmit filters.

We also define the SNR as the transmit power per data stream
divided by the noise power per receive antenna element

tr
(5)

III. RECEIVE FILTERS

The classical way to deal with the distortions generated by the
channel and the perturbation caused by the noise is receive pro-
cessing, where the receive filter is designed upon the knowl-
edge of the transmit filter , the channel (see Fig. 1), and the
covariance matrices and . In this section, we briefly dis-
cuss the three receive filters and compute the resulting MSEs.

A. Receive Matched Filter (RxMF)

The RxMF maximizes the SNR at the filter output (e.g., [1]).
Therefore, it is optimum for noise limited scenarios. As the
RxMF does not regard interference, one way to derive the ma-
trix RxMF is splitting the vector estimate into its scalar
components, designing row vector RxMFs for the scalar signals,
and combining the rows to the matrix filter . Alternatively,
we can employ following optimization [76], where we separate
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the desired signal portion in the estimate from the noise portion
by correlation

(6)

whose solution can be obtained by setting the derivation of the
cost function with respect to to zero and reads as

(7)

The scalar can be freely chosen and we set in
the following.

B. Receive Zero-Forcing Filter (RxZF)

Another type of linear receive processing arises from the con-
straint that is an interference-free estimate of . Thus, we have
to fulfill following equation [see (3)]:

Since is arbitrary and unknown to the receiver, the chain of the
transmit filter , the channel , and the receive filter must
result in an identity mapping

(8)

Note that this constraint can be fulfilled, because we assumed
. With the above constraint and (3), the MSE

of the RxZF (without the scalar Wiener filter of Fig. 1) can be
shown to be the noise power at the filter output [3]

The RxZF minimizes the above MSE and removes the interfer-
ence [cf. (8)]

s.t. (9)

With the Lagrangian multiplier method (e.g., [77]), we obtain
the RxZF

(10)

We see that the RxZF is a RxMF followed by the transformation
for interference suppression.

C. Receive Wiener Filter (RxWF)

The RxWF [78], [1] minimizes the MSE without an addi-
tional constraint [see also (3)]

(11)

After setting the derivative of the MSE to zero, we yield

(12)

where we utilized the matrix inversion lemma (e.g., [79]). Equa-
tion (12) helps to understand the dependence of the RxWF on
the SNR. For decreasing SNR, the first summand of the inverse
gets smaller compared to the second summand and the RxWF
converges to the RxMF [compared to (7)]. On the contrary, the
second summand can be neglected for high SNR and the RxWF

converges to the RxZF [cf. (10)]. From (12), we also see that
the RxWF is the RxMF followed by the interference canceller

.
Up until now, we only reviewed different approaches to obtain

the matrix filter in Fig. 1, but we stated in Section II that we
need a scalar Wiener filter at the end of the filter chain to get
a reasonable comparison.1 The scalar Wiener filter minimizes
the MSE of (4) and is found in a similar way as

. We obtain for the scalar Wiener filter

tr

tr
(13)

whose MSE reads as [cf. (4)]

tr
tr

tr
(14)

D. MSEs of the Receive Filters

Due to (14) the RxMF [see (7)], the RxZF [see (10)], and the
RxWF [see (12)] applied to the system in Fig. 1 result in the
MSEs

tr
tr

tr
(15)

tr
tr

tr tr
(16)

and

tr tr (17)

respectively. Here, we introduced

and we used the matrix inversion lemma for (17). The square-
root matrix fulfills . Note that

tr for uncorrelated symbols and
noise, i.e., and .

IV. TRANSMIT MATCHED FILTER (TxMF)

Contrary to the previous section on receive filters, we assume
an a priori known constant receive filter in this and the fol-
lowing sections. Thus, the transmitter can design a precoding
filter , if the channel matrix (besides the a priori known

and ) is available at the transmitter. As we presume that
the transmitter perfectly knows the instantaneous channel ma-
trix , we can design a transmit filter maximizing the desired
signal portion at the receiver.

A. Derivation of TxMF

The TxMF was introduced by Esmailzadeh et al. [33] by
moving the channel matched filter from the receiver to the
transmitter, but they only gave an intuitive explanation. The

1For example, the output amplitude of the RxMF depends on the channel
realizationHHH . The weighting � is necessary to minimize this dependency.

Authorized licensed use limited to: T U MUENCHEN. Downloaded on March 4, 2009 at 04:49 from IEEE Xplore.  Restrictions apply.



2704 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 53, NO. 8, AUGUST 2005

TxMF can be derived by utilizing the same cost function as for
the RxMF [cf. (6)], but we have to ensure that only the available
transmit power tr is used

s.t. (18)

With the Lagrangian multiplier method (e.g., [77]), we end up
with the TxMF

and

tr
(19)

Note that the optimization in (18) also allows a complex valued
scaling , but we have chosen . In [33], the
same structure with a similar scalar factor was presented. How-
ever, the scalar factor was justified by comparing the SNR of the
TxMF at the receiver to the one of the RxMF.

When we compare the result for the TxMF in (19) to the
RxMF in (7), we can observe that the matched filter at the trans-
mitter is also the conjugate transpose of the subsequent filters.
However, the TxMF does not regard the properties of the noise

, since the noise covariance matrix is not included in (19). This
result is not surprising, because the transmitter has no influ-
ence on the noise at the receiver. If the receiver incorporates
a noise whitening filter together with its matched filter, i.e.,

, the transmitter is able to adapt to the properties
of the noise. But this approach would increase the system com-
plexity due to the necessity to estimate the noise covariance ma-
trix and to feedback it from the receiver to the transmitter.
More surprisingly, the structure of the TxMF is not influenced
by the covariance matrix of the desired signal . Our expla-
nation for this result is the inability of the receiver to deal with
a transmit filter which depends upon , since the receiver
does not consider the correlations of the different entries of as
it uses the a priori defined receive filter which is independent
of .

B. MSE of TxMF

Due to the transmit power restriction, the amplitude at the
output of the receive filter depends on the transmit power

tr, the channel realization , and the choice of the fixed re-
ceive filter . We can expect that the output of has a wrong
amplitude in most cases. Therefore, we need the scalar Wiener
filter of (13) to correct the amplitude, when we apply transmit
processing. With (14), the resulting MSE of the TxMF can be
written as

tr
tr

tr
(20)

where we introduced

tr

Note that tr for uncorrelated
symbols and noise. We observe that above expression for the
TxMF’s MSE has the same form as the MSE of the RxMF in

(15)—only has to be replaced by , but as is different
from , the two MSEs are different in general.

We can follow from the SNR definition in (5) that the entries
of converge to zero and infinity for and ,
respectively. Hence, we get for low and high SNR

tr tr (21)

and

tr
tr

tr
(22)

respectively. As expected, the MSE for low SNR con-
verges to tr , because the scalar Wiener filter becomes
zero. The MSE for high SNR is independent of and
different from zero, when the eigenvalues of are not iden-
tical (see Appendix A). The TxMF is interference limited due
to this behavior for high SNR, since no noise is present and the
error follows from the remaining interference.

V. TRANSMIT ZERO-FORCING FILTER (TxZF)

If the transmitter knows the channel matrix , the constant
signal processing at the receiver, and the signal covariance
matrix , not only transmit processing which maximizes the
received desired signal as with the TxMF is possible, but also a
transmit filter which generates a received signal without inter-
ference. We call the transmit filter with this property the TxZF.

A. Derivation of TxZF

To avoid the limitation due to interference caused by the
TxMF we design a transmit filter which completely removes
the interference. Thus, we force the chain of the transmit filter

, channel , and the receive filter to be an identity mapping
as for the RxZF [cf. (8)]

Since the transmitter has no influence on the noise at the re-
ceiver, this constraint seems to be optimum, because we remove
all perturbation caused by the transmitter, namely the interfer-
ence. However, as will be shown in the next section, it is bene-
ficial to allow some interference at the receiver to increase the
received power of the desired signal. We have to minimize the
transmit power instead of the receive noise power [compare with
(9)] to yield the TxZF

s.t. (23)

After setting the derivation of the appropriate Lagrangian func-
tion to zero and with the constraint of above optimization, the
resulting transmit filter can be written as

(24)

This result is not satisfactory, because the resulting transmit
power tr has no predefined value and depends
upon the channel . A heuristic approach to deal with this
problem is to indroduce a scalar which scales the
transmit filter, i.e., , to set the transmit power to a fixed
value (e.g., [51], [58])

tr
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Therefore, the TxZF reads as

(25)

with the scaling factor

tr
(26)

To find a deeper understanding of the TxZF, let us examine fol-
lowing optimization:2

s.t. and (27)

where we defined the mean gain of the filter chain for the
desired part of the received signal to be equal to

tr (28)

In general, the gain is a complex number, but for the opti-
mization in (27), we assume that . With the Lagrangian
multiplier method, it can be easily shown that (27) leads to the
previous result in (25) and (26). Hence, the optimization in (23)
combined with the intuitive scaling by a scalar is equivalent to
the optimization in (27). We can see that the TxZF leads to a
signal at the receive filter output which is free of interference
and whose transmit power is constraint to be tr. Moreover, the
TxZF maximizes the gain from the transmit filter input to the
receive filter output.

If the matrix is bad conditioned (e.g., [80]), that is, the
ratio of the maximum to the minimum singular value of is
large, the matrix inversion in (25) leads to a small gain of the
TxZF [cf. (26) and (28)]

tr

tr

compared to the gain of the TxMF [cf. (19) and (28)]3

tr tr
(29)

where we assumed uncorrelated symbols, i.e., . The
proof of this statement can be found in Appendix B. A similar
property of the RxZF is often called noise enhancement (e.g.,
[1]).

B. MSE of TxZF

The MSE of the scalar Wiener filter in (13) for the TxZF can
be expressed as [see (14)]

tr
tr

tr tr
(30)

which is different from the MSE of the RxZF, in general (com-
pare to (16)), since . Similar to the previous section,

2The special choice for the objective function will be clear with the discussion
in Appendix D.

3Note that the gain � is different from � in (19).

we examine the behavior of the TxZF with respect to the SNR
defined in (5)

tr
tr

tr
(31)

and

tr (32)

The MSE of the TxZF tends toward zero for high SNR
, since the entries of converge to infinity. Thus, the TxZF

is not interference limited as the TxMF due to the first constraint
in (27). For low SNR , the MSE converges to the max-
imum value tr like the MSE of the TxMF [cf. (21)] because
of the scalar Wiener filter at the receiver. However, the TxZF
is outperformed by the TxMF for low SNR as we show
in Appendix C. This gives the motivation to find a transmit filter
which is optimum for all SNR values similar to the RxWF.

VI. TRANSMIT WIENER FILTER (TxWF)

In the previous sections, we have seen that the TxMF is worse
than the TxZF for high SNR, but outperforms the TxZF for low
SNR. This dependence on the SNR can also be observed, when
we compare the respective receive filters, since has the same
convergence properties as depending on the SNR . The
RxWF finds the optimum tradeoff between the signal maximiza-
tion of the RxMF and the interference elimination of the RxZF,
because the MSE of the RxWF is always smaller than the MSEs
of the RxMF and the RxZF. In this section, we will present the
TxWF and show its superiority compared to the TxMF and the
TxZF. Note that the knowledge of the noise covariance matrix

(besides , and ) is necessary for the design of the
TxWF contrary to the TxMF and TxZF.

A. Discussion of Transmit Filters Related to the TxWF

As the RxWF was found by minimizing the MSE [cf. (11)],
the TxWF might result from following optimization:

(33)

The minimum MSE can be obtained by setting the derivation
with respect to the transmit filter to zero. Hence, the transmit
filter has to fulfill following requirement:

Note that the matrix is not invertible under the as-
sumptions of Section II, but the above equation is solvable, since
the columns of the matrix lie in the span of the matrix

. One possible solution is the TxZF without scalar
scaling [see (24)]

This result was obtained in [51], [53], and [54]. We could con-
clude that the TxZF minimizes the MSE, but, as we discussed
in Section V, the above solution is only valid for unconstrained
transmit power and the TxZF is outperformed by the TxMF for
low SNR. Consequently, we must include a constraint for the
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transmit power. In [58] and [68], an upper bound for the transmit
power was introduced4

s.t.

(34)

With the Lagrangian multiplier (see, e.g., [77]), we get
the constrained MMSE transmit filter (TxCMMSE)

(35)

where can be computed with the inequality

tr

The Lagrangian multiplier is for large available transmit
power tr, otherwise it is the only positive real root of a polyno-
mial [69]. When the transmitter can use a large transmit power

tr , the resulting filter is equal to the TxZF without
scalar scaling of (24) as can be seen from (35) after applying
the matrix inversion lemma, because the constraint of (34) is in-
active in this case. For small available transmit power

tr , the constraint is active and , since the
transmit power necessary for the unscaled TxZF is larger than

tr. Hence, the transmit filter in (35) converges to the TxMF.
This behavior with respect to the available transmit power

shows the relationship of the TxCMMSE to the RxWF. How-
ever, the above transmit filter is independent of the properties
of the noise at the receiver. Thus, the TxCMMSE will be like
the TxZF, if the available transmit power is large enough, even
when the noise power is very large, but we have learned in the
last section that the TxMF outperforms the TxZF in this SNR
region, since the power of the received signal is larger for the
TxMF than for the TxZF.

B. Derivation of TxWF

The amplitude of the desired portion in the received signal
has to be as large as possible to combat the effect of the noise,
because the automatic gain control of the receiver will not only
scale the desired portion but also the noise portion of the re-
ceived signal with . The TxWF includes the weighting with

in the definition of the MSE and uses the whole available
transmit power [72], [73]5

s.t. (36)

We can find necessary conditions for the transmit filter and
the weight by constructing the Lagrangian function

tr

4The discussion for the TxCMMSE with equality constraint [51] is similar.
5E[ksss � � ~sssk ] = tr(RRR ) � 2� Re(tr(GGGHHHPPPRRR )) +

� tr(GGGHHHPPPRRR PPP HHH GGG +GGGRRR GGG ).

with the Lagrangian multiplier and setting its derivations
to zero (see, e.g., [77])

(37)

and

tr

Re (38)

where we used tr . The structure of the re-
sulting transmit filter follows from (37)

with

and

tr

where we used the constraint of (36). In contrast to the TxMF
and the TxZF, the structural part of the TxWF solution
depends on the scalar , too. Thus, the optimum scaling is the
solution of an implicit function. Fortunately, by introducing

and the determination of (38), we find6

tr

or

tr tr

tr

Hence, it follows that

tr

Therefore, we have found a closed form solution for the opti-
mization in (36)

and

tr
(39)

where we defined

tr

From (36), we can see that the TxWF is the transmit filter which
minimizes the variance of the difference between the desired
signal and the output of the receive filter weighted by .
Consequently, we can interpret to be the optimum gain

6Note that tr(Re(GGGHHH ~PPP (�)RRR )) = tr(GGGHHH ~PPP (�)RRR ) and tr(GGGHHH ~PPP (�)RRR ) =
tr((HHH GGG GGGHHH + �1 )~PPP (�)RRR ~PPP (�)).
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of the filter chain for a given transmit power and noise
power. To support this conjecture, we examine following limits:

tr
and

tr

where we applied the matrix inversion lemma to (39) for the
second limit. If the available transmit power is small compared
to the noise power at the receiver, the weight becomes
large. In other words, it is optimum to maximize the portion in
the estimate due to the desired signal , in this case, like the
TxMF does. The second limit, where the transmit power is large
compared to the noise power, shows that the weighting of the
TxZF is optimum for this scenario. The respective limits of the
TxWF confirm above discussion

tr
and

tr

We see that the TxWF converges to the TxMF and the TxZF for
small and large transmit power compared to the noise power, re-
spectively. Remember that we mentioned a similar convergence
property of the RxWF in Section III.

Contrary to the TxCMMSE in (35), the TxWF in (39) al-
ways uses the whole available transmit power and its structure
depends upon the properties of the noise. However, the noise
covariance matrix is only included inside a trace operator.
Therefore, the noise covariance matrix does not directly in-
fluence the TxWF, but the scalar value tr , which is
the noise power at the receive filter output and is a measured for
the ability of the receive filter to deal with the noise . This
scalar value can be easily determined by the receiver and has
to be fed back from the receiver to transmitter, since the trans-
mitter has no chance to measure this quantity. We could include
a noise whitener together with its matched filter at the receiver,
i.e., , enabling the TxWF to adapt to all properties
of the noise represented by the covariance matrix, but this ap-
proach increases the system complexity dramatically, because
not only one scalar but the whole covariance matrix has to be
estimated at the receiver and fed back from the receiver to the
transmitter.

The structure of the TxWF, but not the weight , is
independent from the covariance matrix of the transmitted
symbols , because the receiver applies the a priori defined
receive filter . As the receiver cannot adapt to the proper-
ties of the transmitted symbols, the TxWF is unable to exploit
these properties.

C. MSE of TxWF

Due to (14), the TxWF leads to the MSE

tr tr (40)

which has the same form as the MSE of the RxWF in (17), but
is not the same, since in general. We can follow that
the MSE of the TxWF is always smaller than the MSEs of the
TxMF and the TxZF, since the RxWF minimizes the MSE and
the MSE expressions for all transmit filters can be obtained from
the MSEs of the respective receive filters by substituting
with . This result justifies to name the transmit filter obtained
from (39) as TxWF.

Alternatively, we can write

tr

which helps to compute the second of the following limits:

tr tr (41)

and

tr (42)

as the entries of tend to zero and infinity for and
. According to the discussion in the previous section,

the MSE of the TxWF converges to the MSE of the TxMF for
low SNR [ , cf. (21)] and to the MSE of the TxZF for high
SNR [ , cf. (32)].

VII. EQUIVALENCE OF RECEIVE AND TRANSMIT PROCESSING

FOR UNCORRELATED SYMBOLS AND NOISE

In the last sections, we have seen that the MSE expressions for
the transmit filters can be obtained from the MSE expressions
of the respective receive filters, when is replaced by .
We can follow that the MSEs of the transmit filters equal the
MSEs of the respective receive filters, if . However,
this equality can only be fulfilled in some trivial cases, since the
structure of depends on and , whereas the structure
of is independent of these entities.

When we restrict ourselves to the case of uncorrelated sym-
bols and noise, that is, and , the MSEs
of the transmit and receive filters are the same for two important
scenarios.

1) The transmit filter and the respective receive filter are
applied to the same channel , where the
receive filter for transmit processing and the transmit
filter for receive processing are identity mappings,
that is, and , respectively.
Because and , we
follow that , and

.
2) Transmit processing is employed for one link (e.g.,

downlink) and receive processing for the other link (e.g.,
uplink), where we have to assume full reciprocity of
the channel, that means, , which is ful-
filled in TDD systems. Moreover, we set ,
i.e., the receiver for transmit processing applies the
transpose of the transmit filter for receive processing.
Again, we have , and

, because .
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Fig. 2. Receive and transmit filters: MSE " versus SNR 
 for spatially white
noise.

VIII. SIMULATION RESULTS

We compare the different receive and transmit filters by ap-
plying them to a MIMO system with antennas at the
transmitter and antennas at the receiver. The transmit
filter for the case of receive processing and the receive filter
for the case of transmit processing are identity mappings, i.e.,

. Per channel realization 100 QPSK sym-
bols for each of the parallel data streams are trans-
mitted, where we assume uncorrelated data streams and noise,
i.e., and . We set the transmit power to

tr , that is, unit transmit power is used for one symbol in
the average. We assume uncorrelated Rayleigh fading and nor-
malize the channel matrix such that . All results
are the mean of 100 000 channel realizations and the transmitter
knows the exact instantaneous channel state information.

In Fig. 2, we depict the mean MSEs [(4) averaged over dif-
ferent channel realizations] of the receive and transmit filters.
The MSEs of the matched filters saturate for high SNR as shown
in Section IV-B, whereas the zero-forcing filters are outper-
formed by the matched filters for low SNR (see Section V-B).
The Wiener filters are always superior compared to the other
two filter types as mentioned in Section VI-C. Since we have
shown in the previous sections that the MSEs of the transmit fil-
ters equal to the MSEs of the respective receive filters for uncor-
related symbols and noise, we are not suprised by the result that
this statement is also true in the average. However, the BERs are
not the same as can be seen in Fig. 3. This difference between re-
ceive and transmit filters is due to the coloring of the noise in the
case of receive processing, because the noise is passed through
the receive filter. Therefore, the resulting SNRs for the two data
streams are different for receive and transmit processing leading
to a slight advantage for the receive filters at low SNR and for
the transmit filters at high SNR.

The discussed transmit filters are compared in Fig. 4. Besides
the results for the already examined TxMF, TxZF, and TxWF,
we also show the BER of the TxCMMSE. We observe a strong
dependence of the TxCMMSE on the available transmit power.
If more transmit power can be used ( tr instead of tr

), the TxCMMSE saturates at a lower BER for high SNR, but

Fig. 3. Receive and transmit filters: BER versus SNR 
 for spatially white
noise.

Fig. 4. Transmit filters: BER versus SNR 
 for spatially white noise.

is worse for low SNR, since the TxCMMSE does not use the
whole transmit power for some channel realizations. We also
included the results for the TxWF with constant weighting
instead of tr tr [see (39)]. The TxWF designed
for an SNR of 9 dB is nearly the same as the TxCMMSE with

tr and the TxWF for an SNR of 20.5 dB is similar to
the TxCMMSE with tr . Thus, the TxCMMSE is equal
to or even outperformed by TxWFs designed for constant SNR.
Moreover, we see that the weighting tr tr of the
TxWF obtained with (36) is optimum, as the BERs of the filters
with constant weighting only touch the curve of the TxWF for
one SNR value (9 and 20.5 dB).

Figs. 5 and 6 depict the results for the receive and transmit
filters, when the noise has the covariance matrix

Since the transmit filters cannot account for the properties of
the noise given by the covariance matrix , the MSEs of the
receive filters are smaller than the MSEs of the transmit filters
except for the RxMF which saturates at a higher MSE than the
TxMF for high SNR (see Fig. 5). Again, the BER results (cf.
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Fig. 5. Receive and transmit filters: MSE " versus SNR 
 for spatially colored
noise.

Fig. 6. Receive and transmit filters: BER versus SNR 
 for spatially colored
noise.

Fig. 6) are different due to the filtering of the noise by the re-
ceive filters. We can observe that the receive filters clearly out-
perform the transmit filters for low SNR, but the transmit filters
are slightly superior for high SNR. This can be easily under-
stood, if we use the zero-forcing filters as example. The RxZF
and the TxZF lead to interference free estimates, where the am-
plitude of the two scalar estimates is the same for the noisefree
case. As the TxZF does not change the noise, we end up with
two data streams with equal SNR. On the other hand, the RxZF
filters the noise and leads to different noise powers for the two
estimates. Consequently, the SNRs are different in the case of
the RxZF leading to a disadvantage compared to the TxZF for
high SNR.

IX. CONCLUSION

We have shown that the different transmit filters can be ob-
tained with the same optimizations as the respective receive fil-
ters, where only a transmit power constraint has to be included
(see Table I which summarizes the optimizations for the system
of Fig. 1). We compared the transmit filters to the respective
receive filters in terms of MSE and BER and showed that the

TABLE I
OPTIMIZATIONS FOR RECEIVE AND TRANSMIT FILTERS

MSEs are the same, if the transmitted data and the noise are un-
correlated. The BER simulations revealed that the receive filters
outperform the transmit filters for low SNR especially for col-
ored noise, but the transmit filters show better results for high
SNR.

APPENDIX A
TxMF FOR HIGH SNR

With the eigenvalue decomposition (EVD, e.g., [80]) of

(43)

where denotes the th eigenvalue and the
respective eigenvector, , and the modal
matrix , the MSE of the TxMF for
high SNR reads as [cf. (22)]

tr
tr

tr

Here, we used . From the definition of the MSE in
(4), we can follow that the MSE is always larger than or equal
to zero, i.e., . Our aim is to find a condition, when
the MSE is zero, i.e., when the equality holds. To this end, we
rewrite above inequality

and

where we introduced and note that
tr , because is a diagonal matrix.
Since the summand vanishes for , we get

and
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Obviously, the MSE is only zero, if . In
other words, the TxMF exhibits a residual error, when at least
one eigenvalue value of is different from the others.

APPENDIX B
COMPARISON OF THE GAINS OF TxMF AND TxZF

The gains of the TxMF and the TxZF [cf. (29) and (26)] can
be expressed as

tr

and

tr

respectively, where we defined tr and incor-
porated the EVD of [see (43)]. We claim that

and with the EVD of , we obtain

and

Because the summand is zero for , it follows that

and

Therefore, we have proven that the gain of the TxZF is smaller
than or equal to the gain of the TxMF for uncorrelated symbols.

APPENDIX C
COMPARISON OF TxMF AND TxZF FOR LOW SNR

The MSEs of the TxMF and the TxZF for low SNR ( ,
cf. (21) and (31)) expressed with the EVD of the matrix [see
(43)] can be written as

tr tr

and

tr
tr

tr

respectively. We will show that the MSE of the TxZF for low
SNR is larger than or equal to the respective MSE of the TxMF.
Thus, we have to prove that

and

Since the last inequality is always true, we have proven that the
TxMF has a lower MSE than the TxZF for low SNR. Addition-
ally, we can see that the TxMF and the TxZF exhibit the same
MSE for low SNR, if all eigenvalues of have the same value,
i.e., .

APPENDIX D
OPTIMIZATION FOR THE TxZF

With the understanding of the TxWF (cf. Section VI) we can
explain the optimization for the TxZF in (27). Since the TxWF
minimizes the error instead of the MSE

as the RxWF does, we also have to include the weighting
in the objective function of the RxZF optimization [see (9)]

and have to include a transmit power constraint to get from the
RxZF to the TxZF optimization7

s.t. and tr (44)

Note that the cost function of above optimization reduces to

tr

due to the first constraint. Consequently, the optimizations in
(44) and (27) are equal, since tr is constant.
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