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Abstract

In this work, the electronic structure of realistic semiconductor nanostructures subject
to external magnetic �elds is calculated. To this end, a gauge-invariant nonpertur-
bative discretization scheme is developed for the multiband k�p envelope function
theory including strain as well as relativistic e¤ects. The method avoids the gauge
dependent spectrum of a straightforwardly discretized minimal coupling Hamiltonian
by transferring Wilson�s formulation of lattice gauge theories to the �eld of semicon-
ductor physics. With this procedure, electron and hole spin g factors of InAs/InP
nanowire-based and InAs/GaAs self-assembled quantum dots are calculated. Excel-
lent agreement with recent experimental data veri�es the accuracy of the approach.
For a concrete application proposal, the analysis is extended to vertically coupled
InAs/GaAs quantum dot pairs in external electric �elds. For magnetic �elds lying in
the growth plane, a giant electrically tunable anisotropy of hole g factors is predicted
that is introduced by piezoelectric charges. This e¤ect allows bias controlled g fac-
tor switching and single-spin manipulations in a static magnetic �eld. In a regime
where the molecular wave functions form bonding and antibonding orbitals and for
vertical magnetic �elds, the calculations reproduce experimentally observed resonant
enhancements of exciton g factors without any �tting parameters.
A second important topic of this work are optoelectronic properties of broken-gap

heterostructures. Standard e¤ective mass theory fails to yield the correct occupa-
tion of electronic states in heterostructures with a type-II broken-gap band align-
ment, because the strong hybridization of conduction and valence bands prevents
an a-priori classi�cation into electron and hole states. Therefore, a novel charge
self-consistent electronic structure scheme is developed that remains in the electron
framework throughout. Applying this procedure, optical transition energies are cal-
culated for a series of intrinsic InAs/GaSb superlattices with di¤erent layer widths.
Finally, the electronic structure of shallow impurities is studied in close collab-

oration with an experimental group. In this context, the energy shifts of acceptor
Zeeman levels in bulk silicon are calculated via isotope induced local �uctuations of
band gap energies. In addition, the contributions of quantum con�nement and di-
electric screening to the localization of donor wave functions in silicon nanocrystals
are investigated.
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Zusammenfassung

In dieser Arbeit wird die elektronische Struktur von realistischen Halbleiter Nano-
strukturen in externen magnetischen Feldern berechnet. Zu diesem Zweck wird ein
eichinvariantes, nicht-störungstheoretisches Diskretisierungsverfahren für die Mehr-
band k�p Einhüllenden-Funktions-Theorie entwickelt. Die Methode umgeht die Eich-
abhängigkeit des Spektrums eines direkt diskretisierten Hamilton Operators auf Basis
der minimalen Kopplung, indem Wilsons Formulierung der Gittereichtheorie auf das
Gebiet der Halbleiterphysik übertragen wird. Mit dieser Methode werden Elektro-
nen und Löcher Spin g Faktoren von InAs/InP Nanodraht basierten und InAs/GaSb
selbstorganisierten Quantenpunkten berechnet. Die ausgezeichnete Übereinstimmung
mit neuesten experimentellen Daten bestätigt die Genauigkeit des Verfahrens. Zur
Erarbeitung eines konkreten Anwendungsvorschlags wird die Untersuchung auf senk-
recht gekoppelte Paare von InAs/GaAs Quantenpunkten in externen elektrischen
Feldern ausgedehnt. Für den Fall, dass das magnetische Feld in der Wachstumsebene
liegt, wird eine starke, elektrisch einstellbare Richtungsabhängigkeit der Löcher g
Faktoren vorhergesagt, die durch piezoelektrische Ladungen ausgelöst wird. Dieser
E¤ekt erlaubt es g Faktoren spannungsgesteuert zu schalten und ermöglicht Einzel-
Spin Manipulationen im statischen Magnetfeld. In einem Bereich, in dem die moleku-
larenWellenfunktionen bindende und antibindende Orbitale bilden und für senkrechte
Magnetfeldrichtung, reproduzieren die Berechnungen experimentell beobachtete, re-
sonante Verstärkungen von Exziton g Faktoren, ohne Verwendung jeglicher Anpas-
sungsparameter.
Ein zweiter Schwerpunkt dieser Arbeit liegt auf den optoelektronischen Eigen-

schaften von Heterostrukturen mit unterbrochener Bandlücke. Die Standard E¤ektive-
Masse-Theorie scheitert daran, die korrekte Besetzung der elektronischen Zustände
für Heterostrukturen mit Typ-II Bandkanten Anordnung zu bestimmen. Dies ist
durch die starke Hybridisierung von Leitungs- und Valenzbändern zu erklären, die
eine a priori Klassi�zierung in Elektron- und Lochzustände verhindert. Daher wird ein
neuartiges, ladungsselbstkonsistentes Elektronische-Struktur-Verfahren entwickelt,
das durchgängig im Elektronenbild bleibt. Mit dieser Methode werden optische
Übergangsenergien für eine Reihe von eigenleitenden InAs/GaSb Übergittern mit
verschiedenen Schichtdicken berechnet.
Abschließend wird in enger Zusammenarbeit mit einer experimentellen Gruppe

die elektronische Struktur von �achen Störstellen untersucht. In diesem Zusammen-
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hang, werden die Energieverschiebungen von Akzeptor Zeeman-Niveaus in natür-
lichem Silizium über Isotopen verursachte lokale Änderungen der Bandlücke berech-
net. Desweiteren werden die Ein�üsse von quantenmechanischer Lokalisierung und
dielektrischer Abschirmung auf die Donator Wellenfunktionen in Silizium Nanokris-
tallen überprüft.



Introduction

The advances in semiconductor technology have made it possible, to fabricate devices
that are structured on a nanometer scale. This opens up promising possibilities
for the development of novel electronic and optical devices that rely on quantum
mechanical e¤ects and consume much less power or allow much faster computations.
Rather than using electric charges, many next generation device concepts rely on
the spin degree of freedom for the logical units in quantum computation [1] or for
carrying information in spintronics [2]. Free carriers in low dimensional semiconductor
nanostructures are promising candidates that provide a natural two-level spin-1=2
system and allow good scalability. In many concepts developed so far, the spins
are being manipulated by external magnetic �elds. Obviously, progress in this �eld
requires a detailed understanding of the mechanisms that allow one to control spin-
related electronic structure properties such as gyromagnetic factors (also called g
factors). In addition, there is a growing demand for environmental sensing and �ber-
optic communications, both relying on infrared lasers and infrared detectors. There
is a whole family of optoelectronic device concepts for this spectral regime that is
based on the unique properties of semiconductor tunnel junctions with the lowest
conduction band in one material layer energetically lying below the top valence band
in an adjacent layer [3]. However, the electronic structure properties of the respective
material system di¤er fundamentally from a conventional semiconductor and are not
yet fully understood. Next generation electronic and optical devices in these �elds are
currently being developed world wide. However, experimental realization of existing
proposals for such devices is still a complicated task. Simple analytical models may
help in understanding the basic physical relations, but they are not su¢ cient to
support the concrete realization and optimization of nanodevices. Numerical tools
that allow a predictive quantitative analysis of realistic three-dimensional structures
are therefore strongly desirable.

In this work, we have developed a simulation tool that provides a global insight
into a wide range of electronic, optical, and transport characteristics of mesoscopic
structures with virtually any geometry and combination of semiconducting mate-
rials. It focuses on quantum mechanical properties such as the global electronic
structure, optical properties, and the e¤ects of electric and magnetic �elds. Only
recently, it has been recognized that an accurate incorporation of the magnetic �eld
into the Schrödinger equation requires special care to ensure gauge-invariant results.

ix



x INTRODUCTION

Therefore, a gauge-invariant discretization scheme is developed for the multiband k�p
envelope function theory. This procedure is used for a quantitative investigation of
electron and hole gyromagnetic tensors in realistic three-dimensional semiconductor
nanostructures including the detailed geometry and material composition. The goal
of this study is to propose concrete viable nanostructures that allow to e¢ ciently
control single spins. In this point, the present work di¤ers fundamentally from the
large number of approaches, which provide only basic device concepts using simple
physical models or idealized geometries. A second focus of this work lies on the in-
vestigation of optoelectronic properties of heterostructures that do not have a global
band gap. To this end, a novel electronic structure scheme is developed that main-
tains the e¢ ciency of a continuum approach yet does not depend on a separation into
negatively charged electron and positively charged hole states, which would fail due
to the strong hybridization of conduction and valence bands. With this method, the
technologically important InAs/GaSb material system is studied.

This thesis is organized as follows. We start with a description of our semicon-
ductor nanodevice simulation package nextnano++ [4]. Its development has been
an important part of the present work and marks the basis for all more advanced cal-
culations. In chapter 1, we introduce the underlying physical concepts needed for the
calculation of semiconductor nanostructures. Here, the basic physical equations for
the calculation of the electronic structure, the external potentials, the elastic strain,
and the electric currents are described. For the numerical realization of such compu-
tationally demanding calculations, the development of novel numerical concepts has
been necessary. In chapter 2, we describe these highly e¢ cient computational meth-
ods that allow one to calculate the properties of three-dimensional semiconductor
nanostructures even on a standard o¤-the-shelf PC. In this chapter, we also sketch
the design of nextnano++ applying modern object oriented programming techniques
on a modular code setup. After these fundamental introductory parts, we turn to the
key point of this thesis, namely the investigation of semiconductor nanostructures in
external magnetic �elds. In order to perform these calculations, a novel method is de-
veloped in chapter 3 for the multiband k�p envelope function theory that includes the
coupling to the magnetic �eld in a manifestly gauge-invariant manner. The procedure
is applied in chapter 4 to calculate magnetic-�eld related electronic structure prop-
erties of a large variety of quantum dots. In chapter 5, the investigation is extended
to coupled quantum dots that provide more room for electric tuning of the Larmor
precession, which is a key requirement for fast quantum gate operations. Indeed,
we �nd promising electrically controllable g tensors that allow coherent single-spin
manipulations in a static magnetic �eld. Next, we turn to the optoelectronic prop-
erties of nanostructures with a type-II broken-gap band alignment. In chapter 6,
we present a novel charge self-consistent multiband envelope function approach for
broken-gap heterostructures and calculate optical transition energies for a series of
the most typical superlattices. Chapter 7 forms the third major application part
of this thesis, where we study electronic structure properties of shallow impurities



xi

in close collaboration with the experimental group of Prof. Martin Brandt. This
analysis is important to improve the understanding of spin states for silicon based
quantum computers as well as electronic doping at the nanoscale. Finally, the thesis
is summarized in chapter 8 and an outlook is given.
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Chapter 1

Calculation of semiconductor
nanostructures

1.1 Introduction

In this chapter, we address the theoretical concepts that are used in nextnano++ [4]
for realistic three-dimensional calculations of semiconductor nanostructures. Since
the software aims at providing global insight into the basic physical properties of
mesoscopic semiconductor structures, it requires the modeling of a large variety of
physical aspects. Here, a focus lies on quantum mechanical properties that require
the choice of an adequate electronic structure model. In realistic systems, there are
many connections between di¤erent physical properties. Thus, it is essential to �nd
suitable models for the di¤erent aspects that can be combined in a consistent way.
Common theoretical electronic structure principles can be grouped into continuum

and atomistic approaches. The latter ones are more sensitive to the underlying crystal
structure but also computationally much more demanding. Continuum approaches
have the advantage of being scalable to larger devices without excessive increase of
numerical e¤ort. Concrete realizations of semiconductor nanostructures are usually
embedded in micrometer scale semiconductor environments such as a substrate or
electric contacts. Since there are possibly long range e¤ects (e.g. Coulomb forces
and strain �elds), it is often necessary to actually calculate an extended mesoscopic
system. In nextnano++, we therefore completely rely on continuum models for all
types of physical aspects. This has the advantage that the appropriate di¤erential
equations can be mapped on the same inhomogenous scalable grid where they can be
combined in an unambiguous and consistent manner.
The software nextnano++ is based on concepts previously introduced in the code

nextnano3 [5], but involves rigorous improvements both from a physical and a nu-
merical point of view. The new code has been developed in close collaboration with
Tobias Zibold and Alex Trellakis. Many features of nextnano++ have therefore
been described in Ref. [6]. In this chapter and the subsequent one, further details

1



2 CHAPTER 1. CALCULATION OF SEMICONDUCTOR NANOSTRUCTURES

will be presented on parts where the author has been directly involved in the im-
plementation. Concretely, the relativistic multiband k�p envelope function method
is discussed that is employed to calculate the global quantum mechanical electronic
structure. Magnetic �elds can be incorporated in this Hamiltonian, but a detailed de-
scription of the procedure will be given separately in chapter 3. To take into account
free-carrier charges, doping, and �xed charges, the Hamiltonian is augmented by the
Hartee potential that is obtained from the Poisson equation. Exchange and correla-
tion e¤ects are included by means of the local spin density approximation. Electric
�elds can be applied via boundary conditions in the Poisson equation. Strain ef-
fects are incorporated by linear band-edge deformation potentials and piezoelectric
charges. The strain �eld is calculated by minimizing the total elastic energy in a
continuum elasticity model. For the calculation of carrier dynamics, two models are
currently implemented that provide results for the limiting cases of highly di¤usive
or purely ballistic quantum-mechanical transport. In this work, we will only discuss
the former one, namely a quantum drift-di¤usion model that has been combined
with the Schrödinger- and Poisson equations in a fully self-consistent manner. Read-
ers interested in the ballistic transport model (named CBR method) are referred to
Refs. [6, 7].

1.2 Band structure

1.2.1 Multiband k�p envelope function method
Semiconductor nanostructures exhibit a manifestly quantum mechanical behavior in
terms of their electronic properties. Therefore, we have to solve the Schrödinger equa-
tion for the entire nanodevices to compute their global electronic structure. We rely
on the multiband k�p method together with the envelope function approximation
(EFA) [8�19]. The basic idea of this method is to patch up the bulk k�p Hamil-
tonian of each constituent material such that the global Hamiltonian remains Her-
mitian. While this method is inferior to microscopic electronic structure methods
such as pseudopotential or empirical tight-binding schemes on an atomic scale, it
is the method of choice for structures that extend over many tens or hundreds of
nanometers and re�ects accurately the extended electronic states in a mesoscopic
device.

Basic k�p theory

In general, the electronic structure of a bulk semiconductor is determined by a many-
particle Hamiltonian that includes all electrons and nuclei of the crystal. It is well
known from standard textbooks on solid-state physics [10, 20] that by assuming the
atomic cores to be stationary (adiabatic approximation) and by applying a mean
�eld approximation for all multi-particle interactions, the problem can e¤ectively be
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reduced to a single-particle Schrödinger equation of an electron in a perfectly periodic
crystal

Ĥ n (x) =

�
p2

2m0

+ V (x)

�
 n (x) = En n (x) : (1.1)

Here, V (x) is a mean �eld potential that includes all interactions and re�ects the
translation invariance of the crystal

V (x+R) = V (x) ; (1.2)

where R is a Bravais lattice vector. The eigenfunctions  n (x) of Eq. (1.1) obey
Bloch�s theorem, i.e., they are at the same time eigenfunctions  n;k (x) of the trans-
lation operator T̂R

T̂R n;k (x) = exp (ik �R) n;k (x) ; (1.3)

and can be written as Bloch functions

 n;k (x) = exp (ik � x)un;k (x) ; (1.4)

with the periodic Bloch factors un;k (x) and plane waves exp (ik � x). Inserting these
Bloch functions into Schrödinger�s equation [Eq. (1.1)] leads to the relation

Ĥ (k)un;k (x) =

"
(p+ ~k)2

2m0

+ V (x)

#
un;k (x) = En (k)un;k (x) : (1.5)

Now, the remaining problem is the calculation of the band structure En (k), which
is the dependence of the band eigenenergies En on the wave vector k in the �rst Bril-
louin zone. Numerous methods have been developed to perform this task. While a
straightforward way would be to �nd a good approximation for the mean �eld poten-
tial V (x) in order to solve Eq. (1.5), the k�p method follows a di¤erent approach. It
utilizes the fact that carriers in semiconductors usually occupy only regions close to
the minima and maxima of the conduction and valence bands and a precise knowl-
edge of the remaining parts of the band structure is unnecessary. To this end, the
k�p method expands the band structure around a certain extremum k0, where the
energies En (k0) and Bloch factors un;k0 (x) are assumed to be known.
So we split the Hamiltonian Ĥ (k) [Eq. (1.5)] into a constant extremum part

Ĥ (k0) and the remaining k-dependent parts as follows

Ĥ (k) = Ĥ (k0) +
~ (k� k0) � p

m0

+
~2 (k2 � k20)

2m0

: (1.6)

The extremum part Ĥ (k0) has the solution

Ĥ (k0)un;k0 (x) = En (k0)un;k0 (x) ; (1.7)
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with Bloch factors un;k0 (x) that form a complete and orthonormal basis. Thus we
can expand the unknown Bloch factors un;k (x) for any value of k in terms of the
known un;k0 (x),

un;k (x) =
X
�

cn;� (k)u�;k0 (x) : (1.8)

Next, we insert Eq. (1.8) into the Schrödinger equation [Eq. (1.5)] with the Hamil-
tonian of Eq. (1.6). After multiplying both sides with u�;k0 (x) and integrating over
the unit cell, we obtain an eigenvalue equation for the expansion coe¢ cientsX

�

Ĥ�� (k) cn;� (k) = En (k) cn;� (k) ; (1.9)

with the Hamiltonian given by the matrix

Ĥ�� (k) =

�
E� (k0) +

~2

2m0

�
k2 � k20

��
��� +

~
m0

(k� k0) � p��: (1.10)

Up to now, no approximations have been made and En (k) is exact for any band
n and wave vector k. However, the Hamiltonian Ĥ�� (k) is an in�nite dimensional
matrix that couples all energy bands via the momentum matrix elements

p�� =

Z



dxu��;k0 (x) pu�;k0 (x) : (1.11)

Next, one utilizes the fact that for many purposes only a few bands and only wave
vectors in the vicinity of the extrema of these bands are physically relevant. The
number of bands is reduced by employing Löwdin�s perturbation theory [21], which
allows to decouple a �nite set of bands in class A from the remaining bands in class
B. Customarily, class A only contains conduction and valence bands that lie close to
the Fermi energy, while all other bands are grouped in class B. The range of k values
that give accurate results for En (k) is restricted by treating the o¤-diagonal part of
the Hamiltonian

~
m0

(k� k0) � p��; (1.12)

as a perturbation. Note that for the decoupling transformation, the energy separation
among class A bands is considered to be much smaller than the energy separation
between any class A and class B band. Altogether, the in�nite dimensional Hamil-
tonian matrix Ĥ�� (k) [Eq. (1.10)] is transformed into a �nite dimensional matrix
Ĥ 0�� (k) with renormalized coupling constants,

Ĥ 0�� (k) = Ĥ�� (k) +
X
�2B

Ĥ�� (k) Ĥ�� (k)

E� (k0)� E� (k0)
; (1.13)

where �; � now run only over the NA bands in class A. Typically, the resulting NA-
band k�p Hamiltonian is fully determined by only a few independent band-edge ener-
gies and momentum matrix elements that can be found by considering the symmetry
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of the underlying crystal [11]. These elements are commonly used as empirical para-
meters that are �tted to match experimental properties of the bulk band structure
[22]. In the following section, we will present in some detail those k�p models that we
have implemented within nextnano++. We restrict the discussion to the zincblende
crystal structure, which is suitable to describe Si, Ge, and most III-V semiconductors.
The corresponding models for the less common wurtzite crystals (basically nitrides)
will be summarized in Appendix A.

Hamiltonian

Single-band models In the simplest model, which is called e¤ective mass approx-
imation (EMA), only a single band is considered in class A. Here, the Hamiltonian
matrix of Eq. (1.13) is reduced to a scalar (�; � = n)

ĤEMA
n (k) = En (k0) +

~2

2m0

�
k2 � k20

�
+
~2

m2
0

X
� 6=n

j(k� k0) � pn�j2

En (k0)� E� (k0)

= En (k0) +
~2

2
(k� k0)T

1

m̂�
(k� k0) ; (1.14)

with an e¤ective mass tensor m̂� that is a symmetric 3� 3 matrix. For a zincblende
conduction band, there can be local minima at several high symmetry points of the
Brillouin zone, namely the zone center �-point (k0 = 0), the six X-points (k0 =
f100g), and the eight L-points (k0 = f111g =

p
3). In silicon, there are minima lying

along the six �-lines (connections between � and X), rather than directly at the
X-points. Note that the individual X- and L-points all lie at the boundary of the
�rst Brillouin zone. Thus, each of them is shared by two adjacent Brillouin zones
and only half of them have to be considered in the charge density calculation (cf.
Sec. 1.3.1). The e¤ective mass tensor of the �-valley is isotropic and can be described
by a scalar e¤ective massm�. For the L-, X-, and �-valleys, the e¤ective mass tensor
is characterized by a longitudinal mass m�l and a transversal mass m

�
t ,

m̂� = (m�l �m�t ) ek0eTk0 +m�t1
3�3: (1.15)

Here, ek0 is a unit vector that points in the direction of the individual minimum
k0. The anisotropic e¤ective mass can be best described by an ellipsoid with the
symmetry axis lying in the ek0-direction. In strained semiconductors, we add a
strain-dependent Hamiltonian Ĥ" [Eq. (1.89)] to Eq. (1.14). It shifts the band-edge
energies via deformation potentials and will be discussed in Sec. 1.4.2.
For the conduction-band minima of wide gap semiconductors, the EMA is often

su¢ ciently accurate. For the valence-bands and for the �-conduction band of narrow
gap materials, however, we usually rely on more sophisticated multiband models.
This has been exempli�ed in Fig. 1.1 that shows a typical band structure of a narrow
gap semiconductor. In the present work, it will often be referred to InAs which is a
good example for such a material.
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Figure 1.1: Schematic band structure of a narrow direct gap semiconductor. The
conduction band has minima at the �-, X-, and L-points. The heavy- and light hole
valence bands (hh/lh) are degenerate at the �-point, while the split-o¤ band (so) is
shifted in energy by the spin-orbit splitting �0. Due to strong nonparabolicities, a
single-band model (solid gray line) only poorly describes the conduction band. For
such a material, an eight-band model (dashed black line) that includes the coupling
to the valence bands, gives a signi�cantly more accurate approximation.

Multiband models Since the highest valence band Bloch functions are p orbitals,
they are threefold degenerate. In addition, they encounter a strong spin-orbit coupling
that has to be taken into account by adding the relativistic correction term

Ĥso =
~

4m2c2
(rV � p) � �; (1.16)

to the single particle Hamiltonian in Eq. (1.1). Here � denotes a vector that is built
up by the Pauli spin matrices �i. By this, the solutions of Schrödinger�s equation
become two-component spinors and the group of bands A in Eq. (1.13) needs to
comprise at least six bands. In the basis of spin-resolved zone center valence-band
Bloch functions jq�i 2 fx1; x2; x3g 
 f"; #g, the six-band k�p Hamiltonian resulting
from Eq. (1.13) can be written in the following form [8, 17, 19]

Ĥ6�6 (k) =

�
Ĥ3�3 (k) 0

0 Ĥ3�3 (k)

�
+ Ĥ6�6

so ; (1.17)
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Ĥ3�3 (k) =

 
Ev +

~2

2m0

3X
i=1

k2i

!

 13�3

+

0BBB@
k1Lk1 +

P
i=2;3

kiMki k1N+k2 + k2N�k1 k1N+k3 + k3N�k1

k1N�k2 + k2N+k1 k2Lk2 +
P
i=1;3

kiMki k2N+k3 + k3N�k2

k1N�k3 + k3N+k1 k2N�k3 + k3N+k2 k3Lk3 +
P
i=1;2

kiMki

1CCCA ;

(1.18)

with Ev = Ev (k0 = 0). Instead of the original linearly independent Dresselhaus
parameters F , G, H1, H2 [23], we have speci�ed this Hamiltonian in terms of the
more commonly used derived Dresselhaus parameters L,M , N+, N�, that are related
to each other by

L = F + 2G; M = H1 +H2;

N+ = F �G; N� = H1 �H2: (1.19)

The latter two parameters have been introduced by Ref. [19]. Another commonly
used and tabulated set of derived Luttinger parameters is 
1; 
2; 
3; � [12, 24, 25]. In
terms of these parameters, we can write

L =
~2

2m0

(�
1 � 4
2 � 1) ; M =
~2

2m0

(�
1 + 2
2 � 1) ;

N+ =
~2

2m0

(�3
3 � 3�� 1) ; N� =
~2

2m0

(�3
3 + 3�+ 1) : (1.20)

The spin-orbit Hamiltonian is given by

Ĥ6�6
so =

�0

3

0BBBBBB@
0 �i 0 0 0 1
i 0 0 0 0 �i
0 0 0 �1 i 0
0 0 �1 0 i 0
0 0 �i �i 0 0
1 i 0 0 0 0

1CCCCCCA ; (1.21)

where �0 is the spin-orbit splitting. Here, we have neglected the small k-dependent
contribution (~=4m2c2) (rV � k) �� that results from employing the k�p approxima-
tion on Eq. (1.16). The spin-orbit Hamiltonian Ĥ6�6

so is diagonal in the basis of the
total angular momentum eigenstates jJ; J3i. This basis can be used to classify the
valence band into heavy hole (hh), light hole (lh), and split-o¤ hole (so) as follows

jhh "i =
����32 ; 32

�
= � 1p

2
(jx1 "i+ i jx2 "i) ;

jhh #i =
����32 ;�32

�
=

1p
2
(jx1 #i � i jx2 #i) ; (1.22)
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jlh "i =
����32 ; 12

�
= � 1p

6
(jx1 #i+ i jx2 #i � 2 jx3 "i) ;

jlh #i =
����32 ;�12

�
=

1p
6
(jx1 "i � i jx2 "i+ 2 jx3 #i) ; (1.23)

jso "i =
����12 ; 12

�
=

1p
3
(jx1 #i+ i jx2 #i+ jx3 "i) ;

jso #i =
����12 ;�12

�
=

1p
3
(jx1 "i � i jx2 "i � jx3 #i) : (1.24)

The spin-orbit splitting �0 partly removes the degeneracy of the valence bands. At
the band edge, their eigenenergies are given by

Ehh (k = 0) = Elh (k = 0) = Ev +
�0

3
; Eso (k = 0) = Ev �

2�0

3
: (1.25)

An even more accurate k�pmodel (especially for narrow gap semiconductors where
nonparabolicities are important) can be obtained by enlarging our basis to include
the lowest conduction-band s-orbital Bloch functions js "i and js #i. The resulting
eight-band Hamiltonian reads

Ĥ8�8 (k) =

�
Ĥ2�2
cc (k) Ĥ2�6

cv (k)

Ĥ6�2
vc (k) Ĥ6�6

vv (k)

�
; (1.26)

with

Ĥ2�2
cc (k) =

 
Ec +

3X
i=1

kiAcki

!

 12�2; (1.27)

Ĥ2�6
cv (k) =

�
iPk1 + k2Bk3 iPk2 + k3Bk1 iPk3 + k1Bk2

�

 12�2; (1.28)

and

Ĥ6�2
vc (k) =

0@�ik1P + k3Bk2
�ik2P + k1Bk3
�ik3P + k2Bk1

1A
 12�2: (1.29)

Here, Ac includes the free-electron and remote band contributions to the conduction-
band mass [19]. P denotes Kane�s interband coupling matrix element. The parameter
B is non-zero for crystals without inversion symmetry. Although, only for silicon and
germanium B = 0 holds exactly, the parameter is usually neglected also for the III-V
compounds. The valence-band part Ĥ6�6

vv (k) corresponds to Eq. (1.17) with only two
modi�cations of parameters

L! L0 = L+
P 2

Eg
; N+ ! N 0+ = N+ +

P 2

Eg
: (1.30)
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Due to the direct inclusion of conduction-band coupling, these modi�cations become
necessary in order to avoid double counting of terms. Since the s-type conduction
bands do not obtain any spin-orbit coupling, the eight-band spin-orbit Hamiltonian
Ĥ8�8
so is completely determined by the six-band case

Ĥ8�8
so =

�
0 0

0 Ĥ6�6
so

�
: (1.31)

In strained semiconductors, we add a strain-dependent Hamiltonian Ĥ8�8
" which will

be detailed in Sec. 1.4.2.
We note that the Hamiltonian (1.26) contains a particular ordering of the mo-

mentum operators that one might be tempted to simplify according to

kiN
0
+kj + kjN�ki

?
= N 0kikj; with N 0 = N 0+ +N�: (1.32)

However, such a simpli�cation only holds when the operators ki and the material
parameters commute. In the present case, this precise choice of operator ordering is
required for the following reasons. First, in Refs. [15�17, 19], it has been shown that
the speci�c ordering of Eq. (1.26) is required to obtain correct boundary conditions
in the envelope function approximation where material parameters become position
dependent (see next subsection). Second, a key element in the present work are
magnetic �elds B. They can be introduced into the Hamiltonian (1.26) by replacing
the kinetic momentum k with the canonic momentum K = k + (e=~)A so that the
following commutator relations hold

[Ki; Kj] = KiKj �KjKi = �i
e

~
"ijkBk; (1.33)

where "ijk denote the elements of the totally antisymmetric tensor. In Sec. 4.2.2, it
will be shown that only the speci�c ordering of Eq. (1.26) guarantees the correct k�p
Hamiltonian for bulk in nonzero magnetic �elds [12].
Since we include the spin degree of freedom, �nally we need to augment the

Hamiltonian (1.26) by the Zeeman term,

Ĥ8�8
��B =

g0�B
2

3X
i=1

ŜiBi; (1.34)

where g0 = 2; and the matrix elements of the spin matrices Ŝi are given in terms of
the Pauli matrices �̂i,

Siq0�0;q� = hq0�0j �̂i jq�i = �q0;q�̂
i
�0;�: (1.35)

So in total, the eight band k�p Hamiltonian is given by

Ĥ8�8
k�p (k) = Ĥ8�8 (k) + Ĥ8�8

�B + Ĥ8�8
" ; (1.36)

with the individual contributions de�ned in Eqs. (1.26), (1.34), and (1.93).
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Envelope function approximation

Up to now, we have considered only perfectly periodic bulk semiconductor crystals.
In nanostructures, this periodicity is perturbed by a mesoscopic external potential
V (x). Such a potential can be created by local changes of band-edge energies due
to the variation of material composition, local excess charges, and external electric
�elds. As a consequence, the translation invariance of the Hamiltonian is broken and
Bloch�s theorem does not hold for the wave functions. So the wave vector k is no
good quantum number anymore and it is reasonable to switch to position space. In
the envelope function approximation (EFA) [11], the wave function is written as a
superposition of the Bloch functions at the extremum k0

 (x) =
X
n

F (n) (x) n;k0 (x) ; (1.37)

where the expansion coe¢ cients F (n) (x) are called envelope functions and are as-
sumed to be slowly varying on the scale of the lattice constant. By this, most of the
bulk k�p theory can be adopted for nanostructures. Namely, it can be shown [11] that
for a homogenous semiconductor in an external potential, it holds a Schrödinger-like
equation for the envelope functionsX

�

ĤEFA
�� (x)F (�) (x) = EF (�) (x) ; (1.38)

with a Hamiltonian that corresponds to the bulk k�p Hamiltonian (1.13) Fourier
transformed into real space (k! �ir) plus the external potential

ĤEFA
�� (x) = Ĥk�p

�� (�ir) + ���V (x) : (1.39)

For a nanostructure, the basic idea of this method is to patch up the bulk k�p
Hamiltonian of each constituent material to obtain a global Hamiltonian for the
envelope functions. In this case, all the k�p parameters become position dependent
quantities and together with the momentum operators, a particular ordering has to be
chosen (see also Sec. 1.2.2). In all Hamiltonians of the last subsection, the employed
operator ordering (following Refs. [15�17, 19]) has been indicated; e.g. in Eq. (1.14),
we have

k1N+k2 ! �
@

@x1
N+ (x)

@

@x2
: (1.40)

The material parameters used in the present work have been taken from Refs. [22, 24].
We would like to note that the standard prescription of the EFA [11], is strictly

speaking only valid for a homogenous semiconductor with slowly varying band edges
En (x) or external potentials V (x). However, the method has been extensively ap-
plied to nanostructures and it has been shown that even in the presence of material
induced discontinuities in the band edges, the EFA still delivers physically reasonable
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results. In addition, this empirical observation can also be justi�ed using Burt�s exact
envelope function theory [15, 16].
Many nanodevices are structured only in one or two of the three spatial dimen-

sions and still translation invariant in the remaining directions. For such devices, it is
possible to separate the free motion of the charge carriers in the directions of transla-
tional invariance and the simulation domain can be reduced in dimension. In general,
we call a device quasi d-dimensional if d is the number of structured directions. In
this case, the EFA Schrödinger equation [Eq. (1.38)] readsX

�

ĤEFA
��

�
x;kk

�
F (�)

�
x;kk

�
= E

�
kk
�
F (�)

�
x;kk

�
; (1.41)

where x =(x1; :::; xd) is a d-dimensional position vector and kk = (kd+1; :::; k3) is a
(3� d)-dimensional reciprocal lattice wave vector, with 1 � d � 3. The Hamiltonian
ĤEFA
��

�
x;kk

�
corresponds to the one from Eq. (1.39), where the kk-directions have

not been Fourier transformed into real space. Note that for d = 3, kk becomes useless
and Eq. (1.41) reduces to Eq. (1.38).
The solution of the Schrödinger equation requires the speci�cation of its bound-

ary conditions. At the boundary @
 of the simulation domain 
, we either employ
Dirichlet-, von Neumann-, or periodic boundary conditions. In general, these condi-
tions are given by

 (x)jx2@
 = f (x) (Dirichlet boundary condition), (1.42)

@n (x)jx2@
 = g (x) (von Neumann boundary condition), (1.43)

 (x)j
x2@
(i)L

=  (x)j
x2@
(i)R

(periodic boundary condition), (1.44)

where n denotes the normal to @
 and f (x), g (x) are given functions on the boundary
of 
 (taken to be zero for the Schrödinger equation). In the periodic boundary
condition, the wave functions are set to be equal at the left and right boundaries in
the periodic i-direction @
(i)L , and @


(i)
R , respectively. Here, each element in @


(i)
R

can be obtained by translating an element in @
(i)L by Liei, where Li is the length of
the simulation domain in the direction of the unit vector ei. This boundary condition
is needed for periodically repeated structures such as superlattices.
In order to actually calculate the eigenstates of the EFAHamiltonian, Eq. (1.41) is

transformed into a matrix eigenvalue problem by mapping it onto a discrete real-space
grid. This discretization will be discussed in Sec. 2.3, and the solution algorithms
for the resulting matrix eigenvalue problem are detailed in Sec. 2.5. For nonzero
magnetic �elds, the discretization is surprisingly problematic and will be discussed
in chapter 3.

1.2.2 Spurious solutions

Even though the envelope function approach is well established, it is less widely known
that this method is plagued by several ambiguities and instabilities that can lead to
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unphysical ghost states [19, 26], incorrect bound states at interfaces [27], and arti�cial
oscillatory wave functions. We have been able to eliminate these problems by a careful
treatment of so-called remote-band contributions to the bulk k�p Hamiltonians, by
de�ning an operator ordering that leads to manifestly self-adjoint Hamiltonians, and
by employing an upwinding scheme for the discretization of derivatives. We will only
brie�y sketch the rationale behind these techniques and refer the reader to Ref. [28]
for a more detailed discussion.

Large wave vector solutions

In principle, spurious solutions can come with any multiband k�p Hamiltonian. For
a qualitative discussion, we use a simple one-dimensional two-band model [29] that
already includes all of the problems that may occur

Ĥ2�2 (k) =

�
Ec + Ack

2 iPk
�iPk Ev + Avk

2

�
: (1.45)

This Hamiltonian couples a single conduction band (c) with a single valence band
(v) via the interband momentum matrix element P . The parameters Ac and Av
describe free-electron and remote-band contributions to the e¤ective masses. The
secular equation det[Ĥ2�2 (k) � EI2�2] = 0 of this Hamiltonian contains a term
AcAvk

4 and therefore exhibits two solutions of k2 for any value of E. Only one of
these solutions may be physical, since conduction- and valence band do not overlap
in a semiconductor. For k2 < 0 (AcAv < 0), the additional solutions are evanescent
[29] and pose no actual problem [28]. For k2 > 0 (AcAv > 0), however, they form
oscillatory modes [26] that can lead to spurious ghost states. This is a realistic sce-
nario for the eight-band model of Eq. (1.26), which can be reduced to the present
Hamiltonian (1.45) for kk [001] neglecting spin and decoupled bands. Using the ma-
terial parameters from Ref. [22] for InAs, we then have Ac = �4:8 ~2= (2m0) and
Av = L0 + ~2= (2m0) = �14:7 ~2= (2m0). In Fig. 1.2(a), a band structure is shown
that corresponds to this situation. The conduction band Ec (k) has small energy so-
lutions also at large values of k, and even worse, the band structure does not possess
a band gap. In a bulk semiconductor, this does not pose a problem since one can
reject all large-k solutions that are beyond the validity of the k�p model, anyway. In
a superlattice or heterostructure, however, an arti�cial small Brillouin zone is intro-
duced. The large k values are folded back to small ones and unphysical ghost states
are created. In Fig. 1.2(b), we show calculated eigenstates obtained by augmenting
the Hamiltonian of Fig. 1.2(a) with a locally varying potential that produces a 10 nm
quantum well. The spurious states can either be strongly oscillating states energet-
ically lying within the band gap, or bound quantum well states that are modulated
by an unphysical high frequency component. Following Ref. [19], we can avoid this
problem by setting Ac = 0 and using the parameter P to �t the e¤ective mass of the
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Figure 1.2: (a) Band structure of two-band Hamiltonian (1.45) for Ac; Av < 0 (black
lines) and Ac = 0; Av < 0 (gray line). Circles indicate eigenenergies of appropriate
quantum well eigenstates. (b) Conduction band edge of quantum well and probability
densities of eigenstates, shifted to their eigenenergies. The solution for Ac = 0 has
been rescaled for better visualization.

conduction band m�c according to the relation

1

m�c
= Ac + P 2

Eg + 2=3�

Eg (Eg +�)
� eP 2 Eg + 2=3�

Eg (Eg +�)
: (1.46)

In the eight-band model, this requires to rescale certain valence band parameters
analogous to Eq. (1.30). Due to this change of parameters, the k4 term is removed
from the dispersion and only the correct small wave vector solutions remain. The
resulting modi�cation of the band structure and the position space eigenfunctions
is shown in Fig. 1.2. Alternatively setting Av = 0 is unfavorable, because in three
dimensions the valence band mass is anisotropic and can not be �tted by a single
parameter. Another approach that is often used is to set Ac = ~2= (2m0) which
corresponds to entirely neglecting remote-band contributions. By this, the spurious
ghost states are removed in most cases (since Av > 0 hardly occurs) and only the
uncritical evanescent modes remain.

Operator ordering

Having provided a solution for the problems related with the bulk band structure,
additional issues occur when advancing to heterostructures. Here, one must also
determine the proper arrangement of di¤erential operators with respect to position
dependent material parameters. E.g. in Eq. (1.45), we have a term iPk with an
ordering that is not known a priori when transformed into real space

iPk
?!
(

d
dx
P (x)

P (x) d
dx

: (1.47)
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Figure 1.3: Conduction band edge of quantum well and probability density of bound
state with interface spikes that has been calculated using the naively symmetrized
Hamitonian (1.48) with the parameters discussed in the main text.

While it is clear that any operator ordering must yield a Hermitian Hamiltonian
Ĥ�� (x) = Ĥy�� (x), this requirement is not su¢ cient to uniquely de�ne Ĥ�� (x). The
customary technique of symmetrizing each matrix element of the Hamiltonian (i.e.
requiring Ĥ�� (x) = Ĥy�� (x)) has never been justi�ed. In fact, such a Hamiltonian
can lead to inconsistent boundary conditions for the envelope functions at material
interfaces [19]. This corresponds to a Hamiltonian that is Hermitian but not self-
adjoint [27]. For a �nite dimensional Hamiltonian that is obtained by discretization
of di¤erential operators on a real-space grid, certain artifacts of this inconsistency
can remain. In Fig. 1.3, we show a bound quantum well state that has been obtained
by solving the naively symmetrized Hamiltonian

Ĥsym (x) =

�
Ec (x)

1
2

�
d
dx
P (x) + P (x) d

dx

�
1
2

�
d
dx
P (x) + P (x) d

dx

�
Ev (x)� d

dx
Av (x)

d
dx

�
; (1.48)

on a �nite grid. The wave function exhibits pronounced unphysical singularities at
the material interfaces. Note that the size of these spikes actually depends on the
grid spacing and the local variation of the P -parameter. In Fig. 1.3, we have used
an extremely �ne grid spacing of " = 0:0125 nm to elucidate the problem, while
keeping with realistic material parameters of Pwell = 0:845 eVnm, Pbarrier = 0:67
eVnm, Av = �6 ~2= (2m0), and Eg = 0:5 eV. Alternatively using the asymmetric
ordering proposed in Ref. [19]

Ĥcorrect (x) =

�
Ec (x) P (x) d

dx
d
dx
P (x) Ev (x)� d

dx
Av (x)

d
dx

�
; (1.49)

yields wave functions that do not contain such de�ciencies. We use this asymmetric
ordering also for the k-linear terms in the three-dimensional eight-band Hamiltonian
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Figure 1.4: Conduction band edge of quantum well and conduction band amplitudes
of bound states obtained by forward/backward di¤erences (black) or centered di¤er-
ences (gray). The same parameters as in Fig. 1.3 have been used, except for the grid
spacing that is now " = 0:2 nm. The states have been shifted to di¤erent energies for
better visualization.

(1.26). For the remaining terms, a unique operator ordering can be derived from
Burt�s exact envelope function theory [15�17]. This particular ordering has been in-
dicated in all Hamiltonians of Sec. 1.2.1. Although, the individual elements are partly
unsymmetric, the total Hamiltonians are Hermitian and self-adjoint and therefore re-
tain a conservation of the probability �ux density.

Numerical instabilities

A third issue that has not been discussed so far concerns numerical instabilities. When
the envelope function Hamiltonian (1.49) is mapped onto a discrete real-space lattice,
the discretization of the �rst order space derivatives is not unique. For example, one
could use �nite centered di¤erences

d

dx
F (x)! �xF (x)jcent =

F (x+ ")� F (x� ")
2"

; (1.50)

where " denotes the grid spacing. Unfortunately this leads to serious problems as
unphysical solutions F (x) that rapidly oscillate between nearest neighbor grid nodes
with a relative phase of �1. In Fig. 1.4, we show the amplitude of the conduction
band component of a bound quantum well state that has been obtained with the
Hamiltonian (1.49) using centered �nite di¤erences. While the probability density
of such a state in smooth, its amplitude is unphysically oscillating. The centered
di¤erence scheme is "blind" to these oscillations since it only compares values at
second nearest neighbor points. In this approximation the oscillating wave function
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has a well de�ned small �rst derivative, although this is obviously not correct. Besides
these incorrect states, also the correct smooth wave functions are obtained. For a
homogenous material and the Hamiltonian (1.45), it can be shown that the incorrect
conduction band states are shifted by 4Ac="2 with respect to the correct ones [28].
So for Ac > 0 and a su¢ ciently small grid spacing ", they can be shifted out of
the relevant part of the spectrum. For Ac = 0, however, they have to be removed
explicitly. In order to eliminate this problem, we use forward or backward di¤erencing
to approximate �rst derivatives

d

dx
F (x)! �xF (x)jforw=backw = �

F (x� ")� F (x)
"

: (1.51)

This approach is not compatible with the unphysically fast oscillating envelope func-
tions since it compares values at nearest neighbor grid nodes (see Fig. 1.4). Since
plain forward or backward di¤erencing results into a non-Hermitian Hamilton matrix,
we have employed a combination of forward and backward di¤erencing that guaran-
tees the Hermiticity of the Hamiltonian. Here, we use forward di¤erencing for all �rst
derivatives that are located in the blocks above the diagonal of the Hamiltonian and
backward di¤erencing for those below the diagonal,

Ĥdiscrete =

�
forward

backward

�
: (1.52)

Note that in the diagonal blocks of our Hamiltonian, we do not have any �rst deriv-
atives. With this discretization, a second-order derivative term is added to each
�rst-order derivative that vanishes in the limit of zero grid spacing " ! 0. This
second-order term now suppresses the high-frequency components which constitute
the spurious oscillating solutions, while the physically accurate low-frequency com-
ponents remain unchanged. This approach is analogous to upwinding schemes that
are used for hyperbolic di¤erential equations in hydrodynamics [30]. More details on
the discretization scheme will be given in Sec. 2.3.

1.3 External potential

In nanostructures which we describe in the envelope function approximation, the
periodic semiconductor band structure is perturbed by a mesoscopic external poten-
tial V (x). Besides abrupt jumps in band-edge energies at material interfaces that
have been stated in Sec. 1.2.1, V (x) also includes the electrostatic potential that
results from local excess charges and external electric �elds. In addition, we describe
many particle e¤ects by an exchange-correlation potential within a density functional
approach. In the following, we will present the calculation of these individual contri-
butions of the external potential.
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1.3.1 Charge densities

We consider all charges in a nanostructure that deviate from the intrinsic charges of
the semiconductor by a position dependent total charge density � (x),

� (x) = e
�
p (x)� n (x) +N+

D (x)�N�A (x) + �pol (x) + ��x (x)
�
: (1.53)

This density will be included in the Hamiltonian by means of an electrostatic potential
that can be obtained from the Poisson equation, as will be discussed in Sec. 1.3.2. The
density � (x) consists of free holes p (x) and electrons n (x), ionized donors N+

D (x)
and acceptors N�A (x), polarization charges �pol (x) and �xed charges ��x (x). The
polarization charges will be given in Eq. (1.104) and result from strain induced piezo-
and pyroelectric polarizations. Examples for �xed charges are surface and interface
traps that come with lattice defects. They are not calculated but need to be speci�ed
explicitly.
For the calculation of free-carrier charges, we have employed two di¤erent models.

In those parts of the nanostructures where quantum mechanical e¤ects play an im-
portant role, we calculate charge densities by means of the eigenstates obtained from
the multiband k�p envelope function method. In the remaining areas (typically lying
at the boundaries of the simulation domain) where quantum mechanical e¤ects can
be neglected, we rely on the computationally less demanding classical Thomas-Fermi
approximation.

Quantum mechanical charge densities

In a quasi d-dimensional nanostructure, the general quantum mechanical multiband
charge densities of electrons and holes are given by

nqm (x) =
X
i2CB

g

(2�)3�d

Z

BZ

d3�dkk
��Fi �x;kk���2 f

 
�Ei

�
kk
�
+ EF;n (x)

kBT

!
;

pqm (x) =
X
i2VB

g

(2�)3�d

Z

BZ

d3�dkk
��Fi �x;kk���2 f

 
Ei
�
kk
�
� EF;p (x)
kBT

!
: (1.54)

Here, the sums over i run over the eigenstates lying in the conduction- (CB) and
valence bands (VB). The appropriate envelope functions Fi and eigenenergies Ei
result from the EFA Schrödinger equation [Eq. (1.41)]. Note that the probability
density for a given subband i in a NA-band model is given by

��Fi �x;kk���2 = NAX
�=1

���F (�)i

�
x;kk

����2 : (1.55)

The factor g accounts for possible spin and valley degeneracies and depends on the
particular k�p model. The maximum single-band degeneracies (multiband: g = 1)
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are given by g (�) = 2, g (X) = 6, g (L) = 8, g (�) = 12 and can be reduced by strain
and magnetic �elds (see also Sec. 1.2.1). All states are occupied according to the
Fermi distribution function f (E), with position dependent electron and hole quasi
Fermi levels EF;n (x) and EF;p (x), respectively. These speci�c Fermi levels are used
to model also non-equilibrium situations, as will be discussed in Sec. 1.5. We want to
express that in semiconductor nanostructures, a situation can occur where a separate
occupation of electron and hole states is not possible anymore. In chapter 6, we will
present a novel method for such broken-gap structures.
For d = 3, the wave vectors in Eq. (1.54) are useless and the integral over kk can

be ignored. For d < 3, the wave vectors are restricted to the (3� d)-dimensional
Brillouin zone 
BZ in the reciprocal kk space. In this case, the charge densities are
obtained by integrating over kk. Instead of integrating over the full square area of
the Brillouin zone 
BZ , in fact it is su¢ cient to integrate over the irreducible wedge

IW of the Brillouin zone that can be obtained by exploiting the symmetry of the
lattice [31]. After this reduction of computational e¤ort is utilized, all densities have
to be multiplied by the ratio 
BZ=
IW to retain their original values. In addition,
states that deviate from the Fermi energy by more than a few kBT hardly contribute
to the sums and integrals in Eq. (1.54), since the Fermi function drops exponentially
for energies that are larger than the Fermi energy. Therefore, it usually su¢ ces to
integrate over 
IW only for small values of the wave vector modulus (typically less
than 10% of the maximum k value in the bulk Brillouin zone). Similarly, higher energy
states that do not signi�cantly contribute to the charge density are not calculated at
all. The remaining inner kk space is mapped onto a square wave vector lattice, where
the Schrödinger equation is actually solved only for a discrete set of kk vectors. In
order to limit the required amount of kk values, we have implemented an e¢ cient
k-space integration scheme similar to Refs. [32, 33] that interpolates the probability
densities and the energy dispersion between the exactly solved kk points in order
to guarantee well converged results. It turns out that for the probability density a
bilinear (linear for d = 2) interpolation is su¢ cient, whereas for the energy dispersion
higher order schemes are required to accurately sample energy minima with a large
density of states. In fact, we rely on a (3� d)-dimensional cubic spline interpolation
[34] for the energy dispersion. All the details of this procedure can be found in
Ref. [6].
In the single-band models (EMA) and for d < 3, the integration over kk can

be performed analytically due to the parabolic energy dispersion. This leads to the
following simpli�cations for the electron and hole charge densities [Eq. (1.54)] that
require to solve the Schrödinger equation only for kk = 0

nEMAqm (x) =
X
i2CB

gN
(3�d)
i (T ) jFi (x; 0)j2F(1�d)=2

�
�Ei (0) + EF;n (x)

kBT

�
;

pEMAqm (x) =
X
i2VB

gN
(3�d)
i (T ) jFi (x; 0)j2F(1�d)=2

�
Ei (0)� EF;p (x)

kBT

�
: (1.56)
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Here, the function Fn (E) denotes the Fermi-Dirac integral of order n

Fn (E) =
1

� (n+ 1)

Z 1
0

d"
"n

exp ("� E) + 1 ; (1.57)

which is evaluated numerically [35]. The integration over kk results in the e¤ective
density of states of a (3� d)-dimensional free electron gas

N
(3�d)
i (T ) =

�
mDOS
i kBT

2�~2

�(3�d)=2
; (1.58)

with the density of state mass mDOS
i of the i-th subband of the Hamiltonian. Since

in a nanostructure we have a position dependent e¤ective mass tensor m̂� (x), a
straight-forward determination of mDOS

i from m̂� (x) would lead to unphysical abrupt
changes in the charge densities at material interfaces. In order to obtain a position
independent density of state mass, we weight the e¤ective mass tensor with the
probability density of the corresponding subband according to the following relation

mDOS
i =

Z



ddx jFi (x; 0)j2
�
det m̂�(3�d)�(3�d) (x)

�1=(3�d)
: (1.59)

Here, m̂�(3�d)�(3�d) (x) denotes the (3� d) � (3� d) submatrix of the e¤ective mass
tensor m̂� (x) [Eq. (1.14)] in the kk-space. I.e. for d = 1, we have

m̂�2�2 (x) =

�
m�2;2 (x) m�2;3 (x)
m�3;2 (x) m�3;3 (x)

�
; (1.60)

while for d = 2, the submatrix reduces to the scalar element m�3;3 (x) and for d = 3,
the integration over kk is not needed at all. The integral in Eq. (1.59) extends over
the spatial area 
 where the Schrödinger equation is solved.
It turns out that sometimes it is useful to apply di¤erent k�p models simultane-

ously. E.g. when using the eight-band model for the � conduction- and valence bands,
the X and L conduction band valleys (which we employ in the EMA model) might
contribute to the charge densities as well. In this situation, we sum up the charge
densities that result from Eqs. (1.54) or (1.56) for the individual EFA-Hamiltonians.

Classical charge densities

In areas where quantum mechanical e¤ects do not play a role, we calculate free-carrier
charge densities in the, classical Thomas-Fermi approximation. In this approach, the
following expressions for the charge densities of electrons and holes can be derived

ncl (x) =
X
�2CB

g�N
3D
� (x; T ) F1=2

�
�E� (x)� V (x) + EF;n (x)

kBT

�
;

pcl (x) =
X
�2VB

g�N
3D
� (x; T ) F1=2

�
E� (x) + V (x)� EF;p (x)

kBT

�
: (1.61)
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Here, the sums run over the relevant conduction- and valence band valleys (CB =
f�; L;X;�g, VB = fhh; lh; sog). E� (x) denotes the position dependent band edge,
V (x) is the external potential and N3D

� (x; T ) is the position dependent e¤ective
density of states of a 3-dimensional free electron gas

N3D
� (x; T ) =

 
mDOS
� (x) kBT

2�~2

!3=2
; (1.62)

with the local density of state mass

mDOS
� (x) =

�
det m̂�� (x)

�1=3
; (1.63)

where m̂�� (x) is the 3� 3 e¤ective mass tensor at the band edge �.
For the densities of ionized shallow impurities, we always apply the Thomas-Fermi

approximation. In this context, the concentrations of ionized acceptors and donors
are given by

N�A (x) =
X

i2Acceptors

N
(i)
A (x)

1 + g
(i)
A exp

�h
Ev (x) + V (x) + E

(i)
A � EF;p (x)

i
=kBT

� ;
N+
D (x) =

X
i2Donors

N
(i)
D (x)

1 + g
(i)
D exp

�h
�Ec (x)� V (x) + E

(i)
D + EF;n (x)

i
=kBT

� ; (1.64)

where the sums run over all included types of acceptors and donors. Each type of
impurity is characterized by its ionization energy E(i)A=D (absolute value, relative to the

appropriate band edge Ev=c), its ground state level degeneracy g
(i)
A=D, and its spatial

concentration N (i)
A=D (x). Usually, the impurity degeneracies of acceptors and donors

are gA = 4 and gD = 2, respectively.

1.3.2 Poisson equation

The total charge density � (x) [Eq. (1.53)] in�uences the global electronic structure
via the electrostatic potential � (x), which obeys the Poisson equation

r"̂ (x)r� (x) = �� (x) : (1.65)

Here, "̂ (x) is in general a position dependent dielectric tensor and the resulting "built-
in" electrostatic potential � (x) is used to augment the envelope function Hamiltonian
by the Hartree potential

V (x) = VH (x) = �e� (x) : (1.66)

In zincblende, the dielectric tensor reduces to a scalar ", while in wurtzite it is given
by "̂ = "a1

3�3 + ("c � "a) ezeTz , with two independent components "a and "c.
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The solution of the Poisson equation requires the speci�cation of its boundary con-
ditions. Here, we rely again on the Dirichlet-, von Neumann-, and periodic boundary
conditions of Eqs. (1.42)-(1.44), where  (x) now has to be replaced by � (x). Anal-
ogous to the Schrödinger equation, the Poisson equation as well as the other partial
di¤erential equations in the following sections are mapped onto a discrete real-space
grid (cf. Sec. 2.3). By this, the Poisson equation becomes a large system of linear
equations. Since the total charge density � (x), depends itself on the electrostatic
potential � (x) when the classical charge density [Eq. (1.61)] is used, the Poisson
equation [Eq. (1.65)] may in fact become a nonlinear problem. The numerical solu-
tion of linear as well as nonlinear systems of equations will be discussed in Sec. 2.4.
When quantum mechanical charge densities [Eq. (1.54)] are used, the Poisson equa-
tion is coupled with the Schrödinger equation and both equations need to be solved
in a self-consistent way. An e¢ cient solution strategy for this problem will be shown
in Sec. 2.6.1.
External electric �elds are incorporated into the calculation of nanostructures

via electric contacts. These contacts are areas of the simulation domain, where the
Poisson equation is not solved, but where the electrostatic potential is determined
based on certain assumptions. The resulting � (x) in the contacts is used to specify
boundary conditions for the Poisson equation at the interfaces between the contacts
and the remaining simulation area. E.g. in order to apply a constant electric �eld to a
nanostructure, we can specify two contacts at opposite boundaries of the simulation
domain, with di¤erent Dirichlet values �1 and �2 = �1 + U . Here, U corresponds
to the applied bias. If the nanostructure does not contain any excess charges, the
electrostatic potential resulting from Eq. (1.65) will change linearly between the two
contacts. Then, the electric �eld which results from the electrostatic potential via

F (x) = �r� (x) ; (1.67)

is constant and directed along the connection between the two contacts. All im-
plemented contact models will be discussed in detail in the context of the current
calculation in Sec. 1.5. When no contacts are speci�ed at all, we use von Neumann
boundary conditions [Eq. 1.43)] with zero derivatives at all boundaries of the sim-
ulation domain. This corresponds to vanishing normal electric �elds and therefore
globally charge neutral devices.

1.3.3 Multi-particle e¤ects

We describe multi-particle e¤ects by an exchange-correlation potential within a den-
sity functional approach. The DFT method [36, 37] is based on the central assertion
that for any interacting system of particles, a local single-particle potential Vni (x)
exists, such that the exact ground state density n0 (x) equals the ground state density
of the non-interacting problem nni (x). This non-interacting density can be obtained
from the single-particle states of the non-interacting Hamiltonian. Therefore, with



22 CHAPTER 1. CALCULATION OF SEMICONDUCTOR NANOSTRUCTURES

the exact knowledge of Vni (x), the ground state energy and density of an interact-
ing multi-particle state can be obtained by a self-consistent solution with multiple
eigenstates from a single-particle Schrödinger equation.
In the present case, the non-interacting density nni (x) � n (x) is obtained from the

single-particle states of the EFA Hamiltonian (1.39) according to Eq. (1.54). Here,
the potential Vni (x) � V (x) = VH (x) + Vxc (x) is composed of the Hartree term
VH (x) = �e� (x) (that is determined by the Poisson equation) and an exchange-
correlation term Vxc (x). The latter one is known exactly only for special cases.
For general many-particle systems, we rely on the local spin density approxima-
tion (LSDA) [38]. In this scheme, the system is assumed to locally behave as a
homogenous gas of charged carriers, for which exchange and correlation can be eval-
uated exactly as a function of the density. The LSDA is a re�nement of the lo-
cal density approximation (LDA) since it also accounts for the spin polarization
�(x) = [n"(x)� n#(x)] = [n"(x) + n#(x)] ; with spin-up and spin-down carrier densi-
ties n"(x) and n#(x), respectively. This is important especially for few-particle states
and odd numbers of carriers. In this model, the exchange-correlation potential be-
comes spin dependent and whenever the single-band Schrödinger equation is used,
the solutions become two-component spinors. The parametrization of the LSDA
exchange-correlation potentials V "#xc (x) and energies "xc(x) is given in Appendix B.
With this potential, the EFA Kohn-Sham-equation has to be solved self-consistently
for all particles until the individual densities n"(x) and n#(x) become stationary. The
total energy of the many-body state is �nally obtained from

E0 =
X
i

Ei+
1

2

Z



d3x e� (x)n (x)+

Z



d3x "xc(x)n (x)�
Z



d3xV "#xc (x)n (x) ; (1.68)

where Ei are the eigenenergies of the single-particle states.

1.4 Elastic strain

Lattice mismatch between di¤erent semiconductor materials that are grown on top
of each other results in displacements of the individual atoms from their positions
of rest. This produces elastic strain that can strongly a¤ect the electronic structure
and therefore needs to be accounted for in any realistic calculation of semiconductor
nanostructures. In the following, we will describe the calculation of strain e¤ects in
terms of linear continuum elasticity theory [39, 40].

1.4.1 Strain calculation

In a continuum model, a crystal can be described by a �eld of material points with
coordinates x. A distortion of the crystal shifts any point to a new position x0= x0 (x).
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Figure 7.2: (a) Two-dimensional cross section of calculatedmj = 3=2 acceptor ground
state probability density for a magnetic �eld of B = 0:6 T. The �lled circles show the
positions of 28Si (light gray), 29Si (black), and 30Si (magenta) nuclei. (b) Schematic
modi�cations of the energy spectrum by subsequent inclusion of the magnetic �eld
and the isotopic perturbation potential.

by linear interpolation. As is shown in Fig. 7.2(a), we choose a random con�guration
of 28Si, 29Si, and 30Si isotopes under the constraint of their natural accumulations in
silicon. Following Ref. [130], we introduce the isotopic perturbation potential

Viso (n) =

8<:
0 for 28Si
�E29 for 29Si
�E30 for 30Si

: (7.4)

Here, the valence band shifts �E29 = 0:74 meV and �E30 = 1:46 meV arise from a
renormalization of the energies, introduced by the electron-phonon interaction via the
mass dependence of the amplitudes of zero-point �uctuations [130]. Next, we project
the diagonal perturbation potential into the subspace spanned by the four Zeeman
states j	ii, leading to a 4�4 perturbation Hamiltonian Ĥ4�4

iso with the elements given
by

H ij
iso = h	i (n)jViso (n) �nm j	j (m)i : (7.5)

Finally, we diagonalize the total Hamiltonian Ĥ = Ĥ4�4
J �B+Ĥ

4�4
iso including the Zeeman

term Ĥ ij
J �B = Ei�ij, with Ei being the energy of the i-th Zeeman level. The isotopic

contribution Ĥ4�4
iso mixes the unperturbed eigenstates j	ii so that the eigenvalues

of Ĥ are slightly shifted with respect to the unperturbed Zeeman levels, as drawn
schematically in Fig. 7.2(b). From these eigenvalues, one can extract the respective
isotope shifts.
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Figure 7.3: (a) Statistical distribution of the �mj = 1 transition energies for a total
number of 200; 000 di¤erent isotope con�gurations. The magnetic �eld of 0:6 T is
lying in the [001] direction. (b) Calculated convolution (red line) of distributions
from (a) with purely Lorentzian lines that have the linewidths of the experimental
EPR signal of isotopically pure 28Si:B (inset). A comparison with the EPR signal of
natSi:B (black line) shows excellent agreement.

Results

We have performed the calculation of the isotope shifts for 200; 000 di¤erent random
isotope con�gurations and a magnetic �eld of 0:6 T. In Fig. 7.3(a), the resulting
statistical distribution of the �mj = 1 transition energies is shown for the magnetic
�eld lying in the [001] direction. We �nd the distribution of the E (+1=2)�E (�1=2)
transition energies to be very narrow, while the E (+3=2)�E (+1=2) and E (�1=2)�
E (�3=2) transitions vary by up to 10% due to the isotope shifts. This can be
understood by the fact that the former transition takes place between two very similar
states that are dominantly light-holes and experience very similar isotope shifts. By
contrast, the latter transitions comprise light hole like and heavy hole like states
which are more di¤erently perturbed by the isotopes.
The statistical distribution of the transition energies can be used to explain the

experimentally observed broadening of the EPR lines. In Fig. 7.3(b), we show EPR
signals for natSi:B (black line) and isotopically pure 28Si:B (inset), recently measured
by the group of Prof. Kohei Itoh (Keio University, Japan) [129]. The microwave
source had a resonance energy of 40 �eV (9:7 GHz). As one can see, the natSi:B
signal exhibits a pronounced broadening with respect to the 28Si:B signal. In order
to analyze the isotopic e¤ect, we have convoluted the transition energy distribution
functions from Fig. 7.3(a) with purely Lorentzian lines that have the linewidths of the
28Si:B spectra. The resulting calculated signal (red line) shows striking agreement
with the natSi:B signal (when neglecting the �ne structure of the left transition), and
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Figure 7.4: Calculated �mj = 1 EPR linewidths as a function of the magnetic �eld
direction parametrized by the angle between the [001] direction (0�) and the [110]
direction (90�). (a) We compare calculated linewidths for the mj = �3=2() mj =
�1=2 transitions (�lled circles) with new experimental data presented in Ref. [129]
(�lled squares) and previously reported data from Ref. [128] (open squares). (b) Same
for the mj = +1=2() mj = �1=2 transition.

demonstrates that the line-broadening is in fact an isotopic e¤ect. More details on
these calculations together with an explanation of the �ne structure can be found in
Ref. [129].
We have repeated the calculation of the EPR line-broadening for di¤erent direc-

tions of the magnetic �eld. Fig. 7.4 shows the calculated peak-to-peak linewidths of
the individual �mj = 1 transitions as a function of the magnetic �eld direction, rang-
ing from [001] (0�) to [110] (90�). As can be deduced from the �gure, the line broaden-
ing is strongly anisotropic. We �nd the linewidths of the mj = �3=2() mj = �1=2
transitions to have a minimum for B k [001] and a maximum for B k [111]. For the
mj = +1=2 () mj = �1=2 transition, the situation gets reversed. Comparison
with experimental data again shows excellent agreement. We note that the only free
parameter used in these calculations is the potential Q at the central grid node that
has been chosen to obtain the correct mixing of heavy and light hole states, which is
responsible for the inhomogenous energy spacing between the Zeeman levels. Con-
cretely, we have �tted the parameter only once to reproduce the experimental splitting
of 49mT between the transition energies E (+3=2)�E (+1=2) and E (1=2)�E (�1=2)
[shown in Fig. 7.3(b)] for the magnetic �eld lying in the [001] direction.
Altogether, we have been able to successfully explain the anisotropic broadening

of EPR signals for boron in natural silicon by isotopic shifts of the acceptor Zeeman
levels. In addition, we would like to note that the present analysis forms an inde-
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pendent veri�cation of the band o¤sets between the di¤erent silicon isotopes given in
Ref. [130].

7.3 Donor wave functions in silicon nanocrystals

Phosphorus donors in bulk silicon can again be described in the hydrogenic impurity
model, where the donor electron moves in the electrostatic potential of the singly
charged donor ion screened by the bulk dielectric constant "bulk = 11:7. The ground-
state envelope function of the donor electron is shown schematically in Fig. 7.5.
In silicon nanocrystals (Si-NCs), the electronic states are known to become more
localized [133], leading to di¤erent ionization energies and doping properties compared
to the bulk. However, it is not known which mechanisms dominate the electronic
structure modi�cations. Existing models can be classi�ed into the following two
groups. In simple quantum con�nement models, the donor wave function deviates
strongly from the hydrogen-like function due to the in�uence of the con�ning potential
V0, as has been sketched in Fig. 7.5(a). On the other hand, it has been predicted
in many theoretical investigations [134, 138, 139] that the screening of the Coulomb
potential is reduced in nanocrystals. In a pure dielectric con�nement model, the
donor electron localization arises from a size-dependent dielectric screening "NC (R),
which enters the Coulomb potential Vc (r) = �1= ["NC (R) r] between the impurity
nucleus and the donor electron (R denotes the radius of the nanocrystal and r is the
distance from the nucleus). This can also lead to an increase of the electron density
at the impurity nucleus j	(0) j2, as shown schematically in Fig. 7.5(b).

Method

In order to clarify the relative contributions of dielectric con�nement and quantum
con�nement to the localization of donor states in nanocrystals, we use an approach
that considers both the surface con�ning potential and a size-dependent screening of
the Coulomb potential. Concretely, we rely on the single-band e¤ective-mass model
introduced in Sec. 1.2.1 that has been augmented by a suitable potential. The Hamil-
tonian is given by

H (r) =
1

2
pT

1

m̂�
p+ V (r) ; (7.6)

where m̂� denotes the e¤ective 3 � 3 mass tensor for a silicon delta valley with
longitudinal and transverse masses of ml = 0:92m0 and mt = 0:19m0, respectively.
The impurity nucleus is represented by a positive charge at the center of a spherical
nanocrystal. So, the potential energy of the donor electron is given by

V (r) = � e2

"NC (R) r
+W (r) for 0 < r � R; (7.7)



126 CHAPTER 7. SHALLOW IMPURITY STATES IN SILICON

Figure 7.5: Schematic cross sections of the donor ground state in a semiconductor
nanocrystal. (a) In the quantum con�nement model, a large boundary barrier V0
is added to the hydrogen-like potential V (r) of a donor impurity in a bulk semi-
conductor. The solid black line sketches the deformation of the wave function with
respect to the bulk case (dashed line). (b) In the dielectric con�nement model, the
bulk dielectric constant "bulk is replaced by a smaller value "NC, which depends on
the size of the nanocrystal. By this, the screening of the positive donor charge is
reduced within the nanocrystal, leading to an increase of the probability density at
the nucleus.

where we model the con�ning potential with a hard wall potential V0 ! +1 for
r > R. For the change of the dielectric screening, we take the relation

"NC (R) = 1 +
"bulk � 1
1 + (�=R)l

; (7.8)

which has been derived from a generalization of the Penn model to nanocrystals
[134]. Theoretical estimations of the parameters � and l include calculations of
absorption spectra using empirical pseudopotentials [134] or ab-initio methods [138],
both predicting a similar reduction of the electronic screening with respect to the
bulk. In our calculations, we use the values � = 0:97 nm and l = 1:3 determined in
Ref. [138]. The use of slightly di¤erent values obtained by other authors gives nearly
the same results and does not alter our conclusions. For our Si-NCs, we assume the
same central cell correction parametrization as established previously for P in bulk
Si [139]. I.e. for W (r) in Eq. (7.7) we again use Eq. (7.3), but with reversed overall
sign. Furthermore, the parameters �, �, and 
 now equal 0:7572, 0:3123, and 2:044
of the reciprocal Bohr radius, respectively, and A = 1:175. In order to avoid the
singularity at r = 0, the potentials are replaced by �Q�r;0 for the central grid node,
following Ref. [139]. Here, the parameterQ has been �tted to obtain the experimental
binding energy of a P donor in bulk Si (45:6 meV) for the case of a very large Si-
NC (R = 25 nm). This simple model has the advantage of being applicable also to
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large nanocrystals, unlike previous �rst principles approaches [140]. In addition, the
individual contributions of dielectric con�nement and quantum con�nement can be
easily switched on and o¤.
Using this model, we now calculate the electron ground state probability density

as a function of the nanocrystal radius. The peak probability density at the donor
nucleus j	(0) j2 can be probed in EPR experiments via the Fermi contact hyper�ne
splitting A / j	(0) j2 arising from the interaction between the electron spin and the
spin I of the impurity nucleus. For 31P (I = 1=2) in bulk Si, the hyper�ne splitting is
Abulk = 4:2 mT [141]. The size dependent hyper�ne splitting A(R) is then calculated
from the relative change of the electron probability density at the donor nucleus

A(R) = Abulk
j R(0)j2
j 1(0)j2

: (7.9)

Here, the wave function  1(0) representing the limit R!1, was approximated by
a Si-NC with a radius of 25 nm.

Results

In Fig. 7.6, we show our calculated results (solid line) that indicate a strong increase of
the hyper�ne interaction with the reduction of the nanocrystal radius R. In addition,
we compare our results with experimental data (circles) and �nd excellent agreement.
In order to elucidate the sole contributions of quantum con�nement and reduced
dielectric screening, we have considered two additional variations of the model. In the
pure quantum con�nement model (dotted line), the size-dependence of the dielectric
screening is neglected by substituting "NC (R) with "bulk in Eq. (7.7) [cf. Fig. 7.5(a)].
In the pure dielectric con�nement model (dashed line), the con�ning surface potential
is neglected by setting V0 = 0 [cf. Fig. 7.5(b)]. As can be deduced from Fig. 7.6, the
pure quantum con�nement model leads to a signi�cant increase of the hyper�ne
splitting only for small radii below R = 5 nm. By contrast, the dielectric e¤ect on
the con�nement results in a continuous increase already at large radii, but is less
important in the limit of small R.
Experimentally, only very small nanocrystals with a radius between 2 and 3:5 nm

have been investigated so far (open circles) [133]. Here, the increase of hyper�ne
splitting could be explained solely on the basis of quantum con�nement due to the
potential barrier V0 of the surrounding medium. Namely, the dependence of the
hyper�ne coupling on the nanocrystal radius R has been described with a R�3 law
[133], which corresponds to the localization of an electron in a spherical potential of
in�nite height without any Coulomb potential. This interpretation can be veri�ed also
by our more realistic quantum con�nement model (dotted line). In order to clarify,
whether this general conclusion also holds for larger nanocrystals, the group of Prof.
Martin Brandt has performed measurements of hyper�ne splittings associated with P
donors for Si-NCs in the range of 3 to 16 nm (full circles), using electrically-detected
magnetic resonance (EDMR) [135]. Although the two experimental sets of data agree
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Figure 7.6: Calculated probability density of the donor ground state at the nucleus
parametrized by the appropriate 31P hyper�ne splitting, as a function of the nanocrys-
tal radius. We show results obtained by a pure quantum con�nement model (dotted
line), a pure dielectric con�nement model (dashed line), and our full model where
both e¤ects are considered (solid line). Comparison with recent experimental data
[135] (full circles) and previous data reported in Ref. [133] (open circles) shows ex-
cellent agreement.

reasonably, with a discrepancy at most in one single data point, the pure quantum
con�nement model used to describe the previous data, clearly deviates from the more
recent results. On the other hand, the agreement with our full model (solid line) is
striking and demonstrates that the reduction of dielectric screening is dominant for
nanocrystals in the large size range, whereas for Si-NCs with radii below 6 nm both
quantum con�nement and dielectric con�nement contribute to donor localization. By
this, we have demonstrated that dielectric e¤ects are very important in understanding
nanoscale phenomena such as dopant con�nement.

Supplementary information

Finally, we would like to note some further details that have been considered in
the present calculations. As our model is based on a spherical Si-NC in vacuum,
a realistic treatment of the problem in principle has to take into account the e¤ect
of self-polarization �elds. They can be understood as the electric �elds of image
charges that are induced by the donor ion and donor electron due to the change of
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the dielectric constant at the Si-NC/vacuum boundary. Analytic expressions for the
contributions of these e¤ects to the Hamiltonian of the donor electron can be found in
Eqs. 5 and 6 of Ref. [139]. While, in the case of the central donor position, the image
charge of the donor ion only contributes a constant term to the Hamiltonian and
cannot alter the donor wave function, the self-polarization term of the donor electron
always has to be taken into account. Although, we �nd this self-polarization term
to slightly increase the hyper�ne splitting, it is by far not su¢ cient to explain the
experimentally observed enhancement of the hyper�ne coupling with respect to the
pure quantum con�nement model. For the sake of simplicity and due to the almost
negligible magnitude of the polarization e¤ect, we have omitted its discussion in the
previous parts.
We should also note that the experiment does not have control over the location

of P inside the Si-NCs. In order to estimate the in�uence of the donor position on
the hyper�ne splitting, we have also considered o¤-center donor positions. Here, we
observe a small increase of the hyper�ne splitting when the donor is moved from the
center of the Si-NC toward the surface. A maximum is reached at approximately
3=4R, followed by a rather sharp drop of the hyper�ne coupling for positions even
closer to the nanocrystal boundary. However, we believe that our model overestimates
these variations due to its continuous medium character that does not accurately
describe material interface regions. This assumption is supported by recent ab initio
pseudopotential calculations [140]. Here, the amplitude of variation of the hyper�ne
splitting that is calculated when P is moved from the center toward the surface, is
shown to decreases as the size of the nanocrystal increases, being only 10% for the
smallest nanocrystals investigated experimentally (R � 3 nm). Thus, for a realistic
distribution of donor positions in an ensemble of Si-NCs the resulting uncertainty of
the hyper�ne splitting is estimated to be far below the experimental error bars shown
in Fig. 7.6.

7.4 Summary

In this chapter, we have investigated electronic structure properties of shallow impu-
rities in silicon. Concretely, we have studied boron acceptors in bulk silicon subject
to external magnetic �elds. Here, we have calculated the isotopic shift of accep-
tor Zeeman levels via isotope induced local �uctuations of the band gap. We show
that the inhomogenous broadening of EPR lines in natural silicon can be successfully
explained solely by this e¤ect [129].
In addition, we have investigated the contributions of quantum con�nement and

suppressed dielectric screening to the localization of donor wave functions in silicon
nanocrystals. We observe a strong increase of the probability density at the position
of the donor nucleus with the reduction of the nanocrystal radius. Our results are in
excellent agreement with recent measurements [135] and show that dielectric e¤ects,
which have been neglected in the interpretation of most previous experiments, play
a critical role.



130 CHAPTER 7. SHALLOW IMPURITY STATES IN SILICON



Chapter 8

Summary and outlook

The main topic of this work has been the study of spin-related electronic structure
properties of semiconductor nanostructures in magnetic �elds. Here, the goal has
been to propose a concrete application for solid state quantum information process-
ing by numerical calculations within realistic three-dimensional models that include
the detailed geometry and material composition. However, this study requires the so-
lution of the Schrödinger equation for a mesoscopic semiconductor system, for which
it is known that an accurate nonperturbative incorporation of the magnetic �eld
requires special care to ensure gauge-invariant results.
Therefore, we have developed a novel general method to solve the multiband

Schrödinger equation including strain, relativistic e¤ects, and an external magnetic
�eld in an e¢ cient and manifestly gauge-invariant manner. It is based on the con-
cept of gauge covariant derivatives and has been adapted from lattice gauge theory.
We have successfully applied this method to investigate the quantitative electronic
structure of realistic, experimentally realizable quantum dots subject to magnetic
�elds. From the magnetic energy spectrum, we have identi�ed the gyromagnetic fac-
tors as the most application relevant properties, since these g factors characterize the
splitting of spin states in magnetic �elds and their spin precession frequency. We
�nd them to be in fact anisotropic tensors and to strongly vary with the size, shape,
and composition of the quantum dots. The limited bias tunability of g factors in
single quantum dots has motivated us to extend the analysis to pairs of coupled dots.
Indeed, we predict a giant electrically controllable anisotropy of hole g factors in
self-assembled quantum dot molecules that allows ultrafast and coherent single-spin
manipulations in a static magnetic �eld. This e¤ect is used to propose a concrete
realization of an e¢ cient single spin-qubit gate. The accuracy of our calculations
is veri�ed by the fact that we are able to quantitatively explain experimentally ob-
served resonant enhancements of exciton g tensor components for vertical magnetic
�elds without any �tting parameters. The experimental realization of our theoretical
predictions is currently under investigation by the group of Prof. Jonathan Finley.
A second goal of this work has been the investigation of optoelectronic prop-

erties of heterostructures with a broken-gap band alignment. Here, we have faced
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the problem that standard multiband envelope function approaches fail to calculate
the correct free-carrier charge density, because the separate occupation of electron
and hole states is incompatible with a strong hybridization of conduction band and
valence band states. Therefore, we have developed a novel charge self-consistent
electronic structure scheme that remains in the electron framework throughout and
occupies all included subbands according to Fermi statistics, before subtracting a
positive background ionic charge to guarantee charge neutrality. With this proce-
dure, we have calculated optical interband and intersubband transition energies of
InAs/GaSb broken-gap superlattices. Such structures are of great interest for the fab-
rication of infrared lasers and infrared detectors. We obtain excellent agreement with
experimental data and partly revise previous interpretations that lacked a consistent
theoretical model.
With this work, we have also contributed to the �eld of silicon based quantum

computing, where the quantum information is stored in the spins of shallow impurity
states. In close collaboration with the experimental group of Prof. Martin Brandt,
we have analyzed the in�uence of the isotope ratio in natural silicon on the spin
energy levels of boron acceptors in external magnetic �elds. We have successfully
explained the broadening of EPR spin transition lines by isotope induced shifts of
band gap energies. In addition, we have clari�ed that dielectric e¤ects play a critical
role on dopant con�nement in silicon nanocrystals. This is crucial for understanding
the process of electronic doping in nanostructures.
A �nal and very important bene�t of the present work has been the develop-

ment of the nanodevice simulation package nextnano++. The software provides a
global insight into a wide range of electronic, optical, and transport characteristics of
mesoscopic semiconductor structures with virtually any geometry and combination
of semiconducting materials. It is freely available and has many users in the scienti�c
community worldwide. Due to its modular structure and the heavy usage of mod-
ern object oriented programming techniques, the software explicitly allows to easily
extend its capabilities.
For the near future, it would be interesting to investigate the in�uence of exchange-

correlation e¤ects on the spin splittings of con�ned carriers and therefore the g fac-
tors. The magnetization of semiconductor nanostructures �lled with a few charge
carriers might also be relevant. In addition, an extension of the gauge-invariant
discretization scheme to periodic structures would be useful. By this, one could
also calculate magneto-optical transition rates for the quasi one-dimensional broken-
gap heterostructures. This would allow more detailed comparison with experiments,
which mostly rely on high in-plane magnetic �elds to brake the selection rules. An-
other interesting future capability would be the calculation of carrier transport in
magnetic �elds. This would allow one to study, e.g., quantum Hall edge channels
and realistic spintronic devices. However, this �rst requires the implementation of
more sophisticated quantum transport models in nextnano++, which are currently
in development.



Appendix A

Wurtzite k�p Hamiltonian

In Sec. 1.2.1, we have presented the k�p Hamiltonian of the zincblende crystal struc-
ture. In the following, we will provide analogous relations for the wurtzite structure
that are needed, e.g., to describe the group-III nitrides GaN, AlN, InN, and their
ternary compounds.
For wurtzite materials, only the band extrema at the �-point (k0 = 0) are physi-

cally relevant, so that the single band EMA Hamiltonian (1.14) reduces to

ĤEMA (k) = E� +
~2

2
kT

1

m̂�
k; (A.1)

with a diagonal e¤ective mass tensor m̂�

m̂� = (m�c �m�a) eceTc +m�a1
3�3; (A.2)

where m�c and m
�
a are the e¤ective masses along the hexagonal c-axis (ec = [0001])

and the perpendicular directions, respectively. In principle, this model can be used for
electrons and holes. However, more accurate results can be obtained in the coupled
eight-band model.
In the basis of spin-resolved zone-center conduction and valence band Bloch func-

tions
jq�i 2 fjs "i ; js #i ; jx1 "i ; jx2 "i ; jx2 "i ; jx1 #i ; jx2 #i ; jx2 #ig ; (A.3)

the eight-band Hamiltonian reads [142]

Ĥ8�8
wz (k) =

 
Ĥ2�2
wz;cc (k) Ĥ2�6

wz;cv (k)

Ĥ6�2
wz;vc (k) Ĥ6�6

wz;vv (k) + Ĥ6�6
wz;so + Ĥ6�6

wz;cf

!
+ Ĥ8�8

wz;"; (A.4)

with
Ĥ2�2
wz;cc (k) = (Ec + k1S2k1 + k2S2k2 + k3S1k3)
 12�2; (A.5)

Ĥ2�6
wz;cv (k) =

�
iP2k1 + k2B1k3 iP2k2 + k3B2k1 iP1k3 + k1B3k2

�

 12�2; (A.6)

Ĥ6�2
wz;vc (k) =

h
Ĥ2�6
wz;cv (k)

iy
; (A.7)
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Ĥ6�6
wz;vv (k) =

 
Ev +

~2

2m0

3X
i=1

k2i

!

 16�6 + Ĥ3�3

wz;vv (k)
 12�2; (A.8)

Ĥ3�3
wz;vv (k) =

�
k1L1k1 + k2M1k2 + k3M2k3 k1N

+
1 k2 + k2N

�
1 k1 k1N

+
2 k3 + k3N

�
2 k1

k1N
�
1 k2 + k2N

+
1 k1 k1M1k1 + k2L1k2 + k3M2k3 k2N

+
2 k3 + k3N

�
2 k2

k1N
�
2 k3 + k3N

+
2 k1 k2N

�
2 k3 + k3N

+
2 k2 k1M3k1 + k2M3k2 + k3L2k3

�
(A.9)

Here, the parameters S1 and S2 characterize the conduction band e¤ective masses, P1
and P2 are the interband coupling matrix elements, and B1, B2, B3 are bulk inversion
asymmetry parameters. The Dresselhaus parameters L1; L2;M1;M2;M3; N1; N2 can
be written in terms of the more widely known Rashba parameters A1; :::; A6 [143]

L1 =
~
2m0

(A5 + A4 + A2 � 1) , L2 =
~
2m0

(A1 � 1) ; (A.10)

M1 =
~
2m0

(A4 + A2 � A5 � 1) , M2 =
~
2m0

(A1 + A3 � 1) ; (A.11)

M3 =
~
2m0

(A2 � 1) , N1 =
~
2m0

2A5, N2 =
~
2m0

p
2A6: (A.12)

The ordering of material parameters with respect to momentum operators can be
derived using Burt�s exact envelope function theory [15]. Following Ref. [144], the
parameters N�i are given in terms of tabulated ones

N+
i = Ni �Mi, N�i =Mi: (i = 1; 2) (A.13)

The spin-orbit coupling of the valence bands is included via the term

Ĥ6�6
wz;so =

0BBBBBB@
0 �i�2 0 0 0 �3

i�2 0 0 0 0 �i�3

0 0 0 ��3 i�3 0
0 0 ��3 0 i�2 0
0 0 �i�3 �i�2 0 0
�3 i�3 0 0 0 0

1CCCCCCA ; (A.14)

with �2 = �
(c)
so =3 and �3 = �

(a)
so =3. Wurtzite materials are subject to an additional

crystal �eld splitting

Ĥ6�6
wz;cf =

0@�1 0 0
0 �1 0
0 0 0

1A
 12�2; (A.15)

that lifts the degeneracy of the heavy hole band and the light hole band for k = 0,
already in the absence of strain.
In the eight-band Hamiltonian (A.4), the strain contribution via deformation po-

tentials is given by [142]

Ĥ8�8
wz;" =

�
Hwz;" 
 12�2 0

0 Ĥ3�3
wz;" 
 12�2

�
: (A.16)
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Here, the strain induced energy shift of the conduction bands is given by

Hwz;" = �t ("11 + "22) + �l"33; (A.17)

where �l and �t are the longitudinal (with respect to the hexagonal c-axis) and the
transversal deformation potential, respectively. The valence-band part reads

Ĥ3�3
wz;" =

0@l1"11 +m1"22 +m2"33 n1"12 n2"13
n1"12 l1"22 +m1"11 +m2"33 n2"23
n2"13 n2"23 l2"33 +m3 ("11 + "22)

1A :

(A.18)
Here, the parameters l1; l2;m1;m2;m3; n1; n2 depend on the deformation potentials
d1; :::; d6 [143] via the relations

l1 = d5 + d4 + d2; l2 = d1;

m1 = d4 + d2 � d5; m2 = d1 + d3; m3 = d2;

n1 = 2d5; n2 =
p
2d6: (A.19)
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Appendix B

Local spin density approximation
(LSDA)

In this appendix, we present the parametrization of the exchange-correlation poten-
tials introduced in Sec. 1.3.3. We have implemented the local spin density method
by invoking the LSDA functional of Perdew and Zunger [38]. This method accounts
for the spin polarization

�(x) =
n"(x)� n#(x)

n(x)
, (B.1)

with n(x) = n"(x) + n#(x),where n"(x) and n#(x) denote the spin-up and spin-down
carrier densities, respectively. The LSDA exchange-correlation potential is given by

V "#xc (x) =
@

@n
[n"xc(n)]

����
n=n"#(x)

= V "#x (x) + V "#c (x); (B.2)

with the exchange (x) and correlation (c) energies

"xc(x) = "x(x) + "c(x); (B.3)

"x=c(x) =
�
"Ux=c(rs (x)) +

�
"Px=c(rs (x))� "Ux=c(rs (x))

�
f(� (x))

	
H�; (B.4)

and appropriate potentials

V "#x=c(x) =
�
V U
x=c(rs(x)) +

�
V P
x=c(rs(x))� V U

x=c(rs(x))
�
f(�(x))

+
�
"Px=c(rs(x))� "Ux=c(rs(x))

�
(�1� �(x)) f 0(�(x))

	
H�: (B.5)

Here, energies and potentials are interpolated between the LDA expressions for a
homogenous carrier gas that is fully polarized (P: � = 1) or completely unpolarized
(U: � = 0) using the interpolation formulas

f(�) =
1

2(21=3 � 1)[(1 + �)
4=3 + (1� �)4=3 � 2]; (B.6)

f 0(�) =
1

21=3 � 1
2

3
[(1 + �)1=3 � (1� �)1=3]: (B.7)
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Furthermore, we introduced the characteristic length scale

rs(x) =
1

a�B

�
3

4�n(x)

�1=3
: (B.8)

Energies are generally measured in units of e¤ective Hartrees H� = m�="2H, and
lengths in units of e¤ective Bohr radii a�B = "=m�aB, where " is the (dimensionless)
static dielectric constant and m� is the (dimensionless) e¤ective mass. We use the
static rather than the electronic (also referred to as "high frequency") dielectric con-
stant since we assume that, in the majority of applications, the kinetic energy of the
electrons will not exceed the optical phonon energy of typically 50 meV so that the
phonons are able to screen the free carriers. One may argue that it is more appro-
priate to use the electronic dielectric constant in the eight-band case, but we use the
same value throughout for consistency reasons. The value to be used for the e¤ective
mass depends on the k�p band model as shown in the table below. Note that the
dominating exchange potential is actually independent of the e¤ective mass so we
are not introducing a noticeable inconsistency between single-band versus eight-band
solutions in this way. For an ellipsoidal valley, we use the same average density of
state mass, irrespective of the actual density of states of a particular valley. The
rationale behind this is the fact that the usage of a di¤erent density functional for
each valley is in con�ict with the variational Hohenberg-Kohn principle.

Single-band situation (spherical) m�

Single-band situation (ellipsoidal) m� = g2=3 (mlm
2
t )
1=3

Six-band situation: m� = 1
Eight-band situation m� = 1

(B.9)

Here, g is a valley degeneracy factor; it counts the number of valleys that remain
equivalent independent of the symmetry and strain. This factor is 2 only in Si where
a maximum of 3 (out of 6) valleys can become nonequivalent; for all other cases with
valleys at the Brillouin zone boundary it is 1.
By inserting the concrete expressions for the polarized and unpolarized cases, the

exchange energies and potentials can be simpli�ed to
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For the correlation energies and potentials, we use the parametrization of Ref. [38]

"ic(rs) =

�

i=
�
1 + �i1

p
rs + �i2rs

�
rs � 1

(Ai ln rs +Bi + Cirs ln rs +Dirs rs < 1
; (B.12)

V i
c (rs) =

�
"ic
�
1 + 7

6
�i1
p
rs +

4
3
�i2rs

�
=
�
1 + �i1

p
rs + �i2rs

�
rs � 1

Ai ln rs +
�
Bi � 1

3
Ai
�
+ 2

3
Cirs ln rs +

1
3
(2Di � Ci) rs rs < 1

; (B.13)



139

with i = U; P and the set of parameters given in the following table.

i U P

 -0.1423 -0.0843
�1 1.0529 1.3981
�2 0.3334 0.2611
A 0.0311 0.01555
B -0.048 -0.0269
C 0.0020 0.0007
D -0.0116 -0.0048

(B.14)
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Appendix C

Analytic expressions for strain in
heterostructures

In Sec. 1.4, the strain in multi-dimensional nanostructures has been calculated by
minimizing the total elastic energy via the di¤erential equation (1.83). In quasi
one-dimensional structures, the range of possible geometries is strongly reduced to
heterostructures only. In this situation, analytic expressions can be found for the
strain in layers that exhibit a lattice mismatch with respect to the substrate. For an
arbitrary growth direction [hkl], the following general relation can be found for the
distortion tensor in the Cartesian basis [42, 145, 146]

ê =

0@u0 0 0
0 u0 0
0 0 v0

1A+D

0@ n21D1 n1n2D1 n1n3D1

n1n2D2 n22D2 n2n3D2

n1n3D3 n2n3D3 n23D3

1A ; (C.1)

with the normalized vector

n =

0@n1n2
n3

1A =
1p

h2 + k2 + l2

0@hk
l

1A : (C.2)

In zincblende materials, the remaining variables are given by

u0 = v0 =
as � a
a

; (C.3)

D1 = DyDz, D2 = DxDz, D3 = DxDy; (C.4)

Dx = (C11 � C12 � C44)n21 + C44
�
n22 + n23

�
;

Dy = (C11 � C12 � C44)n22 + C44
�
n21 + n23

�
;

Dz = (C11 � C12 � C44)n23 + C44
�
n21 + n22

�
; (C.5)
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D = �u0
C11 + 2C12

DxDyDz + (C12 + C44) (n21D1 + n22D2 + n23D3)
: (C.6)

Here, a and as denote the lattice constants of the strained layer and the substrate,
respectively, and Cij are the elements of the fourth rank elasticity tensor in Voigt
notation. For wurtzite crystal structure, the analogous relations read

u0 =
as � a
a

, v0 =
cs � c
c

; (C.7)
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; (C.8)

W1 = �u0 (C11 + C12)� v0C13;
W2 = �u02C13 � v0C33; (C.9)
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4
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�
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���1
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Here, additional lattice constants c and cs have been introduced for the hexago-
nal c-axis. The strain tensor "̂ can be obtained straightforwardly by symmetrizing
Eq. (C.1).



Appendix D

Calculation of discrete
approximate derivatives

In order to calculate semiconductor nanostructures, we have to solve several di¤eren-
tial equations that have been introduced in chapter 1. In chapter 2, we have already
discussed the numerical realization of this task. However, we often need to exam-
ine not only the solutions f of the di¤erential equations but also derivatives @jf of
these properties. Concretely, we are interested in the electric �eld F [Eq. (1.67)], the
distortion tensor ê [Eq. (1.70)], and the current density j [Eq. (1.106)] that have to
be calculated in a post-processing step from the electrostatic potential � [determined
by Eq. (1.65)], the displacement vector u [Eq. (1.83)], and the quasi Fermi level EF
[Eq. (1.105)], respectively. Since these functions have been discretized for numerical
solution, their derivatives can as well only be evaluated via discrete approximations.
After discretization and numerical solution of a Laplacian operator @ia (x) @jf (x)

[Eqs. (1.65), (1.83), and (1.105)], we have obtained a discrete vector f that approx-
imates the continuous function f and is de�ned only on the N grid nodes m of the
rectangular lattice introduced in Sec. 2.3. Since we have employed box integration
discretization, the discrete approximate derivatives (@jf ! �jf) are de�ned on the
perpendicular boundary segments of the control boxes. We now exemplify this issue
for the two-dimensional grid shown in Fig. D.1 and consider a particular boundary
segment S (m1 + 1=2;m2) that belongs to the control box of the grid node (m1;m2).
Since a (x) is constant within each of the quadrants of the control box, while f is
de�ned on grid nodes only, we split the line S into two parts S

�
m1 + 1=2;m

�
2

�
(in

3D we have four surface elements), where the discrete derivative is given by

(a�1f)
�
m1 + 1=2;m

�
2

�
= a (m1 + 1=2;m2 � 1=2)

f (m1 + 1;m2)� f (m1;m2)

"1 (m1;+1)
:

(D.1)
In most situations, we are interested only in the average derivative in each lat-
tice area. For the area de�ned by the center point (m1 + 1=2;m2 � 1=2) this re-
quires to sum the contributions from the surface elements S

�
m1 + 1=2;m

�
2

�
and
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Figure D.1: Sketch of two-dimensional rectangular grid at the interface between a
contact (dark gray area) and the inner simulation domain (light gray area). The
current density is de�ned on the boundary segments of the control boxes (dashed
lines). In order to calculate the current that �ows into the contact (gray arrows), one
has to integrate the current density over the surrounding control box surface.

S
�
m1 + 1=2; (m2 � 1)+

�
, leading to the formula

(a�1f) (m1 + 1=2;m2 � 1=2) =
a (m1 + 1=2;m2 � 1=2)

2"1 (m1;+1)
[f (m1 + 1;m2)

+f (m1 + 1;m2 � 1)� f (m1;m2)� f (m1;m2 � 1)] :
(D.2)

For the d-dimensional case, we have to sum over 2d�1 (d� 1)-dimensional surface
elements, and the relation can be generalized to the form

(a�jf) (m; �=2) =
a (m; �=2)

2d�1"j (mj; 1)

X
�0

�
2�0j � 1

�
f (m; �0) ; (D.3)

with �i = 1 and �0i 2 f0; 1g for i = 1; :::; d. In the particular situation of the
current density, we sometimes need to consider the individual contributions of the
control box surface elements, separately. This happens at edges of contacts, when
the current density is integrated over the contact surfaces in order to determine the
total current �owing in or out of the contacts. In Fig. D.1, we have indicated the
current contributions by gray arrows. As one can deduce from the �gure, the corner
lattice area associated with the center point (m1 + 1=2;m2 + 1=2) needs to be treated
di¤erently from the other areas.



Appendix E

Continuum limit of gauge
covariant discretization

In Sec. 3.3.3, we have shown that the correct continuum limit holds for the approx-
imations of the �rst-order gauge covariant derivatives. In order to prove Eq. (3.37)
for the second-order derivatives with i = j, we expand the connection U in Eq. (3.30)
up to second order of "

U (m;m+ si"i; i) = 1+sii
e

~
Ai (m) "+s

2
i

1

2
i
e

~
(@iAi) (m) "

2�s2i
1

2

e2

~2
A2i (m) "

2+O
�
"3
�
:

(E.1)
For the wave functions F, we have

F (m+ si"i) = F (m) + si@iF (m)"+ s2i
1

2
@2iF (m)"

2 +O
�
"3
�
: (E.2)

By inserting Eqs. (E.1),(E.2) into Eq. (3.18), we get

�iiF (m) =
1

"2

X
si

Cii (si)

�
F (m) + si@iF (m)"+ s2i

1

2
@2iF (m)"

2

+si i
e

~
Ai (m) " [F (m) + si@iF (m)"]

+s2i
1

2

�
i
e

~
(@iAi) (m)�

e2

~2
A2i (m)

�
F (m) "2

�
+O (") : (E.3)

Here the sum runs over si 2 f0;�1g. The �rst line in Eq. (E.3) must tend to @2iF (m)
as in the �eld-free case, which requires the coe¢ cients to obeyX

si

Cii (si) =
X
si

Cii (si) si = 0,
X
si

Cii (si) s
2
i = 2: (E.4)

Using these relations, the entire expression Eq. (E.3) tends toward the correct con-
tinuum limit Eq. (3.37)

�iiF (m) =
h
@i + i

e

~
Ai (m)

i2
F (m) +O (") : (E.5)
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For the mixed second-order derivatives, the diagonally adjacent neighbors are needed.
For this case, we expand Eq. (3.31) analogous to Eq. (E.1)

U (m;m+ si"i + sj"j; ij) = 1 +
h
sii
e

~
Ai (m) + sji

e

~
Aj (m)

i
"

+ s2i
1

2

�
i
e

~
(@iAi) (m)�

e2

~2
A2i (m)

�
"2

+ sisj

�
i
e

~
(@iAj) (m)�

e2

~2
Ai (m)Aj (m)

�
"2

+ s2j
1

2

�
i
e

~
(@jAj) (m)�

e2

~2
A2j (m)

�
"2 +O

�
"3
�
: (E.6)

Furthermore, we need

F (m+ si"i + sj"j) = F (m) + [si@iF (m) + sj@jF (m)] "

+

�
s2i
1

2
@2iF (m) + sisj@i@jF (m) + s2j

1

2
@2jF (m)

�
"2 +O

�
"3
�
:

(E.7)

Inserting these relations into Eq. (3.18), gives (si; sj 2 f0;�1g)

�ijF (m) =
1

"2

X
si;sj

Cij (si; sj) fF (m) + [si@iF (m) + sj@jF (m)] "

+

�
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1
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1

2
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+sisj
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i
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Ai (m)Aj (m)
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1

2
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i
e

~
(@jAj) (m)�
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+O (") : (E.8)

Again, the �eld free case constricts the coe¢ cients toX
si;sj

Cij (si; sj) =
X
si;sj

Cij (si; sj) si = 0,
X
si;sj

Cij (si; sj) sj = 0; (E.9)

X
si;sj

Cij (si; sj) s
2
j =

X
si;sj

Cij (si; sj) s
2
i = 0,

X
si;sj

Cij (si; sj) sisj = 2: (E.10)

Inserting these relations into Eq. (E.8), results in Eq. (3.37)

�ijF (m) =
h
@i + i

e

~
Ai (m)

i h
@j + i

e

~
Aj (m)

i
F (m) +O (") ; (E.11)

which has the correct limit.
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