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ABSTRACT

We investigate the effects of fading correlations on wireless com-
munication systems employing multiple antennas at both the re-
ceiving and the transmitting side of the link, so called multiple-
input multiple-output (MIMO) systems. It turns out that these ef-
fects depend on factors such as the amount of transmitter sided
channel knowledge and the availability of other sources of diver-
sity than space. For the information theoretic analysis of the lat-
ter, the concept of sample-mean outage is introduced, that allows
to apply information theoretic measures, like capacity or cutoff-
rate to time selective channels. It will be shown, that in contrast
to common belief, correlated fading may offer better performance
than uncorrelated fading permits.

1. INTRODUCTION

MIMO communication systems recently have drawn considerable
attention in the area of wireless communications as they promise
huge capacity increase. If the fading between pairs of transmit and
receive antennas are independent Rayleigh distributed, it is well
known [1, 2, 3], that for high enough transmit power the average
capacity increases linearly with the minimum number of transmit
and receive antennas, even if the transmitter has no knowledge of
the channel. However, in a real world scenario the fades are usu-
ally not independent, but will exhibit certain fading correlations.
It has been observed [4, 5], that channel capacity degrades signif-
icantly in the presence of fading correlations. However, these ob-
servations were built on the assumption of having zero transmitter
channel knowledge and no other source of diversity, like time or
frequency available.

In this paper we like to show that allowing the transmitter to
know the channel on average, correlated fading can be used in ad-
vantage, and actually may lead to higher channel capacity than un-
correlated fading would permit, the more so, if time or frequency
diversity are available to some degree. After introducing the sys-
tem model we will define and discuss the impact of fading cor-
relations, channel time-selectivity and transmitter channel knowl-
edge on information theoretic measures like channel capacity and
cutoff-rate. A scheme will be proposed that makes efficient use
of present fading correlations, and turns their existence from curse
into blessing. We will also consider the effects of real digital mod-
ulation schemes on system performance by cutoff-rate analysis.
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2. SYSTEM MODEL

In the following we will assume a frequency flat and possibly cor-
related Rayleigh fading wireless channel, that is accessed by N
transmit and M receive antennas to transmit L independent data
streams, leading to the system model

y =HTP3s +n, 1)

where s € CT is the L-dimensional data vector with zero mean
and unity covariance matrix, while P € ‘R.i“‘ is a positive def-
inite diagonal matrix used to set the transmit power for each data
stream with total transmit power given by Pr = tr P, and finally
the matrix T & ¢V *L performs the mapping from L data streams
onto N transmit antennas and is composed of unity norm column
vectors. This mapping can be viewed as beam-forming. The chan-
nel is modeled by the matrix H € C™*¥ with possibly correlated
complex zero mean Gaussian entries. The receive signal vector
yeclMis corrupted by additive zero mean white Gaussian noise
n € CM with power o2 per receive antenna.

3. FADING CORRELATIONS

In general, we can model fading correlations by writing the chan-
nel matrix as

H= —— .RIGRI @

T V&R ¢ ’

where Rg = E {HHH} is the M x M receive correlation ma-
trix, and Rt = E {HHH} is the N x N transmit correlation
matrix, while G € CM*¥ is a random matrix with independent,
zero mean, unity variance complex entries. In the following we
will assume that G is drawn from a complex Gaussian distribu-
tion leading to correlated Rayleigh fading. Note, thattr Ry =
R = B{|HIF} = L2, YV E{Hual*} ,which
is the channel’s total power amplification. One can distinguish four
fundamental cases

[ case T Rx-side | Tx-side |  typeof fading. |

1 uncorr. uncorr. uncorrelated

2 uncorr. corr. semi-correlated

3 COIT. uncorr. | semi-correlated type 2
4 COIT. corr. fully-correlated

For brevity we will restrict the discussion to the first two cases,
as furthermore the semi-correlated model is valid for urban mo-
bile radio channels, as has been shown by a recent measurement
campaign taken in downtown Helsinki [6].
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Fig. 1. Geometrical interpretation of uncorrelated and semi-
correlated fading channels.

3.1. Uncorrelated Rayleigh channel

Such a channel may arise if both the transmitter and the receiver
live in a rich scattering environment. The result will be indepen-
dent Rayleigh fading from each transmit to each receive antenna.
Wehave Rr = M -In, Rgr = N Iy, producing H=G
and tr Rg = tr Rt = M - N. Note, that I, is the n x n identity
matrix.

3.2, Semi-correlated Rayleigh channel

Imagine the transmitter is now removed from its rich scattering en-
vironment. From the transmitter’s point of view the spatial struc-
ture of the channel now is governed by remote scattering objects,
and will most likely result in a highly spatially correlated scenario,
for usually there will only be a small number K of dominant re-
mote scattering objects. Hence, we can write

—_ N T
H=\Gzxam 24

where A € CV*¥ is an array steering matrix containing K array
response vectors of the transmitting antenna array corresponding
to K directions of departure (DOD), and Z € N2 *X(0,1) has
zero mean i.i.d. Gaussian random entries. Angle spread is easily
modeled by a high enough number of discrete DODs. Applied to
the statistical model defined in (2) we have

M-N
Ry = ———
T T W AAR
Note, that the total power amplification of this channel is normal-

ized to tr Rr = tr Rt = M - N, which is the same as in the
uncorrelated case.

“A*AT, Ra=N-I. 3)

4. THE SAMPLE-MEAN OUTAGE CAPACITY

The channel capacity represents an ultimate information theoretic
upper bound on system performance. As the investigated chan-
nels are usually time-varying, they are represented by random pro-
cesses. Therefore their instantaneous capacity C'(¢) is a random

Usage Time 7. ]

clt) b
.

Coherence Time T

Fig. 2. Example of temporal evolution of a block fading channel

process, too. Figure 2 shows an example for C(t) of a channel
which properties remain constant during the coherence time Tcop
and afterwards change to a new, independent realization (block
fading). The capacity of such a channel depends on the ratio be-
tween usage time T\s. and coherence time Teon.
e For Ty.e — 00, the appropriate characterization of capac-
ity clearly is given by the temporal average C, or assuming
ergodicity by the expected value, the so called ergodic ca-

pacity Cerg =E{C} . )

e For Tyse < Teon, there is nothing to average over. An
appropriate characterization of capacity in this case is the
well known outage capacity Cout (p) describing the capac-
ity that can be guaranteed with probability equal to 1-p, i.e.

Cout(p) Prob {C < Cout(p)} =p 5)

o For Tyse = m-Tecon, there are exactly m independent chan-
nel realizations during the usage time. By defining a new

random variable 1™
=
¢ = m kZ_IC" ?

where C. are the instantaneous capacities corresponding to
independent channel realizations, the appropriate character-
ization of capacity is the proposed sample-mean outage ca-
pacity Caoc(p, m)

Caoc(psm) = Prob {C' < Cuoc(p,m)} =p . (6)

The sample-mean outage capacity contains both the ergodic and
the outage capacity as special cases, since

Csnc (Ps 1) = Cautu and C;oc(l), 00) = C:rg . (7)

A system can approach sample-mean outage capacity in at least
two different ways:

1. adaptive coding: change code-rate and code according to
the current channel quality, i.e. transmit at higher rate when
the channel is good. This requires the transmitter to get its
hands on the instantaneous capacity of the channel, which
may involve establishment of a feedback link from the re-
ceiver.

2. interleaving: spread the codewords over m fading blocks
and use a fixed rate code. This is simpler than adaptive cod-
ing and does not require knowledge of instantaneous chan-
nel capacity, but comes at the price of additional delay time.

5. INSTANTANEOUS CHANNEL CAPACITY

Assuming the system model defined in section 2 and complete re-
ceiver side channel knowledge, the instantaneous transinformation
I,y from transmitted Gaussian signal s to received signal y is
given as

1
Ty (HHH, T,p) = log, det (IL + 7THHHHTP> . ®
aﬂ
The instantaneous channel capacity is the maximum transinfor-
mation
c (HHH) = max Ty (H“H,T,P) ,stttP=Pr, (9)
where the maximization is done with respect to the spatial pro-

cessing via T and power distribution via P, with the constraint of
having a given total transmit power Pr.
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6. TRANSMITTER SIDED CHANNEL KNOWLEDGE

To what extend the maximization of transinformation can be car-
ried out, now depends on the amount of knowledge the transmitter
has about the channel. We will distinguish three cases.

6.1. Complete channel knowledge

Assuming that the transmitter exactly knows the channel matrix H
at each transmit time instant, it is well known [1] that by following
the procedure:

e EVD: H'H = VAVH
e Set T = V and choose P by Waterfilling based on A

the instantaneous transinformation is maximized. Hence, the aver-
age transinformation is maximized, too.

6.2. No channel knowledge

The other extreme is having the transmitter be completely ignorant
about the channel. We follow the procedure

e Set T=1IyandP =5 Iy

s hope for the best
In this scenario each antenna transmits an independent data stream
with the power being shared equally among the streams. While for
uncorrelated channels most of the capacity achievable with com-
plete knowledge can be retained, it turns out to be disastrous in the
case of semi- or fully correlated channels.

6.3. Average channel knowledge

While complete channel knowledge may be too demanding a re-
quest in practice, assuming no transmitter channel knowledge may
well be over conservative. n most cases the transmitter should be
able to acquire knowledge about the channel on average. Assum-
ing knowledge of the transmit correlation matrix Ry and follow-
ing the procedure

¢ EVD: E{H"H} =Rr = V'A'V'H

e Set T = V' and choose P by Waterfilling based on A’
will maximize Z,_,y ( E {HHH} ,T.P ), i.e. the transinforma-
tion of the average channel. While complete channel knowledge
allows for maximizing the average transinformation, average chan-
nel knowledge allows for maximizing the transinformation of the
average channel. As was presented in [9], this yields close to opti-
mum performance in MIMO-systems in semi-correlated fading en-
vironments, where the performance may be even better than in the
uncorrelated case. The procedure above is called MIMO Downlink
Eigenbeamforming {8].

7. CUTOFF-RATE

While capacity is a theoretical limit for infinite block length codes
and zero error probability, the cutoff-rate gives a bound for finite
block length and error probability. Furthermore it is computation-
ally feasible to compute cutoff-rates for real modulation schemes
in MIMO systems. The cutoff rate is useful because of the cutoff-
rate theorem [7], which states that there exist (n, k), block codes,
with code-word error probability P,, after maximum likelihood
decoding being upper bounded by

P, < 27" (Ro—Re), (10)

A) Uncorrelated Chsonel No Tx-Chanael Knowledge

B) 1-Path Semi-Correlated Channel  No Tx-Channel Knowfedge

€) 1-Path Semi-Correlated Chaanel  Average Tx-Chapnel Knowledge

Fig. 3. System setup for comparing cutoff-rates for different fading
correlations and transmitter channel knowledge. The raw data rate
is fixed to 4 bits/sec/Hz.

provided the binary code rate R, := %

cutoff-rate

2
Ro = - log, /M<Z %\/p(yIS)> dy, (D
JC

a €M

- log, ¢ is less than the

where M, with |[M| = q is the set of code symbols (input alpha-
bet) and p(y]|s) is the probability density function of the received
signal y given the transmitted code symbol s. To apply this to our
MIMO system, we look at the data vector s as a g-ary code sym-
bol, where each component sx, with 1 < k < L can take on g«
values from a discrete modulation alphabet M., with |My| = qu.
The input alphabet M = My x Ma X --- X My, is the Carte-
sian product of the individual alphabet sets, with [M| = ¢ =
q1°G2 - - --qr. By labeling the elements of M = {s1,s2.--- ,s,}
the instantaneous cutoff-rate can be written as

218 & 1
Ro =log, (q) —logy [ 14+ = }: Z exp (— = lb, — bql|§> R
.21 1=pt1 4

12)

. 1 .

with b, = iHTP zs,. Ergodic, outage and sample-mean out-
age cutoff-rates can be computed accordingly to the discussion in
section 4.

8. CUTOFF-RATE PERFORMANCE

Some insight in MIMO system performance in correlated fading
can be gained by evaluating the cutoff-rate for realistic modula-
tion schemes and antenna numbers. We simulated a system con-
sisting of N = 2 transmit antennas, separated half a wavelength
apart, and M = 2 receive antennas, that is operated either over
an uncorrelated channel, or over a 1-path semi-correlated chan-
nel. The latter could result in practice from a scenario, where the
receiver can be reached by remote scattering from just one sin~
gle tall object — like a church tower or a tall lamp mast - located
in adequate distance from the transmitter. Note, that the transmit
covariance matrix will have numerical rank deficiency, if the an-
gle spread is small compared to the standard beam-width of the
antenna array — in this case 60° in bore-side direction. In the
semi-correlated case we will distinguish between no, and aver-
age transmitter channel knowledge. The uncoded (raw) bit rate
shall be fixed t0 7vawe = 4 bits/scc/Hz in all cases, as to imple-
ment a given service. For the uncorrelated case we use 4-QAM
modulation and transmit two independent data streams - one over
each antenna. The same holds for the semi-correlated case with no
channel knowledge, as the transmitter is not aware of the channel
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Fig. 4. Results:

conditions. If, on the other hand, average channel information is
available to the transmitter, the rank deficiency can be turned into
antenna gain. Hence, just one single data stream will be transmit-
ted over the dominant eigenbeam. To catch up with the required
raw bit rate, the modulation scheme is changed to 16QAM. Figure
3 summarizes the test bed, while Figure 4 shows the results.

1. The uncorrelated channel performs best, when no time di-
versity is available, as can be seen from the outage cutoff-
rate — at least in the interesting range of code-rates (R <

0.9).

. The more time diversity is available — i.e. the more inde-
pendent channel realizations are available during air-time —
the more attractive the semi-correlated channel becomes.

. If there is no transmit channel knowledge however, the semi-
correlated channel performs worst, no matter how much
time diversity is available.

. Arming the transmitter with average channel knowledge,
the semi-correlated channel turns out to yield the best per-
formance - in fact beating the performance of the uncor-
related channel — provided there is enough time diversity
available.

. Looking at the 10-sample-mean outage cutoff-rate, we see,
that the amount of 10 independent channel realizations dur-
ing air-time (or per code-word, if interleaving is used), suf-
fices for the semi-correlated channel to qualify for the win-
ner for all code-rates less than about 0.8.

. If the number of independent channel realizations during
air-time (or per code-word, if interleaving is used) is fur-
ther extended, the ergodic cutoff-rate shows, that the advan-
tage of the semi-correlated channel is still improving and
extended for virtually all code-rates.

9. CONCLUSION

The capacity of MIMO systems depends on the statistical prop-
erties of the channel and the amount of knowledge about those
properties. While for no transmitter channel knowledge corre-
lated fading is a curse — especially if no other form of diversity,
like frequency or time, is available — having the transmitter ac-
quire the channel properties on average can actually lead to capac-
ity improvement over uncorrelated fading channels. To this end a
transmit scheme was presented that efficiently exploits fading cor-
relations while depending solely on average channel properties,

ergodic, outage, and sample-mean outage cutoff-rates

and making correlated fading a blessing. The concept of sample-
mean outage was defined, which allows to compute the influence
of time selectivity on information theoretic measures, like capac-
ity or cutoff-rate. Cutoff-rate analysis showed, that, for real digital
modulation schemes, semi-correlated fading channels in practice
offer superior performance in the interesting transmit power range,
provided a modest amount of time or frequency diversity is avail-
able.
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