Principles and Algorithms for Transmission in Multiple-Input Multiple-Output Broadband Multiuser Systems

Pedro Tejera Palomares
Acknowledgements

I would like to thank everybody I had the opportunity to meet, work with or simply spend some time with during my time at the Technische Universität München (TUM), since, in the end, in one way or the other, they all left an imprint in this work. Of course, the same can be said of all my relatives, friends and acquaintances in the private sphere. To them I am most grateful.
# Contents

1 Introduction 15  
1.1 Scope and contributions ........................................... 15  
1.2 Notation ............................................................... 18  
1.3 The MIMO OFDM system model ...................................... 19  

2 Information Theoretic Fundamentals 23  
2.1 The general broadcast channel ...................................... 23  
2.1.1 Definitions ......................................................... 23  
2.1.2 The degraded broadcast channel .............................. 24  
2.1.3 The non-degraded broadcast channel .......................... 26  
2.1.3.1 Marton’s achievability region .............................. 26  
2.1.3.2 Coding with known interference and Marton’s region ... 27  
2.1.3.3 Marton’s region and degraded channels .................. 29  
2.1.3.4 Sato bound ....................................................... 30  
2.2 The Gaussian broadcast channel .................................. 31  
2.2.1 The single-input Gaussian broadcast channel .............. 31  
2.2.2 The multiple-input Gaussian broadcast channel .......... 34  
2.2.2.1 Writing on Dirty Paper ..................................... 35  
2.2.2.2 Dirty paper coding region .................................. 36  
2.2.2.3 The dual multiple access channel ......................... 43  
2.2.2.4 The capacity region ........................................... 51  

3 Optimization criteria and optimum approaches 53  
3.1 Sum-rate maximization ............................................... 53  
3.1.1 Memoryless channels ............................................. 55  
3.1.1.1 Sum-power iterative waterfilling ........................ 56  
3.1.1.2 Dual decomposition .......................................... 58  
3.1.1.3 Further work .................................................. 60  
3.1.2 Time-dispersive channels ...................................... 61  
3.1.2.1 Sum-power iterative waterfilling ........................ 64  
3.1.2.2 Dual decomposition .......................................... 65  
3.2 Weighted sum rate .................................................... 67  
3.2.1 Memoryless channels ............................................. 73  
3.2.1.1 Rank-one gradient ascent .................................. 74  
3.2.1.2 Projected gradient ascent .................................. 75  
3.2.2 Time-dispersive channels ...................................... 77  
3.2.2.1 Factorization-based decomposition approach ........... 77  
3.3 Rate balancing ......................................................... 79
3.3.1 Ellipsoid method ........................................ 81
3.3.2 Projected subgradient method .......................... 82
3.3.3 Implementation issues ................................. 84

4 Non-iterative approaches for the broadcast channel 89
4.1 Broadcast channel decomposition schemes ................ 89
4.1.1 Linear decomposition .................................. 90
4.1.2 Successive-encoding-based decomposition ............... 93
4.1.3 Successive subchannel allocation method ................ 94
  4.1.3.1 Successive subchannel allocation method for linear approaches .......... 97
4.1.4 Sum-rate maximization ................................ 99
  4.1.4.1 Selection rule .................................... 99
  4.1.4.2 Power allocation policy ............................ 100
  4.1.4.3 Numerical results ................................ 100
4.1.5 Weighted sum-rate maximization ....................... 104
  4.1.5.1 Selection rule .................................... 104
  4.1.5.2 Power allocation policy ............................ 105
  4.1.5.3 Numerical results ................................ 106
4.1.6 Rate balancing ......................................... 110
  4.1.6.1 Selection rule .................................... 110
  4.1.6.2 Power allocation policy ............................ 114
  4.1.6.3 Numerical results ................................ 116
4.2 SINR-based successive subchannel allocation method .... 119
  4.2.1 Sum-rate maximization ................................ 119
  4.2.2 Weighted sum-rate maximization ....................... 122

5 Feedback of channel state information 127
5.1 Delay-limited and rate-limited feedback paradigms ....... 127
5.2 Single-input single-output time-dispersive fading feedback channel ........ 128
  5.2.1 Feedback link model .................................. 128
  5.2.2 Theoretical upper bounds ............................. 130
    5.2.2.1 Optimum performance theoretically achievable .......... 130
    5.2.2.2 Optimum performance theoretically achievable with limited diversity .......... 132
    5.2.2.3 Asymptotical analysis ................................ 134
  5.2.3 Analog transmission .................................. 135
    5.2.3.1 Flat Fading Feedback Channel ($M = 1$) ............... 136
    5.2.3.2 Flat Fading Forward Channel ($L = 1$) ............... 137
    5.2.3.3 Moderately time-dispersive channels $LM \leq N$ .......... 138
    5.2.3.4 Asymptotical analysis ............................. 139
  5.2.4 Delay-constrained digital transmission ................ 140
    5.2.4.1 Architecture and optimum decoder .................... 142
    5.2.4.2 Lower bound on asymptotic decay rate ................ 143
    5.2.4.3 Encoder design paradigms ......................... 147
## Contents

5.2.5 Numerical results ........................................... 150
5.3 Extension to feedback channels with multiple antennas .......... 154
  5.3.1 Theoretical upper bounds .................................. 155
  5.3.2 Analog transmission ....................................... 156
  5.3.3 Numerical results ......................................... 157
5.4 Forward link performance under delay limited feedback .......... 159
  5.4.1 Information theoretic measures .............................. 159
  5.4.2 Numerical results ......................................... 162

A Appendix ......................................................... 165
  A.1 Duality transformations and the matrix inversion lemma .......... 165
    A.1.1 Duality transformations .................................. 165
    A.1.2 Matrix inversion lemma ................................. 165
  A.2 Asymptotic equipartition property and typical sequences ..... 166
  A.3 Lagrangian duality and subgradients ................................ 169
    A.3.1 Lagrangian duality ...................................... 169
    A.3.2 Optimality conditions ................................... 171
    A.3.3 Subgradients ............................................ 171
  A.4 Duality of streamwise multiuser strategies ...................... 172
    A.4.1 Optimality of streamwise strategies .................... 172
    A.4.2 Streamwise duality ..................................... 174
List of Figures

1.1 Cyclic prefix. ............................................................... 20

2.1 Broadcast channel. .......................................................... 23
2.2 Broadcast coding. ........................................................... 27
2.3 Coding with known interference. ............................................ 28
2.4 Successive coding in broadcast channels. ................................. 29
2.5 Gaussian broadcast channel with single transmit antenna. ............... 33
2.6 Capacity region for a degraded Gaussian broadcast channel with $P = 10$ dB, $\sigma_1^2 = 1/2$ and $\sigma_2^2 = 1$. ......................... 34
2.7 Successive coding for the Gaussian MIMO broadcast channel. .......... 37
2.8 Marton regions for two different statistics of the transmit signals obtained by application of dirty paper coding with different orderings and equal beamforming matrices. ................................. 42
2.9 Capacity region of a two-user multiple access channel with fixed input distributions. .................................................... 44
2.10 MAC capacity regions and associated Marton regions. .................. 49

3.1 Dual values $g^{(\ell)}$ and corresponding primal values $\gamma^{(\ell)}$ during the first 30 iterations of the ellipsoid algorithm for a MIMO OFDM broadcast channel with $N = 16$, $K = 3$, $t = 4$ and $r_k = 2$, $\forall k$, SNR = 20 dB. The vector of relative rates is given by $q = [1,3,6]^T$ and the optimum weights $w = [0.0214,0.0400,0.1431]^T$, i.e., no time-sharing is required to achieve the rate-balancing solution. ......................................................... 86
3.2 Dual values $g^{(\ell)}$ and corresponding primal values $\gamma^{(\ell)}$ during the first 30 iterations of the ellipsoid algorithm for a MIMO OFDM broadcast channel with $N = 16$, $K = 3$, $t = 4$, $r_k = 2$, $\forall k$, SNR = 20 dB. The vector of relative rates is given by $q = [1,3,3]^T$ and the optimum weights $w = [0.0775,0.1537,0.1537]^T$, i.e., time-sharing between users 2 and 3 is required to achieve the rate balancing solution. ......................................................... 87
3.3 Convergence of the ellipsoid method applied to the dual of the rate-balancing problem. Averaged curves over 100 channel realizations. $N = 16$, $t = 4$, $r_k = 2$, SNR = 10 dB, $q = [1,\ldots,1]^T$. ................................. 87

4.1 Average sum rate for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 2$. .................................................. 101
4.2 Average sum rate for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 2$. ................................. 102
4.3 Average sum rate for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 10$. ................................. 103
4.4 Average sum rate for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 10$. 104
4.5 Average rate tuples for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 2$. 107
4.6 Average rate tuples for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 2$. 108
4.7 Average rate tuple for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 2, \text{SNR} = 15 \text{dB}$. 109
4.8 Average rate tuple for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 2, \text{SNR} = 15 \text{dB}$. 110
4.9 Average optimum and suboptimum rate balancing points for an uncorrelated channel with $K = 2, t = 4, r_k = 2$ and $N = 16$. 116
4.10 Average optimum and suboptimum rate balancing points for a correlated channel with $K = 2, t = 4, r_k = 2$ and $N = 16$. 117
4.11 Average optimum and suboptimum rates per user with equal rate requirements, i.e., $q_k = 1, \forall k$. $N = 16$, $t = 4$ and $r_k = 2$. 118
4.12 Comparison of SINR-based and SESAM sum-rate maximizing allocation for spatially uncorrelated (solid lines) and spatially correlated (dashed lines) channels. $K = 2, t = 4, r_k = 2$ and $N = 16$. 122
4.13 Comparison of SINR-based and SESAM sum-rate maximizing allocation for spatially uncorrelated (solid lines) and spatially correlated (dashed lines) channels. $K = 10, t = 4, r_k = 2$ and $N = 16$. 123
4.14 Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially uncorrelated broadcast channel with $K = 2, t = 4, r_k = 2$ and $N = 16$. 124
4.15 Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially correlated broadcast channel with $K = 2, t = 4, r_k = 2$ and $N = 16$. 125
4.16 Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially uncorrelated broadcast channel with $K = 10, t = 4, r_k = 2$ and $N = 16, \text{SNR} = 15 \text{dB}$. 125
4.17 Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially correlated broadcast channel with $K = 10, t = 4, r_k = 2$ and $N = 16, \text{SNR} = 15 \text{dB}$. 126

5.1 Feedback link model. 129
5.2 Encoder. 142
5.3 Topological and non topological mappings for $L = 1, S = 16$ and $N = 2$. 148
5.4 Performance of delay-constrained digital transmission. $L = 1, N = 4, M = 1$. 151
5.5 Performance of delay constrained digital transmission over an AWGN feedback channel. $L = 1, N = 4$. 152
5.6 Performance over a fading feedback link with $L = 2, N = 16, M = 2$. 153
5.7 Performance over a fading feedback link with $L = 2$, $N = 16$, $M = 4$. . . . 154
5.8 Performance over a fading feedback link with $L = 2$, $N = 16$, $M = 2$, $t = 2$. 158
5.9 Performance over a fading feedback link with $L = 2$, $N = 16$, $M = 2$, $t = 4$. 159
5.10 Achievable sum throughput in a broadcast forward link with $N = 16$ sub-carriers, $K = 2$ users, $t = 2$ transmit antennas and single-antenna receivers. Transmitter fixes the transmission rate as if the CSI were perfect. . . . . . 163
5.11 Achievable sum throughput in a broadcast forward link with $N = 16$ sub-carriers, $K = 2$ users, $t = 2$ transmit antennas and single-antenna receivers. Transmitter allows for a rate margin of 0.5 bits per subchannel. . . . . . 164
List of Tables

1.1 List of frequently used operators and symbols. ........................................... 19

4.1 Average number of iterations needed by Algorithm 3.6 to achieve
0.999\(R_{\text{SESAM}}\). ........................................................................................................ 103

4.2 Average numbers of iterations involved in the computation of the optimum
solution in order to reach 99.9% of the weighted sum rate achieved by
SESAM in a spatially uncorrelated broadcast channel with \(t = 4, r_k = 2, N = 16, K = 2\) and \(\text{SNR} = 5/15/25\ \text{dB}\). ................................................................. 107

4.3 Average numbers of iterations involved in the computation of the optimum
solution in order to reach 99.9% of the weighted sum rate achieved by
SESAM in a spatially correlated broadcast channel with \(t = 4, r_k = 2, N = 16, K = 2\) and \(\text{SNR} = 5/15/25\ \text{dB}\). ................................................................. 108

4.4 Average numbers involved in the computation and implementation of the
optimum rate balancing with fairness QoS constraint for \(N = 16, t = 4, r_k = 2\) and \(K = 2/5/10\). ................................................................. 118
1 Introduction

1.1 Scope and contributions

Increasing demand for broadband services calls for higher data rates in future wireless communication systems [109]. Data rates of up to 100 Mb/s for high mobility and wide area coverage and up to 1 Gb/s for low mobility and local area coverage are expected in fourth generation systems [138, 3]. In the way to such transmission rates there are two major barriers to be overcome. The first is the scarcity of spectrum, which limits the amount of bandwidth available for transmission. The second is the wireless channel that severely distorts the signal due to multipath propagation. The combination of multiple antennas and multicarrier technology seems key in enabling achievability of the expected rates under the mentioned constraints [98, 138, 44]. On the one hand, multiple-input multiple-output (MIMO) channels resulting from the use of multiple antennas at both transmitter and receiver show higher capacity than single-input single-output (SISO) channels and, at high signal-to-noise ratios (SNR), this difference linearly grows with the rank of the MIMO channel matrix. Thus, multiple antennas lead to higher spectral efficiency. On the other hand, multicarrier techniques, such as orthogonal frequency-division multiplexing (OFDM), transform the frequency selective broadband channel into a set of nearly flat narrowband channels. As a result, distortion due to multipath is reduced and equalization at the receiver is greatly simplified. These technologies have already been embraced in ongoing standardization activities for future wireless systems. These include fixed wireless access networks for the last mile, wireless local area networks and cellular mobile networks. Also in modern digital subscriber line communication systems plays the combination of MIMO and multicarrier technologies a key role [26, 27]. In these systems, the use of high frequencies causes significant electromagnetic coupling between neighboring twisted-pairs within a binder group, which is commonly known as crosstalk and gives rise to an effective MIMO channel. In addition, high frequencies in transmission also causes the channel to exhibit severe frequency selectivity. This motivates the use of multicarrier technology in order to keep equalization simple and adapt to the selective spectral characteristic of the channel through adequate bit- and power-loading schemes.

The focus of this work is on transmission schemes in point-to-multipoint MIMO-OFDM communication systems. That is, communication systems are considered in which a transmitter sends information to a number of receivers or users. These systems are in the information-theoretic literature commonly known as broadcast channels. Information sent to each user is independent of the information sent to any other user and users can not cooperate with each other in order to perform detection. The transmitter transmits information over multiple inputs and each receiver receives information over multiple outputs. Inputs and outputs will be generally referred to as antennas although application of the principles and algorithms presented and discussed in this work are generally also applicable
to wired communication systems. The underlying transmission scheme is assumed to be OFDM. All along this work we shall assume that the transmitter has perfect knowledge of the channel matrices of all users in the system and each receiver perfectly knows its own channel matrix. Correspondingly, the focus will be on algorithms that exploit this knowledge available at the transmitter in order to adapt to the channel rather than on algorithms that leverage diversity in order to bridge uncertainty about the channel state.

Chapter 1 starts reviewing fundamental results on general broadcast channels, i.e., broadcast channels defined by generic alphabets and probability transition functions. This part has a tutorial character and includes classical results from the late seventies and early eighties such as the Marton achievability region. In the second part of this chapter we turn our attention to recent results concerning MIMO Gaussian broadcast channels, i.e., broadcast channels with multiple antennas and Gaussian probability transition functions. Relating the recent results for Gaussian channels to the classical results for generic channels we are able to provide interesting insights into the structure of the capacity region of Gaussian broadcast channels. Probably the most interesting result is in the form of a conjecture towards the end of the chapter. There, it is claimed that all points of the capacity region might be reachable without resorting to time-sharing, i.e., switching between different transmission strategies. This is in contrast to current literature that claims that some points in the capacity region can only be reached by switching between a number of different transmission strategies. This conjecture is shown to be valid for a broadcast channel with two single-antenna receivers in Chapter 1 and for a part of the time-sharing points of a broadcast channel with three single-antenna users in Chapter 2. Avoidance of time-sharing is interesting from a practical point of view as switching between different transmission strategies requires an increased signaling overhead. In this sense, this result, should it be true in all its generality, might be of practical interest. However, it is observed that reaching "time-sharing" points without time-sharing calls for the use of joint encoding, i.e., the information streams of the different users in the network must be encoded jointly rather than successively or independently. Thus, the practical relevance of this result is conditioned on the development of practical joint-encoding approaches.

In Chapter 2 three problems are discussed whose solutions are rate vectors on the boundary of the capacity region. These are the sum-rate maximizing problem, the weighted sum-rate maximizing problem and the rate-balancing problem. For each problem, existing algorithms for memoryless MIMO broadcast channels are reviewed. For the sum-rate and weighted sum-rate maximization problems, it is shown how the block-diagonal structure characteristic of channel matrices in MIMO-OFDM systems can be exploited in order to attain efficient extensions of existing algorithms to time-dispersive channels in some cases, and to develop own algorithmic solutions in others. For the rate-balancing problem, we look at some interesting and significant subtleties around the implementation of optimum subgradient-based approaches and point out some of the shortcomings of this solution such as convergence rate.

The optimum algorithmic solutions discussed in Chapter 2 are all based on an iterative search of the optimum solution. This feature introduces a kind of non-determinism in terms of the computational power required in order to find optimum transmission strategies that is somehow objectionable as far as practical deployment of these algorithms is concerned. That is especially true for scenarios with fast-varying channels, where the quick computa-
tion of the transmit strategy is mandatory in order to leverage the channel state information available at the transmitter. This offers the motivation for considering non-iterative suboptimum approaches in Chapter 3. There, the focus is on what we call decomposition approaches. These are schemes that decompose the broadcast channel into a set of scalar subchannels that are mutually decoupled in the sense that transmission over any particular subchannel does not interfere with transmission over any other subchannel. We first introduce a general framework for decomposition approaches and review some of the existing schemes against this background. Then, a very general algorithm is presented that provides a solution to the general allocation problem of both linear and successive-encoding-based decomposition approaches. In the context of successive-encoding-based schemes, this algorithm includes all other state-of-the-art decomposition algorithms as particular cases. In the context of linear decomposition schemes, the new algorithm represents a holistic approach to the subchannel allocation problem comprising user selection, assignment of spatial dimensions and choice of receive filters. This is in contrast to state-of-the-art algorithms that address these different aspects of the problem separately, following somehow disconnected approaches. The algorithm is specialized to solve each of the problems discussed in Chapter 2 and its performance is evaluated by means of simulations. Performance of the successive-encoding-based decomposition scheme turns out to be almost optimum in all considered scenarios. The performance loss of the linear decomposition scheme, though noticeable, is surprisingly smaller than generally assumed. This result raises some questions regarding the practical relevance of successive encoding approaches, which are notably more difficult to implement. The last section of Chapter 3 deals with a novel non-iterative algorithmic approach to the sum-rate and weighted sum-rate maximization problems that contrary to decomposition approaches results in subchannels with a certain degree of crosstalk. This approach is also based on successive encoding and its performance is observed to be similar to that of the novel successive-encoding-based decomposition algorithm.

Chapter 4 has a different focus than the rest of chapters in this work. It namely deals with the problem of feeding back channel state information (CSI) from the receivers to the transmitter. Different from most of the literature on the topic, which assumes a noiseless or error-free feedback link and considers a constraint on the amount of bits fed back, we adopt a delay-limited paradigm according to which the channel is noisy and the feedback link can be only used a finite number of times in order to transmit CSI. While the rate-limited paradigm can be claimed to be realistic for simple systems where only few bits are needed in order to approach optimality, we find the delay-limited paradigm more convenient for MIMO-OFDM systems. In these systems, due to the relative large amount of information that must be fed back in order to approach optimum performance, nearly error-free transmission is only possible at the cost of significant delay, which might cause the CSI to become obsolete, depending on the rate of variation of the channel. The rate-limited paradigm is also problematic if the feedback channel fades. In such case, regardless delay due to transmission and depending on the amount of diversity in the feedback link, the probability of occurrence of transmission errors might be non-negligible. Sticking to the delay-limited paradigm, first, a SISO-OFDM Rayleigh-fading feedback link is considered and, using mean squared error (MSE) as a figure of merit, some analysis is performed. In particular, upper bounds on performance of transmission over the feedback link are derived based on rate-distortion theory. The tightest bound reveals that, for such a model,
performance is limited either by the degree of diversity available in the feedback link or by the bandwidth expansion of the system, given by the ratio between the dimensionality of the feedback channel and the number of channel coefficients to be fed back. Besides, the optimum linear analog transmission scheme is derived for a case of practical relevance and optimality of linear analog transmission is shown in the low SNR regime. In the high SNR regime, by contrast, linear analog approaches are shown to be unable of leveraging either bandwidth expansion or diversity in terms of distortion decay rate (DDR), which is defined as the asymptotic slope of the function relating MSE and SNR in dB. Based on random codes and a suboptimum maximum-likelihood receiver, we also derive a lower bound on the DDR of digital transmission schemes. This bound reveals that, contrary to linear analog approaches, digital schemes have the potential to exploit both bandwidth expansion and diversity in the high SNR regime. Considering multiple antennas at the receiver of the feedback link we are able to extend some of the results obtained for the SISO-OFDM feedback link and to gain some interesting insights related to the use of multiple antennas. For instance, it is shown that, for a fixed number of subcarriers in the feedback link, a given degree of spectral diversity and under the assumption of uncorrelated antennas, there is an optimum number of antennas that represents the best trade-off between diversity and antenna gain on the one hand, which increase as new antennas are added to the system, and the bandwidth expansion factor, which decreases as new antennas are added to the system due to the increased number of channel coefficients that must be fed back, on the other. This result, which is shown by resorting to theoretical upper bounds on performance, contrasts with the behavior of linear analog transmission whose performance is shown to improve for increasing antenna numbers. That is, linear analog transmission benefits from the increase in antenna gain and diversity to a larger extent than it suffers from the additional burden of channel coefficients to be fed back. The chapter finishes with a discussion on performance measures that are usually utilized in the forward link in order to evaluate the quality of feedback approaches. After questioning the use of ergodic measures in combination with successive-encoding schemes and identifying average throughput as a more suitable measure, simulation results are presented for a simple broadcast channel that suggest that, in spite of its fundamental limitations, a simple linear analog feedback scheme might be good enough to reach a performance close to that achievable when having perfect CSI at the transmitter.

1.2 Notation

Throughout this work, vectors and matrices are denoted by lower case bold and capital bold letters, respectively. Random variables are represented by sans-serif characters. Sets are usually denoted by calligraphic characters. In order to denote a set of indexed elements such as \( \{A_i\}_{i=1}^{I} \), we frequently use the shortcut \( A_{1,\ldots,I} \). For two Hermitian matrices \( A \) and \( B \), \( A \geq B \) indicates that \( A - B \) is positive semidefinite. A list of frequently used symbols and operators is given in Table 1.1.
1.3 The MIMO OFDM system model

In this work, the channel over which signals propagate from the transmitter to the receiver of a communication link is modeled as a tapped delay line. Assuming \(L\) delay taps, \(t\) transmit antennas and \(r\) receive antennas, this model can be mathematically expressed as

\[
\tilde{H}(\tau) = \tilde{H}_1\delta(\tau - \tau_1) + \tilde{H}_2\delta(\tau - \tau_2) + \cdots + \tilde{H}_L\delta(\tau - \tau_L), 
\]

(1.1)

where \(\tilde{H}_\ell \in \mathbb{C}^{r \times t}\) is the channel matrix corresponding to the \(\ell\)th tap and \(\tau_\ell\) is its associated propagation delay. This channel is memoryless if \(L = 1\), i.e., the received signal at a particular time instant is just a transformed and possibly delayed version of a signal transmitted at a specific time instant. On the contrary, if \(L > 1\), the received signal is, in general, a superposition of signals transmitted at different time instants, i.e., the channel has memory. Such a channel is called time-dispersive. In order to transmit information over this channel, we will consider an orthogonal frequency division multiplexing (OFDM) transmission scheme. At the transmitter, the OFDM symbol has the form

\[
x(\xi) = \sum_{n=1}^{N} x_n e^{j2\pi f_n\xi} \text{rect} \left( \frac{\xi}{T} \right).
\]

(1.2)

Table 1.1: List of frequently used operators and symbols.

| \(\delta(x)\) | Dirac’s delta |
| \(\delta[n]\) | Kronecker’s delta |
| \(I_d\) | Identity matrix of dimension \(d \times d\) |
| \(\mathbb{C}N(\mu, R)\) | Circularly-symmetric complex Gaussian distribution |
| \(\mathbb{R}_+\) | Set of non-negative real numbers |
| \(\mathbb{H}^{n \times n}\) | Set of Hermitian matrices of dimension \(n \times n\) |
| \(|\cdot|\) | Absolute value of a real or complex number |
| \(|\cdot|\) | Determinant of a matrix |
| \(|\cdot|\) | Cardinality of a set |
| \(|\cdot|_1\) | Manhattan norm |
| \(|\cdot|_2\) | Euclidean norm |
| \(\|i,j\|\) | Entry in row \(i\) and column \(j\) of a matrix |
| \(\text{diag}(\cdot)\) | Diagonal matrix with main diagonal defined by the argument |
| \(\text{Tr}(\cdot)\) | Trace operator |
| \(\mathbb{E}(\cdot)\) | Expectation operator |
| \(O(\cdot)\) | Big-O of Landau |
| \(o(\cdot)\) | Little-o of Landau |
where $T$ is the symbol interval. The subcarrier frequencies are chosen such that $|f_i - f_j| = z/T$, with $z \in \{0, 1, \ldots, N-1\}$. This choice of frequencies makes the subcarriers orthogonal to each other. Using this property, the power of an OFDM symbol can be computed as
\[
\frac{1}{T} \int_0^T \|x(\xi)\|^2 \, dt = \sum_{n=1}^N \|x_n\|^2.
\]

In order to avoid intersymbol interference, prior to transmission, a so-called cyclic prefix is appended at the beginning of the symbol. It consists of a replica of a signal block taken from the end of the symbol (cf. Fig. 1.1). After appending the cyclic prefix, Eq. 1.2 becomes
\[
x_{\text{CP}}(\xi) = \sum_{n=1}^N x_n e^{j2\pi f_n \xi} \text{rect}\left(\frac{\xi}{T + T_{\text{CP}}}\right),
\]
where $T_{\text{CP}}$ is the duration of the cyclic prefix. The convolution of Eq. 1.1 and Eq. 1.3 yields the expression for the received signal prior to the removal of the cyclic prefix,
\[
\hat{y}_{\text{CP}}(\xi) = \sum_{\ell=1}^L \hat{H}_\ell \sum_{n=1}^N x_n e^{j2\pi f_n (\xi - \tau_\ell)} \text{rect}\left(\frac{\xi - \tau_\ell + T_{\text{CP}}}{T + T_{\text{CP}}}\right) + \tilde{n}_{\text{CP}}(\xi).
\]
Here, $\tilde{n}_{\text{CP}}(\xi) \in \mathbb{C}^r$ is a realization of a multivariate Gaussian stationary stochastic process representing additive noise with zero mean defined in the interval $\xi \in [-T_{\text{CP}} + \tau_1, -T_{\text{CP}} + \tau_L + T]$. As already mentioned, the purpose of the cyclic prefix is to avoid intersymbol interference (ISI) that arises in a multipath channel due to the different delays of the single paths. In order to completely eliminate ISI, its duration must exceed the difference between the shortest and the longest delay in the channel, i.e., $T_{\text{CP}} \geq \tau_L - \tau_1$. If this condition is fulfilled, interference due to the previous symbol remains confined within the interval $[-T_{\text{CP}} + \tau_1, \tau_1]$. That is, it only affects the portion of the symbol corresponding to the cyclic prefix. This also holds for the interference caused by the symbol under consideration on the subsequent symbol. In this case, the interference is confined within the interval $[\tau_1 + T, \tau_L + T]$ which is comprised by the interval $[\tau_1 + T, \tau_1 + T + T_{\text{CP}}]$ corresponding to the cyclic prefix of the subsequent symbol. In order to eliminate intersymbol interference, the cyclic prefix is removed upon reception. The following expression holds for the received symbol after removal of the own cyclic prefix and the cyclic prefix of the subsequent symbol,
\[
\hat{y}(\xi) = \sum_{\ell=1}^L \hat{H}_\ell \sum_{n=1}^N x_n e^{j2\pi f_n (\xi - \tau_\ell)} \text{rect}\left(\frac{\xi - \tau_1}{T}\right) + \tilde{n}(\xi),
\]
where the additive noise is now defined in the interval $[\tau_1, \tau_1 + T]$. If this symbol is uniformly sampled at a rate $N/T$ starting at $\xi = \tau_1$ we obtain

$$
\tilde{y}_m = \tilde{y}(\tau_1 + (m - 1)T/N) = \sum_{\ell=1}^{L} \hat{H}_\ell \sum_{n=1}^{N} x_n e^{j2\pi f_n(\tau_1 \pm (m - 1)T/N - \tau_\ell)} + \tilde{n}(\tau_1 + (m - 1)T/N),
$$

where $m = 1, \ldots, N$. In order to compute the signal received on a particular subcarrier the discrete Fourier transform is applied to these samples as follows,

$$
y_k = \frac{1}{N} \sum_{m=1}^{N} \tilde{y}_m e^{-j2\pi f_k (m-1)T/N} = \sum_{\ell=1}^{L} \hat{H}_\ell \sum_{n=1}^{N} x_n e^{j2\pi f_n(\tau_1 - \tau_\ell)} \frac{1}{N} \sum_{m=1}^{N} e^{j2\pi (f_n - f_k)(m-1)T/N} + \frac{1}{N} \sum_{m=1}^{N} \tilde{n}_m e^{j2\pi f_k (m-1)T/N},
$$

where $\tilde{n}_m = \tilde{n}(\tau_1 + (m - 1)T/N)$ and $k = 1, \ldots, N$. Now, noting that

$$
\frac{1}{N} \sum_{m=1}^{N} e^{j2\pi (f_n - f_k)(m-1)T/N} = \begin{cases} 1, & n = k \\ 0, & n \neq k \end{cases} \quad (1.4)
$$

and defining $n_k = \frac{1}{N} \sum_{m=1}^{N} \tilde{n}_m e^{-j2\pi f_k (m-1)T/N}$, we can write,

$$
y_k = H_k x_k + n_k, \quad k = 1, \ldots, N, \quad (1.5)
$$

where $H_k = \sum_{\ell=1}^{L} \hat{H}_\ell e^{j2\pi f_k (\tau_1 - \tau_\ell)}$ is the channel matrix corresponding to the $k$th subcarrier. Since the noise vector in the frequency domain is a linear combination of $N$ Gaussian distributed noise vectors in the time domain, Gaussianity is preserved. That is, $n_k$ is a realization of a multivariate Gaussian distribution, which is also zero-mean. The covariance matrix of this noise is given by

$$
R = E \{ n_k n_k^H \} = \frac{1}{N} \tilde{R},
$$

where $\tilde{R} = E \{ \tilde{n}_m \tilde{n}_m^H \}$ is the covariance matrix of the noise samples in the time domain and it has been assumed that these samples are mutually uncorrelated, i.e., $E \{ \tilde{n}_m \tilde{n}_n^H \} = 0, \ m \neq n$. For most of the discussion in the following chapters, we shall assume $\tilde{R} = I$. Using the assumption of uncorrelated samples in the time domain and Eq. 1.4, it is straightforward to show that noise vectors are also mutually uncorrelated in the frequency domain. Summarizing, as it can be observed in Eq. 1.5, the OFDM transmission scheme transforms the original time-dispersive MIMO channel (cf. Eq. 1.1) into a set of $N$ parallel, memoryless MIMO channels over which information is effectively transmitted.
2 Information Theoretic Fundamentals

2.1 The general broadcast channel

From an information theoretical point of view a system consisting of a transmitter that tries to simultaneously communicate with a number of receivers is a broadcast channel (BC). Broadcast channels were first introduced in [38] and have been extensively discussed in the literature ever since. In this section an overview of key definitions and results on general broadcast channels is given. As it is common use in the literature about the topic, only the two-user case is considered. In general, extensions of definitions and results to broadcast channels with more than two users are trivial. In order to provide the reader with some insight on the theoretical coding schemes that achieve the best performance in some cases and the best known performance in others, the outline of the achievability proofs is given below the corresponding results. These proofs are generally based on the concept of joint typicality and properties of jointly typical sequences. Some background on this topic is given in Appendix A.2.

2.1.1 Definitions

A broadcast channel is a triple \( (\mathcal{X}, p(y_1, y_2|x), \mathcal{Y}_1 \times \mathcal{Y}_2) \) consisting of an input alphabet \( \mathcal{X} \), two output alphabets \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \), and a probability transition function \( p(y_1, y_2|x) \). Let \( x^n, y_1^n \) and \( y_2^n \) denote sequences of letters of length \( n \) from the alphabets \( \mathcal{X}, \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \), respectively. The broadcast channel is said to be memoryless if
\[
p(y_1^n, y_2^n|x^n) = \prod_{i=1}^n p(y_{1,i}, y_{2,i}|x_i)
\]
for any sequence \( x^n \). Given this definition the problem is to know how much information can be sent to both users simultaneously. The transmitter might try to send to both users the same information, like in broadcast television or radio, or might wish to transmit independent information items to each user, as it typically occurs in mobile cellular networks. Simultaneous transmission of independent messages for each user and a common message for both users might also be considered. In the following, we restrict the discussion to the class of memoryless broadcast channels and transmission of independent information.

\[
(w_1, w_2) \rightarrow x^n \rightarrow p(y_1^n, y_2^n|x^n) \rightarrow \hat{w}_1 = g_1(y_1^n) \quad \hat{w}_2 = g_2(y_2^n)
\]

Figure 2.1: Broadcast channel.

For any block length \( n \), a code \( \mathcal{C}_n \equiv ((2^nR_1, 2^nR_2), n) \) for the broadcast channel with independent information for each user consists of a codebook of \( 2^{n(R_1+R_2)} \) codewords \( x^n \in \)
An encoding function $\phi$ mapping a pair of message indices $(w_1, w_2) \in \{1, \ldots, 2^{nR_1}\} \times \{1, \ldots, 2^{nR_2}\}$ onto the codewords,

$$\phi : \{1, \ldots, 2^{nR_1}\} \times \{1, \ldots, 2^{nR_2}\} \to X^n,$$

and two decoding functions $g_1$ and $g_2$ mapping output sequences onto transmitted messages (see Fig. 2.1),

$$g_1 : Y^n \to \{1, \ldots, 2^{nR_1}\},$$
$$g_2 : Y^n \to \{1, \ldots, 2^{nR_2}\}.$$

Let $(w_1, w_2) \in \{1, \ldots, 2^{nR_1}\} \times \{1, \ldots, 2^{nR_2}\}$ be a pair of uniformly distributed random variables. We define the average probability of error as the probability that the decoded messages are not equal to the transmitted messages, i.e.,

$$P_e^{(n)} = P(g_1(y^n) \neq w_1 \text{ or } g_1(y^n) \neq w_2).$$

Given this definition of error probability, a rate pair $(R_1, R_2)$ is said to be achievable for the broadcast channel if there exists a sequence of codes $C_n \equiv ((2^{nR_1}, 2^{nR_2}), n)$ such that $P_e^{(n)} \to 0$ as $n \to \infty$. The capacity region is then defined as the closure of the set of achievable rates. This region is for general broadcast channels still unknown. However, the following theorem can be stated.

**Theorem 2.1.1.** The capacity region of the broadcast channel is completely characterized by the conditional marginal distributions $p(y_1|x)$ and $p(y_2|x)$ [40].

This theorem can be proved by noting that

$$\max\{P_{e,1}^{(n)}, P_{e,2}^{(n)}\} \leq P_e^{(n)} \leq P_{e,1}^{(n)} + P_{e,2}^{(n)},$$

where $P_{e,1}^{(n)} = P(g_1(y^n) \neq w_1)$ and $P_{e,2}^{(n)} = P(g_2(y^n) \neq w_2)$ are the individual error probabilities of both users. That is, achievability of a certain pair of rates implies that both $P_{e,1}^{(n)} \to 0$ and $P_{e,2}^{(n)} \to 0$ as $n \to \infty$. On the other hand, if both individual error probabilities tend to zero for a given sequence of codes, $P_e^{(n)} \to 0$ and, therefore, the corresponding rates are achievable. Thus, we see that the individual error probabilities completely determine whether a certain pair of rates is achievable or not. Now, the theorem follows from the fact that for a particular sequence of codes the individual error probabilities exclusively depend on the respective conditional marginal distributions.

### 2.1.2 The degraded broadcast channel

A broadcast channel is said to be physically degraded if $x, y_1$ and $y_2$ form a Markov chain $x \to y_1 \to y_2$, i.e., $p(y_1, y_2|x) = p(y_2|y_1)p(y_1|x)$. As an example, we could think of a transmitter sending information over a wired connection to a receiver that, in turn, relays the received signal to a second receiver which is placed farther away in the wired communication path. This second receiver will receive a degraded replica of the signal received by the first. This definition of "degraded" does, in general, not apply to wireless broadcast channels. Indeed, the transmitted signal will, in general, propagate over different
physical paths to reach each of the users, and, hence, no received signal will be a degraded replica of any other. However, still a weaker notion of degraded can be defined that applies to some wireless channels.

A broadcast channel with probability transition function \( p(y_1, y_2|x) \) is said to be stochastically degraded if there exists a physically degraded channel with marginal probability transition functions \( p(y_1|x) \) and \( p(y_2|x) \). Mathematically, this is tantamount to saying that a conditional probability density function \( p'(y_2|y_1) \) must exist such that \( p(y_2|x) = \sum_{y_1} p'(y_2|y_1)p(y_1|x) \). Note that if a stochastically degraded channel is not physically degraded then \( p(y_2|y_1, x) \neq p(y_2|y_1) \).

The capacity region of this kind of broadcast channels is known. It is defined as the convex closure of all rate pairs \((R_1, R_2)\) satisfying

\[
R_2 \leq I(u; y_2), \\
R_1 \leq I(x; y_1|u),
\]

for some input distribution \( p(u)p(x|u) \). Here, \( I(u; y_2) \) is the mutual information of the random variables \( u \) and \( y_2 \), and \( I(x; y_1|u) \) is the mutual information of \( x \) and \( y_1 \) conditioned on \( u \) [40]. A brief summary of results and curious anecdotes related to this region and the direct and converse proofs can be found in [39]. In the following, the achievability (direct) proof is sketched, which builds upon the interesting concept of superimposed coding.

For given \( p(u) \) and \( p(x|u) \) a codebook of block length \( n \) can be randomly generated as follows. First, generate \( 2^{nR_2} \) independent sequences \( u^n(w_2) \), \( w_2 \in \{1, 2, \ldots, 2^{nR_2}\} \), according to \( \prod_{i=1}^{n} p(u_i) \). Then, for each sequence \( u^n(w_2) \) generate \( 2^{nR_1} \) independent sequences \( x^n(w_1, w_2) \), \( w_1 \in \{1, 2, \ldots, 2^{nR_1}\} \), according to \( \prod_{i=1}^{n} p(x_i|u_i(w_2)) \). Before any message is transmitted, the \( 2^{nR_2} \) generated \( u^n(w_2) \) sequences with their respective indexes are revealed to user 2. These indexed sequences are also revealed to user 1 together with the \( 2^{n(R_2+R_1)} \) indexed sequences \( x^n(w_1, w_2) \).

In order to transmit a message \( w_1 \) to user 1 and a message \( w_2 \) to user 2, the encoder selects the corresponding sequence \( x^n(w_1, w_2) \), which is transmitted over the channel. Let \( y^n_2 \) be the sequence received by user 2. In order to find out the message \( w_2 \) that was transmitted, this user looks for a codeword \( u^n \) in the codebook so that this sequence and \( y^n_2 \) are jointly typical. For large \( n \), such a sequence will exist almost surely and it will be unique, with high probability, provided that \( R_2 \leq I(u; y_2) - \epsilon, \epsilon > 0 \). In the limit \( n \to \infty \), this condition allows user 2 to reliably retrieve the transmitted message \( w_2 \) out of the received sequence. Let \( y^n_1 \) be the sequence received by user 1. Due to the degraded quality of the channel \( I(u; y_1) \geq I(u; y_2) \) and, therefore, user 1 is in a position to also identify the transmitted \( w_2 \) reliably. Once this is done, this user looks among the \( 2^{nR_1} \) codewords \( x^n \) associated with \( w_2 \) for a sequence that is jointly typical with \( y^n_1 \). In this case, reliable detection of the transmitted message \( w_1 \) is possible for \( n \to \infty \) provided that \( R_1 \leq I(x; y_1|u) \). Thus, capacity is achieved by coding information in two layers. A coarse layer represented by the sequences \( u^n \) that can be detected by both users and a second layer of finer information upon the first layer that is represented by the sequences \( x^n \) and can be only perceived by the best user. Note that sequences \( u^n \) are not explicitly

\(^1\)Data processing inequality [40].
transmitted. However, any transmitted signal $x^n$ reveals the identity of the sequence $u^n$ from which it was generated.

### 2.1.3 The non-degraded broadcast channel

The capacity region of the general non-degraded broadcast channel is still unknown. Exceptions are broadcast channels with deterministic components and the Gaussian broadcast channel. For the latter, the capacity region has been recently found and will be discussed in Section 2.2. The capacity region of deterministic broadcast channels was found in the late seventies (see [39] and references therein). A generalization of this result to arbitrary broadcast channels gave rise to the largest achievability region for general broadcast channels known so far, which turns out to be the capacity region if the broadcast channel has a deterministic component [80].

#### 2.1.3.1 Marton’s achievability region

According to Marton’s result in [80], for the case in which only independent information is transmitted to the users, the rates $(R_1, R_2)$ are achievable for the broadcast channel $(\mathcal{X}, p(y_1, y_2|x), \mathcal{Y}_1 \times \mathcal{Y}_2)$ if

\[
R_1 \leq I(u_1; y_1),
\]

\[
R_2 \leq I(u_2; y_2),
\]

\[
R_1 + R_2 \leq I(u_1; y_1) + I(u_2; y_2) - I(u_1; u_2),
\]

for some $p(x^n, u_1^n, u_2^n)$ on $\mathcal{X} \times \mathcal{U}_1 \times \mathcal{U}_2$.

A simple proof of the achievability of this region given in [45] goes as follows (see Fig. 2.2). In the first step, $2^{nI(u_1; y_1)}$ sequences $u_1^n$ and $2^{nI(u_2; y_2)}$ sequences $u_2^n$ are generated according to distributions $p(u_1)$ and $p(u_2)$, respectively. Sequences $u_1^n$ are uniformly distributed over $2^{nR_1}$ bins and sequences $u_2^n$ are uniformly distributed over $2^{nR_2}$ bins. Each pair of message indices $(w_1, w_2)$ identifies a bin in the grid of $2^{nR_1} \times 2^{nR_2}$ bins. The correspondence between message index $w_1$ and the $2^{nR_1}$ bins containing sequences $u_1^n$ is known to receiver 1 and the correspondence between message index $w_2$ and the $2^{nR_2}$ bins containing sequences $u_2^n$ is known to receiver 2.

In the second step, given a pair of message indices $(w_1, w_2)$, a pair of jointly typical sequences $(u_1^n, u_2^n)$ is taken from the corresponding bin. The probability that two sequences $u_1^n$ and $u_2^n$ taken at random are jointly typical is given by $2^{-nI(u_1; u_2)}$. Hence, at least $2^{nI(u_1; u_2)}$ pairs of sequences $(u_1^n, u_2^n)$ per bin are needed so that the existence of jointly typical pairs is guaranteed with probability of almost 1 for large $n$. From this and from the fact that there are a number of $2^{n(I(u_1; y_1) + I(u_2; y_2) - R_1 - R_2)}$ pairs of sequences per bin, the condition

\[
R_1 + R_2 \leq I(u_1; y_1) + I(u_2; y_2) - I(u_1; u_2)
\]

results that must be satisfied in order to assure the integrity of the encoding procedure.

In the third encoding step the sequence $x^n$ of transmit signals is drawn according to the distribution given by $p(x^n|u_1^n, u_2^n)$. Upon receiving the sequence $y_1^n$, receiver 1 looks for
a sequence $u_1^n$ in the codebook which is jointly typical with the received sequence. This sequence will be unique with probability of almost 1 provided that

$$R_1 \leq I(u_1; y_1).$$

In a similar way receiver 2 requires

$$R_2 \leq I(u_2; y_2)$$

in order to be able to detect the transmitted sequence $u_2^n$ reliably. Finally, the receivers map the bins containing the detected sequences $u_1^n$ and $u_2^n$ to the corresponding message indices $\hat{w}_1$ and $\hat{w}_2$.

![Figure 2.2: Broadcast coding.](image)

In the description above, encoding of both messages happens simultaneously. Alternatively, these rates can also be achieved by encoding the messages to be transmitted not simultaneously but successively. While the first message is encoded without considering information intended for the second user, the encoding of the second message regards the already encoded message for the first user as interference, which, of course, is known at the transmitter. In fact, this is basically the approach taken in [80] in order to prove achievability. This was already observed by Gelfand and Pinsker in [54], where they derived the capacity of a general discrete memoryless channel with non-causally known interference at the transmitter.

2.1.3.2 Coding with known interference and Marton’s region

Let $(S, p(y|s, u), Y)$ be a discrete memoryless channel for which the probability of a certain output sequence $y^n$ depends not only on the particular input sequence $s^n$ but also on an interfering sequence $u^n$ that is known to the transmitter but unknown to the receiver. For some fixed $p(u, v, s)$ defined on $U \times V \times S$, the maximum rate achievable over this channel is given by

$$R = I(v; y) - I(v; u),$$

where $v$ is an auxiliary random variable selected from a finite alphabet $V$ [54]. Capacity can be achieved by coding as follows (see Fig. 2.3).

First, $2^{nR}$ sequences $v^n$ are drawn according to $p(v)$ and are uniformly distributed over $2^{nR}$ bins. Every bin is assigned a message index $w \in \{1, \ldots, 2^{nR}\}$. The mapping of message indices to bins and the correspondence between sequences $v^n$ and bins are known to the receiver.

Secondly, given an interfering sequence $u^n$ and a message index to be transmitted, in the corresponding bin a sequence $v^n$ is looked for that is jointly typical with the given sequence.
Using similar arguments as in the previous section, it can be shown that the existence of a jointly typical $v^n$ in each bin given a typical interference sequence $u^n$ requires

$$R \leq I(v; y) - I(v; u).$$

In the final step of the encoding procedure the input sequence $s^n$ is generated according to $p(s^n|v^n, u^n)$. Upon receiving a sequence $y^n$, the receiver looks in the codebook for a jointly typical sequence $v^n$ which, for large $n$, will be unique with probability of almost 1 provided that the number of sequences $v^n$ in the codebook is not larger than $2^{nI(v; y)}$. Finally, the message index $\hat{w}$ is identified that corresponds to the bin containing the detected sequence $v^n$.

Note that the interference has an impact on the output of the channel and is taken into account during generation of the codebook and the transmit signal. This is indicated by the three arrows departing from $u^n$ in Fig. 2.3.

![Figure 2.3: Coding with known interference.](image-url)

As already mentioned, the described coding strategy with known interference can be applied to broadcast channels if a successive encoding approach is chosen (see Fig. 2.4). Given a broadcast channel $(X, p(y_1, y_2|x), Y_1 \times Y_2)$ and a distribution $p(x, s, u_1, u_2)$ defined on $X \times S \times U_1 \times U_2$ we can proceed by coding information for user 1 first without considering user 2 at all. In this case, a transmission free of errors for user 1 can only be achieved if the corresponding codebook contains less than $2^{nI(u_1; y_1)}$ sequences $u_1^n$, i.e., Eq. 2.1 must be satisfied.

For user 2, coding can be done according to the strategy described above considering any coded sequence $u_1^n$ for user 1 as interference in the transmission channel to user 2. Correspondingly, an error-free transmission for user 2 can only be achieved if

$$R_2 \leq I(u_2; y_2) - I(u_2; u_1).$$

This inequality together with the rate limit for user 1 results in the inequality for the sum of rates given by Eq. 2.3. If the coding steps are inverted, i.e., we first code information for user 2 and then information for user 1, considering the signal transmitted to user 2 as known interference, Eq. 2.2 holds for $R_2$ and

$$R_1 \leq I(u_1; y_1) - I(u_1; u_2),$$

which together with Eq. 2.2 results in Eq. 2.3. Thus, we observe that the limits of Marton’s region can also be achieved by applying a successive encoding approach.
2.1 The general broadcast channel

Fig. 2.4 shows the relationship between the different signals involved in the encoding process. In contrast to the simultaneous encoding approach illustrated in Fig. 2.2, the successive encoding scheme requires the introduction of a variable \( s \) that represents the signal which is sent by user 2 and that is used together with signal \( u_1 \), issued by user 1, for the generation of signal \( x \), which is actually transmitted over the channel.

### 2.1.3.3 Marton’s region and degraded channels

If applied to a degraded broadcast channel, Marton’s region must lie within the boundaries of the capacity region discussed in Section 2.1.2. However, the question arises whether the capacity region is strictly larger than Marton’s region in this case. The answer is yes unless some properties hold for the signals involved in the encoding process.

Assume that the degraded broadcast channel \( (\mathcal{X}, p(y_1, y_2|x), \mathcal{Y}_1 \times \mathcal{Y}_2), x \to y_1 \to y_2, \) is given and the codebook of signals intended for user 2 is generated from an alphabet \( \mathcal{U}_2 \) according to a distribution \( p(u_2) \). The transmitted signals are generated according to a distribution \( p(x|u_2) \). We recall that the capacity region for this setting is given by the following inequalities,

\[
R_2 \leq I(u_2; y_2), \\
R_1 \leq I(x; y_1|u_2).
\]

Fix \( p(x, u_2) \) and consider an alphabet \( \mathcal{U}_1 \) of signals intended for the first user and the joint probability density function \( p(x, u_2, u_1) \). According to Marton’s result, the following rates are achievable

\[
R_2 \leq I(u_2; y_2), \\
R_1 \leq I(u_1; y_1) - I(u_1; u_2).
\]
While the achievable rate for user 2 is bounded by the same limit in both regions, the limits for user 1 are different. Indeed, the following relations hold,

\[ I(x; y_1 | u_2) \geq I(u_1; y_1 | u_2) = I(u_1; y_1, u_2) - I(u_1; u_2) = I(u_1; y_1) + I(u_1; u_2 | y_1) - I(u_1; u_2) \geq I(u_1; y_1) - I(u_1; u_2). \]  

The first inequality is obtained by observing that the variables \( u_1, x \) and \( y_1 \) form a Markov chain \( u_1 \rightarrow x \rightarrow y_1 \) and applying the data-processing inequality [40]. The last inequality results from the fact that mutual information is always non-negative. The equalities are simple applications of the chain rule for mutual information. As we expected the capacity region is larger or equal to Marton’s region. Still, equality can be achieved in the above inequalities if it is possible to choose the variable \( u_1 \) such that the transmitted signal \( x \) is a deterministic function of \( u_2 \) and \( u_1 \), i.e., \( x = f(u_1, u_2) \), and \( I(u_1; y_1 | u_2) = I(u_1; y_1) - I(u_1; u_2) \). The first condition leads to equality in Eq. 2.4. The second condition implies that the rate achieved over a channel where the interference is only known at the transmitter must be the same as that achieved when the interference is known at the receiver. We shall see that both conditions can be fulfilled if the broadcast channel is Gaussian.

### 2.1.3.4 Sato bound

Marton’s achievability region represents an inner bound to the capacity region of arbitrary broadcast channels. A well known outer bound to the capacity region of arbitrary broadcast channels was presented by Sato in [99]. This result states that for a broadcast channel \((X, p(y_1, y_2|x), Y_1 \times Y_2)\) the capacity region for a given choice of \( p(x) \) is confined within the following region,

\[
R_1 \leq I(x; y_1), \\
R_2 \leq I(x; y_2), \\
R_1 + R_2 \leq \min_{p(y_1, y_2|x)} \{I(x; y_1, y_2)\}, \text{ subject to } p(y_1|x) \text{ and } p(y_2|x). \]  

The bounds for the individual rates are trivial and were already noted by Cover in [38]. The bound on the sum rate relies on two simple facts. The first is that \( I(x; y_1, y_2) \) represents the maximum throughput achievable over the channel if the two users can cooperate. If the users can not cooperate the throughput will be necessarily less or equal. Indeed, users with cooperation capability might always choose not to cooperate should this strategy increase the sum rate. The second fact is that the capacity region of the broadcast channel does not depend on the joint transition probability function \( p(y_1, y_2|x) \) but only on the marginal distributions \( p(y_1|x) \) and \( p(y_2|x) \) (see Theorem 2.1.1). As \( I(x; y_1, y_2) \) does depend on \( p(y_1, y_2|x) \) the tightness of the cooperative bound can be maximized by minimizing over the joint transition probability function while keeping the marginals fixed.
2.2 The Gaussian broadcast channel

Having reviewed basic information theoretic results on general broadcast channels, we now turn our attention to Gaussian broadcast channels. A broadcast channel \((\mathcal{X}, p(y_1, y_2, \ldots, y_K|x), \mathcal{Y}_1 \times \mathcal{Y}_2 \times \cdots \times \mathcal{Y}_K)\) is said to be Gaussian if the probability transition function has the form of a multivariate Gaussian probability density function, being the input and the output alphabets real Euclidean spaces. Alternatively, if the physical medium permits transmission of in-phase and quadrature components, complex Euclidean spaces can be considered as input and output alphabets and the probability transition function adopts the form of a multivariate circularly symmetric complex Gaussian probability density function \([119]\). In the following, this last class of Gaussian broadcast channels will be considered.

Assume a \(t\)-dimensional complex-valued input alphabet, i.e., \(X = \mathbb{C}^t\), and \(r_k\)-dimensional complex-valued output alphabets, \(Y_k = \mathbb{C}^{r_k}\). Gaussian broadcast channels admit the following algebraic representation,

\[
y = Hx + n
\]

with

\[
y = \begin{bmatrix} y_1 \\ \vdots \\ y_K \end{bmatrix}, \quad n = \begin{bmatrix} n_1 \\ \vdots \\ n_K \end{bmatrix}, \quad H = \begin{bmatrix} H_1 \\ \vdots \\ H_K \end{bmatrix}.
\]

In this model, \(H_k \in \mathbb{C}^{r_k \times t}\), which is called the channel matrix of user \(k\), describes the transformation that the transmitted signal \(x \in \mathbb{C}^t\) experiences while propagating from the transmitter to receiver \(k\). The resulting signal is corrupted by an additive circularly symmetric complex Gaussian noise vector \(n_k \in \mathbb{C}^{r_k}\) giving rise to the received signal \(y_k \in \mathbb{C}^{r_k}\). Usually, the noise is assumed to be zero-mean and a constraint is considered that limits the average power of the transmitted signal, i.e., \(E\{\|x\|_2^2\} \leq P\).

2.2.1 The single-input Gaussian broadcast channel

In this section we examine the single-input, \(t = 1\), Gaussian broadcast channel. A physical scenario corresponding to this model is the downlink of a cellular communication system with a single antenna at the transmitter (see Fig. 2.5). For the two user case, i.e., \(K=2\), the channel is given by a pair of equations,

\[
y_1 = h_1 x + n_1, \\
y_2 = h_2 x + n_2.
\]

In the following, it is shown that this is a degraded broadcast channel. To this end, first, consider the broadcast channel obtained by applying matched filters at the receivers,

\[
\tilde{y}_1 = x + \tilde{n}_1, \\
\tilde{y}_2 = x + \tilde{n}_2,
\]

where \(\tilde{y}_k = \alpha_k^{-1} h_k^H R_k^{-1} y_k\), being \(R_k\) the covariance matrix of the noise process affecting user \(k\) and \(\alpha_k = h_k^H R_k^{-1} h_k\).
It can be shown that this processing at the receivers preserves capacity and, therefore, Eqs. 2.7, 2.8 constitute an alternative model for the original channel. In order to see that this is true, consider a family of codes $C_n \equiv (2^{nR_1}, 2^{nR_2}, n)$ such that transmission errors tend to zero as $n \to \infty$ for an achievable pair of rates $(R_1, R_2)$. Without loss of optimality, the decoders can be assumed to be maximum-likelihood estimators,

$$g_k(y^n_k) = \arg \max_{1 \leq w_k \leq 2^{nR_k}} \{ p(y^n_k|w_k) \} = \hat{w}_k.$$ 

Note that error-free transmission implies that the receivers are able to recognize unambiguously the message that originated the received sequence and, therefore, as $n \to \infty$, $p(y^n_k|w_k) \to 0$ for all except for the transmitted message. Now, we shall show that $p(y^n_k|w_k) = f(y^n_k)p(\tilde{y}^n_k|w_k)$, i.e., the maximizer of $p(y^n_k|w_k)$ is also the maximizer of $p(\tilde{y}^n_k|w_k)$ and, therefore, $\tilde{y}^n_k$ is a sufficient statistic for detection of the transmitted message \[67\]. The likelihood function $p(y^n_k|w_k)$ can be written in terms of the transmitted sequence $x^n$ as follows,

$$p(y^n_k|w_k) = \int_{\mathbb{C}^n} p(y^n_k|x^n, w_k)p(x^n|w_k)dx^n,$$

$$= \int_{\mathbb{C}^n} p(y^n_k|x^n)p(x^n|w_k)dx^n,$$ 

where the second equality is due to the fact that $w_k \to x \to y_k$ form a Markov chain. In turn, using the fact that the channel is memoryless and some algebra, we can write

$$p(y^n_k|x^n) = \prod_{i=1}^{n} p(y_{k,i}|x_i),$$

$$= \prod_{i=1}^{n} \frac{1}{\pi^{R_k}} \exp - (y_{k,i} - h_{k,i}x_i)^H R_k^{-1} (y_{k,i} - h_{k,i}x_i),$$

$$= \prod_{i=1}^{n} \frac{1}{\pi^{R_k}|R_k|} \exp - (y_{k,i}^H R_k^{-1} y_{k,i} - \alpha_k |\tilde{y}_{k,i}|^2) \exp - \alpha_k |\tilde{y}_{k,i} - x_i|^2,$$

$$= f(y^n_k) \prod_{i=1}^{n} - \alpha_k |\tilde{y}_{k,i} - x_i|^2,$$

$$= f(y^n_k) p(\tilde{y}^n_k|x^n).$$

Now, plugging this result into Eq. 2.9 we finally obtain

$$p(y^n_k|w_k) = f(y^n_k) \int_{\mathbb{C}^n} p(\tilde{y}^n_k|x^n)p(x^n|w_k)dx^n,$$

$$= f(y^n_k) \int_{\mathbb{C}^n} p(\tilde{y}^n_k|x^n, w_k)p(x^n|w_k)dx^n,$$

$$= f(y^n_k) p(\tilde{y}^n_k|w_k).$$

Let $\sigma_1^2$ and $\sigma_2^2$ be the variances of the zero-mean Gaussian variables $\tilde{n}_1$ and $\tilde{n}_2$, respectively, and assume that $\sigma_2^2 \geq \sigma_1^2$, without loss of generality. Then, the following physically
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Figure 2.5: Gaussian broadcast channel with single transmit antenna.

degraded broadcast channel can be defined

\[ \tilde{y}_1 = x + \tilde{n}_1, \]
\[ \tilde{y}_2 = x + \tilde{n}_1 + \tilde{n}_2, \]

with \( E\{|\tilde{n}_2|^2\} = \sigma^2_2 - \sigma^2_1 \). While in general \( p(\tilde{y}_1, \tilde{y}_2|x) \neq p(\tilde{y}_1, \tilde{y}_2|x) \), it is easy to see that \( p(\tilde{y}_1|x) = p(\tilde{y}_1|x) \) and \( p(\tilde{y}_2|x) = p(\tilde{y}_2|x) \). Thus, we note that for every Gaussian broadcast channel with a single transmit antenna an equivalent physically degraded broadcast channel can be found, which proves that these channels are themselves degraded.

In [5], Bergmans showed that, under an average power constraint, all achievable rate pairs can be reached by using a Gaussian distribution for the generation of the codebook. Using the notation employed in Section 2.1.2, the signals intended for user 2 are generated according to \( u \sim \mathcal{CN}(0, (1 - \alpha)P) \) and

\[ p(x|u) = \frac{1}{\pi \alpha P} \exp \left(-\frac{|x-u|^2}{\alpha P}\right) \]

for \( 0 \leq \alpha \leq 1. \)

Equivalently, we can denote the signal intended for user 2 by \( u_2 = u \) and define a signal \( u_1 \) that is intended for the first user, statistically independent with respect to \( u_2 \) and generated according to \( u_1 \sim \mathcal{CN}(0, \alpha P) \). The transmitted signal is given by

\[ \tilde{y}_1 = x + \tilde{n}_1 \]
\[ \tilde{y}_2 = x + \tilde{n}_2 \]

2In [5] a broadcast channel with real-valued inputs and outputs is assumed. The results obtained under this assumption immediately apply to the case of complex-valued inputs and outputs by noting that, due to the circularly symmetric noise, the channel given by Eqs. 2.7 and 2.8 can be viewed as a superposition of two parallel real-valued broadcast channels.
\( x = u_1 + u_2 \). Using this notation, we can see that the pairs of achievable rates are given by

\[
R_1 = \log \left( 1 + \frac{\alpha P}{\sigma_1^2} \right),
\]
\[
R_2 = \log \left( 1 + \frac{(1 - \alpha)P}{\sigma_2^2 + \alpha P} \right).
\]

The boundary of the capacity region, defined by these equations and parameterized by \( \alpha \), can be visualized in Fig. 2.6 for a broadcast channel with \( P = 10 \), \( \sigma_1^2 = 1/2 \) and \( \sigma_2^2 = 1 \). A salient property of degraded Gaussian broadcast channels is that the sum capacity is always achieved by assigning all power to the best user. This is easily shown by adding Eqs. 2.10 and 2.11 and rewriting the resulting expression as

\[
R_1 + R_2 = \log \left( \sigma_1^2 + \alpha P \right) - \log \left( \sigma_2^2 + \alpha P \right) + \log \left( \frac{\sigma_2^2 + P}{\sigma_1^2} \right).
\]

This expression reaches its maximum at \( \alpha = 1 \).

![Figure 2.6: Capacity region for a degraded Gaussian broadcast channel with \( P = 10 \) dB, \( \sigma_1^2 = 1/2 \) and \( \sigma_2^2 = 1 \).](image)

### 2.2.2 The multiple-input Gaussian broadcast channel

In contrast to single-input Gaussian broadcast channels, multiple-input Gaussian broadcast channels are, in general, non-degraded. In order to illustrate this fact consider the two-user channel given by

\[
y_1 = H_1 x + n_1,
\]
\[
y_2 = H_2 x + n_2,
\]
with $x \in \mathbb{C}^t$, $t > 1$, and assume that there exists $x_0 \neq 0$ such that $x_0 \in \text{Null}\{H_1\}$ and $x_0 \not\in \text{Null}\{H_2\}$. If this channel were degraded, a conditional probability density function $p'(y_2|y_1)$ would exist such that

$$p(y_2|x) = \int_{\mathbb{C}^r} p'(y_2|y_1)p(y_1|x)dy_1 \quad (2.13)$$

for all values of $x$. For any input $\alpha x_0$, we observe that $p(y_1|\alpha x_0) = p(n_1)$ and, therefore, for any fixed $p'(y_2|y_1)$ the right-hand side of Eq. 2.13 is not a function of the scalar $\alpha$. However, the left-hand side clearly depends on $\alpha$. Thus, no $p'(y_2|y_1)$ can be found that satisfies Eq. 2.13 for all possible inputs and, therefore, the channel is not degraded.

Even if $\text{Null}\{H_1\} = \text{Null}\{H_2\}$ the multiple-input channel is generally non-degraded. This is due to the fact that, in general, a ranking of vector channels can not be established. As an example, consider two users with $H_1 = H_2 = I_d$, $d > 1$, and noise vectors $n_1$ and $n_2$ such that $E\{n_1n_1^H\} = \text{diag}[\sigma_1^2, \ldots, \sigma_d^2]$ and $E\{n_2n_2^H\} = \text{diag}[\sigma_d^2, \ldots, \sigma_1^2]$, with $\sigma_1^2 > \cdots > \sigma_d^2$. By no means can a physically degraded model be found according to which the signal received by one user is a degraded replica of the signal that the other user receives. This happens because it is impossible to establish an order between the noise vectors experienced by the users.

In the next sections, first, a particular instance of the Marton region is discussed for this kind of channels. This region is based on successive encoding and a particularization of the coding scheme presented in [54] to Gaussian channels called dirty paper coding (DPC) [37]. Then, we will describe some of the most important properties of this region such as the duality with the capacity region of the multiple access channel (MAC). Finally, we will conclude with a brief review of the work that led to the finding that this region is actually the capacity region of the Gaussian channel with multiple inputs.

### 2.2.2.1 Writing on Dirty Paper

The title of this section is the same as the title of the famous paper by Costa [37]. It emphasizes the analogy between writing on a paper with spots or dirt and coding on a channel with known interference at the transmitter. The writer, who intends to cipher a message for the reader, knows where the spots are placed on the paper and uses this knowledge to counteract any adverse effect of these on the communication process. Similarly, the encoder knows the interference and applies such knowledge so as to counteract its negative effects. Both reader and receiver can perfectly ignore the interference while being able to decode the message. That means that the receiver does not need to know the interference in order to recover the transmitted message.

Essentially, in [37], Costa applies the result presented in [54] and discussed in Section 2.2.2.2 to the scalar Gaussian channel and derives the optimum distribution for the input parameters.³

For the channel

$$y = s + u + z$$

³Note that, though derived for discrete alphabets, the result presented in [54] and discussed in Section 2.2.2.2 can be readily extended to continuous alphabets by using the methods employed in [52] in order to prove the channel coding theorem for continuous alphabets.
with noise \( z \sim \mathcal{CN}(0, \sigma_z^2) \), interference \( u \sim \mathcal{CN}(0, \sigma_u^2) \) and transmit power constraint \( \mathbb{E}\{|s|^2\} \leq P \), Costa showed that optimality is achieved by choosing a Gaussian probability density function \( p(v, u, s) \) with zero mean and covariance matrix

\[
R = \mathbb{E}\left\{ \begin{bmatrix} v \\ u \\ s \end{bmatrix} \right\} \begin{bmatrix} P + \alpha^2 \sigma_u^2 & \alpha \sigma_u^2 & P \\ \alpha \sigma_u^2 & \sigma_u^2 & 0 \\ P & 0 & P \end{bmatrix},
\]

with

\[
\alpha = \frac{P}{P + \sigma_z^2}.
\]

Furthermore, the capacity thus achieved was shown to be the same as that of the Gaussian channel without the known interference, i.e.,

\[
I(s; y|u) = I(v; y) - I(v; u). \tag{2.14}
\]

Thus, in such a channel interference does not diminish capacity as long as it is known at the transmitter. Note that this optimum coding scheme results in transmit signals and interference being mutually uncorrelated.

In [140], this result was extended to vector channels,

\[
y = s + u + z \tag{2.15}
\]

with noise \( z \sim \mathcal{CN}(0, R_z) \), interference \( u \sim \mathcal{CN}(0, R_u) \) and transmit power constraint \( \mathbb{E}\{\|s\|_2^2\} \leq P \). Optimality is also achieved by choosing the transmit signal \( s \) to be statistically independent of the interference \( u \) and \( v = s + \Gamma u \) with \( \Gamma = R_s (R_s + R_z)^{-1} \), where \( R_s = \mathbb{E}\{ss^\dagger\} \). The resulting rate is the same as that achievable over the channel \( y = s + z \) with transmit covariance matrix \( R_s \).

In recent years there have been further extensions of this result in several directions. In [148] the authors show that the known interference can also be completely neutralized even if the interference and noise processes are not stationary or ergodic. In [35] the authors show that this result also holds for an ergodic known interference with arbitrary distribution provided that the noise is Gaussian distributed. Finally, in [46] it is shown that the result also holds for an arbitrarily varying known interference provided that common randomness is shared by transmitter and receiver.

### 2.2.2.2 Dirty paper coding region

Given a Gaussian broadcast channel as represented by Eq. 2.6 and considering the Marton achievability region discussed in cf. Section 2.1.3.1, the question arises about how to choose the joint probability density function \( p(x, u_1, \ldots, u_K) \) of the auxiliary variables \( u_k \), \( k \in \{1, \ldots, K\} \), and the transmit signal \( z \) in order to maximize the extension of the achievable region for this kind of channels. A reasonable choice for \( p(x, u_1, \ldots, u_K) \) can be made that is based on a successive encoding scheme (cf. Section 2.2.2.2) and dirty paper coding in

\footnote{In [37] real-valued noise and interference were assumed. However, the result straightforwardly extends to circularly symmetric complex-valued noise and interference.}
order to suppress interference caused by previously encoded users. This choice of statistics was first proposed by Caire et al. [23] for the case of single antenna receivers. Yu et al. [145] first characterized the set of rates that are achievable with this choice of statistics in a broadcast channel with an arbitrary number of antennas at the receivers. Here, a precise description is given of all variables involved in the encoding process, how these variables are related and all choices and assumptions that must be made on all signals in order to arrive at a joint probability function \( p(x, u_1, \cdots, u_K) \) that is based on dirty paper coding.

For the general successive encoding approach, the relation between the signals involved in the encoding process is illustrated in Fig. 2.7. As already pointed out in Section 2.2.2.2, successive encoding requires the introduction of variables \( s_k, k \in \{1, \ldots, K\} \), representing the signals actually sent by the users. As can be observed in Fig. 2.7, assuming that the encoding order is given by the user index, i.e., user 1 is encoded first and user K is the last encoded user, the joint probability density function of all these signals factorizes as follows,

\[
p(x, s_1, \cdots, s_K, u_1, \cdots, u_K) = p(x|s_1, \cdots, s_K) \prod_{k=1}^{K} p(s_k|u_k, s_1, \cdots, s_{k-1})p(u_1, \cdots, u_K). \tag{2.16}
\]

![Figure 2.7: Successive coding for the Gaussian MIMO broadcast channel.](image)

In order to simplify matters all signals can be chosen to be jointly Gaussian. It makes sense to choose \( x \) to be a deterministic function of the signals \( s_1, \ldots, K \) as otherwise information would be already lost before transmission. If the chosen function is linear, we can write \( p(x|s_1, \ldots, s_K) = \delta(x - \sum_{k=1}^{K} B_k s_k) \). Correspondingly, the signal received by user \( k' \) is given by

\[
y_{k'} = H_{k'} B_{k'} s_{k'} + H_{k'} \sum_{k<k'} B_k s_k + H_{k'} \sum_{k>k'} B_k s_k + n_{k'}.
\]

Signals \( s_1, \ldots, K \) are chosen to be mutually uncorrelated with covariance matrix \( E \{ s_k s_k^H \} = I_{m_k} \) and \( m_k = \text{Rank} \{ H_k \} \). Choosing these signals to be mutually uncorrelated is perfectly consistent with the dirty paper coding scheme, which delivers transmit signals that are uncorrelated with the known interference. Choosing these signals to be white does not represent any restriction as any wished correlation can be enforced by a convenient choice of the matrices \( B_{1, \ldots, K} \). Finally, choosing the dimension of these vectors to be equal to
the rank of the respective channel matrix is without loss of optimality as this constitutes the maximum number of dimensions over which information can be transmitted. As a consequence of these assumptions, the transmit power constraint can be written in terms of the beamforming matrices as

$$\sum_{k=1}^{K} \text{Tr} \left\{ B_k B_k^H \right\} \leq P. \quad (2.17)$$

Once these choices have been made, all other statistical relations between signals follow from the successive application of the dirty paper coding scheme. For the first user, the received signal is given by

$$y_1 = H_1 B_1 s_1 + H_1 \sum_{k>1} B_k s_k + n_k.$$

We observe that the second and third terms on the right-hand side correspond to unknown interference and noise. Correspondingly, if $u_1 = s_1$, i.e., $p(s_1|u_1) = \delta(s_1 - u_1)$, is chosen, the following rate can be achieved that is optimum given a fixed beamforming matrix $B_1$,

$$R_1 = \log_2 \left( \frac{|I_{r_1} + H_1 \sum_{k=1}^{K} \Sigma_k H_1^H|}{|I_{r_1} + H_1 \sum_{k=2}^{K} \Sigma_k H_1^H|} \right).$$

In the above expression $\Sigma_k = B_k B_k^H$ represents the transmit covariance matrix for user $k$. For notational convenience, the noise vector has been assumed to be white with unit-variance entries. Note that this assumption is without loss of generality as noise whitening is, for all practical purposes, an invertible operation that can always be reversed by the decoder. That is, from a broadcast channel with colored noise an equivalent broadcast channel with white noise can be obtained by whitening the noise at each receiver and regarding the products of each of the original channel matrices and the corresponding noise whitening filters as the channel matrices of the new "whitened" broadcast channel. Therefore, the white noise assumption shall hold by default for the rest of the discussion unless otherwise stated.

For the second user, the received signal is given by

$$y_2 = H_2 B_2 s_2 + H_2 B_1 s_1 + H_2 \sum_{k=3}^{K} B_k s_k + n_k.$$

Here, the second term on the right-hand side represents the interference known at the transmitter. The third and fourth are the terms corresponding to unknown interference and noise. Now, we can identify these terms with the corresponding terms in Eq. 2.15, i.e.,

$$s = H_2 B_2 s_2, \quad u = H_2 B_1 s_1, \quad z = H_2 \sum_{k=3}^{K} B_k s_k + n_k.$$
As pointed out in the previous section, in this case, optimality is achieved if the codebook is generated according to a random variable

\[ v = s + \Gamma u \]

\[ = H_2 B_2 s_2 + H_2 B_2 B_2^H H_2^H \left( I_{r_2} + H_2 \sum_{k=2}^{K} B_k B_k^H H_2^H \right)^{-1} H_2 B_1 s_1. \]

This random variable can be viewed as the actual codebook associated to the random variable \( u_2 \) transformed by the product of the corresponding beamforming matrix and the channel, i.e., \( v = H_2 B_2 u_2 \). In fact, if \( H_2 B_2 \) is invertible it can be written as

\[ I(s_2; y_2 | s_1) = I(v; y_2) - I(v; s_1) = I(u_2; y_2) - I(u_2; s_1), \]

which confirms that by choosing

\[ u_2 = s_2 + B_2^H H_2^H \left( I_{r_2} + H_2 \sum_{k=2}^{K} B_k B_k^H H_2^H \right)^{-1} H_2 B_1 s_1, \quad (2.18) \]

the rate

\[ R_2 = I(s_2; y_2 | s_1) = \log_2 \left( \frac{I_{r_2} + H_2 \sum_{k=2}^{K} \Sigma_k H_2^H}{I_{r_2} + H_2 \sum_{k=3}^{K} \Sigma_k H_2^H} \right) \]

is achievable for user 2. Proceeding in the same way for the rest of successive encoding steps, the maximum achievable rate for user \( k' \) can be written as

\[ R_{k'} = I(s_{k'}; y_{k'} | s_1, \ldots, s_{k'-1}) = \log_2 \left( \frac{|I_{r_{k'}} + H_{k'} \sum_{k=k'}^{K} \Sigma_k H_{k'}^H|}{|I_{r_{k'}} + H_{k'} \sum_{k=k'+1}^{K} \Sigma_k H_{k'}^H|} \right), \quad (2.19) \]

which can be attained by using a codebook generated according to the random variable

\[ u_{k'} = s_{k'} + B_{k'}^H H_{k'} \left( I_{r_{k'}} + H_{k'} \sum_{k=k'}^{K} B_k B_k^H H_{k'}^H \right)^{-1} H_{k'} \sum_{k=1}^{k'-1} B_k s_k. \quad (2.20) \]

At this point we come back to Fig. 2.7 and recall Eq. 2.16. Due to the fact that \( u_{k'} \) is obtained by adding \( s_{k'} \) and linear transformations of \( s_{1,\ldots,k'-1} \), \( s_{k'} \) is a deterministic function of \( u_{k'} \) and \( s_{1,\ldots,k'-1} \), i.e., \( s_{k'} = f(u_{k'}, s_1, \ldots, s_{k'-1}) \) and, therefore, \( p(s_{k'} | u_{k'}, s_1, \ldots, s_{k'-1}) = \delta(s_{k'} - f(u_{k'}, s_1, \ldots, s_{k'-1})) \). In turn, the joint probability density function \( p(u_1, \ldots, u_K) \) is completely characterized by Eq. 2.20 and the distribution initially assumed for the signals \( s_{1,\ldots,K} \). Thus, we observe that \( p(x, u_1, \ldots, u_K) \) is the result of assuming a certain encoding order, Gaussian distribution for all variables, the choice of beamforming matrices, certain

---

5 Due to the fact that the number of columns in \( B_2 \) is equal to the rank of \( H_2 \), \( H_2 B_2 \) is always invertible unless the columns of \( B_2 \) are linearly dependent or some of these columns lie in the nullspace of \( H_2 \). In the first case the number of columns could be reduced in order to obtain a full-rank matrix \( B_2 \) without loss in performance. The second case means that resources are wasted by transmitting signals over directions that will never reach the receiver. This does not make sense and should be avoided.
2.1.3.1). The following example shall illustrate some of these details. Points on the facets can also be achieved by performing simultaneous encoding (cf. Section 2.1.3.1). For a particular choice of statistics the achievable region is given by

\[ R_{\text{Marton}} = \left\{ \rho \in \mathbb{R}_+ : \sum_{i \in S} R_i \leq \sum_{i \in S} (I(u_i; y_i) - h(u_i)) + h(u_{i \in S}), \forall S \subseteq \{1, \ldots, K\} \right\}, \tag{2.21} \]

where \( \rho = [R_1, \cdots, R_K]^T \), \( h(u_i) \) is the differential entropy of \( u_i \) and \( h(u_{i \in S}) \) represents the joint entropy of all variables with indexes in \( S \). This is a generalization of the Marton region for the two-user case discussed in Section 2.1.3.1. Observe that this region has the form of a convex polytope in a \( K \)-dimensional space since it is defined as the intersection of a number of half-spaces. The rates given by Eq. 2.19 represent only a vertex of this region. The other vertices are achieved by varying the encoding order while keeping \( p(x, u_1, \cdots, u_K) \) fixed. Points on the facets can also be achieved by performing simultaneous encoding (cf. Section 2.1.3.1). The following example shall illustrate some of these details.

Assume a two-user Gaussian broadcast channel with channel matrices

\[ H_1 = \begin{bmatrix} 1 & 1/2 & 2 \\ -1 & 2 & 1/4 \end{bmatrix}, \quad H_2 = \begin{bmatrix} 1/2 & 3 & 1/3 \\ 1 & -1 & -2 \end{bmatrix}. \tag{2.22} \]

If we choose

\[ B_1 = \begin{bmatrix} 1 & -1 \\ 1 & 2 \\ 2 & 1/2 \end{bmatrix}, \quad B_2 = \begin{bmatrix} -1 & 1/3 \\ 1 & -1/3 \\ -1/2 & -1 \end{bmatrix} \]

to be the respective beamforming matrices, the auxiliary signals \( s_1 \) and \( s_2 \) are chosen to be uncorrelated and white, as discussed above, and apply dirty paper coding under the assumption that user 1 is encoded first, the resulting statistics \( p(x, u_1, u_2) \) give rise to the Marton region whose boundary is depicted by the solid line in Fig. 2.8. There, the vertex surrounded by the circle is reached if for these statistics user 1 is actually coded first. In this case, the rates are given by

\[ R_1 = I(u_1; y_1) = \log_2 \left( \frac{|I_2 + H_1 \Sigma_1 H_1^H + H_1 \Sigma_2 H_2^H|}{|I_2 + H_1 \Sigma_2 H_1^H|} \right), \]

\[ R_2 = I(u_2; y_2) - I(u_1; u_2) = I(u_2; y_2|u_1) = \log_2 \left( |I_2 + H_2 \Sigma_2 H_2^H| \right), \]

which are those obtained from application of the dirty paper coding scheme. Alternatively, for these statistics, we could choose to code user 2 first (cf. Section 2.1.3.1). In that case we would obtain the vertex marked by the square. Now, the resulting rates are given by

\[ R_1 = I(u_1; y_1) - I(u_1; u_2) = \]

\[ = \log_2 \left( \frac{|I_2 + H_1 \Sigma_1 H_1^H + H_1 \Sigma_2 H_2^H|}{|I_2 + H_1 \Sigma_2 H_1^H|} \right) - \]

\[ - \log_2 \left( |I_2 + H_2 \Sigma_2 H_2^H (I_2 + H_2 \Sigma_2 H_2^H)^{-1} H_2 \Sigma_1 H_2^H (I_2 + H_2 \Sigma_2 H_2^H)^{-1}| \right), \]

\[ R_2 = I(u_2; y_2) = \log_2 \left( |I_2 + H_2 \Sigma_2 H_2^H + H_2 \Sigma_2 H_2^H (I_2 + H_2 \Sigma_2 H_2^H)^{-1} H_2 \Sigma_1 H_2^H| \right). \]
Taking into account that $x = B_1 s_1 + B_2 s_2$ and Eq. 2.18, we can write $x$ in terms of $u_1$ and $u_2$ as

$$x = B_1 u_1 + B_2 u_2 - B_2 B_2^H H_2^H (I_2 + H_2 B_2 B_2^H H_2^H)^{-1} H_2 B_1 u_1.$$  

This expression holds for both encoding orders. If user 1 is encoded first, the signal intended for this user is $x_1 = B_1 u_1 = B_1 s_1$, and that intended for user 2 is

$$x_2 = B_2 \left( u_2 - B_2^H H_2^H (I_2 + H_2 B_2 B_2^H H_2^H)^{-1} H_2 B_1 u_1 \right) = B_2 s_2.$$  

By construction, these signals are uncorrelated. If user 2 is encoded first, the signal intended for user 1 is

$$x_1 = \left( B_1 - B_2 B_2^H H_2^H (I_2 + H_2 B_2 B_2^H H_2^H)^{-1} H_2 B_1 \right) u_1,$$  

and that intended for user 2 is $x_2 = B_2 u_2$. These two signals are correlated.

If, now, the statistics of the transmit signals are determined by assuming that user 2 is encoded first, the corresponding region is given by the dashed line in Fig. 2.8. Again, once the statistics are established, we can choose to code in the order assumed for the choice of the statistics, which leads to the vertex marked by the circle, or modify the encoding order, which leads to the vertex marked by the square. Points between the vertices can be theoretically attained in both regions by performing simultaneous encoding with the respective statistics.

Coming back to the general Gaussian broadcast channel with $K$ users, let us define a permutation function $\pi : \{1, \ldots, K\} \rightarrow \{1, \ldots, K\}$ defining the order that is considered in order to determine $p(x, u_1, \cdots, u_K)$, i.e., user $\pi(1)$ is encoded in the first place, user $\pi(2)$ in the second place, and so on. Besides, let $\mathcal{R}^{\text{Marton}}(\pi, \Sigma_1, \ldots, K)$ be the Marton region obtained from the statistics induced by the permutation $\pi$ and beamforming matrices $B_1, \ldots, K$ such that $B_k B_k^H = \Sigma_k$.\footnote{The statistics depend on the transmit covariance matrices and not on the particular choice of beamforming matrices.} For a given transmit power limit $P$ the dirty paper coding region can be now formally defined as

$$\mathcal{R}^{\text{DPC}}(P) = \text{Co} \bigcup_{\pi, \Sigma_1, \ldots, K} \mathcal{R}^{\text{Marton}}(\pi, \Sigma_1, \ldots, K),$$  

where $\text{Co}$ represents the convex hull operator and the transmit covariance matrices $\Sigma_1, \ldots, K$ satisfy the transmit power constraint (cf. Eq. 2.17). Thus, the dirty paper region is given by the convex hull of the union of Marton regions corresponding to all possible statistics that can be defined by application of the dirty paper coding scheme under a given power constraint. Eq. 2.23 represents the conceptual link between the dirty paper region, which has been extensively discussed in the literature in recent years (e.g., [23, 144, 128]), and the Marton achievability region introduced in [80]. Even though this connection has been noted in most of these recent works (cf. [23, 144, 132, 122]), none of these publications makes it explicit. Actually, in the literature, the DPC region is not defined as the convex hull of unions of Marton regions associated with statistics obtained from a DPC-based...
successive encoding scheme. Instead, it is defined as the convex hull of all rates that can be achieved by only considering DPC-based successive encoding as transmission scheme,

\[
\mathcal{R}^{DPC}(P) = 
\bigcup_{\pi, \Sigma_1, ..., K} \left\{ \rho \in \mathbb{R}_+^K : R(\pi, k') \leq \log_2 \left( \frac{I_{\pi(k')} + H_{\pi(k')} \sum_{k > k'} \Sigma_{\pi(k)} H_{\pi(k')}^H}{I_{\pi(k')} + H_{\pi(k')} \sum_{k > k'} \Sigma_{\pi(k)} H_{\pi(k')}^H} \right) \right\}. \quad (2.24)
\]

In other words, for a given ordering and choice of beamforming matrices only the vertex that corresponds to that ordering is considered in the definition of the dirty paper coding region. All other vertices are ignored. Thus, the dirty paper region as defined in the literature is included in the dirty paper region as defined by Eq. 2.23. Indeed, Eq. 2.23 considers all vertices of the Marton region associated with each choice of statistics and not just one. However, due to the fact that the dirty paper region as defined in Eq. 2.24 has been shown to be the actual capacity region, both definitions turn out to be equivalent. The only difference between both definitions is subtle but theoretically interesting. While the definition given by Eq. 2.24 implies the existence of points that can only be achieved by switching among different transmit strategies (time sharing), the definition given by
Eq. 2.23 suggests that, at least for some of these time-sharing points, coding schemes exist that render these points also achievable by just using a unique transmit strategy. This will be further discussed in the next section.

2.2.2.3 The dual multiple access channel

Recall the model for the broadcast channel given by Eq. 2.6 and assume that every user experiences a white noise with unit-variance components, i.e., \( E\{n_k n_k^H\} = I_r, \forall k \). For this broadcast channel, the dual multiple access channel is defined as

\[
r = \sum_{k=1}^{K} H_k^H w_k + z,
\]

where \( r \in \mathbb{C}^t \) is the vector of received signals, \( w_k \in \mathbb{C}^{r_k} \) denotes the vector of transmitted signals corresponding to user \( k \) and \( z \in \mathbb{C}^t \) is a realization of a random variable \( z \sim \mathcal{CN}(0, I) \) representing noise.

The channel just defined is a Gaussian multiple access channel. In general, a multiple access channel is a triple \((W_1 \times \cdots \times W_K, p(r|w_1, \cdots, w_k), \mathcal{R})\) formed by a cartesian product of input alphabets \( W_k, k \in \{1, \ldots, K\} \), a probability transition function \( p(r|w_1, \cdots, w_k) \) and an output alphabet \( \mathcal{R} \). In contrast to general broadcast channels, the capacity region of general multiple access channels is known [2]. For a fixed distribution of the inputs \( p(w_1)p(w_2)\cdots p(w_K) \) the capacity region is given by

\[
R_{\text{MAC}}(p(w_1)p(w_2)\cdots p(w_K)) = \left\{ \rho \in \mathbb{R}^K_+ : \sum_{k \in \bar{S}} R_k \leq I(w_{k \in \bar{S}}; r|w_{k \in S}), \forall S \subseteq \{1, \ldots, K\} \right\},
\]

where \( \bar{S} = \{1, \ldots, K\} \setminus S \) and \( I(w_{k \in \bar{S}}; r|w_{k \in S}) \) is the mutual information between the input variables with indexes in \( S \) and the output variable \( r \) conditioned on knowledge of the input variables with indexes in \( \bar{S} \). This region is a convex polytope in a \( K \)-dimensional space since it is defined as an intersection of half-spaces. Furthermore, it turns out that for each inequality in the definition there always exists, at least, one point in the region that achieves equality. Due to this property, this region is a polymatroid [121]. As we shall see in the next chapter, this polymatroidal structure turns out to be very useful for solving certain optimization problems defined on the elements of this region.\(^7\) All points of the MAC region can be achieved by performing joint detection at the receiver. Alternatively, one can achieve just the vertices by performing successive decoding and rely on time sharing in order to achieve all other points on the facets and ridges of the region [40]. In order to illustrate this let us look at Fig. 2.9. This figure represents the capacity region of a two-user channel with fixed inputs. Vertex A can be achieved by first decoding information proceeding from user 1 and then, under knowledge of the signal received from this user, decoding the information sent by user 2. In turn, vertex B can be achieved by reversing the decoding order. That is,

\(^7\)This property of the multiple access capacity region is not shared by the Marton region given by Eq. 2.21. For the Marton region there might be inequalities that are loose for all points in the region.
first, user 2 is decoded under the influence of the signal coming from user 1, which acts as interference. Then, information from user 1 is decoded by using the knowledge of the signal received from user 2. In order to achieve the points between vertex A and B the receiver must perform joint detection, i.e., it must search in the codebooks for a pair of transmit signals \((w_{1n}, w_{2n})\) that is jointly typical with the received sequence \(y^n\). Alternatively, the receiver can perform successive decoding and switch between both decoding orders (time sharing) in order to reach any point on this segment.

![Figure 2.9: Capacity region of a two-user multiple access channel with fixed input distributions.](image)

Hence, joint detection is not strictly necessary for attaining all points of the MAC capacity region. Elaborating on this idea an alternative definition of \(\mathcal{R}_{\text{MAC}}(p(w_1)p(w_2) \cdots p(w_K))\) can be given that is completely based on successive decoding and time sharing,

\[
\mathcal{R}_{\text{MAC}}(p(w_1)p(w_2) \cdots p(w_K)) = \text{Co} \bigcup_{\bar{\pi}} \{ \rho \in \mathbb{R}_+^K : R_{\bar{\pi}(k)} \leq I (w_{\bar{\pi}(k)}; r|w_{\bar{\pi}(1)}, \ldots, w_{\bar{\pi}(k-1)}) , \ k = 1, \ldots, K \}.
\]  

(2.27)

In this definition, \(\bar{\pi} : \{1, \ldots, K\} \to \{1, \ldots, K\}\) is a permutation function that determines the order in which users are decoded, i.e., user \(\bar{\pi}(1)\) is decoded first, user \(\bar{\pi}(2)\) second, and so on. The union operation is over all possible permutations and the convex hull operation is needed in order to achieve those points for which a time-sharing strategy is required. Mathematically speaking, Eq. 2.26 defines a convex polytope in terms of supporting hyperplanes while Eq. 2.27 defines the same polytope as the convex hull of a given set of points, namely, the vertices.

For the Gaussian multiple access channel it is easily shown that optimum inputs are Gaussian distributed [40]. Thus, choosing the inputs in Eq. 2.25 to be zero-mean Gaussian
distributed and fixing the transmit covariance matrices of these inputs, Eq. 2.27 can be rewritten as

\[
\mathcal{R}^{\text{MAC}}(Q_{1,\ldots,K}) = \log_2 \left( \frac{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} H_{\bar{\pi}(k)}^H Q_{\bar{\pi}(k')} H_{\bar{\pi}(k)}^H|}{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)}^H|} \right), \quad k = 1, \ldots, K \tag{2.28}
\]

where \( Q_k = \mathbb{E}\{w_k w_k^H\} \) is the transmit covariance matrix of user \( k \).

Once some of the basic properties of multiple access channels have been discussed, two theorems follow that establish the link between a Gaussian broadcast channel and its dual multiple access channel [128].

**Theorem 2.2.1.** In the dual multiple access channel of a given broadcast channel, assume a decoding order \( \bar{\pi} \) and a set of transmit covariance matrices \( Q_{1,\ldots,K} \) and let \( \mathbf{\rho}^{\text{MAC}} \) be the vector of achievable rates with this order and these matrices, i.e.,

\[
R^{\text{MAC}}_{\bar{\pi}(k')} = \log_2 \left( \frac{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)}^H|}{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)}^H|} \right), \quad \forall k' \in \{1, \ldots, K\}.
\]

Then, there exists a set of transmit covariance matrices \( \Sigma_{1,\ldots,K} \) in the original broadcast channel such that, for the encoding order \( \pi(k) = \bar{\pi}(K - k + 1) \), \( \mathbf{\rho}^{\text{DPC}} = \mathbf{\rho}^{\text{MAC}} \), where

\[
R^{\text{DPC}}_{\pi(k')} = \log_2 \left( \frac{|I_T + H_{\pi(k')} \sum_{k \geq k'} \Sigma_{\pi(k)} H_{\bar{\pi}(k)}^H|}{|I_T + H_{\pi(k')} \sum_{k \geq k'} \Sigma_{\pi(k)} H_{\bar{\pi}(k)}^H|} \right), \quad \forall k' \in \{1, \ldots, K\}.
\]

Furthermore, \( \text{Tr} \left\{ \sum_{k=1}^K \Sigma_k \right\} \leq \text{Tr} \left\{ \sum_{k=1}^K Q_k \right\} \).

According to this theorem, for a given constraint on the overall transmitted power, every rate vector that is achievable in the dual MAC by performing successive detection is also achievable in the original BC by performing successive encoding based on the dirty paper coding scheme. This is possible by setting the encoding order in the BC to be the reversed of the decoding order in the MAC. The next theorem states the converse, namely, if a certain rate vector can be achieved in the BC by applying DPC, that same vector can also be achieved in the dual MAC by performing successive detection with reversed ordering.

**Theorem 2.2.2.** Given a Gaussian broadcast channel, assume an encoding order \( \pi \) and a set of transmit covariance matrices \( \Sigma_{1,\ldots,K} \) and let \( \mathbf{\rho}^{\text{DPC}} \) be the vector of rates that can be achieved with this order and these matrices using dirty paper coding, i.e.,

\[
R^{\text{DPC}}_{\pi(k')} = \log_2 \left( \frac{|I_T + H_{\pi(k')} \sum_{k \geq k'} \Sigma_{\pi(k)} H_{\bar{\pi}(k')}^H|}{|I_T + H_{\pi(k')} \sum_{k \geq k'} \Sigma_{\pi(k)} H_{\bar{\pi}(k')}^H|} \right), \quad \forall k' \in \{1, \ldots, K\}.
\]

Then, there exists a set of transmit covariance matrices \( Q_{1,\ldots,K} \) in the dual multiple access channel such that, for the decoding order \( \bar{\pi}(k) = \pi(K - k + 1) \), \( \mathbf{\rho}^{\text{MAC}} = \mathbf{\rho}^{\text{DPC}} \), where

\[
R^{\text{MAC}}_{\bar{\pi}(k')} = \log_2 \left( \frac{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)}^H|}{|I_T + \sum_{k \geq k'} H_{\bar{\pi}(k')} Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)}^H|} \right), \quad \forall k' \in \{1, \ldots, K\}.
\]
Furthermore, \( \text{Tr} \left\{ \sum_{k=1}^{K} Q_k \right\} \leq \text{Tr} \left\{ \sum_{k=1}^{K} \Sigma_k \right\} \).

In [128] an specific algorithm is given in order to transform transmit covariance matrices achieving a certain rate vector in the dual MAC into transmit covariance matrices achieving that vector in the broadcast channel and vice versa. As a consequence of the first theorem we can write

\[
\mathcal{R}^{\text{MAC}}(P) = \bigcup_{Q_{1,...,K}} \mathcal{R}^{\text{MAC}}(Q_{1,...,K}) \subseteq \mathcal{R}^{\text{DPC}}(P) \quad \text{with} \quad \text{Tr} \left\{ \sum_{k=1}^{K} Q_k \right\} \leq P. \tag{2.29}
\]

By contrast, even if we use Eq. 2.24 as the definition of the DPC region, Theorem 2.2.2 alone does not imply the inclusion in the inverse direction. This is due to the convex hull operator in Eq. 2.24, which might incorporate rate vectors that lie outside \( \mathcal{R}^{\text{MAC}}(P) \). However, this possibility can be discarded by proving that \( \mathcal{R}^{\text{MAC}}(P) \) is a convex set. To this end, assume that \( \rho \) and \( \hat{\rho} \) are two rate vectors that belong to \( \mathcal{R}^{\text{MAC}}(P) \). Making use of Eq. 2.26, this implies that there are matrices \( Q_{1,...,K} \) and \( \hat{Q}_{1,...,K} \) such that

\[
\sum_{k \in S} R_k \leq \log_2 \left( |I_t + \sum_{k \in S} H_k^H Q_k H_k| \right), \quad \sum_{k \in S} \hat{R}_k \leq \log_2 \left( |I_t + \sum_{k \in S} H_k^H \hat{Q}_k H_k| \right),
\]

\( \forall S \subseteq \{1,...,K\} \). Now, consider the rate vector \( \hat{\rho} = \mu \rho + (1-\mu)\hat{\rho} \) with \( 0 \leq \mu \leq 1 \). Due to concavity of \( \log_2 |\bullet| \) (cf. [40, Theorem 17.9.1]) we can apply Jensen’s inequality to obtain,

\[
\sum_{k \in S} \hat{R}_k \leq \mu \log_2 \left( |I_t + \sum_{k \in S} H_k^H Q_k H_k| \right) + (1-\mu) \log_2 \left( |I_t + \sum_{k \in S} H_k^H \hat{Q}_k H_k| \right)
\]

\[
\leq \log_2 \left( |I_t + \sum_{k \in S} H_k^H (\mu Q_k + (1-\mu)\hat{Q}_k) H_k| \right)
\]

\[
= \log_2 \left( |I_t + \sum_{k \in S} H_k^H \hat{Q}_k H_k| \right).
\]

Since \( \text{Tr} \left\{ \sum_{k=1}^{K} Q_k \right\} = \mu \text{Tr} \left\{ \sum_{k=1}^{K} Q_k \right\} + (1-\mu) \text{Tr} \left\{ \sum_{k=1}^{K} \hat{Q}_k \right\} \leq P \), we conclude that \( \hat{\rho} \) is also in \( \mathcal{R}^{\text{MAC}}(P) \), from which the convexity of \( \mathcal{R}^{\text{MAC}}(P) \) follows. As a consequence of this property and Theorem 2.2.2 we can write \( \mathcal{R}^{\text{DPC}}(P) \subseteq \mathcal{R}^{\text{MAC}}(P) \) and, therefore, \( \mathcal{R}^{\text{DPC}}(P) = \mathcal{R}^{\text{MAC}}(P) \), at least for the definition of \( \mathcal{R}^{\text{DPC}}(P) \) given by Eq. 2.24. Note that this might not hold if \( \mathcal{R}^{\text{DPC}}(P) \) is given by Eq. 2.23, as this definition incorporates points that, are not attained by direct application of the dirty paper coding scheme. Only as a result of the fact that \( \mathcal{R}^{\text{DPC}}(P) \) as defined in Eq. 2.24 is the actual capacity region of the BC, we can state that both definitions are equivalent.

As it has been already mentioned, fixing the transmit covariance matrices in the multiple access channel a polymatroidal region \( \mathcal{R}^{\text{MAC}}(Q_{1,...,K}) \) is obtained. In addition, due to Theorem 2.2.1 the vertices of this polymatroid can also be achieved in the broadcast channel. More precisely, given the vertex in the MAC region corresponding to a decoding
order $\bar{\pi}$, that vertex can be achieved in the BC by computing the transmit covariance matrices $\Sigma_1, \ldots, K$ according to the transformations given in [128] and successively encoding the users according to a DPC scheme with reversed order $\bar{\pi}$. While in the MAC all vertices are achieved with the same statistics, in the BC, every vertex requires a different set of transmit covariance matrices. Furthermore, if transmission is based on successive DPC coding and only the statistics associated with the vertices are available, points between the vertices are only achievable by performing time sharing. Alternatively, given the statistics of each of the vertices, simultaneous encoding or general successive encoding might be considered. Before concluding this section, let us take a closer look at the relationship between $R_{MAC}(Q_1, \ldots, K)$ and the Marton regions $R_{Marton}(\pi, \Sigma_1, \ldots, K)$ that are obtained from the statistics of each of the vertices in the broadcast channel. To this end, we shall first show some numerical examples and we will finish by stating an interesting conjecture that we will be able to prove for a simple case. Consider the broadcast channel with channel matrices given by

$$H_1 = \begin{bmatrix} 0.7812 & -1.1878 \\ 0.5690 & -2.2023 \end{bmatrix}, \quad H_2 = \begin{bmatrix} -0.8217 & 0.9863 \\ -0.2656 & -0.5186 \end{bmatrix}. $$

In Fig. 2.10 regions are plotted for two different choices of statistics in the dual MAC. The regions labeled as "Example 1" correspond to the following choice of covariance matrices,

$$Q_{1}^{\text{Ex1}} = \begin{bmatrix} 0.2276 & 0.1165 \\ 0.1165 & 2.2472 \end{bmatrix}, \quad Q_{2}^{\text{Ex1}} = \begin{bmatrix} 4.8710 & 3.3979 \\ 3.3979 & 2.6542 \end{bmatrix}. $$

Performing successive detection with ordering $\bar{\pi}(1) = 1, \bar{\pi}(2) = 2$ the point $A_1$ is achieved. This point is achieved in the BC by successively encoding users in the order $\pi(1) = 2, \pi(2) = 1$ according to the DPC scheme with covariance matrices

$$\Sigma_{1}^{A_1} = \begin{bmatrix} 0.5510 & 0.8851 \\ 0.8851 & 1.5270 \end{bmatrix}, \quad \Sigma_{2}^{A_1} = \begin{bmatrix} 7.2116 & -1.4692 \\ -1.4692 & 0.7104 \end{bmatrix}. $$

Keeping these statistics fixed all points of the Marton region delimited by the solid line passing through $A_1$ can be achieved by using simultaneous coding or successive encoding in reversed order, i.e., no time sharing is needed. If the order $\bar{\pi}(1) = 2, \bar{\pi}(2) = 1$ is considered in the MAC, point $B_1$ is attained. The same point is achieved in the BC with DPC, reversed ordering and transmit matrices

$$\Sigma_{1}^{B_1} = \begin{bmatrix} 0.6796 & -0.4894 \\ -0.4894 & 2.5536 \end{bmatrix}, \quad \Sigma_{2}^{B_1} = \begin{bmatrix} 6.4447 & 1.4068 \\ 1.4068 & 0.3220 \end{bmatrix}. $$

The Marton region corresponding to these statistics is delimited by the dotted line passing through point $B_1$. Note that if we limit ourselves to use a successive DPC scheme in the BC, only points $A_1$ and $B_1$ are directly achievable on the sum-rate segment. For all other points time sharing is required. However, considering all points in the Marton region associated to the statistics of any vertex, at least, some fraction of this segment can be achieved directly or, as this example shows, it might even occur that the DPC region is actually enlarged.
In "Example 1" the sum of the traces of the transmit covariance matrices amount to 10. In "Example 2" the covariance matrices are considered that maximize the sum rate for this power, i.e.,

\[
\{Q_1^{E_{x2}}, Q_2^{E_{x2}}\} = \max_{\{Q_i\}} \log_2 \left( |I_H + H_1^H Q_1 H_1 + H_2^H Q_2 H_2| \right),
\]

subject to \(\text{Tr}\{Q_1 + Q_2\} \leq 10\). Solving this convex optimization problem we obtain

\[
Q_1^{E_{x2}} = \begin{bmatrix} 1.1655 & 2.4087 \\ 2.4087 & 4.9781 \end{bmatrix}, \quad Q_2^{E_{x2}} = \begin{bmatrix} 2.2671 & 1.8981 \\ 1.8981 & 1.5894 \end{bmatrix}.
\]

Now, computation of the transmit covariance matrices for the vertices \(A_2\) and \(B_2\) in the broadcast channel yields

\[
\Sigma_{A_2} = \begin{bmatrix} 0.2834 & 1.1744 \\ 1.1744 & 4.8661 \end{bmatrix}, \quad \Sigma_{A_2} = \begin{bmatrix} 3.7903 & -2.0040 \\ -2.0040 & 1.0602 \end{bmatrix},
\]

and

\[
\Sigma_{B_2} = \begin{bmatrix} 0.6498 & -1.9055 \\ -1.9055 & 5.5883 \end{bmatrix}, \quad \Sigma_{B_2} = \begin{bmatrix} 3.4239 & 1.0758 \\ 1.0758 & 0.3380 \end{bmatrix}.
\]

Surprisingly, as we see in Fig. 2.10, the Marton regions corresponding to these two different statistics are equal and exactly as large as the MAC region. This suggests the following conjecture.

**Conjecture 2.2.3.** Given a Gaussian broadcast channel, let \(Q_1, \ldots, K\) be the set of covariance matrices that maximize the sum rate in the dual MAC for a given transmit power constraint and let \(\Sigma_1, \ldots, K\) be a set of transmit covariance matrices achieving any of the vertices of the polymatroid \(R_{MAC}(Q_1, \ldots, K)\) in the BC by encoding users successively with order \(\pi\) according to the DPC scheme. Then,

\[
R^{\text{Marton}}(\pi, \Sigma_1, \ldots, K) = R^{\text{MAC}}(Q_1, \ldots, K).
\]

For reasons that will become apparent in the next chapter, some of the time-sharing regions on the boundary of \(R_{DPC}(P)\) as defined in Eq. 2.24 coincide with sum-rate maximizing statistics for all users or groups of users. Thus, the most significant consequence of Conjecture 2.2.3, should it be true, is that all points on these regions can be achieved directly. A similar result will be presented for the rest of time-sharing points of \(R_{DPC}(P)\) in the next chapter, whose validity will be shown for a tractable setting. As a consequence, we conjecture that no time-sharing is needed in order to achieve any point in \(R_{DPC}(P)\) or, in other words, the operator \(C_0\) can be removed from the definition of \(R_{DPC}(P)\) if Eq. 2.23 is used instead of Eq. 2.24.

In the following we demonstrate the validity of Conjecture 2.2.3 for broadcast channels with two users and single receive antennas. In this proof we make use of the duality transformations between MAC and BC and of the matrix inversion lemma. Both results are summarized in Appendix A.1. Let us consider the BC given by

\[
y_1 = h_1^H x + n_1, \quad y_2 = h_2^H x + n_2,
\]
2.2 The Gaussian broadcast channel

with unit-variance noises processes $n_1$ and $n_2$. The dual MAC for this channel reads

$$r = h_1 w_1 + h_2 w_2 + z.$$  

For a given power constraint $P$ let $q_1$ and $q_2$ be maximizers of

$$\log_2 \left( |I + q_1 h_1 h_1^H + q_2 h_2 h_2^H| \right).$$

Solving the Karush-Kuhn-Tucker (KKT) conditions [13] for the sum-rate optimization problem we obtain,

$$h_1^H \left( I + q_1 h_1 h_1^H + q_2 h_2 h_2^H \right)^{-1} h_1 = h_2^H \left( I + q_1 h_1 h_1^H + q_2 h_2 h_2^H \right)^{-1} h_2,$$  

(2.30)

as a necessary condition for the optimality of $q_1$ and $q_2$ provided that both are greater than zero.\(^8\) Now, applying the matrix inversion lemma [58] to both sides of the equation we get

$$\frac{h_1^H \left( I + q_2 h_2 h_2^H \right)^{-1} h_1}{1 + q_1 h_1^H \left( I + q_2 h_2 h_2^H \right)^{-1} h_1} = \frac{h_2^H \left( I + q_1 h_1 h_1^H \right)^{-1} h_2}{1 + q_2 h_2^H \left( I + q_1 h_1 h_1^H \right)^{-1} h_2}.$$  

This expression can be further simplified by applying the matrix inversion lemma again on $(I + q_2 h_2 h_2^H)^{-1}$ and $(I + q_1 h_1 h_1^H)^{-1}$. Doing so, after some algebra we finally obtain

$$\|h_1\|^2 \left( 1 + q_2 \|h_2\|^2 \right) - q_2 \|h_1^H h_2\|^2 = \|h_2\|^2 \left( 1 + q_1 \|h_1\|^2 \right) - q_1 \|h_1^H h_2\|^2.$$  

(2.31)

\(^8\)If one of the powers is zero the polymatroid collapses to a segment on one of the axes. This case is trivial.

Figure 2.10: MAC capacity regions and associated Marton regions.
Assume that in the MAC successive detection is performed and that user 1 is detected first. The corresponding rate vector would be point A in Fig. 2.9. In particular, the rate achieved by user 1 at this point is given by

\[ R_1^A = \log_2 (|I_t + q_1 h_1 h_1^H + q_2 h_2 h_2^H|) - \log_2 (|I_t + q_2 h_2 h_2^H|). \]  

(2.32)

Considering the duality transformations given in [128] and summarized in Appendix A.1, the transmit covariance matrices that would achieve this point in the BC provided that DPC is used for transmission can be written as

\[ \Sigma_1 = q_1 \frac{(I_t + q_2 h_2 h_2^H)^{-1} h_1 h_1^H (I_t + q_2 h_2 h_2^H)^{-1}}{h_1^H (I_t + q_2 h_2 h_2^H)^{-1} h_1}, \quad \Sigma_2 = q_2 \frac{h_2 h_2^H}{\| h_2 \|^2_2} (1 + h_2^H \Sigma_1 h_2). \]  

(2.33)

Recalling the discussion in Section 2.2.2.2 and considering that at point A user 1 is the last encoded user we can write

\[ R_1^A = I(u_1; y_1) - I(u_1; u_2) = I(s_1; y_1) = \log_2 (1 + h_1^H \Sigma_1 h_1) \]  

(2.34)

where \( u_2 = s_2 \) and \( u_1 = s_1 + b_1^H h_1 (1 + h_1^H \Sigma_1 h_1)^{-1} h_1 b_2 s_2. \)

There, \( b_1 \) and \( b_2 \) are two transmit beamformers such that \( \Sigma_1 = b_1 b_1^H \) and \( \Sigma_2 = b_2 b_2^H \), and \( s_1 \) and \( s_2 \) are two uncorrelated unit-variance random variables. Coming back to the dual MAC, point B is achieved by detecting user 2 first, the rate achieved by user 1 at this point is given by

\[ R_1^B = \log_2 (|I_t + q_1 h_1 h_1^H|). \]  

(2.35)

Now, consider the point in the Marton region \( R_{\text{Mart}} (\pi, \Sigma_1, \Sigma_2) \), with statistics determined by the ordering \( \pi(1) = 2, \pi(2) = 1 \), that is achieved by encoding user 1 in the first place, i.e., choosing the inverse ordering for the actual encoding of users. The rate for user 1 at this point is given by \( R_1^B = I(u_1; y_1) \). We want to show that \( R_1^B = R_1^A \) or, equivalently, \( R_1^B - R_1^A = I(u_1; u_2) \). \( R_1^B - R_1^A \) is easily computed from Eq. 2.32 and Eq. 2.35 and

\[ I(u_1; u_2) = \log_2 \left( 1 + \frac{h_1^H \Sigma_1 h_1 h_1^H \Sigma_2 h_1}{(1 + h_1^H \Sigma_1 h_1)^2} \right). \]

Thus, we must show that

\[ \log_2 (|I_t + q_1 h_1 h_1^H||I_t + q_2 h_2 h_2^H|/|I_t + q_1 h_1 h_1^H + q_2 h_2 h_2^H|^{-1}) = \]

\[ = \log_2 \left( 1 + \frac{h_1^H \Sigma_1 h_1 h_1^H \Sigma_2 h_1}{(1 + h_1^H \Sigma_1 h_1)^2} \right) \]  

(2.36)

holds under the condition given by Eq. 2.31. Removing logarithms and multiplying by \((1 + h_1^H \Sigma_1 h_1)^2\) on both sides of the equality we get

\[ |I_t + q_1 h_1 h_1^H| (1 + h_1^H \Sigma_1 h_1) = (1 + h_1^H \Sigma_1 h_1)^2 + h_1^H \Sigma_1 h_1 h_1^H \Sigma_2 h_1, \]  

(2.37)
where we have used the fact that the rates given by Eq. 2.32 and Eq. 2.34 are equal and, therefore,

\[ 1 + h_1^H \Sigma_1 h_1 = |I_t + q_2 h_2 h_2^H|^{-1} |I_t + q_1 h_1 h_1^H + q_2 h_2 h_2^H|. \]

Now, substituting Eqs. 2.33 in Eq. 2.37 and after some algebra we obtain

\[
\|h_2\|^2 (1 + q_1 \|h_1\|^2) \left( 1 + q_1 h_1^H (I_t + q_2 h_2 h_2^H)^{-1} h_1 \right) =
q_1 q_2 |h_1 h_2|^2 \left( h_1^H (I_t + q_2 h_2 h_2^H)^{-1} h_1 + q_1 |h_2 h_2^H (I_t + q_2 h_2 h_2^H)^{-1} h_1|^2 \right)
+ \|h_2\|^2 \left( 1 + q_1 h_1^H (I_t + q_2 h_2 h_2^H)^{-1} h_1 \right)^2 .
\]

Application of the matrix inversion lemma on the factors \((I_t + q_2 h_2 h_2^H)^{-1}\) and multiplication on both sides of the equality with \((1 + q_2 \|h_2\|^2)^2\) yields

\[
\|h_2\|^2 (1 + q_2 \|h_2\|^2) \left( 1 + q_1 \|h_1\|^2 \right) \left( (1 + q_2 \|h_2\|^2) (1 + q_1 \|h_1\|^2) + q_1 q_2 |h_1 h_2|^2 \right) =
\|h_2\|^2 \left( (1 + q_2 \|h_2\|^2) (1 + q_1 \|h_1\|^2) + q_1 q_2 |h_1 h_2|^2 \right)^2 +
q_1 q_2 |h_1 h_2|^2 \left( (\|h_1\|^2 (1 + q_2 \|h_2\|^2) - q_2 |h_1 h_2|^2) (1 + q_2 \|h_2\|^2) + q_1 |h_1 h_2|^2 \right).
\]

From here, the result follows immediately after replacing the factor marked by the brace in the second term on the right-hand side by the right-hand side of the optimality condition given by Eq. 2.31.

2.2.2.4 The capacity region

In this last section of the chapter we give a brief account of some of the most significant results on the information theoretical analysis of the Gaussian broadcast channel, which, eventually, led to the finding that the dirty paper coding region as defined by Eq. 2.24 is in fact the capacity region of the general Gaussian broadcast channel.

The idea of applying dirty paper coding to the broadcast channel with single receive antennas by successively encoding the users in the network is due to Caire et al. [23, 21, 22]. These authors also proved that for the two-user channel with single receive antennas, this transmission scheme is able to achieve the sum capacity. In order to prove that, they showed that the optimum sum rate achievable by using the DPC scheme is equal to the Sato upper bound on sum capacity given by Eq. 2.5. In [145] Yu et al. presented achievable rates for the general Gaussian broadcast channel based on DPC. Independent work by Viswanath et al. [132], Vishwanath et al. [128, 127] and Yu et al. [144, 143] showed that DPC achieves the sum capacity of the Gaussian broadcast channel with an arbitrary number of users and antennas. The first two authors based their proofs on duality between downlink and uplink and showed that maximization of the sum rate in the uplink is equivalent to the minimization problem that must be solved in order to compute the Sato bound. Yu et al. considered a point to point channel with a minimum mean squared error (MMSE) decision-feedback equalizer at the receiver. They first proved that, if statistically independent signals are transmitted, the feedback part of the filter can be moved to the transmitter by considering dirty paper coding without incurring any performance loss.
Then, they showed that for the worst case noise, i.e., the noise that achieves the Sato bound, the forward filter decomposes into a set of filters, one for each signal, and, therefore, cooperation becomes immaterial.

Independent work by Vishwanath et al. [129] and Tse et al. [122] showed that, conditioned on the use of Gaussian alphabets, the dirty paper coding region is optimum. In both works, this was proved by considering the degraded Gaussian vector channels that can be obtained by assuming a certain ordering of the users and providing a certain user with the outputs of all preceding users. Assuming Gaussian inputs, the capacity region of a degraded channel constructed in this way depends on the particular ordering of the users and on the correlation between noise processes of different users. However, for any choice of these parameters, it is obvious that the resulting region comprises the capacity region that can be achieved on the original channel with Gaussian alphabets. In order to tighten this outer bound the authors in [129], [122] considered the intersection of the capacity regions of all degraded channels that can be defined with arbitrary choices of noise correlations and user orderings. Based on BC-MAC duality, they were able to show that the resulting region is included in the dirty paper coding region of the original channel. However, optimality of Gaussian inputs could not be demonstrated in these works. Note that, as mentioned in Section 2.2.1, optimality of Gaussian inputs for the Gaussian scalar degraded broadcast channel was shown by Bergmans in [5], however, his proof does not easily extend to vector channels. In [134] Weingarten et al. gave a proof for the optimality of Gaussian inputs for degraded Gaussian vector channels, which combined with the results from [129], [122], finally proved that the DPC region is actually the capacity region of the Gaussian broadcast channel. The same authors gave a more direct proof of the optimality of the DPC region in [135] that does not rely on the tools employed in [129] and [122].
3 Optimization criteria and optimum approaches

In this chapter three design criteria are analyzed that represent different ways of selecting the operational point of a point to multipoint network out of the set of achievable rates. The derivation of the algorithms that achieve optimality for each of these criteria requires the understanding of basic optimization theoretic concepts such as Lagrangian duality or subgradients. A brief summary of the most important definitions and results is given in Appendix A.3.

3.1 Sum-rate maximization

The first design criterion that we shall discuss in this chapter is sum-rate maximization. The goal is to maximize the total amount of information per channel use that the transmitter sends to the receivers in the network. This criterion entirely neglects quality of service requirements that users might have. Instead, it will generally favor users with good channels against users with bad channels for the sake of overall throughput. However, there are certain scenarios where this criterion might be of practical interest. For instance, for symmetric broadcast channels, where the sum-rate maximization criterion generally leads to operational points at which all users get a similar amount of resources. But also in scenarios where the set of active users strongly fluctuates, this criterion might be a good choice for delay insensitive applications. In such scenarios, every user requesting transmission rate will be served in relatively short time with high probability due to the strong fluctuation in the set of competing users. Hotspots delivering internet services to a large number of users that intermittently request access to content might be one example of this kind of scenarios.

Assume a Gaussian broadcast channel as given by Eq. 2.6. As we have seen in the previous chapter, for the Gaussian broadcast channel, successive encoding based on dirty paper coding is optimum in the sense that all rates in the capacity region can be achieved with this scheme and time-sharing. Let \( \pi \) be a permutation function defining the order in which information for the different users in the network is encoded. Mathematically, we can state the sum-rate maximization problem as follows,

\[
\max_{\pi, \Sigma_1, \ldots, \Sigma_K} \sum_{k=1}^{K} R_k (\pi, \Sigma_1, \ldots, \Sigma_K),
\]

subject to \( \sum_{k=1}^{K} \text{Tr} \{ \Sigma_k \} \leq P \) and \( \Sigma_k \geq 0, \forall k \), where (cf. Eqn 2.19)

\[
R_{\pi(k')} (\pi, \Sigma_1, \ldots, \Sigma_K) = \log_2 \left( \frac{|I_{\pi(k')} + \mathbf{H}_{\pi(k')} \sum_{k \geq k'} \Sigma_{\pi(k)} \mathbf{H}^H_{\pi(k')}|}{|I_{\pi(k')} + \mathbf{H}_{\pi(k')} \sum_{k > k'} \Sigma_{\pi(k)} \mathbf{H}^H_{\pi(k')}|} \right). \tag{3.1}
\]
For a fixed $\pi$, $R_k(\pi, \Sigma_1, \ldots, K)$ is, in general, neither a concave nor a convex function of the matrices $\Sigma_1, \ldots, K$ and the same holds for the sum of these rates. Thus, the sum-rate maximization problem stated in this way does not qualify as a convex optimization problem. The significance of convex optimization problems resides in the possibility of finding the global optimum by iteratively performing local searches. Fortunately, it turns out that, in this case, the apparent non-convexity is not an impediment for a successful computation of the global optimum based on local search algorithms. In fact, invoking the duality result between BC and MAC discussed in the last chapter, an equivalent convex optimization problem can be formulated as follows,

$$\max_{\bar{\pi}, Q_1, \ldots, K} \sum_{k=1}^{K} R_k(\bar{\pi}, Q_1, \ldots, K),$$  \hspace{1cm} (3.2)

subject to $\sum_{k=1}^{K} \text{Tr}\{Q_k\} \leq P$ and $Q_k \geq 0$, $\forall k$, where $\bar{\pi}$ is a permutation function indicating the order in which users are decoded and

$$R_{\bar{\pi}(k')}(\bar{\pi}, Q_1, \ldots, K) = \log_2 \left( \frac{\left| I_t + \sum_{k \geq k'} H_{\bar{\pi}(k)}^H Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)} \right|}{\left| I_t + \sum_{k > k'} H_{\bar{\pi}(k)}^H Q_{\bar{\pi}(k)} H_{\bar{\pi}(k)} \right|} \right).$$  \hspace{1cm} (3.3)

By substituting Eq. 3.3 in Eq. 3.2, the objective function of this optimization problem can explicitly be written as

$$\sum_{k=1}^{K} R_k(\bar{\pi}, Q_1, \ldots, K) = \log_2 \left( \frac{\left| I_t + \sum_{k=1}^{K} H_k^H Q_k H_k \right|}{\left| I_t + \sum_{k=1}^{K} H_k^H Q_k H_k \right|} \right).$$  \hspace{1cm} (3.4)

We observe that even though the rate of each particular user does depend on the decoding order $\bar{\pi}$, the sum of rates is independent of $\bar{\pi}$. Furthermore, the sum of rates is a strictly convex function of the transmit covariance matrices $Q_1, \ldots, K$ even if the individual rates are not. Thus, in the dual MAC the sum-rate maximization problem under an overall transmit power constraint is a convex optimization problem. In addition, the optimum can be achieved with any decoding order. Of course, in the broadcast channel the optimum is achieved by any set of transmit covariance matrices computed from the optimum $Q_1, \ldots, K$ by fixing a decoding order and using the duality transformations given in [128]. The optimum encoding order is obtained by reversing the decoding order fixed in the dual MAC for computation of the BC transmit covariance matrices. Due to the strict concavity of $\log|\bullet|$ there is a unique set of transmit covariance matrices that maximize the sum rate in the MAC. However, due to the polymatroid structure of the MAC region corresponding to fixed statistics, optimality is shared by the set of rate vectors comprised by the convex polytope whose vertices are determined by the $K!$ possible decoding orders. Following the discussion in Section 2.2.2.3, in the BC, each of these vertices is achieved by a different set of transmit covariance matrices and DPC-based successive encoding. Conjecture 2.2.3 suggests that, in the BC, these vertices might also be achievable with just one set of covariance matrices by employing non-DPC-based successive encoding schemes.
3.1.1 Memoryless channels

In this section we present an overview of the algorithmic approaches that have been proposed in the literature in order to solve Problem 3.2 efficiently. In the next section we will specialize some of these approaches to channels with block diagonal structure, which typically arise when using OFDM as a transmission scheme in order to combat multipath in time-dispersive channels.

Before starting the discussion on algorithmic schemes that solve Problem 3.2, let us consider the sum-rate optimization problem in the MAC with individual power constraints, i.e.,

$$\max_{Q_1,\ldots,K} \log_2 \left( I_t + \sum_{k=1}^K H_k^H Q_k H_k \right), \quad (3.5)$$

subject to $Q_k \succeq 0$ and $\text{Tr} \{Q_k\} \leq P_k$, $\forall k$. For this optimization problem, Yu et al. presented an algorithmic solution in [146, 147] that was named iterative waterfilling. This algorithm is the base upon which two of the most significant algorithmic solutions to Problem 3.2 are built. The iterative waterfilling algorithm, which solves Problem 3.5 iteratively, is based on the following observation. Assume that after the $\ell$th iteration we have matrices $Q_1^{(\ell)}, \ldots, K$. Increase of the objective function in the $(\ell+1)$ iteration is guaranteed by selecting a user, say $j$, letting the covariance matrices of all other users unchanged, i.e., $Q_k^{(\ell+1)} = Q_k^{(\ell)}$, $k \neq j$, and computing the new covariance matrix for user $j$ as

$$Q_j^{(\ell+1)} = \arg \max_{Q_j} \log_2 \left( I_t + \sum_{k \neq j} H_k^H Q_k^{(\ell)} H_k + H_j^H Q_j H_j \right),$$

subject to $Q_j \succeq 0$ and $\text{Tr} \{Q_j\} \leq P_j$. That this step necessarily leads to an improvement becomes apparent if the objective function is rewritten as

$$\log_2 \left( I_t + \sum_{k \neq j} H_k^H Q_k^{(\ell)} H_k + H_j^H Q_j H_j \right) =$$

$$= \log_2 \left( I_t + \sum_{k \neq j} H_k^H Q_k^{(\ell)} H_k \right) + \log_2 \left( I_t + \sum_{k \neq j} H_k^H Q_k^{(\ell)} H_k \right)^{-1} H_j^H Q_j H_j.$$

Being user $j$ the first encoded user, the first term on the right-hand side of this expression represents the sum rate achieved by all other users. This term is independent of the covariance matrix of user $j$. The second term is the rate achieved by user $j$. Certainly, choosing $Q_j$ such that the second term is maximized leads to an improvement of the total sum-rate.

The KKT optimality conditions corresponding to this maximization yield

$$\hat{H}_j \left( I_t + \hat{H}_j^H Q_j \hat{H}_j \right)^{-1} \hat{H}_j^H + \Phi_j - \mu_j I_{r_j} = 0, \quad (3.6)$$

where

$$\hat{H}_j = H_j \left( I_t + \sum_{k \neq j} H_k^H Q_k^{(\ell)} H_k \right)^{-1/2}.$$
is the effective channel seen by user \( j \), \( \Phi_j \geq 0 \) is the Lagrange multiplier associated with the constraint \( Q_j \geq 0 \) and \( \mu_j \geq 0 \) is the Lagrange multiplier corresponding to the transmit power constraint \( \text{Tr} \{ Q_j \} \leq P_j \). It can be easily shown that the matrix \( Q_j \) that fulfills this condition has the same eigenvectors as \( \hat{H}_j \hat{H}_j^\text{H} \) and eigenvalues according to a waterfilling power distribution on the eigenvalues of this matrix [119]. In each iteration, the matrix of a different user is updated by keeping the matrices of all other users fixed. In this way, the value of the objective function is increased until a fixed point is achieved in which every user waterfills its power over the effective channel determined by its own channel and the interference from all other users. The pseudocode for this approach is given in Algorithm 3.1.

**Algorithm 3.1 Iterative waterfilling**

1: \( Q_k^{(0)} \leftarrow 0, \ k = 1, \ldots, K, \ \ell = 0 \)
2: \( R^\text{new} \leftarrow 0 \)
3: repeat
4: \( R^\text{old} \leftarrow R^\text{new} \)
5: for \( j = 1 \) to \( K \) do
6: \( Z \leftarrow I_t + \sum_{k \neq j} H_k^\text{H} Q_k^{(\ell)} H_k \)
7: \( Q_j^{(\ell+1)} \leftarrow \arg \max_{Q_j} \log_2 \left( |Z + H_j^\text{H} Q_j H_j| \right) \)
   subject to \( Q_j \geq 0 \) and \( \text{Tr} \{ Q_j \} \leq P_j \)
8: \( Q_k^{(\ell+1)} \leftarrow Q_k^{(\ell)}, \ k \neq j \)
9: \( \ell \leftarrow \ell + 1 \)
end for
10: \( R^\text{new} \leftarrow \log_2 \left( |I_t + \sum_{k=1}^K H_k^\text{H} Q_k^{(\ell)} H_k| \right) \)
11: until \( R^\text{new} - R^\text{old} < \epsilon \)

### 3.1.1.1 Sum-power iterative waterfilling

If the individual power constraints in Problem 3.5 are replaced by a total power constraint, convergence of Algorithm 3.1 can no longer be guaranteed. In this case, users are coupled by the power constraint and, hence, optimizing the transmit strategy of a particular user at a time does not necessarily lead to an increase of the objective function. The algorithmic approach taken in [65, 130] in order to find a solution consists of restating Problem 3.2 in an equivalent form but with decoupled constraints. This allows a straightforward application of the basic principles behind Algorithm 3.1.

Consider the following optimization problem

\[
\max_{Q_{1:K}^1, \ldots, K} \sum_{j=1}^K \frac{1}{K} \log_2 \left( \left| I_t + \sum_{k=1}^K H_k^\text{H} Q_{j,k} H_k \right| \right),
\]

subject to \( Q_{j,k} \geq 0, \ \forall j, k, \) and \( \sum_{k=1}^K \text{Tr} \{ Q_{j+|k|,k} \} \leq P, \ j = 1, \ldots, K, \) where \( [x]_K = \text{mod} \ (x - 1, K) + 1 \). It is obvious that any value achievable by the objective function
of Problem 3.2 can also be reached by the objective function of this problem by choosing $Q_{1,k} = \cdots = Q_{K,k} = Q_k$, $\forall k$. On the other hand, due to concavity of $\log |\cdot|$,}
\[
\sum_{j=1}^{K} \frac{1}{K} \log_2 \left( |I_t + \sum_{k=1}^{K} H_k^H Q_{j,k} H_k| \right) \leq \log_2 \left( |I_t + \sum_{k=1}^{K} H_k^H \hat{Q}_k H_k| \right),
\]
(3.8)
where $\hat{Q}_k = \sum_{j=1}^{K} Q_{j,k}/K$. Thus, any value achievable by the objective function of Problem 3.7 is also reachable by the objective function of 3.2, which shows the equivalence of these two problems. Note that in Problem 3.7, for any $1 \leq i \leq K$, the transmit covariance matrices $Q_{[i+k]K,k}$, $k = 1, \ldots, K$, are decoupled of matrices $Q_{[j+k]K,k}$, $k = 1, \ldots, K$, $j \neq i$, as they are subject to different power constraints. Therefore, an iterative algorithm can be applied that increases the objective function in each iteration by optimizing over a set of covariance matrices $Q_{[i+k]K,k}$, $k = 1, \ldots, K$, while keeping all other covariance matrices $Q_{[j+k]K,k}$, $k = 1, \ldots, K$, $j \neq i$, fixed. Iterations are repeated until a fixed point is reached (see Algorithm 3.2). Due to Eq. 3.8, $Q_{1,k} = \cdots = Q_{K,k} = Q_k$, $\forall k$, must hold at this point.

Algorithm 3.2 Sum-power iterative waterfilling (cyclic coordinate ascent)

1: $Q_{j,k} \leftarrow 0$, $k = 1, \ldots, K$, $j = 1, \ldots, K$, $i = 1$
2: $R^{\text{new}} \leftarrow 0$
3: repeat
4: $R^{\text{old}} \leftarrow R^{\text{new}}$
5: for $m = 1$ to $K$ do
6: \quad $Z_{[i+m]K} \leftarrow I_t + \sum_{k \neq m} H_k^H Q_{[i+m]K,k} H_k$
7: \quad end for
8: \quad $\{Q_{[i+k]K,k}|k = 1, \ldots K\} \leftarrow \arg \max_{Q_{1,K}} \frac{1}{K} \sum_{k=1}^{K} \log_2 \left( |Z_{[i+k]K} + H_k^H Q_k H_k| \right)$
\quad subject to $Q_k \geq 0$, $\forall k$, and $\sum_{k=1}^{K} \text{Tr} \{Q_k\} \leq P$
9: \quad $i \leftarrow [i + 1]_K$
10: \quad $R^{\text{new}} \leftarrow \frac{1}{K} \sum_{j=1}^{K} \log_2 \left( |I_t + \sum_{k=1}^{K} H_k^H Q_{j,k} H_k| \right)$
11: until $R^{\text{new}} - R^{\text{old}} < \epsilon$

A drawback of Algorithm 3.2 is that $K(K - 1)$ covariance matrices need to be stored in memory for the execution of one iteration. A reduction of storage can be achieved by including the following averaging step after line 8,
\[
Q_{m,k} \leftarrow \frac{1}{K} \sum_{j=1}^{K} Q_{j,k}, \quad k = 1, \ldots, K, \quad m = 1, \ldots, K.
\]
Due to Eq. 3.8, this step leads to an improvement of the objective function. Furthermore, the transmit covariance matrices are no longer a function of index $m$ and, therefore, only $K$ matrices need to be stored. However, a negative side effect of the averaging step is a reduced convergence rate. A compact pseudocode for this modified algorithm is given in Algorithm 3.3.
### Algorithm 3.3 Sum-power iterative waterfilling

1. \( Q_k^{(0)} \leftarrow 0 \), \( k = 1, \ldots, K \), \( \ell = 0 \)
2. \( R_{\text{new}} \leftarrow 0 \)
3. repeat
4. \( R_{\text{old}} \leftarrow R_{\text{new}} \)
5. for \( m = 1 \) to \( K \) do
6. \( Z_m \leftarrow I_t + \sum_{k \neq m} H_k^H Q_k^{(\ell)} H_k \)
7. end for
8. \( M_1, \ldots, K \leftarrow \arg \max_{Q_1, \ldots, K} \frac{1}{K} \sum_{k=1}^K \log_2 \left| I_t + \sum_{k=1}^K H_k^H Q_k H_k \right| \)
9. subject to \( Q_k \geq 0, \forall k \), and \( \sum_{k=1}^K \text{Tr} \{Q_k\} \leq P \)
10. \( Q_k^{(\ell+1)} \leftarrow \frac{1}{K} \left( M_k + (K - 1) Q_k^{(\ell)} \right) \)
11. \( \ell \leftarrow \ell + 1 \)
12. until \( R_{\text{new}} - R_{\text{old}} < \epsilon \)

### 3.1.1.2 Dual decomposition

A second approach to the computation of sum-rate maximizing transmit covariance matrices is due to Yu and was presented in [141, 142]. In this approach, auxiliary power variables are introduced for each user in order to restate Problem 3.2 as follows,

\[
\max_{Q_1, \ldots, K, P_1, \ldots, K} \log_2 \left| I_t + \sum_{k=1}^K H_k^H Q_k H_k \right|,
\]

subject to \( Q_k \geq 0, \forall k \), \( \sum_{k=1}^K \text{Tr} \{Q_k\} \leq P_k \), \( \forall k \), and \( \sum_{k=1}^K P_k \leq P \). The Lagrangian function of this optimization problem with respect to the last constraint can be written as

\[
L \left( Q_1, \ldots, K, P_1, \ldots, K, \lambda \right) = \log_2 \left| I_t + \sum_{k=1}^K H_k^H Q_k H_k \right| + \lambda \left( P - \sum_{k=1}^K P_k \right).
\]

In turn, the corresponding Lagrangian dual function is defined as

\[
g(\lambda) = \max_{Q_1, \ldots, K, P_1, \ldots, K} L \left( Q_1, \ldots, K, P_1, \ldots, K, \lambda \right),
\]

subject to \( Q_k \geq 0, \forall k \). The dual problem itself reads

\[
\min_{\lambda} g(\lambda),
\]

subject to \( \lambda \geq 0 \). Problem 3.9 is convex. Furthermore, the set of feasible transmit covariance matrices and individual powers has a non-empty interior. Therefore, Slater’s constraint qualification is satisfied and strong duality holds [13], i.e., the maximum of Problem 3.9 coincides with the minimum of Problem 3.11. This property allows for an algorithmic
approach that iteratively searches for the solution to Problem 3.11 instead of directly solving Problem 3.9. Due to the fact that \( g(\lambda) \) is generally non-differentiable the search is done relying on a subgradient method.

Assume \( \lambda^{(\ell)} \) to be the value obtained for \( \lambda \) after the \( \ell \)th iteration. Computation of \( g(\lambda^{(\ell)}) \) is done by solving Problem 3.10. The KKT conditions of this problem yield

\[
\bar{H}_j \left( I_t + \bar{H}_j^H Q_j \bar{H}_j \right)^{-1} \bar{H}_j^H + \Phi_j - \lambda^{(\ell)} I_{r_j} = 0, \quad \forall j
\]

(3.12)

where

\[
\bar{H}_j = H_j \left( I_t + \sum_{k \neq j} H_k^H Q_k H_k \right)^{-1/2}
\]

is the effective channel seen by user \( j \) and \( \Phi_j \geq 0 \) is the Lagrange multiplier associated with the constraint \( Q_j \geq 0 \). Note that the conditions given by Eqs. 3.12 are identical to the condition given by Eq. 3.6. Thus, as in Problem 3.5, here optimality is also achieved when all users transmit their signals aligned with the eigenvectors of their respective effective channels with a waterfilling distribution of the powers. While in Problem 3.5 the water level, determined by \( \mu_k \), is different for every user, in this problem the water level, determined by \( \lambda^{(\ell)} \), is the same for every user. As in Problem 3.5, this fixed point can be achieved by updating the covariance matrix of one user at a time while keeping the covariance matrices of all other users fixed. That is, Algorithm 3.1 can be readily used in order to find the solution to Problem 3.10. The only difference is that in line 7 maximization must be performed subject to the water level dictated by \( \lambda^{(\ell)} \) rather than to an individual power constraint.

Once \( g(\lambda^{(\ell)}) \) has been evaluated, a subgradient of this function at \( \lambda^{(\ell)} = \lambda^{(\ell)} + \Delta \lambda \) must be found

\[
g(\lambda^{(\ell)} + \Delta \lambda) - g(\lambda^{(\ell)}) = \max_{Q_1,\ldots,K,P_1,\ldots,K} L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} + \Delta \lambda \right) - L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} \right) \\
\geq L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} + \Delta \lambda \right) - L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} \right) \\
= \Delta \lambda \left( P - \sum_{k=1}^K P_k^{(\ell)} \right),
\]

where \( Q_1,\ldots,K, P_1,\ldots,K \) are maximizers of Problem 3.10 for \( \lambda = \lambda^{(\ell)} \). Indeed,

\[
g(\lambda^{(\ell)} + \Delta \lambda) - g(\lambda^{(\ell)}) = \\
= \max_{Q_1,\ldots,K,P_1,\ldots,K} L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} + \Delta \lambda \right) - L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} \right) \\
\geq L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} + \Delta \lambda \right) - L \left( Q_1,\ldots,K, P_1,\ldots,K, \lambda^{(\ell)} \right) \\
= \Delta \lambda \left( P - \sum_{k=1}^K P_k^{(\ell)} \right),
\]

where \( Q_1,\ldots,K, P_1,\ldots,K \) are maximizers of Problem 3.10 for \( \lambda = \lambda^{(\ell)} \). Thus, a convenient search direction is given by \(-s^{(\ell)}\), i.e., if the constraint is violated, \( \lambda^{(\ell)} \) should be increased. Otherwise, \( \lambda^{(\ell)} \) should be decreased. Due to the monotonicity of the constraint with respect
to $\lambda$, a bisection method can be used in order to choose the step size of each update until the constraint is fulfilled with equality within a certain precision. Once the optimum $\lambda$ is found, the maximizers of Problem 3.10 turn out to be the maximizers of Problem 3.9. This can be easily shown by observing,

$$
\log_2 \left( |I_t + \sum_{k=1}^K H_k^H Q_k H_k| \right) = g(\bar{\lambda}) \\
\geq L(Q_{1,\ldots,K}, \bar{P}_{1,\ldots,K}, \bar{\lambda}) \\
\geq \log_2 \left( |I_t + \sum_{k=1}^K H_k^H \bar{Q}_k H_k| \right),
$$

where $\bar{Q}_{1,\ldots,K}$, $\bar{P}_{1,\ldots,K}$ and $\bar{\lambda}$ are maximizers of the primal and the dual problems, respectively. The first equation is due to strong duality. The first inequality is due to the definition of $g(\bar{\lambda})$ as the maximum of $L(Q_{1,\ldots,K}, \bar{P}_{1,\ldots,K}, \bar{\lambda})$. Finally, the second inequality is due to the fact that the Lagrangian function with non-negative multipliers is always greater than the corresponding objective function with feasible arguments. The pseudocode for this procedure is given in Algorithm 3.4. The term dual decomposition alludes to the fact that the link between the transmit covariance matrices, established by the total power constraint in Problem 3.2, is effectively "decomposed" if we consider the dual problem in order to find the solution.

**Algorithm 3.4 Sum-rate maximization via dual decomposition**

1: Initialize $\lambda_{\min}$ and $\lambda_{\max}$
2: $\lambda^{(0)} = (\lambda_{\max} + \lambda_{\min})/2$, $\ell \leftarrow 0$
3: repeat
4: Compute $g(\lambda^{(\ell)})$ using Algorithm 3.1
5: if $\left( P - \sum_{k=1}^K P_k^{(\ell)} \right) > 0$ then
6: $\lambda^{(\ell+1)} \leftarrow \frac{\lambda^{(\ell)} + \lambda_{\min}}{2}$
7: $\lambda_{\max} \leftarrow \lambda^{(\ell)}$
8: else
9: $\lambda^{(\ell+1)} \leftarrow \frac{\lambda^{(\ell)} + \lambda_{\max}}{2}$
10: $\lambda_{\min} \leftarrow \lambda^{(\ell)}$
11: end if
12: $\ell \leftarrow \ell + 1$
13: until $\lambda_{\max} - \lambda_{\min} < \epsilon$

### 3.1.1.3 Further work

A number of algorithms have been proposed in recent years in order to speed up convergence or reduce complexity of both the sum-power iterative waterfilling and the dual decomposition algorithm reviewed in previous sections. In [11] the authors present a procedure to speed up the convergence of Algorithm 3.3 by optimizing the weights of the
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averaging step in line 9. In [33] the authors report reduction in complexity and improvement in convergence speed with respect to Algorithm 3.3 by just selecting two users at random in order to update their covariance matrices while keeping the matrices of all other users fixed in each iteration. The issue of how precise \( g(\lambda) \) must be computed in line 4 of Algorithm 3.4 in order to reduce the number of iterations but still guarantee convergence is addressed in [34].

Adopting a completely different approach, in [63], the authors proposed an algorithm that finds optimum precoding matrices rather than transmit covariance matrices. This algorithm is based on a projected gradient search and has the advantageous property that no eigenvalue decompositions are needed.

3.1.2 Time-dispersive channels

As discussed in Section 1.3, OFDM can be employed for transmission over time-dispersive channels in order to effectively transform the multipath channel into a set of decoupled, non-dispersive channels. In a point to multipoint transmission setting, the model given by Eq. 2.6 applies to each of the channels of the MIMO OFDM model given by Eq. 1.5. In particular, the signal received by user \( k \in \{1, \ldots, K\} \) on subcarrier \( n \in \{1, \ldots, N\} \) can be written as

\[
y_{k,n} = H_{k,n} x_n + n_{k,n}.
\]

This system model can be reduced to a memoryless multiuser MIMO model by writing

\[
y_k = H_k x + n_k, \quad k = 1, \ldots, K,
\]

where \( y_k = [y_{k,1}^T \cdots y_{k,N}^T]^T \), \( n_k = [n_{k,1}^T \cdots n_{k,N}^T]^T \), \( x = [x_1^T \cdots x_N^T]^T \) and

\[
H_k = \begin{bmatrix}
H_{k,1} & 0 & \cdots & 0 \\
0 & H_{k,2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & H_{k,N}
\end{bmatrix}.
\]

The essential difference between this system model and the model for general memoryless MIMO broadcast channels (cf. Eqn 2.6) resides in the fact that the channel matrices \( H_k \in \mathbb{C}^{N_r \times N_t} \) are block diagonal in this case. Nevertheless, from a theoretical point of view, the multiuser MIMO OFDM channel can be viewed as a high dimensional memoryless broadcast channel for which all results discussed in Section 2.2 apply. Also, the sum-rate maximization problem statement in Eq. 3.2 directly applies to this setting. An obvious approach to the computation of the sum-rate optimum transmit strategy for this model is the direct application of the algorithms discussed in the previous section. Although theoretically sound, this approach shows a crucial disadvantage. The search space is given by the Cartesian product of \( K \) Hermitian matrices of dimensions \( N_r \times N_r \), \( k = 1, \ldots, K \). Taking into account that all the known algorithms have a cubic order of complexity in the number of rows or columns of the covariance matrices per iteration [63], we observe that the direct application of the sum-rate maximizing algorithms for memoryless channels to the MIMO OFDM setting yields a cubic complexity order in the number of subcarriers. Due to this fact, the computational power required to compute optimum
covariance matrices in this setting becomes already prohibitive for numbers of subcarriers far below those commonly used in practice. Fortunately, in the following we show that the optimum covariance matrices inherit the block diagonal structure of the channel matrices. As we shall see, this allows to design extensions of the algorithms discussed in the previous section that have linear complexity in the number of subcarriers.

To begin with, we rewrite the sum-rate maximization problem statement by replacing Eq. 3.4 in Eq. 3.2, i.e.,

$$\max_{Q_1, \ldots, K} \log_2 \left( |I_t + \sum_{k=1}^{K} H_k \bar{Q}_k H_k^H| \right),$$

subject to $Q_k \geq 0$, $\forall k$, and $\sum_{k=1}^{K} \text{Tr} \{Q_k\} \leq P$. Let $\bar{Q}_{1, \ldots, K}$ be the set of optimum covariance matrices for this problem and let $\bar{Q}_k^b$ be a block diagonal matrix obtained out of $\bar{Q}_k$ by setting the off-diagonal elements to zero, i.e.,

$$[\bar{Q}_k^b]_{i,j} = \begin{cases} [Q_k]_{i,j}, & i_r = j_r \\ 0, & i_r \neq j_r \end{cases},$$

where $[\cdot]$ returns the largest integer strictly below the argument. Due to the block diagonal structure of the channel we can write

$$I_t + \sum_{k=1}^{K} H_k^H \bar{Q}_k^b H_k = \left( I_t + \sum_{k=1}^{K} H_k^H \bar{Q}_k H_k \right)^b,$$

where the matrix on the right-hand side is obtained by keeping the blocks of dimension $t \times t$ in the main diagonal of $I_t + \sum_{k=1}^{K} H_k^H \bar{Q}_k H_k$ and setting the off-diagonal elements to zero. Note also that the matrices $\bar{Q}_{1, \ldots, K}^b$ satisfy both the power constraint and the positive semidefinite constraint of Problem 3.15. In the following, we show that given a matrix $A \in \mathbb{H}^{M \times M}$, $A \geq 0$,

$$\log_2 (|A|) \leq \log_2 (|A^b|),$$

where $A^b$ is a block diagonal matrix obtained by keeping blocks of any dimensions on main diagonal of $A$ and setting the off-diagonal entries to zero. To this end, let $\mathbf{a}_{1, \ldots, S}$ be a set of random vectors with $\mathbf{a}_s \sim \mathcal{CN}(\mathbf{0}, A_s)$, $s = 1, \ldots, S$. In addition, let $\mathbf{a} \sim \mathcal{CN}(\mathbf{0}, A)$ be the random vector defined as $\mathbf{a} = [\mathbf{a}_1^T \cdots \mathbf{a}_S^T]^T$. It holds

$$S \log \pi e + \log |A| = h(\mathbf{a}_1, \ldots, \mathbf{a}_S) = \sum_{s=1}^{S} h(\mathbf{a}_s | \mathbf{a}_1, \ldots, \mathbf{a}_{s-1})$$

$$\leq \sum_{s=1}^{N} h(\mathbf{a}_s) = S \log \pi e + \log \prod_{s=1}^{S} |A_s| = S \log \pi e + \log |A^b|,$$
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where the inequality follows from the fact that conditioning reduces entropy and

\[
A^b = \begin{bmatrix}
  A_1 & 0 & \cdots & 0 \\
  0 & A_2 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & A_S 
\end{bmatrix}.
\]

This shows the validity of Eq. 3.17, which is a trivial generalization of the Hadamard inequality to block diagonal matrices [40]. Combining Eq. 3.17 and Eq. 3.16 we can write

\[
\log_2 \left( |I_t + \sum_{k=1}^{K} H_k^H Q_k H_k| \right) \leq \log_2 \left( |I_t + \sum_{k=1}^{K} H_k^H Q_k^b H_k| \right)
\]

from which it follows that optimum covariance matrices are block diagonal. Hence, without loss of optimality, Problem 3.15 can be stated as

\[
\max_{Q_{1,\ldots,K}} \sum_{n=1}^{N} \log_2 \left( |I_t + \sum_{k=1}^{K} H_{k,n}^H Q_{k,n} H_{k,n}| \right),
\]

subject to \(\sum_{k=1}^{K} \sum_{n=1}^{N} \text{Tr}(Q_{k,n}) \leq P\) and \(Q_{k,n} \geq 0, \forall k,n\). Here, \(Q_{k,n} \in \mathbb{H}^{r_k \times r_k}\) is the transmit covariance matrix corresponding to user \(k\) on subcarrier \(n\). The matrices \(Q_{k,n}, n = 1, \ldots, N\), are nothing else than the blocks on the diagonal of matrix \(Q_k\) in Problem 3.15. The off-diagonal blocks of this matrix disappear from the problem formulation as we know that they can be set to zero without loss of optimality. That is, the search space reduces to the Cartesian product of \(KN\) Hermitian matrices of dimension \(r_k \times r_k\). Using the duality transformations given in [128] it can be shown that block diagonal matrices \(Q_{1,\ldots,K}\) in the MAC correspond to block diagonal matrices \(\Sigma_{1,\ldots,K}\) in the BC. Furthermore, the transmit covariance matrices \(\Sigma_{k,n}, k = 1, \ldots, K\), corresponding to subcarrier \(n\) in the BC are exclusively determined by the transmit covariance matrices \(Q_{k,n}, k = 1, \ldots, K\), corresponding to that subcarrier in the MAC, i.e., these matrices are independent of the MAC covariance matrices corresponding to any other subcarrier. Recalling the discussion preceding Section 3.1.1 for general MAC channels, sum-capacity can be achieved by any of the \(K!\) possible decoding orders, which yields the \(K!\) vertices of the polymatroid corresponding to the sum-rate optimum covariance matrices. In the general MAC, all other points within the polytope defined by these vertices can be achieved either by time-sharing or joint decoding (cf. Section 2.2.2.3). A special feature of the MIMO OFDM multiple access channel is that, apart from the vertices, there are other points within this polytope that are also achievable by performing successive decoding. These are all the rate vectors that are achieved by varying the decoding order across subcarriers. This is possible due to the fact that sum-capacity for this channel is achieved by transmitting statistically independent signals across subcarriers. Therefore, separate detection on each subcarrier is optimum. That is, on each subcarrier the detector can choose a decoding order without considering the detection order on any other subcarrier. Thus, the total number of sum-rate optimum rate vectors that can be achieved by performing successive decoding on the MIMO OFDM MAC amounts to \((K!)^N\). Correspondingly, assuming DPC-based successive encoding, there are \((K!)^N\) different transmission statistics that achieve sum-capacity in the dual MIMO OFDM BC.
3.1.2.1 Sum-power iterative waterfilling

The algorithmic approach followed in Section 3.1.1.1 to arrive at a solution for Problem 3.2 will be also taken here in order to find an algorithmic solution to Problem 3.18. To this end, this problem is restated as

$$\max_{Q_{1,\ldots,K},j,k,n=1} \sum_{n=1}^{N} \sum_{j=1}^{K} \frac{1}{K} \log_2 \left( \left| I_t + \sum_{k=1}^{K} H_k Q_{j,k,n} H_k^H \right| \right),$$

subject to $Q_{j,k,n} \geq 0$, $\forall j,k,n$, and $\sum_{n=1}^{N} \sum_{k=1}^{K} \text{Tr} \{ Q_{j+k} \} \leq P$, $j = 1, \ldots, K$. The equivalence between this problem and Problem 3.18 can be shown along the lines of the arguments provided in Section 3.1.1.1 to show the equivalence between Problem 3.7 and Problem 3.2. This formulation of the problem with decoupled matrix sets $S_j = \{ Q_{j+k} \}_{k=1}^{K}, n = 1, \ldots, N$, $j = 1, \ldots, K$, lends itself to a coordinate ascent algorithmic solution where at each step the objective function is increased by optimizing over the matrices of a certain set while keeping the matrices of all other sets fixed (see Algorithm 3.5). As in Algorithm 3.2, here also, due to concavity of the objective function, equality of all sets $S_j$, $j = 1, \ldots, K$, must hold at the final fixed point, i.e., $Q_{1,1,n} = \cdots = Q_{K,1,n} = Q_{1,n}, \forall k,n$. As mentioned in Section 3.1.1.1, a drawback of this kind of algorithms is storage capacity. In particular, this algorithm must keep a total of $NK(K-1)$ matrices in memory during execution. As we already saw, storage capacity can be reduced by introducing an averaging step at the end of each iteration, which, due to concavity, necessarily leads to an increase of the objective function. The resulting pseudocode is along the lines of Algorithm 3.3 and is given in Algorithm 3.6. This algorithm

<table>
<thead>
<tr>
<th>Algorithm 3.5 OFDM sum-power iterative waterfilling (cyclic coordinate ascent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $Q_{j,k,n} \leftarrow 0$, $k = 1, \ldots, K$, $j = 1, \ldots, K$, $n = 1, \ldots, N$, $i = 1$</td>
</tr>
<tr>
<td>2: $R_{\text{new}} \leftarrow 0$</td>
</tr>
<tr>
<td>3: repeat</td>
</tr>
<tr>
<td>4: $R_{\text{old}} \leftarrow R_{\text{new}}$</td>
</tr>
<tr>
<td>5: for $n = 1$ to $N$ do</td>
</tr>
<tr>
<td>6: for $m = 1$ to $K$ do</td>
</tr>
<tr>
<td>7: $Z_{i+m} \leftarrow I_t + \sum_{k \neq m} H_{k,n}^H Q_{i+m} H_{k,n}$</td>
</tr>
<tr>
<td>8: end for</td>
</tr>
<tr>
<td>9: end for</td>
</tr>
<tr>
<td>10: $S_i \leftarrow \arg \max_{Q_{1,\ldots,K}} \sum_{n=1}^{N} \frac{1}{K} \sum_{k=1}^{K} \log_2 \left( \left</td>
</tr>
<tr>
<td>subject to $\sum_{k=1}^{K} \sum_{n=1}^{N} \text{Tr} { Q_{k,n} } \leq P$ and $Q_{k,n} \geq 0$, $\forall k,n$</td>
</tr>
<tr>
<td>11: $i \leftarrow [i+1]_K$</td>
</tr>
<tr>
<td>12: $R_{\text{new}} \leftarrow \sum_{n=1}^{N} \frac{1}{K} \sum_{j=1}^{K} \log_2 \left( \left</td>
</tr>
<tr>
<td>13: until $R_{\text{new}} - R_{\text{old}} &lt; \epsilon$</td>
</tr>
</tbody>
</table>
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has been previously reported in [115, 117]. Note that the complexity per iteration of both Algorithm 3.5 and Algorithm 3.6 is linear in the number of subcarriers. This is in contrast to the cubic complexity order resulting from a direct application of Algorithms 3.2 and 3.3 to the compact multiuser MIMO OFDM model in Eq. 3.13 without consideration of the underlying block diagonal structure.

Algorithm 3.6 OFDM sum-power iterative waterfilling

1: \( Q^{(t)}_{k,n} \leftarrow 0 \), \( k = 1, \ldots, K \), \( n = 1, \ldots, N \), \( \ell = 0 \)
2: \( R^{\text{new}} \leftarrow 0 \)
3: repeat
4: \( R^{\text{old}} \leftarrow R^{\text{new}} \)
5: for \( n = 1 \) to \( N \) do
6: for \( m = 1 \) to \( K \) do
7: \( Z_{m,n} \leftarrow I_t + \sum_{k \neq m} H_{k,n}^H Q^{(\ell)}_{k,n} H_{k,n} \)
8: end for
9: end for
10: \( M_{1,\ldots,K} \leftarrow \arg \max_{Q_{1,\ldots,K},1,\ldots,N} \sum_{n=1}^{N} \frac{1}{K} \sum_{k=1}^{K} \log_2 \left( \left| I_t + \sum_{k=1}^{K} H_{k,n}^H Q_{k,n} H_{k,n} \right| \right) \)
subject to \( \sum_{k=1}^{K} \sum_{n=1}^{N} \text{Tr}\{Q_{k,n}\} \leq P \) and \( Q_{k,n} \geq 0 \), \( \forall k, n \)
11: \( Q^{(\ell+1)}_{k,n} \leftarrow \frac{1}{K} \left( M_{k,n} + (K - 1) Q^{(\ell)}_{k,n} \right) \), \( \forall k, n \)
12: \( \ell \leftarrow \ell + 1 \)
13: \( R^{\text{new}} \leftarrow \sum_{n=1}^{N} \log_2 \left( \left| I_t + \sum_{k=1}^{K} H_{k,n}^H Q^{(\ell)}_{k,n} H_{k,n} \right| \right) \)
14: until \( R^{\text{new}} - R^{\text{old}} < \epsilon \)

3.1.2.2 Dual decomposition

In the previous section we have seen how the sum-power iterative waterfilling algorithm can be extended to a MIMO OFDM broadcast channel. In this section, we apply the dual decomposition technique to Problem 3.18. To this end, we rewrite Problem 3.18 as

\[
\max_{Q_{1,\ldots,K},P_{1,\ldots,N}} \sum_{n=1}^{N} \log_2 \left( I_t + \sum_{k=1}^{K} H_{k,n}^H Q_{k,n} H_{k,n} \right),
\]

subject to \( \sum_{k=1}^{K} \text{Tr}\{Q_{k,n}\} \leq P_n \), \( \forall n \), \( Q_{k,n} \geq 0 \), \( \forall k, n \) and \( \sum_{n=1}^{N} P_n \leq P \). Here, \( P_{1,\ldots,N} \) are auxiliary variables that represent the transmit power employed on each subcarrier. The Lagrange function of this problem with respect to the last constraint is given by

\[
L \left( Q_{1,\ldots,K}, P_{1,\ldots,N}, \lambda \right) = \sum_{n=1}^{N} \log_2 \left( \left| I_t + \sum_{k=1}^{K} H_{k,n}^H Q_{k,n} H_{k,n} \right| \right) + \lambda \left( P - \sum_{n=1}^{N} P_n \right),
\]

and the corresponding Lagrangian dual function reads
\[ g(\lambda) = \max_{Q_{1,\ldots,K},P_{1,\ldots,N}} L \left( Q_{1,\ldots,K}, P_{1,\ldots,N}, \lambda \right), \] (3.20)

subject to \( \sum_{k=1}^{K} \text{Tr}\{Q_{k,n}\} \leq P_n, \forall n, Q_{k,n} \geq 0, \forall k, n. \) Since the primal problem is convex and strictly feasible arguments exist, strong duality holds. That is, the minimum of the dual problem

\[ \min_{\lambda} g(\lambda), \]

subject to \( \lambda \geq 0, \) coincides with the maximum of Problem 3.19. Thus, an algorithmic approach can be followed that iteratively searches the minimum of the dual problem instead of trying to solve the primal problem directly.

Assume \( \lambda^{(\ell)} \) to be the value obtained for \( \lambda \) after the \( \ell \)th iteration. Computation of \( g(\lambda^{(\ell)}) \) is done by solving Problem 3.20. By noting that

\[
\max_{Q_{1,\ldots,K},P_{1,\ldots,N}} L \left( Q_{1,\ldots,K}, P_{1,\ldots,N}, \lambda^{(\ell)} \right) = \]

\[
= P + \sum_{n=1}^{N} \max_{Q_{1,\ldots,K,n},P_n} \left( \log_2 \left( I_t + \sum_{k=1}^{K} H_{k,n}^H Q_{k,n} H_{k,n} \right) - \lambda^{(\ell)} P_n \right),
\]

subject to \( \sum_{k=1}^{K} \text{Tr}\{Q_{k,n}\} \leq P_n, \forall n, Q_{k,n} \geq 0, \forall k, n, \) we observe that this problem decomposes into \( N \) separate maximization problems, each problem corresponding to a different subcarrier. For any subcarrier \( n, \) the KKT conditions of the corresponding subproblem yield

\[
\hat{H}_{j,n} \left( I_t + \hat{H}_{j,n}^H Q_{j} \hat{H}_{j,n} \right)^{-1} \hat{H}_{j,n}^H + \Phi_{j,n} - \lambda^{(\ell)} I_{r_j} = 0, \quad \forall j \quad (3.21)
\]

where

\[
\hat{H}_{j,n} = H_{j,n} \left( I_t + \sum_{k \neq j} H_{k,n}^H Q_{k,n} H_{k,n} \right)^{-1/2}
\]

is the effective channel seen by user \( j \) at subcarrier \( n \) and \( \Phi_{j,n} \geq 0 \) is the Lagrange multiplier associated with the constraint \( Q_{j,n} \geq 0. \) Note that Eq. 3.21 has the form of the optimality conditions given in Eqs. 3.12 and 3.6. Therefore, we can proceed, as described in Section 3.1.1.2, by using Algorithm 3.1 in order to find a solution to each of the \( N \) subproblems, which immediately leads to a solution for the composite Problem 3.20. Note that here, the same as in Section 3.1.1.2, the power constraint is implicitly replaced by the multiplier \( \lambda^{(\ell)} \), which determines the water level and is constant across users and subcarriers.

Once \( g(\lambda^{(\ell)}) \) has been evaluated, a subgradient of this function at \( \lambda^{(\ell)} \) must be found, which gives an appropriate direction for the computation of \( \lambda^{(\ell+1)} \). Assume that \( Q_{k,n}^{(\ell)}, k = 1, \ldots, K, n = 1, \ldots, N, \) and \( P_{1,\ldots,N}^{(\ell)} \) are maximizers of 3.20. From the definition of
subgradient in Eq. A.11 and the inequalities
\[
g(\lambda^{(l)} + \Delta \lambda) - g(\lambda^{(l)}) = \\
= \max_{Q_1, \ldots, K_1, \ldots, N_1, P_1, \ldots, N_1} L \left( Q_1, \ldots, K_1, P_1, \ldots, N_1, \lambda^{(l)} + \Delta \lambda \right) - L \left( Q_1, \ldots, K_1, P_1, \ldots, N_1, \lambda^{(l)} \right) \\
\geq L \left( Q_1, \ldots, K_1, P_1, \ldots, N_1, \lambda^{(l)} + \Delta \lambda \right) - L \left( Q_1, \ldots, K_1, P_1, \ldots, N_1, \lambda^{(l)} \right) \\
= \Delta \lambda \left( P - \sum_{n=1}^{N} P_n^{(l)} \right),
\]
it becomes clear that
\[
s^{(l)} = \left( P - \sum_{n=1}^{N} P_n^{(l)} \right)
\]
is a subgradient of \( g(\lambda) \) at \( \lambda^{(l)} \). A convenient search direction is given by \( -s^{(l)} \), i.e., if the constraint is violated \( \lambda^{(l)} \) should be increased. Otherwise, \( \lambda^{(l)} \) should be decreased. Here, as in Section 3.1.1.2, due to the monotonicity of the constraint with respect to \( \lambda \), bisection can be used in order to choose the step size of each update. As shown in Section 3.1.1.2 and Appendix A.3, given the optimum multiplier \( \lambda \), the maximizers in the definition of the Lagrangian dual function, i.e., Problem 3.20, turn out to be the maximizers of the primal, i.e., Problem 3.19. This property can be used in order to compute the optimum covariance matrices once the optimum \( \lambda \) has been found. The pseudocode of this algorithm is given in Algorithm 3.7. Note that the complexity per iteration of this algorithm is linear in the number of subcarriers. Indeed, each iteration essentially has the complexity of \( N \) sum-rate maximization problems for which the input parameters do not depend on \( N \). A similar approach has been followed in [68] in order to extend a weighted sum-rate maximizing algorithm for memoryless broadcast channels with single receive antennas [69] to a multicarrier setting.

In these last two sections we have extended the, probably, two most significant algorithms for sum-rate maximization in memoryless MIMO broadcast channels to a MIMO OFDM broadcast setting by applying a cyclic expansion technique of the original problem in Section 3.1.2.1 and using dual decomposition in this section. An alternative and general way to extend sum-rate maximizing algorithms for memoryless channels to time-dispersive OFDM channels was presented in [83] and is based on a factorization of the input covariance matrices. This technique will be used in the next chapter to extend weighted sum-rate maximizing algorithms for memoryless channels to time-dispersive channels.

### 3.2 Weighted sum rate

While for specific scenarios sum-rate maximization might be satisfactory, in most scenarios this criterion results in an uneven distribution of rates that might be unwished. For instance, it might happen that, for a given network, some users with weak channels are not served at all and, at the same time, some other users obtain far too high rates for the
Algorithm 3.7 Sum-rate maximization in MIMO OFDM based on dual decomposition

1: Initialize $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$
2: $\lambda^{(0)} = (\lambda_{\text{max}} + \lambda_{\text{min}})/2$, $\ell \leftarrow 0$
3: repeat
4: Compute $g(\lambda^{(\ell)})$ by applying Algorithm 3.1 to each subcarrier
5: if $\left( P - \sum_{n=1}^{N} P_n^{(\ell)} \right) > 0$ then
6: $\lambda^{(\ell+1)} \leftarrow \frac{\lambda^{(\ell)} + \lambda_{\text{min}}}{2}$
7: $\lambda_{\text{max}} \leftarrow \lambda^{(\ell)}$
8: else
9: $\lambda^{(\ell+1)} \leftarrow \frac{\lambda^{(\ell)} + \lambda_{\text{max}}}{2}$
10: $\lambda_{\text{min}} \leftarrow \lambda^{(\ell)}$
11: end if
12: $\ell \leftarrow \ell + 1$
13: until $\lambda_{\text{max}} - \lambda_{\text{min}} < \epsilon$

service that they requested. In order to prevent such outcomes, it is advisable to choose transmission parameters according to criteria that include some mechanism to control the final distribution of resources among users. A first approach that allows some control on the quality of service finally obtained by the users in the network is weighted sum-rate maximization. In this approach, the rates of the users are weighted with so-called priorities, which, as the name indicates, establish a ranking among users according to the quality of service that they should be provided with.

Assume a Gaussian broadcast channel as given by Eq. 2.6, a DPC-based successive encoding scheme and let $\pi$ be a permutation function defining the order in which information for the different users in the network is encoded. Mathematically, we can state the weighted sum-rate maximization problem as follows,

$$\max_{\pi, \Sigma_1, \ldots, K} \sum_{k=1}^{K} \mu_k R_k(\pi, \Sigma_1, \ldots, K),$$

subject to $\sum_{k=1}^{K} \text{Tr} \{ \Sigma_k \} \leq P$ and $\Sigma_k \geq 0$, $\forall k$. Here $\mu_k \in \mathbb{R}_+$, $k = 1, \ldots, K$, are the priorities or weights and, for any user $\pi(k')$, the rate $R_{\pi}(k')$ is given by Eq. 3.1. As we have already mentioned in the discussion of the sum-rate maximization problem, for a fixed $\pi$, $R_k(\pi, \Sigma_1, \ldots, K)$ is, in general, neither a concave nor a convex function of the matrices $\Sigma_1, \ldots, K$. As a consequence, the same holds for the weighted sum of these rates. That is, the same as the sum-rate maximization problem, the weighted sum-rate maximization problem stated in this way does not qualify as a convex optimization problem either. Fortunately, also in this case, we can resort to duality in order to restate the original problem so that convexity eventually holds. Doing so, the following equivalent weighted sum-rate maximization problem can be written,

$$\max_{\pi, \bar{\mu}, Q_1, \ldots, K} \sum_{k=1}^{K} \mu_k R_k(\bar{\pi}, Q_1, \ldots, K),$$

(3.22)
subject to $\sum_{k=1}^{K} \text{Tr} \{ Q_k \} \leq P$ and $Q_k \geq 0, \forall k$. Here, $\pi$ is a permutation function indicating the order in which users are decoded and, for any user $\pi(k')$, the corresponding rate is given by Eq. 3.3. From the fact that $\mathcal{R}^{\text{MAC}}(Q_1,...,K)$ is a polymatroid and the polymatroid characterization in terms of a weighted sum-rate maximization problem given in [121, Lemma 3.2], it immediately follows that for any set of covariance matrices $Q_1,...,K$ the optimum decoding order is such that $\mu_{\pi(K)} \geq \mu_{\pi(K-1)} \geq \cdots \geq \mu_{\pi(1)}$. That is, optimally, users with higher priority are decoded last and users with lower priority first. Considering this optimum order and substituting Eq. 3.3 in Problem 3.22 we obtain the following formulation for the weighted sum-rate maximization problem

$$\max_{Q_1,...,K} \sum_{k=1}^{K} \eta_{\pi(k)} \log_2 \left( \frac{I_t + \sum_{j \geq k} H_{\pi(j)}^{H} Q_{\pi(j)} H_{\#(j)}}{I_t + \sum_{j \geq k} H_{\pi(j)}^{H} Q_{\pi(j)} H_{\#(j)}} \right),$$

subject to $\sum_{k=1}^{K} \text{Tr} \{ Q_k \} \leq P$ and $Q_k \geq 0, \forall k$, where $\eta_{\pi(k)} = \mu_{\pi(k)} - \mu_{\pi(k-1)}$, for $k = 2,...,K$, and $\eta_{\pi(1)} = \mu_{\pi(1)}$. Observe that $\eta_k \geq 0, \forall k$. Thus, the objective function of Problem 3.23 is obtained by adding $K$ concave functions of the input covariance matrices and, therefore, it is concave. Since the feasible set is convex, the global optimum can be achieved by employing iterative local search algorithms. Before we describe some of the most significant algorithmical approaches to solve Problem 3.23 in the next section, let us conclude this section by discussing the relationship between the weighted sum-rate maximization problem and the geometry of the capacity region of the Gaussian MIMO broadcast channel.

In the last chapter we saw that the capacity region of the Gaussian MIMO broadcast channel is equal to the capacity region of the Gaussian MIMO multiple access channel $\mathcal{R}^{\text{MAC}}(P)$. This region is defined as the union of polymatroids that result from all possible transmit statistics satisfying a transmit power constraint jointly imposed on all users of the network (cf. Eq. 2.29). Thus, any point on the boundary of $\mathcal{R}^{\text{MAC}}(P)$ is either a vertex or lies on an edge or face of a particular polymatroid corresponding to certain statistics. While points on the boundary of $\mathcal{R}^{\text{MAC}}(P)$ corresponding to vertices are obtained as solutions to Problem 3.22, points on the boundary of $\mathcal{R}^{\text{MAC}}(P)$ corresponding to edges or faces of polymatroids can not be characterized as solutions to this problem. This is due to the fact that in the formulation of Problem 3.22 we have implicitly restricted ourselves to those rate vectors that are achievable by successive decoding (cf. Section 2.2.2.3).

Consider Problem 3.23 with the optimum decoding order for the weights $\mu_1 \leq \cdots \leq \mu_k \leq \mu_{k+1} = \cdots = \mu_{k+J} \leq \cdots \leq \mu_K$. Rewriting the objective function of this problem using priorities $\mu_1,...,K$ rather than $\eta_1,...,K$ we obtain

$$\sum_{k=1}^{K} \mu_k \log_2 \left( \frac{I_t + \sum_{j \geq k} H_{j}^{H} Q_{j} H_{j}}{I_t + \sum_{j \geq k} H_{j}^{H} Q_{j} H_{j}} \right) + \mu \log_2 \left( \frac{|I_t + \sum_{j \geq k+1} H_{j}^{H} Q_{j} H_{j}|}{|I_t + \sum_{j \geq k+1} H_{j}^{H} Q_{j} H_{j}|} \right)$$

$$+ \sum_{k=k+J+1}^{K} \mu_k \log_2 \left( \frac{I_t + \sum_{j \geq k} H_{j}^{H} Q_{j} H_{j}}{I_t + \sum_{j \geq k} H_{j}^{H} Q_{j} H_{j}} \right),$$

where $\mu = \mu_{k+J} = \cdots = \mu_{k+J}$. Observe that this function does not depend on the individual rates of users $k+1,...,k+J$, but only on the sum rate achieved by these users, which is
Let us start assuming $\mu$ according to the DPC scheme. Then, the maximization problem in the dual MAC is given by $r_{\text{MAC}}$ a set of transmit covariance matrices achieving any of the vertices of the polymatroid for a given transmit power constraint in the dual MAC. Additionally, let $\hat{\mathbf{y}}_{k+1}, \ldots, \hat{\mathbf{y}}_{k+J}$ be the set of transmit covariance matrices achieving any of the vertices of the polymatroid $R_{\text{MAC}}(Q_{k+1, \ldots, k+J})$ in the BC by encoding users $k+1, \ldots, k+J$ successively with order $\pi$ according to the DPC scheme. Then,

$$R_{\text{Marton}}(\pi, \Sigma_{k+1, \ldots, k+J}) = R_{\text{MAC}}(Q_{k+1, \ldots, k+J}).$$

In the following, the validity of this conjecture will be shown for $K = 3$, $J = 2$ and $r_k = 1$. Consider the BC given by

$$y_k = h_k^H x + n_k, \quad k = 1, 2, 3.$$ 

Let us start assuming $\mu_1 = \mu_2 \leq \mu_3$. The objective function for the weighted sum-rate maximization problem in the dual MAC is given by

$$\sum_{k=1}^3 \mu_k R_k = \mu_1 \log_2 \left( | I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3 | \right)$$

$$- \mu_1 \log_2 \left( | I + h_3 h_3^H q_3 | \right) + \mu_3 \log_2 \left( | I + h_3 h_3^H q_3 | \right).$$

(3.24)

Note that users 1 and 2 are decoded before user 3. That is, the signal transmitted by user 3 is viewed as interference while detecting the signals from users 1 and 2. Define the effective channels of these users as

$$\hat{h}_k = \left( I + h_3 h_3^H q_3 \right)^{-1} h_k, \quad k = 1, 2.$$

This number becomes larger if equality also holds for the weights of some other users different from $k + 1, \ldots, k + J$. 

Conjecture 3.2.1. Given a Gaussian broadcast channel, let $Q_{k+1, \ldots, k+J}$ be the set of covariance matrices that maximize $\sum_{k=1}^K \mu_k R_k$ with $\mu_1 \leq \cdots \leq \mu_k \leq \cdots \leq \mu_{k+J}$ for a given transmit power constraint in the dual MAC. Additionally, let $\sum_{k+1, \ldots, k+J}$ be a set of transmit covariance matrices achieving any of the vertices of the polymatroid $R_{\text{MAC}}(Q_{k+1, \ldots, k+J})$ in the BC by encoding users $k+1, \ldots, k+J$ successively with order $\pi$ according to the DPC scheme. Then,
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In the following, the validity of this conjecture will be shown for $K = 3$, $J = 2$ and $r_k = 1$. Consider the BC given by

$$y_k = h_k^H x + n_k, \quad k = 1, 2, 3.$$ 

Let us start assuming $\mu_1 = \mu_2 \leq \mu_3$. The objective function for the weighted sum-rate maximization problem in the dual MAC is given by

$$\sum_{k=1}^3 \mu_k R_k = \mu_1 \log_2 \left( | I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3 | \right)$$

$$- \mu_1 \log_2 \left( | I + h_3 h_3^H q_3 | \right) + \mu_3 \log_2 \left( | I + h_3 h_3^H q_3 | \right).$$
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Note that users 1 and 2 are decoded before user 3. That is, the signal transmitted by user 3 is viewed as interference while detecting the signals from users 1 and 2. Define the effective channels of these users as

$$\hat{h}_k = \left( I + h_3 h_3^H q_3 \right)^{-1} h_k, \quad k = 1, 2.$$
Using this definition Eq. 3.24 can be written as
\[
\sum_{k=1}^{3} \mu_k R_k = \mu_1 \log_2 \left( |I + \hat{h}_1 h_1^H q_1 + \hat{h}_2 h_2^H q_2| \right) + \mu_2 \log_2 \left( |I + h_3 h_3^H q_3| \right).
\]

Considering the transmit power constraint \( q_1 + q_2 + q_3 \leq P \), the KKT conditions for optimality of \( q_1 \) and \( q_2 \) yield
\[
\hat{h}_1^H \left( I + \hat{h}_1 h_1^H q_1 + \hat{h}_2 h_2^H q_2 \right)^{-1} \hat{h}_1 = \hat{h}_2 \left( I + \hat{h}_1 h_1^H q_1 + \hat{h}_2 h_2^H q_2 \right)^{-1} \hat{h}_2.
\]

This is exactly the result given by Eq. 2.30 in Section 2.2.2.3 as necessary condition for sum-rate optimality. That is, optimality requires that users 1 and 2 achieve maximum sum rate with the power left by user 3. As we already saw, a consequence of this condition is \( R_{\text{MAC}}(\pi, \Sigma_1, \Sigma_2) = R_{\text{MAC}}(q_1, q_2) \).

Now, let us assume \( \mu_1 \leq \mu_2 = \mu_3 \). Different to the previous case, the two users with equal weights do not suffer interference from the other user. Rather, these two users cause interference to the third one and, therefore, sum-rate maximization of these users is not necessarily optimum. That is, the optimization of \( q_2 \) and \( q_3 \) can not be reduced to a sum-rate maximization problem, which calls for a more elaborated proof. The objective function is now given by
\[
\sum_{k=1}^{3} \mu_k R_k = \mu_1 \log_2 \left( |I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3| \right) + \eta \log_2 \left( |I + h_2 h_2^H q_2 + h_3 h_3^H q_3| \right) + \mu_3 \log_2 \left( |I + h_3 h_3^H q_3| \right),
\]

where \( \eta = \mu_2 - \mu_1 \). In this case, the KKT optimality conditions yield
\[
\lambda = \mu_1 h_1^H (I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1,
\]
\[
\lambda = h_2^H \left( \mu_1 (I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} + \eta (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} \right) h_2,
\]
\[
\lambda = h_3^H \left( \mu_1 (I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} + \eta (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} \right) h_3,
\]

where \( \lambda \) is the Lagrangian multiplier associated with the transmit power constraint. To be strict, these are the optimality conditions under the assumption that all users receive some power. If switching off user 1 turns out to be optimum, the problem degenerates into a sum-rate maximization problem for users 2 and 3 for which we know that \( R_{\text{MAC}}(\pi, \Sigma_3, \Sigma_3) = R_{\text{MAC}}(q_2, q_3) \) obtains. Coming back to the general case, in which all users are on, optimally, user 1 is decoded first, while the decoding order of users 2 and 3 can be arbitrarily chosen. Let us assume that user 2 is the second decoded user and user 3 the third. Under this decoding order, the transmit covariance matrices in the BC channel corresponding to the optimum powers \( q_1, q_2 \) and \( q_3 \) in the dual MAC can be computed as [128]
\[
\Sigma_1 = \frac{(I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1 q_1 h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1}}{h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1},
\]
\[
\Sigma_2 = \frac{(I + h_3 h_3^H q_3)^{-1} h_2 q_2 h_2^H (I + h_3 h_3^H q_3)^{-1}}{h_2^H (I + h_3 h_3^H q_3)^{-1} h_2},
\]
\[
\Sigma_3 = \frac{h_3 q_3 h_3^H}{h_3^H h_3} (1 + h_3^H \Sigma_1 h_3 + h_3^H \Sigma_2 h_3). \tag{3.27}
\]
In order to prove that $R^{\text{Marton}}(\pi, \Sigma_2, \Sigma_3) = R^{\text{MAC}}(q_2, q_3)$, with $\pi(1) = 3$ and $\pi(2) = 2$, we show that the rate increase experienced by user 2 when reversing $\pi$ and maintaining the statistics in the broadcast channel is the same as the rate increase experienced by this user in the dual MAC if it is decoded after user 3. Recalling the discussion in Section 2.2.2.3 concerning the proof of conjecture 2.2.3 for a particular case, this is equivalent to showing

$$
\log_2 \left( |I_t + q_2 h_2 h_2^H| |I_t + q_3 h_3 h_3^H| |I_t + q_2 h_2 h_2^H + q_3 h_3 h_3^H|^{-1} \right) = 
\log_2 \left( 1 + \frac{h_2^H \Sigma_2 h_2 h_2^H \Sigma_3 h_2}{(1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2)^2} \right). \tag{3.28}
$$

Note that, apart from the indexes, the only change in this expression with respect to Eq. 3.26 is the inclusion in the denominator on the right-hand side of an interference term caused by user 1.

Applying the matrix inversion lemma to the factors $(I + h_1 h_1^H q_1 + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1}$, the optimality conditions given above can be rewritten as

$$
\lambda = \frac{\mu_1}{1 + q_1 h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1},
$$

$$
\lambda = -\mu_1 \frac{q_1 h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1}{1 + q_1 h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1} + \mu_2 h_2^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_2,
$$

$$
\lambda = -\mu_1 \frac{q_1 h_3^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_3}{1 + q_1 h_1^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_1} + \mu_2 h_3^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_3.
$$

From Eq. 3.25 and the two first conditions we obtain

$$
1 + h_2^H \Sigma_1 h_2 = \mu h_2^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_2, \tag{3.29}
$$

where $\mu = \mu_2/\lambda$. Similarly, from the first and the third condition we get

$$
1 + h_3^H \Sigma_1 h_3 = \mu h_3^H (I + h_2 h_2^H q_2 + h_3 h_3^H q_3)^{-1} h_3. \tag{3.30}
$$

Using these expressions we shall first simplify the right-hand side of Eq. 3.28. From substitution of Eq. 3.26 in the right-hand side of Eq. 3.28 we have

$$
\log_2 \left( 1 + \frac{h_2^H \Sigma_2 h_2 h_2^H \Sigma_3 h_2}{(1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2)^2} \right) =
= \log_2 \left( 1 + \frac{q_2 h_2^H (I + h_3 h_3^H q_3)^{-1} h_2}{1 + q_2 h_2^H (I + h_3 h_3^H q_3)^{-1} h_2 (1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2)} \right) 
\times \frac{h_2^H \Sigma_3 h_2}{(1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2)} \right). \tag{3.31}
$$
where the matrix inversion lemma has been applied in order to obtain the second equality. From Eqs. 3.26, 3.27, 3.29, 3.30 and application of the matrix inversion lemma we compute

\[ h_2^H \Sigma_3 h_2 = \mu q_3 \frac{|h_3^H h_3|^2}{\|h_3\|^2_2} h_3^H (I + h_3^H h_3)^{-1} h_3. \]  

(3.32)

Using Eqs. 3.26 and 3.29 we compute

\[
1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2 = \\
= \mu h_2^H (I + h_2^H q_2 + h_3^H q_3)^{-1} h_2 \left(1 + q_2 h_2^H (I + h_3^H q_3)^{-1} h_2\right). \tag{3.33}
\]

Finally, substituting Eqs. 3.32 and 3.33 in Eq. 3.31 and after some trivial algebra we obtain

\[
\log_2 \left(1 + \frac{h_2^H \Sigma_2 h_2 h_2^H \Sigma_3 h_2}{(1 + h_2^H \Sigma_1 h_2 + h_2^H \Sigma_2 h_2)^2}\right) = \\
= \log_2 \left(\frac{(1 + \|h_3\|^2_2 q_3)(1 + \|h_2\|^2_2 q_2)}{(1 + \|h_3\|^2_2 q_3)(1 + \|h_2\|^2_2 q_2) - q_2 q_3 |h_2^H h_3|^2}\right).
\]

It remains to be shown that the left-hand side of Eq. 3.28 is equal to this expression. Using the identity \(|I + AB| = |I + BA|\) we get

\[
|I + q_k h_k h_k^H| = 1 + \|h_k\|^2_2 q_k, \quad k = 1, 2. \tag{3.34}
\]

Using this identity after successive application of the matrix inversion lemma to \((I + q_2 h_2 h_2^H + q_3 h_3 h_3^H)^{-1}\) and \((I + q_3 h_k h_k^H)^{-1}\) with \(k = 2\) or \(k = 3\) it is easy to show that

\[
|I + q_2 h_2 h_2^H + q_3 h_3 h_3^H|^{-1} = \left((1 + \|h_3\|^2_2 q_3)(1 + \|h_2\|^2_2 q_2) - q_2 q_3 |h_2^H h_3|^2\right)^{-1}.
\]

Substituting this equation and Eqs. 3.34 in the left-hand side of Eq. 3.28 the proof follows.

### 3.2.1 Memoryless channels

The first algorithm proposed in the literature to specifically solve Problem 3.23 was presented in [133]. This algorithm performs in each iteration a line search within the feasible region by moving along the direction of the principal eigenvalue of the gradient of the objective function. The main drawback of this algorithm is the high sensitivity of the convergence rate with respect to the dimensionality of the input space. In part motivated by this flaw, a number of algorithmic approaches to the weighted sum-rate maximization problem have appeared of late, which exhibit faster convergence. In [69] an algorithm is presented for the particular case of single-antenna receivers that builds upon the iterative waterfilling principle discussed in Section 3.1.1.1. A conjugate gradient projection algorithm for the general case is proposed in [75]. In [10] an algorithm has been presented that is based on a projected conjugate gradient approach and operates on the precoding filters. Finally, a gradient ascent projection algorithm is proposed in [62]. Here, we will first briefly review the initial algorithm proposed in [133], which has so far been the algorithm...
of reference for weighted sum-rate maximization, and, then, we briefly expose the basic principles of the gradient ascent projection algorithm presented in [62], which shares some of its basics elements with the algorithms presented in [75] and [10].

Without loss of generality and for purposes of notational convenience, in the next two sections weights \( \mu_1 \leq \mu_2 \leq \ldots \leq \mu_K \) are assumed.

### 3.2.1.1 Rank-one gradient ascent

This algorithm, proposed in [133], computes in each iteration a new set of covariance matrices within the feasible region by moving along the direction of the principal eigenvalue of the gradient of the objective function. To be more specific, consider the objective function of Problem 3.23 under the assumption on the weights made above,

\[
f(Q_{1,\ldots,K}) = \sum_{k=1}^{K} \eta_k \log_2 \left( \left| I_t + \sum_{j \geq k} H_j^H Q_j H_j \right| \right),
\]

where \( \eta_k = \mu_k - \mu_{k-1}, k = 2, \ldots, K \) and \( \eta_1 = \mu_1 \). The gradient of this function with respect to \( Q_i \) is given by

\[
G_i = \sum_{k=1}^{i} \eta_k H_i \left( I_t + \sum_{j \geq k} H_j^H Q_j H_j \right)^{-1} H_i^H.
\]  (3.35)

Now, consider the vector resulting from

\[
u = \arg \max_v \{ v^H G_k v | k = 1, \ldots, K \},
\]  (3.36)

subject to \( \| v \| = 1 \). This vector is the eigenvector associated with the largest principal eigenvalue of all gradient matrices. Let \( Q_{1,\ldots,K}^{(\ell)} \) be the set of covariance matrices obtained at the \( \ell \)th iteration of the algorithm and \( u^{(\ell)} \) the maximizer of Problem 3.36 for these matrices. Assume that \( u^{(\ell)} \) is the principal eigenvector of \( G_i \), i.e., the maximum in Problem 3.36 is reached for index \( k = i \). The update rule for the covariance matrices is given by

\[
Q_k^{(\ell+1)} = (1 - \alpha) Q_k^{(\ell)} + P \alpha u^{(\ell)} (u^{(\ell)})^H, \quad k = i,
\]

\[
Q_k^{(\ell+1)} = (1 - \alpha) Q_k^{(\ell)}, \quad k \neq i,
\]

where \( \alpha \in (0, 1) \) is the step size that can be optimized for each update. On the one hand, this update preserves the positive semidefinite property of the covariance matrices. On the other hand, it can be easily verified that if matrices \( Q_{1,\ldots,K}^{(\ell)} \) satisfy the transmit power constraint, \( Q_{1,\ldots,K}^{(\ell+1)} \) also satisfy this constraint. That there is always a step size for which this update yields an increase of the objective function can be shown by analyzing the linear approximation of \( f(Q_{1,\ldots,K}^{(\ell+1)}) \) around \( Q_{1,\ldots,K}^{(\ell)} \), i.e.,

\[
f(Q_{1,\ldots,K}^{(\ell+1)}) \approx f(Q_{1,\ldots,K}^{(\ell)}) - \alpha \sum_{k=1}^{K} \text{Tr} \left\{ G_k Q_k^{(\ell)} \right\} + P \alpha \text{Tr} \left\{ G_i u^{(\ell)} (u^{(\ell)})^H \right\}. \]  (3.37)
The third term on the right-hand side is equal to \( \alpha P \lambda \), where \( \lambda \) is the eigenvalue associated to \( u^{(\ell)} \). The second term is upper bounded by \( \alpha P \lambda \). This can be easily shown by noting

\[
\sum_{k=1}^{K} \text{Tr} \left\{ G_k Q_k^{(\ell)} \right\} = \sum_{k=1}^{K} \text{Tr} \left\{ A_k Q_k^{(\ell)} \right\} = \sum_{k=1}^{K} \sum_{j=1}^{J} [A_k]_{j,j} \left[ Q_k^{(\ell)} \right]_{j,j} \leq \lambda \sum_{k=1}^{K} \text{Tr} \left\{ \hat{Q}_k^{(\ell)} \right\} \leq \lambda P,
\]

where \( A_k \) is the matrix of eigenvalues of \( G_k \), \( G_k = U_k \Lambda_k U_k^H \) and \( \hat{Q}_k^{(\ell)} = U_k^H Q_k^{(\ell)} U_k \).

Thus, the right-hand side of Eq. 3.37 is never smaller than \( f(\hat{Q}_1^{(\ell)}, \ldots, K) \). Choosing \( \alpha \) small enough the linear approximation can be done arbitrarily accurate and, hence, at least for some of \( \alpha > 0 \), \( f(\hat{Q}_1^{(\ell+1)}, \ldots, K) \) will necessarily be greater than \( f(\hat{Q}_1^{(\ell)}, \ldots, K) \). The pseudocode corresponding to this approach is given in Algorithm 3.8. A major flaw of this algorithm is that only the structure of the covariance matrix of one user is updated in each iteration. As a result, the convergence speed of the algorithm strongly depends on the number of users in the system or, more precisely, on the number of users that are eventually served (cf. [69]).

Algorithm 3.8 Rank-one gradient ascent

1: \( Q_k^{(0)} \leftarrow \frac{1}{P_{tx}} I_{rk} \), \( k = 1, \ldots, K \), \( \ell \leftarrow 0 \)
2: \( R^{new} \leftarrow 0 \)
3: repeat
4: \( R^{old} \leftarrow R^{new} \)
5: for \( m = 1 \) to \( K \) do
6: \( G_i^{(\ell)} \leftarrow \sum_{k=1}^{i} \eta_k H_i \left[ I_t + \sum_{j \geq k} H_j^H Q_j^{(\ell)} H_j \right]^{-1} H_i^H \), \( i = 1, \ldots, K \)
7: end for
8: \( \{ u^{(\ell)}, j \} \leftarrow \arg \max_{v, k=1, \ldots, K} v^H G_k^{(\ell)} v \), subject to \( \|v\| = 1 \).
9: \( Q_k^{(\ell+1)} = (1 - \alpha) Q_k^{(\ell)} + \delta[k - j] P \alpha u^{(\ell)} u^{(\ell), H} \), \( k = 1, \ldots, K \)
10: \( \ell \leftarrow \ell + 1 \)
11: \( R^{new} \leftarrow f(\hat{Q}_1^{(\ell)}, \ldots, K) \)
12: until \( R^{new} - R^{old} < \epsilon \)

3.2.1.2 Projected gradient ascent

In each iteration, this algorithm, which has been proposed in [62], moves along the direction indicated by the gradient of the objective function in order to search for an update of the covariance matrices. In contrast to the rank-one gradient ascent algorithm discussed in the previous section, here, the feasible region might be abandoned during the update operation. Therefore, a projection step is needed that maps the updated set of matrices onto a set of new feasible covariance matrices. The principle is rather general. However, the implementation specifics for this particular application exhibit some interesting features.

Assume that, after the \( \ell \)th iteration, covariance matrices \( Q_1^{(\ell)}, \ldots, K \) are obtained. In order to compute an improved set of covariance matrices, first, the gradients of the objective
function are computed as indicated in Eq. 3.35. Then, an update of the covariance matrices is done according to the following rule

\[ \hat{Q}_k^{(\ell+1)} = Q_k^{(\ell)} + \alpha G_k, \quad k = 1, \ldots, K. \]

where \( \alpha > 0 \) is the step size. Contrary to the update rule of Algorithm 3.8, this update rule modifies the structure of all covariance matrices in the direction of the gradient. This is basically the reason for the superior convergence performance of this approach. However, now, the total power constraint might be violated after such an update.\(^2\) In order to obtain a feasible set of covariance matrices out of \( \hat{Q}_{1,\ldots,K}^{(\ell+1)} \) a projection must be performed onto the feasibility region. Convergence is guaranteed if an orthogonal projection is chosen, i.e., if for a given set of matrices \( \hat{Q}_{1,\ldots,K}^{(\ell+1)} \), the set of feasible matrices is computed that lying within the feasible region are closest to the matrices \( \hat{Q}_{1,\ldots,K}^{(\ell+1)} \) according to a certain norm. Using the Frobenius norm the set of covariance matrices that fulfil the power constraint and are closest to \( \hat{Q}_{1,\ldots,K}^{(\ell+1)} \) can be computed as \([75, 62]\)

\[ Q_k^{(\ell+1)} = [\hat{Q}_k^{(\ell+1)} - \xi I_{r_k}]^+, \quad k = 1, \ldots, K \]

where \( \xi \geq 0 \) is chosen so that the power constraint is fulfilled and \([\bullet]^+\) is an operator that sets negative eigenvalues equal to zero. In the same way as the rate maximizing power distribution over parallel channels can be visualized as waterfilling a recipient with different levels, this solution admits an waterspilling interpretation, according to which water is let out from a recipient as long as the total volume of water contained in the recipient exceeds a desired value \([62]\). A sketch of this procedure is given in Algorithm 3.9.

<table>
<thead>
<tr>
<th>Algorithm 3.9 Projected gradient ascent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: ( Q_k^{(0)} \leftarrow \frac{R}{K R_{k k}} I_{r_k}, \quad k = 1, \ldots, K, \quad \ell \leftarrow 0 )</td>
</tr>
<tr>
<td>2: ( R_{\text{new}} \leftarrow 0 )</td>
</tr>
<tr>
<td>3: ( \text{repeat} )</td>
</tr>
<tr>
<td>4: ( R_{\text{old}} \leftarrow R_{\text{new}} )</td>
</tr>
<tr>
<td>5: ( \text{for } m = 1 \text{ to } K \text{ do} )</td>
</tr>
<tr>
<td>6: ( G_i^{(\ell)} \leftarrow \sum_{k=1}^{i} \eta_k H_i \left( I_t + \sum_{j \geq k} H_j^H Q_j^{(\ell)} H_j \right)^{-1} H_i^H, \quad i = 1, \ldots, K )</td>
</tr>
<tr>
<td>7: ( \text{end for} )</td>
</tr>
<tr>
<td>8: ( \hat{Q}_k^{(\ell+1)} \leftarrow Q_k^{(\ell)} + \alpha G_k^{(\ell)}, \quad k = 1, \ldots, K )</td>
</tr>
<tr>
<td>9: ( Q_k^{(\ell+1)} \leftarrow [\hat{Q}<em>k^{(\ell+1)} - \xi I</em>{r_k}]^+, \quad k = 1, \ldots, K )</td>
</tr>
<tr>
<td>10: ( \ell \leftarrow \ell + 1 )</td>
</tr>
<tr>
<td>11: ( R_{\text{new}} \leftarrow f(Q_{1,\ldots,K}^{(\ell)}) )</td>
</tr>
<tr>
<td>12: ( \text{until } R_{\text{new}} - R_{\text{old}} &lt; \epsilon )</td>
</tr>
</tbody>
</table>

\(^2\)Note that due to the fact that \( G_k \geq 0 \), the positive semidefinite constraint can never be violated by this update rule.
3.2 Weighted sum rate

3.2.2 Time-dispersive channels

The algorithms reviewed in the last section can be straightforwardly applied to the MIMO OFDM multiuser model given by Eqs. 3.13. As already discussed in Section 3.1.2, without consideration of the block diagonal structure of the channels, this trivial extension has the shortcoming of a cubic complexity order in the number of subcarriers. Nevertheless, along the lines of the discussion in Section 3.1.2, it can be shown that also for the weighted sum-rate optimization problem a block diagonal structure of the covariance matrix of each user is optimum [116]. As a result, for the MIMO OFDM broadcast channel, Problem 3.23 can be restated as

$$\max_{Q_1, \ldots, Q_K} \sum_{n=1}^{N} \sum_{k=1}^{K} \eta_k \log_2 \left( \left| I + \sum_{j=k}^{K} H_{j,n}^H Q_{j,n} H_{j,n} \right| \right),$$

subject to $\sum_{k=1}^{K} \sum_{n=1}^{N} \text{Tr} \{ Q_{k,n} \} \leq P$ and $Q_{k,n} \geq 0, \forall k, n$. Here, $Q_{k,n}$ denotes the covariance matrix of user $k$ on subcarrier $n$. In the next section a decomposition approach is presented that makes possible the application of any weighted sum-rate maximizing approach for memoryless channels to Problem 3.38 with linear complexity in the number of subcarriers. This procedure is based on the factorization of the covariance matrices as the product of a normalized covariance matrix and a scalar representing the power used on the corresponding subcarrier.

3.2.2.1 Factorization-based decomposition approach

This algorithm was introduced in [115, 116] in order to circumvent the dramatic slowdown in convergence speed experienced by Algorithm 3.8 for increasing number of subcarriers when directly applied to solve Problem 3.38. The main merit of the algorithm is that if applied in combination with Algorithm 3.8 the number of required iterations to reach convergence becomes independent of the number of subcarriers. The recently appeared approaches in [75, 10, 62] admit simple extensions that solve Problem 3.38 in linear time in the number of subcarriers and have a convergence behavior that is essentially insensitive to the number of subcarriers in the system. This somehow undermines the significance of the method described in the sequel. Nonetheless, this approach has a universal character regarding the kind of algorithms it can be combined with. Furthermore, the general way of proceeding might be of interest in contexts other than weighted sum-rate maximization.

For each subcarrier, we factorize $Q_{k,n} = P_n \hat{Q}_{k,n}$ such that $\sum_{k=1}^{K} \text{Tr} \{ \hat{Q}_{k,n} \} \leq 1$ and $\sum_{n=1}^{N} P_n \leq P$. Taking this factorization into account, optimum covariance matrices are found iterating the following two steps. First, for given $p = [ P_1 \cdots P_N ]^T$, solve

$$\max_{\hat{Q}_1, \ldots, \hat{Q}_K} \sum_{k=1}^{K} \sum_{n=1}^{N} \eta_k \log_2 \left( \left| I + P_n \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n} H_{j,n} \right| \right),$$

subject to $\sum_{k=1}^{K} \text{Tr} \{ \hat{Q}_{k,n} \} \leq 1$ and $\hat{Q}_{k,n} \geq 0, \forall k$, for every $n$. Second, for a given set of
covariance matrices $\hat{Q}_{k,n}$, $k = 1, \ldots, K$, $n = 1, \ldots, N$, solve

$$
\max_p \sum_{n=1}^{N} \sum_{k=1}^{K} \eta_k \log_2 \left( \left| I_{t} + P_n \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n} H_{j,n} \right| \right), \quad (3.39)
$$

subject to $\sum_{n=1}^{N} P_n \leq P$ and $P_n \geq 0$. Both problems are convex. In the second step, an optimum power allocation over subcarriers $p$ is found for a given set of normalized covariance matrices. In the first, given the optimum power allocation $p$ obtained in the previous iteration, an optimum set of normalized covariance matrices is found for every subcarrier. It is clear that each step improves the value of the objective function in Eq. 3.38 and, hence, convergence is guaranteed.

In the first step, optimization of normalized covariance matrices can be done applying any of the existing weighted sum-rate maximizing algorithms for memoryless channels. In the second step, the KKT conditions of Problem 3.39 yield the following set of equations,

$$
\sum_{k=1}^{K} \eta_k \text{Tr} \left\{ (I_t + P_n A_{k,n})^{-1} A_{k,n} \right\} - \nu + \xi_n = 0, \; \forall n, \quad (3.40)
$$

$$
P - \sum_{n=1}^{N} P_n \geq 0, \; \nu \geq 0, \; P_n \geq 0, \; \xi_n \geq 0, \; \forall n,
$$

where $A_{k,n} = \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n} H_{j,n}$. Considering the eigenvalues $\lambda_{k,n}^s$, $s = 1, \ldots, t$, of matrix $A_{k,n}$, Eq. 3.40 can be rewritten as

$$
\sum_{k=1}^{K} \sum_{s=1}^{t} \frac{\eta_k \lambda_{k,n}^s}{1 + P_n \lambda_{k,n}^s} - \nu + \xi_n = 0, \; \forall n.
$$

An efficient algorithm can be implemented that computes the power allocation $p$ satisfying these conditions based on the following two observations.

**Observation 1.** For a given $\nu$, $P_n \neq 0$ if and only if $\sum_{k=1}^{K} \sum_{s=1}^{t} \eta_k \lambda_{k,n}^s > \nu$. In that case, $\xi_n = 0$ and

$$
\sum_{k=1}^{K} \sum_{s=1}^{t} \frac{\eta_k \lambda_{k,n}^s}{1 + P_n \lambda_{k,n}^s} - \nu \quad \text{is a monotonically decreasing function of the transmit power $P_n$.}
$$

**Observation 2.** The optimum $\nu$ is a monotonically decreasing function of the transmit power $P$. In addition,

$$
\nu < \max_n \left\{ \sum_{k=1}^{K} \sum_{s=1}^{t} \eta_k \lambda_{k,n}^s \right\},
$$

i.e., at least one subcarrier gets some power.
3.3 Rate balancing

From Observation 1 it becomes clear that for a given \( \nu \) there is a unique power allocation \( p \) which can be efficiently computed. On the other hand, according to Observation 2, if this power allocation exceeds the available transmit power, \( \nu \) should be increased, otherwise it should be decreased. In this way, bisection can be used in order to compute \( \nu \) corresponding to the particular transmit power constraint. The pseudocode for this decomposition approach is given in Algorithm 3.10. The complexity order per iteration is linear in the number of subcarriers as the weighted sum-rate maximization problem in line 7 must be solved once per subcarrier. This can be done by applying any of the existing approaches for weighted sum-rate maximization in memoryless channels. Note that the complexity order involved in the computation of the optimum power allocation in line 9 is also linear in the number of subcarriers.

**Algorithm 3.10** Factorization-based decomposition approach

1: \( \hat{Q}_{k,n}^{(0)} \leftarrow \frac{1}{Kr_k} I_{r_k}, \quad k = 1, \ldots, K, \ n = 1, \ldots, N \)
2: \( P_n^{(0)} = P/N, \quad n = 1, \ldots, N, \ \ell \leftarrow 0 \)
3: \( R_{\text{new}} \leftarrow 0 \)
4: repeat
5: \( R_{\text{old}} \leftarrow R_{\text{new}} \)
6: for \( n = 1 \) to \( N \) do
7: \( \hat{Q}_{1,\ldots,K,n}^{(\ell+1)} \leftarrow \arg \max_{\hat{Q}_{1,\ldots,K,n}} \sum_{k=1}^{K} \eta_k \log \left( \left| I_{t} + P_n^{(\ell)} \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n} H_{j,n} \right| \right) \)
subject to \( \sum_{k=1}^{K} \text{Tr}\{\hat{Q}_{k,n}\} \leq 1, \ \hat{Q}_{k,n} \geq 0, \ \forall k \)
8: end for
9: \( p^{(\ell+1)} \leftarrow \arg \max_{p} \sum_{n=1}^{N} \sum_{k=1}^{K} \eta_k \log \left( \left| I_{t} + P_n \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n}^{(\ell+1)} H_{j,n} \right| \right) \)
subject to \( \sum_{n=1}^{N} P_n \leq P, \ P_n \geq 0 \)
10: \( \ell \leftarrow \ell + 1 \)
11: \( R_{\text{new}} \leftarrow \sum_{n=1}^{N} \sum_{k=1}^{K} \eta_k \log \left( \left| I_{t} + P_n^{(\ell)} \sum_{j=k}^{K} H_{j,n}^H \hat{Q}_{j,n}^{(\ell)} H_{j,n} \right| \right) \)
12: until \( R_{\text{new}} - R_{\text{old}} < \epsilon \)

3.3 Rate balancing

Weighted sum-rate maximization is a suitable policy in the context of communication systems with stationary random arrival of information and buffering capability [8, 9]. In such systems, if, at each time slot, the priorities are chosen to be proportional to the length of the queue corresponding to each user, the system can be stabilized, i.e., the average delay is bounded for all users. However, in the case of very stringent delay constraints and limited mobility, assigning priorities to users and optimizing weighted sum rate does not guarantee that the final ranking of the users, as given by the rates they obtain, corresponds to the intended prioritization. For instance, it may happen that a high priority user obtains far a
lower rate than a low priority user. This is generally the case if the channel of the latter is
good enough as compared to the channel of the former. Sometimes, it might be desirable to
have a stronger control upon the relative performance achieved by the users in the network
with respect to each other. Here is where the rate balancing problem formulation becomes
relevant. Now, the users are assigned relative rates \( q_k, k = 1, \ldots, K \), rather than priorities.
A relative rate expresses the share that each user should get out of the total transmitted
rate. Mathematically, the optimization problem can be written as

\[
\max_{\gamma, \rho} \gamma \quad \text{subject to} \quad \gamma q \leq \rho, \quad \forall k,
\]

\( \rho \in \mathcal{R}^{\text{DPC}}(P) \),

where \( \mathcal{R}^{\text{DPC}}(P) \) is the BC capacity region for a particular channel realization as defined in
Eq. 2.23 or Eq. 2.24, \( \rho = [ R_1 \cdots R_K ]^T \) and \( q = [ q_1 \cdots q_K ]^T \). Obviously, due to
duality, \( \mathcal{R}^{\text{DPC}}(P) \) may be replaced by \( \mathcal{R}^{\text{MAC}}(P) \) in the problem statement. Due to convexity
of the capacity region, the maximum of Problem 3.41 can be achieved with equality in the
constraints. That is, this problem is equivalent to finding the intersection between the
straight line defined by the constraint \( \gamma q = \rho \) and the boundary of the capacity region.

As the capacity region is a convex set, Problem 3.41 is also convex. Furthermore, the
feasibility region has always a non-empty interior and, therefore, strong duality holds [13].
Consequently, a solution to the rate-balancing problem can be found by solving the dual
minimization problem. The Lagrangian dual function of Problem 3.41 with respect to the
constraint \( \gamma q \leq \rho \) can be written as

\[
g(\mu) = \sup_{\gamma, \rho} \gamma + \sum_{k=1}^K \mu_k \left( \frac{R_k}{q_k} - \gamma \right),
\]

subject to \( \mu_k \geq 0, \quad \forall k \), and \( \rho \in \mathcal{R}^{\text{DPC}}(P) \), where \( \mu = [ \mu_1 \cdots \mu_K ]^T \). This function is
equal to \( \infty \) unless \( \mu_1 + \cdots + \mu_K = 1 \). As a result, the dual problem can be written as

\[
\min_{\mu} \max_{\rho} \sum_{k=1}^K \mu_k \frac{R_k}{q_k},
\]

subject to \( \|\mu\|_1 = 1, \quad \mu_k \geq 0, \quad \forall k \) and \( \rho \in \mathcal{R}^{\text{DPC}}(P) \). Alternatively, the first constraint can
be incorporated into the objective function in order to obtain [71]

\[
\min_{\mu} \max_{\rho} \frac{R_K}{q_K} + \sum_{k=1}^{K-1} \mu_k \left( \frac{R_k}{q_k} - \frac{R_K}{q_K} \right),
\]

subject to \( \|\tilde{\mu}\|_1 \leq 1, \quad \mu_k \geq 0, \quad \forall k \) and \( \rho \in \mathcal{R}^{\text{DPC}}(P) \), where \( \tilde{\mu} = [ \mu_1 \cdots \mu_{K-1} ]^T \). Let
\( \tilde{\rho} = [ \tilde{R}_1 \cdots \tilde{R}_K ]^T \) be a maximizer of

\[
g(\tilde{\mu}) = \max_{\rho} \frac{R_K}{q_K} + \sum_{k=1}^{K-1} \mu_k \left( \frac{R_k}{q_k} - \frac{R_K}{q_K} \right),
\]
subject to $\rho \in \mathcal{R}^{\text{DPC}}(P)$, for given $\tilde{\mu}$. From this definition of $g(\tilde{\mu})$ it immediately follows
\[
g(\tilde{\mu} + \Delta \tilde{\mu}) - g(\tilde{\mu}) \geq \sum_{k=1}^{K-1} \left( \frac{\bar{R}_k}{q_k} - \frac{\bar{R}_K}{q_K} \right) \Delta \mu_k,
\]
i.e., the vector $s = [ S_1 \cdots S_{K-1} ]^T$ with
\[
S_k = \frac{\bar{R}_k}{q_k} - \frac{\bar{R}_K}{q_K}
\]
is a subgradient of $g(\tilde{\mu})$ at the given $\tilde{\mu}$. Different from some of the algorithms based on Lagrangian duality discussed so far, where bisection could be applied to find the optimum in the one-dimensional dual input space, now, the dual variable $\tilde{\mu}$ is, in general, multidimensional. This calls for some more sophisticated subgradient-based methods. In the next sections we briefly discuss two of them. The ellipsoid method, applied to this problem in [71], and a projected subgradient method.

3.3.1 Ellipsoid method

The ellipsoid method was introduced in the late seventies. Its theoretical relevance was soon revealed as, shortly after its introduction, it made possible to show that linear programs are solvable in polynomial time, which had been a long-standing open question until then (cf. [86] and references therein). This algorithm can be classified as a localization method, to which cutting-plane methods also belong [12]. Starting from an initial point, at each step these methods make use of a gradient or subgradient in order to discard part of the search space from consideration in all future steps. In this way the search space reduces at each step until the optimum point is localized within a set whose dimensions do not exceed the desired accuracy. Compared to other localization methods, the ellipsoid method shows a slow convergence but iterations are very simple. This algorithm was applied to the rate balancing problem in [71].

An ellipsoid in $\mathbb{R}^{K-1}$ can be written as
\[
\mathcal{E}(\tilde{\mu}^{(0)}, \mathbf{E}^{(0)}) = \left\{ z | (z - \tilde{\mu}^{(0)})^T (\mathbf{E}^{(0)})^{-1} (z - \tilde{\mu}^{(0)}) \leq 1 \right\},
\]
where $z \in \mathbb{R}^{K-1}$ and $\mathbf{E}^{(0)}$ is a symmetric $K-1 \times K-1$ matrix with real entries whose eigenvalues represent the square of the lengths of the semi-axes of the ellipsoid. The center of the ellipsoid is given by $\tilde{\mu}^{(0)}$. In the first step, an ellipsoid must be computed that comprises all the feasible region, e.g., $\mathbf{E}^{(0)} = (1 - 1/K) \mathbf{I}_{K-1}$, $\mu_1^{(0)} = \cdots = \mu_{K-1}^{(0)} = 1/K$. Obviously, the search can be restricted to points within this first ellipsoid as the optimum point is certain to be a feasible point. Assume that after $\ell$ iterations, we know that the optimum is in an ellipsoid $\mathcal{E}(\tilde{\mu}^{(\ell)}, \mathbf{E}^{(\ell)})$. If the point $\tilde{\mu}^{(\ell)}$ is feasible and we let $s^{(\ell)}$ be the subgradient of $g(\tilde{\mu})$ at $\tilde{\mu}^{(\ell)}$, using the definition of subgradient, it can be easily shown that the optimum necessarily lies in the set
\[
\mathcal{E}(\tilde{\mu}^{(\ell)}, \mathbf{E}^{(\ell)}) \cap \{ z | s^{(\ell),T} (z - \tilde{\mu}^{(\ell)}) \leq 0 \}.
\]
In the next iteration the algorithm computes the ellipsoid $E(\hat{\mu}^{(\ell+1)}, E^{(\ell+1)})$ of minimum volume enclosing this set as \[12\]

$$\hat{\mu}^{(\ell+1)} = \hat{\mu}^{(\ell)} - \frac{1}{K} E^{(\ell)} \tilde{s}^{(\ell)},$$

$$E^{(\ell+1)} = \frac{(K-1)^2}{(K-1)^2 - 1} \left( E^{(\ell)} - \frac{2}{K} E^{(\ell)} \tilde{s}^{(\ell)} \tilde{s}^{(\ell)\T} E^{(\ell)} \right),$$

where $\tilde{s}^{(\ell)} = s^{(\ell)}/\sqrt{s^{(\ell)\T} E^{(\ell)} s^{(\ell)}}$. A case that was somehow neglected in \[71\] is the occurrence of an infeasible $\hat{\mu}^{(\ell)}$ at the end of an iteration. Let $s_k^{(\ell)}$, $k = 1, \ldots, K-1$, be the gradients of the constraints $f_k(\hat{\mu}) = -\mu_k \leq 0$, $k = 1, \ldots, K-1$, and $f_K(\hat{\mu}) = \mu_1 + \cdots + \mu_{K-1} \leq 1$, and assume that constraint $f_k(\hat{\mu}) \leq 0$ is violated by $\hat{\mu}^{(\ell)}$, i.e., $f_k(\hat{\mu}^{(\ell)}) > 0$. From the definition of subgradient, it can be shown that, under these assumptions, the optimum necessarily lies in

$$E(\hat{\mu}^{(\ell)}, E^{(\ell)}) \cap \{ z | f_k(\hat{\mu}^{(\ell)}) + s_k^{(\ell)}\T(z - \hat{\mu}^{(\ell)}) \leq 0 \}.$$ 

In this case the center and matrix of the ellipsoid of minimum volume enclosing this set is given by \[12\]

$$\hat{\mu}^{(\ell+1)} = \hat{\mu}^{(\ell)} - \frac{1 + \alpha(K-1)}{K} E^{(\ell)} \tilde{s}_k^{(\ell)},$$

$$E^{(\ell+1)} = \frac{(K-1)^2(1 - \alpha^2)}{(K-1)^2 - 1} \left( E^{(\ell)} - \frac{2(1 + \alpha(K-1))}{(1+\alpha)K} E^{(\ell)} \tilde{s}_k^{(\ell)} \tilde{s}_k^{(\ell)\T} E^{(\ell)} \right),$$

where $\tilde{s}_k^{(\ell)} = s_k^{(\ell)}/\sqrt{s_k^{(\ell)\T} E^{(\ell)} s_k^{(\ell)}}$ and $\alpha = f_k(\hat{\mu}^{(\ell)})/\sqrt{s_k^{(\ell)\T} E^{(\ell)} s_k^{(\ell)}}$. A sketch of the pseudocode corresponding to this method is given in Algorithm 3.11.

### 3.3.2 Projected subgradient method

This method is a generalization of the gradient descent projection method to convex non-differentiable functions. Given a subgradient $s^{(\ell)}$ of $g(\hat{\mu})$ at $\hat{\mu}^{(\ell)}$, the update rule is given by

$$\hat{\mu}^{(\ell+1)} = \hat{\mu}^{(\ell)} - \alpha_\ell s^{(\ell)},$$

where $\alpha_\ell$ is the step size at the $\ell$th iteration. Of course, this update might result in a new $\hat{\mu}^{(\ell+1)}$ that is not feasible. In this case, in order to restore feasibility this new point must be projected back onto the feasibility region. The minimum Euclidean distance projection of $\hat{\mu}^{(\ell+1)}$ onto the feasibility region can be computed by solving

$$\min \|d\|_2^2, \quad \text{subject to} \quad \|\hat{\mu}^{(\ell+1)} + d\|_1 \leq 1, \quad \hat{\mu}_k + d_k \geq 0, \quad k = 1, \ldots, K-1$$

\[3\]Due to the fact that the constraint functions are differentiable the concepts of subgradient and gradient are equivalent.
Algorithm 3.11 Ellipsoid method

1: \( \mu_k^{(0)} \leftarrow \frac{1}{K} \), \( k = 1, \ldots, K - 1 \), \( E^{(0)} \leftarrow (1 - 1/K)I_{K-1} \), \( \ell \leftarrow 0 \)
2: Compute \( g(\hat{\mu}^{(0)}) \)
3: \textbf{repeat}
4: \( \text{if } f_k(\hat{\mu}^{(\ell)}) \leq 0, \forall k \) \( \text{then} \)
5: \( \text{Compute } \hat{\mu}^{(\ell+1)} \text{ as in Eq. 3.45} \)
6: \( \text{Compute } E^{(\ell+1)} \text{ as in Eq. 3.46} \)
7: \( \text{else} \)
8: \( \text{Select violated constraint} \)
9: \( \text{Compute } \hat{\mu}^{(\ell+1)} \text{ as in Eq. 3.47} \)
10: \( \text{Compute } E^{(\ell+1)} \text{ as in Eq. 3.48} \)
11: \( \ell \leftarrow \ell + 1 \)
12: \( \text{Compute } g(\hat{\mu}^{(\ell)}) \)
13: \( \textbf{until } |g(\hat{\mu}^{(\ell)}) - g(\hat{\mu}^{(\ell-1)})| < \epsilon \)

The projected update is then given by \( \hat{\mu}^{(\ell+1)} = \hat{\mu}^{(\ell+1)} + d \). Solving the KKT conditions for Problem 3.49 the following projection rule can be derived

\[
\mu_k^{(\ell+1)} = \left[ \left[ \mu_k^{(\ell+1)} \right]^+ - \eta \right]^+, \quad k = 1, \ldots, K - 1
\]

where \( [\bullet]^+ \) is an operation that sets negative values to zero. The parameter \( \eta \) is equal to 0 if \( \sum_{k=1}^{K-1} [\hat{\mu}_k]^+ \leq 1 \) and chosen such that \( \sum_{k=1}^{K-1} \mu_k^{(\ell+1)} = 1 \), otherwise. In contrast to the projected gradient descent method, which delivers a sequence of decreasing values, this method might yield an increase of the objective function in some iterations. Nevertheless, the method provably converges to the optimum if the step size is chosen such that [14]

\[
\sum_{\ell=1}^{\infty} \alpha_\ell = \infty, \quad \alpha_\ell \to 0, \quad \ell \to \infty.
\]

This algorithm is summarized in Algorithm 3.12.

Algorithm 3.12 Projected subgradient method

1: \( \mu_k^{(0)} \leftarrow \frac{1}{K} \), \( k = 1, \ldots, K - 1 \), \( \ell \leftarrow 0 \)
2: Compute \( g(\hat{\mu}^{(0)}) \)
3: \textbf{repeat}
4: \( \hat{\mu}^{(\ell+1)} = \hat{\mu}^{(\ell)} - \alpha_\ell s^{(\ell)} \)
5: \( \mu_k^{(\ell+1)} = \left[ \left[ \hat{\mu}_k^{(\ell+1)} \right]^+ - \eta \right]^+, \quad k = 1, \ldots, K - 1 \)
6: \( \ell \leftarrow \ell + 1 \)
7: Compute \( g(\hat{\mu}^{(\ell)}) \)
8: \textbf{until } |g(\hat{\mu}^{(\ell)}) - g(\hat{\mu}^{(\ell-1)})| < \epsilon
3.3.3 Implementation issues

Once a solution for Problem 3.43 has been found, it remains to compute the variables $\gamma$ and $\rho$ that achieve optimality in Problem 3.41, i.e., the primal problem. Due to strong duality $\bar{\gamma} = g(\bar{\mu})$ where $\bar{\gamma}$ is the solution of the rate-balancing problem and $\bar{\mu}$ the minimizer of the dual problem. Obviously, the optimum rate vector is given by $\bar{\rho} = \bar{\gamma} \bar{q}$. However, it remains to find out what is the transmission strategy that leads to $\bar{\rho}$. To this end, consider the following relationship (cf. Eqn A.8).

$$\bar{\gamma}(\bar{\rho}) \leq \frac{\bar{R}_K}{q_K} + \sum_{k=1}^{K-1} \bar{\mu}_k \left( \frac{\bar{R}_k}{q_k} - \frac{\bar{R}_K}{q_K} \right) \leq g(\bar{\mu}) = \bar{\gamma}(\bar{\rho}).$$

Since for all inequalities, equality must hold, it becomes clear that $\bar{\rho}$ is a maximizer of Eq. 3.44. That is, the optimum rate vector is a maximizer of the weighted sum-rate maximization problem with weights $w_k = \bar{\mu}_k/q_k$, $k = 1, \ldots, K - 1$ and $w_K = (1 - \sum_{k=1}^{K-1} \bar{\mu}_k)/q_K$. If all these weights are different from each other, there is only a rate vector that maximizes the weighted sum-rate and the corresponding transmit statistics can be computed by solving Problem 3.22. This vector is $\bar{\rho}$. The subgradient of $g(\bar{\mu})$ at $\bar{\mu}$ is in this case zero. If some of the weights are equal, the optimum transmit covariance matrices in the MAC are still unique, but the optimum rate vectors are not (cf. Section 3.2). As discussed in Section 3.2, all these weighted sum-rate optimum rate vectors define a time-sharing region on the boundary of $R^\text{DPC}(P)$ or, equivalently, $R^\text{MAC}(P)$. The rate balancing optimum point is, in this case, just one of these vectors. If, for practical reasons, only successive encoding/decoding is considered, the problem consists in identifying the rate vectors achievable with successive encoding/decoding between which time-sharing should be performed in order to reach $\bar{\rho}$. Besides, the time share corresponding to each of these vectors must be determined.

Assume that after solving the dual problem, $M$ sets of users can be identified, all users of each set having identical weights. Let $J_m$ be the cardinality of the $m$th set. Under this assumption, there is, in general, at least\(^4\) $J = J_1!J_2!\cdots J_M!$ different rate vectors $\rho_{1,\ldots,J}$ that can be achieved with successive decoding in the dual MAC and are weighted sum-rate maximizers. Each of these vectors corresponds to a different decoding order. As all these vectors lie on the same hyperplane of dimension $K - 1$, Carathéodory’s theorem on convex sets [40] can be invoked in order to show that the point of intersection of the constraint $\rho = \gamma q$ and this hyperplane lies in the convex hull of at most $K$ of the $J$ different vertices of the convex polytope defined by the weighted sum-rate maximizing rate vectors. That is, at most, time-sharing between $K$ different orderings is required. If $J \leq K$ the time shares $\theta_{1,\ldots,J}$ corresponding to each of these vector can be computed by solving $\bar{\rho} = \sum_{j=1}^{J} \rho_j \theta_j$, which has a unique solution. On the contrary, if $J > K$ the resulting linear system is underdetermined and a solution has to be found that satisfies the constraints $\theta_j \geq 0$, i.e., no negative time shares are allowed, and $\sum_{j=1}^{J} \theta_j = 1$, i.e., the optimum is within the convex hull of the given rate vectors. A possible approach consists of sequentially considering each of the $\binom{J}{K}$ possible combinations of rate vectors until a combination is found that yields

\(^4\)If the underlying transmission strategy is OFDM the number of possible rate vectors is larger as decoding order can be varied across carriers.
a linear system of equations such that the solution fulfills the constraints. In this case the time shares of all other non-selected rate vectors are set to zero. Alternatively, a feasible solution to the constrained linear system

$$\tilde{\rho} = \sum_{j=1}^{J} \rho_j \theta_j,$$

subject to $$\theta_j \geq 0$$ and $$\sum_{j=1}^{J} \theta_j = 1$$ can be found by applying phase 1 of the simplex method [92].

The discussion above is somehow idealistic in that it assumes that the optimum of the dual problem is perfectly known. In practice, however, all what we have after a finite number of iterations is an estimate of the dual optimum and, based on this approximation, an estimate of the primal optimum must be computed. The general issue of estimating primal optima from approximate dual solutions is a current topic of research (see [85, 15] and references therein). For our particular problem, given the sequence of dual variables $\tilde{\mu}^{(1)}, \ldots, \tilde{\mu}^{(L)}$ obtained after $L$ iterations, the sequence of primal variables $\gamma^{(1)}, \ldots, \gamma^{(L)}$, $\rho^{(1)}, \ldots, \rho^{(L)}$ can be considered, where $\rho^{(L)}$ is a maximizer of Eq. 3.44 for $\tilde{\mu} = \tilde{\mu}^{(L)}$ and

$$\gamma^{(L)} = \min_k \frac{R_k^{(L)}}{q_k}.$$ 

Let $\bar{\gamma}_{L} = \max\{\gamma^{(\ell)}|\ell = 1, \ldots, L\}$ and $\bar{g}_{L} = \min\{g(\tilde{\mu}^{(\ell)})|\ell = 1, \ldots, L\}$. If after $L$ iterations

$$\bar{g}_{L} - \bar{\gamma}_{L} < \epsilon,$$

for a desired accuracy $\epsilon$ the search can be terminated. Any desired accuracy will always be reached if the optimum weights $w_{1, \ldots, K}$ are all unequal (see Fig. 3.1). Unfortunately, if the primal optimum rate vector lies on a time-sharing region a gap will remain between $\bar{g}$ and $\bar{\gamma}$ no matter how many iterations are carried out (see Fig. 3.2). That is, even if convergence is achieved in the dual, in the primal, no convergence is reached. This is due to the fact that in Eq. 3.44 only maximizers $\rho^{(L)}$ are considered that are achievable with successive decoding. These vectors will, in general, not be maximizers of the primal. In this case, let $w^{(1)}, \ldots, w^{(L)}$ be the sequence of weight vectors with $w_k^{(L)} = \mu_k^{(L)}/q_k$, $k = 1, \ldots, K$. Recall that the relative order of the entries of these vectors indicates the order in which the users are optimally decoded, we can check where the last changes in the decoding order of the users occur in this sequence (cf. [50]). Assume that $C$ changes in the decoding order are found in the last elements of the sequence $w^{(1)}, \ldots, w^{(L)}$ and let $\rho_1, \ldots, \rho_C$ be the rate vectors corresponding to those weight vectors that represent a change in the decoding order with respect to a previous weight vector. A good approximation of the primal solution can be a linear system of equations such that the solution fulfills the constraints. In this case the time shares of all other non-selected rate vectors are set to zero. Alternatively, a feasible solution to the constrained linear system

$$\tilde{\rho} = \sum_{j=1}^{J} \rho_j \theta_j,$$

subject to $$\theta_j \geq 0$$ and $$\sum_{j=1}^{J} \theta_j = 1$$ can be found by applying phase 1 of the simplex method [92].

The discussion above is somehow idealistic in that it assumes that the optimum of the dual problem is perfectly known. In practice, however, all what we have after a finite number of iterations is an estimate of the dual optimum and, based on this approximation, an estimate of the primal optimum must be computed. The general issue of estimating primal optima from approximate dual solutions is a current topic of research (see [85, 15] and references therein). For our particular problem, given the sequence of dual variables $\tilde{\mu}^{(1)}, \ldots, \tilde{\mu}^{(L)}$ obtained after $L$ iterations, the sequence of primal variables $\gamma^{(1)}, \ldots, \gamma^{(L)}$, $\rho^{(1)}, \ldots, \rho^{(L)}$ can be considered, where $\rho^{(L)}$ is a maximizer of Eq. 3.44 for $\tilde{\mu} = \tilde{\mu}^{(L)}$ and

$$\gamma^{(L)} = \min_k \frac{R_k^{(L)}}{q_k}.$$ 

Let $\bar{\gamma}_{L} = \max\{\gamma^{(\ell)}|\ell = 1, \ldots, L\}$ and $\bar{g}_{L} = \min\{g(\tilde{\mu}^{(\ell)})|\ell = 1, \ldots, L\}$. If after $L$ iterations

$$\bar{g}_{L} - \bar{\gamma}_{L} < \epsilon;$$

for a desired accuracy $\epsilon$ the search can be terminated. Any desired accuracy will always be reached if the optimum weights $w_{1, \ldots, K}$ are all unequal (see Fig. 3.1). Unfortunately, if the primal optimum rate vector lies on a time-sharing region a gap will remain between $\bar{g}$ and $\bar{\gamma}$ no matter how many iterations are carried out (see Fig. 3.2). That is, even if convergence is achieved in the dual, in the primal, no convergence is reached. This is due to the fact that in Eq. 3.44 only maximizers $\rho^{(L)}$ are considered that are achievable with successive decoding. These vectors will, in general, not be maximizers of the primal. In this case, let $w^{(1)}, \ldots, w^{(L)}$ be the sequence of weight vectors with $w_k^{(L)} = \mu_k^{(L)}/q_k$, $k = 1, \ldots, K$. Recall that the relative order of the entries of these vectors indicates the order in which the users are optimally decoded, we can check where the last changes in the decoding order of the users occur in this sequence (cf. [50]). Assume that $C$ changes in the decoding order are found in the last elements of the sequence $w^{(1)}, \ldots, w^{(L)}$ and let $\rho_1, \ldots, \rho_C$ be the rate vectors corresponding to those weight vectors that represent a change in the decoding order with respect to a previous weight vector. A good approximation of the primal solution can be
be found by solving

\[
\max_{\theta_1, \ldots, \theta_C} \gamma \quad \text{subject to} \quad \gamma q = \sum_{c=1}^{C} \rho_c \theta_c, \\
\sum_{c=1}^{C} \theta_c = 1, \quad \theta_c \geq 0, \quad c = 1, \ldots, C.
\]

Beside these subtleties concerning the practical implementation, a general problem of subgradient-based optimum approaches is the relatively slow convergence rate, which appears to be sensitive to the amount of users in the system (see Fig. 3.3). In addition, each iteration involves execution of an iterative weighted sum-rate algorithm. Although these algorithms have been empirically observed to have a good convergence behavior [62], their iterative character represents a further source of non-deterministic complexity in the computation of the optimum rate-balancing solution. These facts motivate the introduction and discussion of simple non-iterative approaches in the next chapter that can achieve a large fraction of the performance achieved by optimum iterative approaches with a complexity which can be determined beforehand independently of particular system parameters.

![Figure 3.1: Dual values $g^{(\ell)}$ and corresponding primal values $\gamma^{(\ell)}$ during the first 30 iterations of the ellipsoid algorithm for a MIMO OFDM broadcast channel with $N = 16$, $K = 3$, $t = 4$ and $r_k = 2$, $\forall k$, SNR = 20 dB. The vector of relative rates is given by $q = [1, 3, 6]^T$ and the optimum weights $w = [0.0214, 0.0400, 0.1431]^T$, i.e., no time-sharing is required to achieve the rate-balancing solution.](image)
3.3 Rate balancing

Figure 3.2: Dual values $g^{(t)}$ and corresponding primal values $\gamma^{(t)}$ during the first 30 iterations of the ellipsoid algorithm for a MIMO OFDM broadcast channel with $N = 16$, $K = 3$, $t = 4$, $r_k = 2$, $\forall k$, SNR = 20 dB. The vector of relative rates is given by $q = [1, 3, 3]^T$ and the optimum weights $w = [0.0775, 0.1537, 0.1537]^T$, i.e., time-sharing between users 2 and 3 is required to achieve the rate balancing solution.

Figure 3.3: Convergence of the ellipsoid method applied to the dual of the rate-balancing problem. Averaged curves over 100 channel realizations. $N = 16$, $t = 4$, $r_k = 2$, SNR = 10 dB, $q = [1, \ldots, 1]^T$. 
4 Non-iterative approaches for the broadcast channel

Finding the optimum solutions of the three problems discussed in the previous chapter requires the application of iterative algorithms. While for the weighted sum-rate maximization problem, and the sum-rate maximization problem as an especial case, recently proposed algorithms are observed to require few iterations to reach convergence, for the rate balancing problem, existing subgradient-based algorithms exhibit a poor convergence behavior. In any case, for any of the algorithms described in the previous chapter, the number of iterations required in order to achieve convergence is a function of the system parameters that can not be predicted beforehand and, therefore, constitutes a source of uncertainty regarding the computational complexity needed to compute the optimum solution. In some applications where delay is an issue, such as wireless communications with fast time-varying channels, this feature of optimum approaches might become a problem.

In this chapter, a number of suboptimum approaches are discussed that deliver solutions that require a closed number of computations. Most of the chapter deals with decomposition approaches that transform the original broadcast channel into a set of scalar decoupled subchannels. The resulting subchannels are decoupled in the sense that transmission in any subchannel does not cause interference on all other subchannels. First, we present a general framework that encloses all decomposition approaches discussed in the literature so far and a general successive subchannel allocation method that can be applied to both linear schemes and schemes based on successive encoding. Then, we consider optimization of the subchannel and power allocation policies for each of the design problems discussed in the previous chapter. In the last section of the chapter, a novel successive subchannel allocation approach based on successive encoding is introduced that allows for cross-talk between the resulting scalar subchannels.

4.1 Broadcast channel decomposition schemes

Without loss of optimality the transmit signal for the general Gaussian broadcast channel given by Eq. 2.6 can be written as

\[ x = \sum_{k=1}^{K} V_k P_k^{1/2} s_k, \]

where \( V_k \in \mathbb{C}^{t \times m_k} \) is a matrix with orthonormal column vectors, \( P_k \in \mathbb{R}^{m_k \times m_k} \) is a diagonal power matrix and \( s_k \in \mathbb{C}^{m_k \times 1} \) is the vector of signals intended for user \( k \), which is assumed to be a realization of a zero-mean, circularly symmetric complex Gaussian distributed vector \( s_k \) with covariance \( \mathbb{E}\{s_k s_k^H\} = I_{m_k} \). Signals intended for different users
Non-iterative approaches for the broadcast channel are assumed to be statistically independent. The number of spatial dimensions $m_k$ is less than or equal to $\min\{t, r_k\}$ and
\[ \sum_{k=1}^{K} \text{Tr}\{P_k\} \leq P. \]

That this structure of the transmit signal is optimum is a simple consequence of the fact that every transmit covariance matrix admits an eigenvalue decomposition. There also exist matrices of orthonormal columns $U_k \in \mathbb{C}^{r_k \times m_k}$, $k = 1, \ldots, K$, that can be applied at the receivers without capacity loss, i.e., $I(s_k, y_k) = I(s_k, U_k^H y_k)$. For any user $k$, one such matrix is the matrix of right singular vectors of the corresponding matched filter matrix (cf. [115]).

In this section, we are concerned with the choice of precoding matrices $V_k$ and receive filter matrices $U_k$. However, rather than optimality our goal is simplicity. In particular, we aim at finding precoding and receive filter matrices that decompose the broadcast channel into a set of decoupled subchannels. This can easily be done by using elementary tools such as zero-forcing constraints or the singular value decomposition (SVD). Obviously, there is not a unique way of decomposing a broadcast channel. This degree of freedom can be exploited in order to optimize the performance measure of interest. A further optimization step can be carried out subsequently by choosing an adequate power allocation policy for the set of resulting non-interfering subchannels. In the following, we distinguish between linear decomposition approaches and successive-encoding-based decomposition approaches. In the latter, part of the interference is eliminated by resorting to dirty paper coding. In the former, the choice of beamforming vectors is made such that interference is completely suppressed.

### 4.1.1 Linear decomposition

A linear decomposition of the broadcast channel is achieved if the following two conditions hold
\[
U_k^H H_k V_k = D_k, \quad k = 1, \ldots, K, \tag{4.1}
\]
\[
U_j^H H_j V_k = 0, \quad k = 1, \ldots, K, \quad \forall j \neq k, \tag{4.2}
\]
where $D_k \in \mathbb{R}^{m_k \times m_k}$ is diagonal. That is, information for any user $k$ is transmitted over a set of $m_k$ decoupled channels and the signals transmitted to this user do not cause interference to signals received by any other user $j$. The first condition is not restrictive in terms of achievable capacity. In fact, for any matrix $\tilde{V}_k$ of orthonormal columns that satisfies the second condition and a matrix $\tilde{U}_k$ of orthonormal columns that filters out interference from other users, we can compute the SVD of the product $\tilde{U}_k^H H_k \tilde{V}_k$. Let $U_k \in \mathbb{C}^{m_k \times m_k}$ be the resulting unitary matrix of left singular vectors and $\tilde{V}_k \in \mathbb{C}^{m_k \times m_k}$ the corresponding unitary matrix of right singular vectors. The matrix $V_k = \tilde{V}_k \tilde{U}_k$ has orthonormal columns and satisfies the second condition. The matrix $U_k = \tilde{U}_k U_k$ has orthonormal columns and suppresses interference from all other users. Together, $U_k$ and $V_k$ satisfy the first condition and the resulting channel matrix $D_k$ supports the same transmission rate as the initial $\tilde{U}_k^H H_k \tilde{V}_k$ matrix. The second condition demands that the
number of subchannels in the system be non-larger than the number of transmit antennas, i.e., \( \sum_{k=1}^{K} m_k \leq t \).

Given a performance measure of interest, optimization can be carried out over the choice of \( m_k, k = 1, \ldots, K \). But even fixing the number of subchannels per user, in general, there are additional degrees of freedom in the choice of precoding and receive filter matrices. In order to see this, consider arbitrarily chosen receive filter matrices \( \tilde{U}_k \) of orthonormal columns and dimension \( r_k \times m_k, k = 1, \ldots, K \), where \( \sum_{k=1}^{K} m_k \leq t \). For each user \( k \), consider the matrix

\[
\tilde{H}_k = [ H_1^T \tilde{U}_1^* \cdots H_{k-1}^T \tilde{U}_{k-1}^* H_k^T \tilde{U}_k^* \cdots H_{K}^T \tilde{U}_K^* ]^T, \tag{4.3}
\]

and the projector associated with the null space of this matrix \( T_k^\perp = \mathbf{I}_t - \tilde{H}_k^H (\tilde{H}_k \tilde{H}_k^H)^{-1} \tilde{H}_k \). Let \( \tilde{U}_k \in \mathbb{C}^{m_k \times m_k} \) be the matrix of \( m_k \) dominant left singular vectors and \( \mathbf{V}_k \in \mathbb{C}^{t \times m_k} \) the corresponding matrix of right singular vectors obtained from performing a SVD on the product \( \tilde{U}_k^H \tilde{H}_k T_k^\perp \). Obviously, \( T_k^\perp \mathbf{V}_k = \mathbf{V}_k \). Using this and the property \( \tilde{H}_k \tilde{T}_k^\perp = 0 \), it can easily be shown that \( \mathbf{V}_k \) satisfies Eq. 4.2 with \( \mathbf{U}_j = \tilde{U}_j \tilde{U}_j, \forall j \neq k \). Further, \( \mathbf{U}_k = \tilde{U}_k \tilde{U}_k \) and \( \mathbf{V}_k \) satisfy Eq. 4.1. That is, starting from any arbitrary choice of matrices \( \tilde{U}_1, \ldots, K \) a set of precoding matrices and receive filter matrices can be found. In general, the resulting subchannels, whose gains are given by the diagonal entries of \( \mathbf{D}_1, \ldots, K \), will be different for different choices of matrices \( \mathbf{U}_1, \ldots, K \). Optimization of the number of subchannels for each user and the choice of precoding and receiver filter matrices can be viewed as a general subchannel allocation problem. This is in general difficult to solve even for very elemental performance measures such as sum rate mostly due to its combinatorial nature. However, a simple suboptimum subchannel allocation scheme will be presented in Section 4.1.3.1 that, as we shall see, delivers very good performance. Before that, in the following, we review some of the known linear decomposition schemes and existing partial solutions to this subchannel allocation problem.

If \( r_1 = \cdots = r_K = 1 \), the subchannel allocation problem reduces to a user selection problem. The objective is to select a group of users \( \mathcal{U} \) of cardinality \( |\mathcal{U}| \leq t \) such that the performance measure of interest is maximized.\(^{1}\) Let \( U \leq t \) be the number of selected users and \( h_i \in \mathbb{C}^{t \times 1}, i = 1, \ldots, U \), their corresponding vector channels. The beamforming transmit vector for user \( i \) can optimally\(^{2}\) be computed as \( \mathbf{v}_i = \mathbf{T}_i^\perp h_i/\|\mathbf{T}_i^\perp h_i\|_2 \), where

\[
\mathbf{T}_i^\perp = \mathbf{I}_t - \tilde{H}_i^H (\tilde{H}_i \tilde{H}_i^H)^{-1} \tilde{H}_i \quad \text{and} \quad \tilde{H}_i = [ h_1 \cdots h_{i-1} \ h_{i+1} \cdots \ h_U ]^H.
\]

Equivalently, if we define \( \mathbf{H}(\mathcal{U}) \in \mathbb{C}^{t \times U} \) as the matrix whose column \( i \) is given by \( h_i \), the transmit beamforming vectors can be obtained by computing the scaled Moore-Penrose pseudoinverse of \( \mathbf{H}(\mathcal{U})^H \) as

\[
\mathbf{V} = \mathbf{H}(\mathcal{U}) (\mathbf{H}(\mathcal{U})^H \mathbf{H}(\mathcal{U}))^{-1} \mathbf{S},
\]

\(^{1}\)If QoS constraints are considered as in the rate-balancing optimization problem, the feasible set might be empty, for instance, if \( K > t \) and \( q_k > 0, \forall k \) (cf. Section 3.3). In order to circumvent this problem, subchannel allocation on different subcarriers or time-slots should be considered.

\(^{2}\)Other choices of \( \mathbf{v}_i \) are possible if \( U < t \), however the resulting channel gains are smaller.

\(^{3}\)For single-antenna receivers the channel matrix becomes a row vector. Since in this work vectors are column vectors, the channel matrix of a single-antenna user is denoted by a conjugate transposed column vector. In particular, for user \( k \), \( \mathbf{H}_k = h_k^H \).
where the $i$th column of $V$ is $v_i$ and $S$ is a diagonal scaling matrix with entries

$$s_{i,i} = \left( \sqrt{\left[ (H(U)^H H(U))^{-1} \right]_{i,i}} \right)^{-1}.$$ 

This scheme is commonly known as zero-forcing beamforming and has been considered in numerous recent publications, e.g., [42, 139, 22, 18, 110]. Several works have addressed the problem of user selection in the context of sum-rate maximization [42, 139], where asymptotic optimality of zero-forcing has been shown for a large number of users [139]. In [110] this problem has also been discussed in a rate-balancing context.

For the case of multiple receive antennas, decomposition algorithms were independently proposed in [107, 31, 93]. In all these works, no decision is made a priori regarding the number of dimensions assigned to the users. Instead, using the notation employed in Eq. 4.3, the receive filter matrices are initially chosen to be $\tilde{U}_k = I_{r_k}$, $k = 1, \ldots, K$. Subsequently, after computing the matrices $\tilde{H}_k$ and $T_k^\perp$ for each user, a SVD of the products $\tilde{H}_k T_k^\perp$ is performed. The resulting matrices of left singular vectors $U_k \in \mathbb{C}^{r_k \times m_k}$ and right singular vectors $V_k \in \mathbb{C}^{t_k \times m_k}$ satisfy Eqs. 4.2 and 4.1. For each user, the number of dimensions $m_k$ corresponds to the number of non-zero singular values. A necessary condition for the applicability of this scheme is

$$t > \sum_{j \neq k} r_j, \quad k = 1, \ldots, K. \tag{4.4}$$

In order to make the applicability of this algorithm possible when this condition is violated, user selection schemes have been proposed in [104, 49, 106] among others. Fixing a priori the number of subchannels $m_k$ that each user should get allocated, an iterative algorithm has been proposed in [30] in order to optimize the choice of receive filter and precoding matrices. The algorithm starts with matrices $\hat{U}_k^{(0)} \in \mathbb{C}^{r_k \times m_k}$ being the matrices of $m_k$ dominant left singular vectors of matrices $H_k$. Then, after computing the matrices $\tilde{H}_k$ and $T_k^\perp$ for each user, a SVD of the products $\tilde{U}_k^{(0)} H_k T_k^\perp$ is performed. Denoting with $\hat{U}_k^{(1)}$ the resulting matrices of left singular vectors, the new receive filter matrices are given by $\hat{U}_k^{(1)} = \tilde{U}_k^{(0)} \hat{U}_k^{(0)}$. The same computations are repeated using these new matrices and so on until convergence is reached. While no analytical proof of convergence is provided, empirical evidence suggests that this algorithm has a reliable convergence behavior. The problem of choosing the number of subchannels assigned to each user has been addressed in two different forms. The authors in [106, 139] propose to use the matrices of left singular vectors $U_k$ of the channel matrices $H_k$ as receive filter matrices and treat the rows of $U_k^H H_k$ as non-cooperative channels. This allows to employ user grouping algorithms proposed for the MISO setting in order to solve the subchannel allocation problem. In [137], a greedy antenna selection algorithm has been proposed based on a sum-rate criterion.

This short overview reveals that the different aspects of this general subchannel allocation problem for linear decomposition schemes have been separately treated following somehow disconnected approaches. In Section 4.1.3.1 a general and compact successive allocation scheme is presented that allows for a joint optimization of precoding and receive filter matrices and the number of subchannels to be allocated to each user.
4.1 Broadcast channel decomposition schemes

4.1.2 Successive-encoding-based decomposition

If the broadcast channel is linearly decomposed, the precoding vectors of any user $k$ must satisfy $\sum_{j \neq k} m_j$ orthogonality constraints. A way of increasing the number of degrees of freedom in the choice of precoding vectors consists of performing a successive encoding of the information streams transmitted over the assigned subchannels and applying a dirty paper coding scheme to each stream in order to fully neutralize interference caused by previously encoded streams. In this way, the precoding vector corresponding to a certain subchannel must only satisfy orthogonality constraints with respect to the subchannels whose information streams are encoded at an earlier stage but no constraints are imposed by those subchannels whose information streams are encoded later. The resulting subchannels are physically coupled in the sense that any subchannel causes interference to the subchannels where information is subsequently encoded. However, this interference does not have any impact on the achievable information rate over these subchannels and, therefore, we can say that subchannels are virtually decoupled.

Let $\pi : \{1, \ldots, t\} \rightarrow \{1, \ldots, K\}$ be a subchannel allocation function that assigns a subchannel to the user to which this subchannel belongs. Also, let the domain of this function indicate the order in which the subchannels are encoded. A virtual decomposition of the broadcast channel is achieved if

$$u_i^H H_{\pi(i)} v_j = 0, \quad j > i, \quad i, j \in \{1, \ldots, t\}.$$  

Here, $v_i \in \mathbb{C}^{t \times 1}$ and $u_i \in \mathbb{C}^{r_k \times 1}$ are, respectively, the unit-norm transmit and receive beamforming vectors corresponding to subchannel $i$. Note that, as in the linear approaches, a maximum of $t$ dimensions can be allocated as no more than $t-1$ orthogonality constraints can be satisfied in a space of dimension $t$. Beside the number of dimensions allocated to each user and the particular choice of transmit and receive beamforming vectors, the choice of encoding order is a further degree of freedom that can be exploited in order to optimize a performance measure of interest.

For $r_1 = \cdots = r_K = 1$ and a given subchannel allocation function, the transmit beamforming vectors can be optimally computed as $v_i = T_i^\perp h_{\pi(i)}/\|T_i^\perp h_{\pi(i)}\|_2$, where $T_i^\perp = I_t - \bar{H}_i^H (\bar{H}_i \bar{H}_i^H)^{-1} \bar{H}_i$ and

$$\bar{H}_i = \begin{bmatrix} h_{\pi(1)} & \cdots & h_{\pi(i-1)} \end{bmatrix}^H.$$

Equivalently, if we define $H(\pi) \in \mathbb{C}^{t \times U}$ as the matrix whose column $i$ is given by $h_{\pi(i)}$ with $U = \min\{t, K\}$, the transmit beamforming vectors can be obtained by performing a QR factorization of $H(\pi)$. That is, the transmit beamforming vector $v_i$ is the $i$th column of $V$, where $H(\pi) = V R$ and $R$ is an upper triangular matrix whose entries on the main diagonal represent the channel gains of the resulting subchannels. This approach is commonly known as zero-forcing dirty-paper coding and has been discussed in [23, 97, 123] and previously in combination with Tomlinson-Harashima precoding in [56]. Since, for a given number of allocated subchannels, the allocation of additional subchannels encoded at a later stage is not detrimental, $U = \min\{t, K\}$ dimensions can always be allocated without loss of optimality. This is in contrast to the zero-forcing beamforming approach, for which $U < \min\{t, K\}$ may yield a better performance in some cases. If $K \leq t$, optimization of
any performance measure of interest can be performed over the choice of encoding order. If \( K > t \), both user selection and encoding order are the degrees of freedom that can be exploited in order to optimize performance. In [136, 123] greedy algorithms are presented that optimize encoding order using sum-rate as a figure of merit. While the algorithm in [136] is only applicable to systems with \( K \leq t \), the algorithm in [123] can be applied to systems with \( K > t \). In that case, the algorithm performs user selection and optimization of the encoding order at the same time.

For multiple receive antennas, decomposition algorithms have been presented in [108, 41, 79]. In both [108, 41] a block-wise decomposition approach is proposed along the lines of the linear decomposition approaches presented in [107, 31, 93]. Assuming that the streams of information for a certain user are encoded in the order indicated by the user index, i.e., streams of information for user 1 are encoded in first place, those for user 2 in the second place and so on, the transmit and receive beamforming vectors for user \( k \) are obtained as follows. First,

\[
\bar{H}_k = [H_1^T \cdots H_k^T \cdots H_{k-1}^T]^T
\]

is defined and the null-space projector of this matrix \( T_k^\perp = I - \bar{H}_k H_k H_k^H \bar{H}_k^H \) is computed. Then, a SVD of the product \( H_k T_k^\perp \) is performed. The matrix \( V_k \) of right singular vectors becomes the precoding matrix for user \( k \) and the matrix \( U_k \) of corresponding left singular vectors becomes the receive filter matrix for user \( k \). Since the columns of \( V_k \) lie in the subspace associated with \( T_k^\perp \), \( V_k = T_k^\perp V_k \) holds, and, as a result, \( U_k \) and \( V_k \) diagonalize \( H_k \). That is, the subchannels corresponding to a particular user are completely decoupled and, hence, they can be independently encoded. The subchannels of user \( k \) do not cause interference on subchannels of users \( 1, \ldots, k-1 \). By contrast, these subchannels cause interference on the subchannels of user \( k \), which can be neutralized by using dirty paper coding. For a given group of users satisfying Eq. 4.4, a heuristic encoding order is proposed in [108]. Important issues such as user selection and optimization of the number of dimensions allocated to each user are not considered in these works. In [79] a successive allocation algorithm is proposed where each user, if served, is allocated just one spatial dimension. At each step, the user is selected that can transmit over a subchannel with maximum channel gain among those that satisfy orthogonality constraints with previously established subchannels. Correspondingly, the encoding order coincides with the order in which subchannels are allocated. This algorithm has been shown to have an optimum behavior in terms of sum-rate for large number of users.

In the following section an algorithm is presented that comprises all these state-of-the-art decomposition approaches as particular cases and incorporates mechanisms in order to perform user selection, optimization of the number of dimensions allocated to each user and optimization of the encoding order for any performance measure of interest. Different aspects of this general decomposition algorithm have been discussed in [113, 115, 118, 115, 16, 116, 114].

### 4.1.3 Successive subchannel allocation method

The decomposition algorithm that we present in this section proceeds successively assigning a new spatial dimension to a particular user in each step. The set of eligible dimensions
in each step is given by the set of singular values of all users in the network within the orthogonal subspace to that spanned by previously assigned dimensions. Constraining the set of candidate subchannels to be orthogonal to the set of established subchannels, we make sure that the dimension allocated in a certain step does not cause interference on previously assigned subchannels. Choosing the encoding order to be the same as the order in which subchannels are allocated makes possible to neutralize the interference caused by previously established subchannels on new ones by means of coding. Selection of the spatial dimension that is assigned at a given step is made according to a rule that can be defined in accordance with some performance measure of interest. In this way, the users served, the number of dimensions assigned to each user, the transmit and receive beamforming vectors corresponding to a certain dimension and the encoding order become all parameters that are implicitly determined by the performance measure of interest via the associated channel allocation rule.

Specifically, the algorithm works as follows. After having established the first \( j \) spatial subchannels, the projection matrix \( T_j \) is computed as

\[
T_j = T_{j-1} - v_{j-1}v_{j-1}^H,
\]

where \( T_1 = I_t \) and \( v_{j-1} \) is the transmit beamforming vector corresponding to the dimension just allocated in the previous step. As it will become clear later, matrix \( T_j \) represents the projector of the subspace defined by the intersection of the kernels of the \( j-1 \) previously established subchannels. Then, channel matrices of all users are projected into this subspace,

\[
H^j_k = H_k T_j, \quad k = 1, \ldots, K,
\]

and singular value decompositions of all projected channel matrices are performed,

\[
H^j_k = U^j_k \Lambda^j_k V^j_k, \quad k = 1, \ldots, K.
\]

At this stage, among the set of potential subchannels one is selected according to any particular rule. Denoting by \( R \) the rule that selects one out of all possible subchannels we can mathematically write

\[
(k, s) = R \left( \{ \lambda^{j}_{k,s} | k = 1, \ldots, K, \ s = 1, \ldots, \rho^j_k \} \right), \quad \pi(j) = \bar{k},
\]

\[
v_j = V^j_{\bar{k}} e_s, \quad u_j = U^j_{\bar{k}} e_s,
\]

where \( \lambda^{j}_{k,s} \) is the \( s \)th eigenvalue in the main diagonal of matrix \( \Lambda^j_k \), \( \rho^j_k = \text{Rank} \{ H^j_k \} \) and \( e_s \) is a column vector with a 1 in the \( s \)th row and zeros elsewhere. The rule \( R \) can be viewed as a function that takes the set of singular values in the remaining spatial subspace and returns an ordered pair of indexes that identify the selected dimension. Internally, \( R \) might also make use of further system parameters such as quality-of-service constraints or scheduling statistics. In order to allocate the \( (j+1) \)th spatial subchannel the same procedure is repeated. This allocation method is summarized in Algorithm 4.1. For convenience, henceforth, we will refer to this algorithm as successive encoding successive allocation method (SESAM).
Algorithm 4.1 Successive encoding successive subchannel allocation method

1: \( j \leftarrow 1, \quad T_1 \leftarrow I_t \)

2: \( \text{repeat} \)

3: \( H_k^i \leftarrow H_k T_j, \quad k = 1, \ldots, K \)

4: \( H_k^i \leftarrow U_k^i A_k^i V_k^{i \text{H}}, \quad k = 1, \ldots, K \)

5: \( (\bar{k}, \bar{s}) \leftarrow R(\{\lambda_{k,s}^j | k = 1, \ldots, K, \ s = 1, \ldots, \rho_{k}^j\}), \quad \pi(j) \leftarrow \bar{k}, \quad v_j \leftarrow V_j^i e_s, \quad u_j \leftarrow U_j^i e_s \)

6: \( T_{j+1} \leftarrow T_j - v_j v_j^\text{H}, \quad j \leftarrow j + 1 \)

7: \( \text{until } j > \sum_k r_k \text{ or } T_j = 0 \)

For subchannel \( j \), interference caused by subchannels \( i > j \) is forced to zero, i.e.,

\[
u_j^i H_{\pi(j)} v_{i>j} = 0.
\]

In order to see this consider the following equations,

\[
\begin{align*}
u_j^i H_{\pi(j)} v_{i>j} &= 0 \quad \text{(4.5)} \\
u_j^i H_{\pi(j)} T_{i>j} v_{i>j} &= 0 \quad \text{(4.6)} \\
u_j^i H_{\pi(j)} T_j T_{i>j} v_{i>j} &= 0 \quad \text{(4.7)}
\end{align*}
\]

In Eq. 4.5, we make use of the fact that \( v_{(i>j)} \) lies within the subspace spanned by \( T_{i>j} \). In Eq. 4.6, we consider the fact that the image of \( T_{i>j} \) is within the subspace spanned by \( T_j \). Finally, in Eq. 4.7, we note that \( u_j \) is a left singular vector of \( H_{\pi(j)} T_j \) with \( v_j \) as corresponding right singular vector, which, by construction, happens to be perpendicular to the subspace spanned by \( T_{i>j} \). By contrast, interference caused by subchannels \( i < j \) is, in general, not eliminated by the choice of beamforming vectors. Note that in this case \( T_j T_{i<j} = T_j \) and, therefore, Eq. 4.6 does not hold. This interference can be neutralized by coding. An exception occurs when \( \pi(i) = \pi(j) \) with \( i \neq j \), i.e., when a same user gets allocated two different subchannels. In such case, it can be shown that subchannels \( j \) and \( i \) are entirely decoupled as follows. Assume \( i > j \), then,

\[
0 = u_j^i H_{\pi(j)} v_i = u_j^i H_{\pi(j)} T_i v_i = u_j^i u_i \lambda_{k,s}^i,
\]

which shows that \( u_i \) and \( u_j \) are necessarily orthogonal. On the other hand, interference
caused by subchannel \( j \) on subchannel \( i \) is given by

\[
\begin{align*}
\mathbf{u}_i^H \mathbf{H}_{\pi(i)} \mathbf{v}_j & = 0, \\
\mathbf{u}_i^H \mathbf{H}_{\pi(i)} \mathbf{T}_j \mathbf{v}_j & = 0, \\
\mathbf{u}_i^H \mathbf{H}_{\pi(j)} \mathbf{T}_j \mathbf{v}_j & = 0, \\
\mathbf{u}_i^H \mathbf{u}_j \lambda_k^\perp_{k, \bar{s}} & = 0,
\end{align*}
\]

which is, as it has been shown, equal to zero due to orthogonality of the receive beamforming vectors. Effective transmission of information occurs over each of the allocated scalar subchannels whose gain is given by

\[
g_j = \mathbf{u}_j^H \mathbf{H}_{\pi(j)} \mathbf{v}_j, \quad \forall j.
\]

Over this set of virtually decoupled channels allocation of transmit power can be chosen in order to optimize performance.

If applied to a single-user MIMO channel, this algorithm performs a singular value decomposition of the channel matrix independently of \( \mathcal{R} \) and, therefore, preserves capacity. If applied to a broadcast channel with single-antenna receivers, this algorithm is equivalent to the zero-forcing dirty-paper coding algorithm discussed in [23, 97, 123]. If applied to a general broadcast channel with multiple antennas at the receivers and each user systematically gets allocated as many dimensions as it can support in consecutive steps, we obtain the block-wise decomposition approach proposed in [108, 41]. Finally, if we restrict the number of dimensions assigned to each user to one, the algorithm proposed in [79] results.

4.1.3.1 Successive subchannel allocation method for linear approaches

The beamforming vectors delivered by SESAM do not suppress interference completely. Rather, the impact of the remaining interference must be eliminated by resorting to a dirty-paper coding scheme, whose efficient implementation is still subject of ongoing research [46, 149, 145, 151, 124]. If, due to practical reasons, independent coding of information streams is preferred, SESAM can still be used as a means of finding a good solution to the general subchannel allocation problem of linear decomposition approaches. To be more specific, SESAM can be used in order to obtain a convenient set of initial receive filter matrices \( \tilde{\mathbf{U}}_k, k = 1, \ldots, K \), based on which linear decomposition can be performed in a subsequent step. Thus, in this case, SESAM is not used to determine the beamforming vectors in an explicit way. Rather, SESAM provides a means to determine which users are served and over how many spatial dimensions, and to conveniently pre-condition the choice of beamforming vectors. The resulting algorithm is given in Algorithm 4.2. In line 7 the new computed receive beamforming vector is incorporated as an additional column to the receive filter matrix of the corresponding user. Different to Algorithm 4.1, where allocation of a new dimension does not have any impact on the previously allocated subchannels, now, a new dimension represents an additional constraint that previously allocated subchannels must fulfil. That is, allocation of a new dimension might be detrimental in terms of performance. Therefore, after assigning a new dimension performance must be evaluated and compared to that obtained after allocation of the previous dimensions.
If performance increases, allocation of a new dimension is considered. If performance decreases, the just computed receive beamforming vector is removed from the corresponding receive filter matrix and no further allocation steps are carried out. Once the allocation process is completed, the broadcast channel is linearly decomposed by first computing matrices $\bar{H}_k$ for every user with the resulting matrices $\tilde{U}_k$ (cf. Eq. 4.3). Then the projectors $T_k^* = I_t - H_k^H (H_k^H H_k^H)^{-1} H_k$ associated to the null space of each of these matrices are computed and, finally, singular value decompositions of the products $\tilde{U}_k^H H_k T_k^*$ are performed (cf. Section 4.1.1). This algorithm allows a joint treatment of the different aspects of the subchannel allocation problem in the context of linear decomposition approaches such as user selection, number of dimensions assigned to each user and determination of beamforming vectors. The choice of these parameters can be influenced by the performance measure of interest through the selection rule $\mathcal{R}$. Of course, now, the link between the selection rule and the final performance is weaker than in Algorithm 4.1. This is due to the fact that the singular values computed in line 5 do not correspond any more to actual channel gains of potentially allocated subchannels. However, in general, the singular values will still be good estimates of the final channel gains. This is somehow ensured by the performance evaluation carried out within the repeat loop, which prevents from too tough constraints being imposed on already allocated spatial dimensions.

**Algorithm 4.2** SESAM-based subchannel allocation for linear decomposition approaches

1: $j \leftarrow 1$, $T_1 \leftarrow I_t$
2: $\tilde{U}_k = \[\], \quad k = 1, \ldots, K$,Receive filter matrices are initialized as empty matrices
3: repeat
4: $H_k^j \leftarrow H_k T_j$, $k = 1, \ldots, K$
5: $H_k^j \leftarrow U_j^k A_j^k V_j^H_k$, $k = 1, \ldots, K$
6: $(k, s) \leftarrow \mathcal{R} \left( \{ \lambda_j^k s | k = 1, \ldots, K, \ s = 1, \ldots, \rho_j^k \} \right)$, $v_j \leftarrow V_j^k e_s$, $u_j \leftarrow U_j^k e_s$
7: $\tilde{U}_k = [\tilde{U}_k^j | u_j]$
8: Perform linear decomposition based on $\tilde{U}_k$, $k = 1, \ldots, K$ (cf. Section 4.1.1)
9: Evaluate performance
10: if performance decreases then
11: Remove $u_j$ from $\tilde{U}_k$
12: Break repeat loop
13: end if
14: $T_{j+1} \leftarrow T_j - v_j v_j^H$, $j \leftarrow j + 1$
15: until $j > \sum_k r_k$ or $T_j = 0$
16: Perform linear decomposition based on $\tilde{U}_k$, $k = 1, \ldots, K$

In the next sections, adequate selection rules are proposed for the three optimization problems discussed in Chapter 3. Discussion will focus on Algorithm 4.1. However, numerical results will also include performance curves of Algorithm 4.2. In each case the selection rule applied will be the same as that used for the SESAM algorithm.
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4.1.4 Sum-rate maximization

4.1.4.1 Selection rule

Aiming at the maximization of the sum-rate, it seems convenient to perform allocation so that at each step the spatial subchannel is selected that being orthogonal to all previously established subchannels exhibits the largest channel gain. Mathematically, the selection rule can be defined as

\[
R (\{\lambda_{k,s}^l | k = 1, \ldots, K, \ s = 1, \ldots, \rho_k^l \}) =
\arg \max_{k,s} \{\lambda_{k,s}^l | k = 1, \ldots, K, \ s = 1, \ldots, \rho_k^l \}.
\] (4.8)

The following theorem provides some rationale for this ordering.

**Theorem 4.1.1.** Let \(g_i, i = 1, \ldots, j\) be the channel gains corresponding to the \(j\) first allocated subchannels and let \(C_j\) be the sum-rate achieved over these subchannels. Selecting the next subchannel according to the rule proposed in Eq. 4.8 yields the maximum rate increment \(\Delta C = C_{j+1} - C_j\).

**Proof.** Let \(\tilde{g}_{j+1} = \max \{\lambda_{k,s}^{j+1} | k = 1, \ldots, K, \ s = 1, \ldots, \rho_k^{j+1} \}\) be the channel gain resulting from application of the proposed rule in the \(j + 1\) allocation step and let \(g_{j+1}\) be the subchannel gain resulting from the application of any other rule. Let \(\tilde{G} = \{g_i | i = 1, \ldots, j\} \cup \{\tilde{g}_{j+1}\}\) and \(G = \{g_i | i = 1, \ldots, j\} \cup \{g_{j+1}\}\).

Assume that the optimum waterfilling allocation for the set \(G\) yields the waterfilling level \(\eta\) (cf. Section 4.1.4.2). For the set \(\tilde{G}\), consider a suboptimum power allocation where subchannels \(i \leq j\) are waterfilled to the level \(\eta\) and subchannel \(j + 1\) receives the same power as subchannel \(j + 1\) in \(G\). Obviously, the first \(j\) subchannels achieve the same transmission rate in both sets. Transmission rate achieved over subchannel \(j + 1\) in \(\tilde{G}\) will be larger than or equal to that achieved over subchannel \(j + 1\) in \(G\) as \(\tilde{g}_{j+1} \geq g_{j+1}\). Waterfilling allocation of power over the subchannels of set \(\tilde{G}\) can only lead to an even larger transmission rate for this set. \(\square\)

Note that \(\tilde{g}_{j+1}\) in the proof above can be characterized as

\[
\tilde{g}_{j+1}^2 = \max_k \max_v v^H H_{k}^{j+1} v,
\]

subject to \(\|v\|_1 = 1\). That is, limiting the candidate subchannels to be eigenmodes of the projected channel matrices, as SESAM does, is without loss of optimality in terms of the rate increment that can be attained in one allocation step.

If only single-antenna receivers are considered, SESAM with the allocation rule given in Eq. 4.8 coincides with the algorithm presented in [123]. If for the general setting the number of allocated dimensions per user is restricted to one, the SESAM algorithm with this selection rule coincides with the algorithm proposed in [79]. Of course, the analytical results presented in these works concerning the asymptotic performance behavior at high SNR and for a large number of users immediately apply to SESAM.

In a multicarrier setting, the SESAM algorithm with the selection rule given in Eq. 4.8 can be independently executed on each subcarrier without incurring performance loss.
with respect to a direct application of the algorithm using the compact representation of multicarrier channels as block diagonal channel matrices (see Eq. 3.14). This allows for a parallel implementation of the algorithm across subcarriers.

### 4.1.4.2 Power allocation policy

Let $g_j$, $j = 1, \ldots, J$ be the channel gains of the subchannels resulting from application of SESAM to a Gaussian broadcast channel. The optimum power allocation policy in terms of sum rate is obtained by solving

$$\arg \max_{P_1, \ldots, P_J} \sum_{j=1}^{J} \log_2(1 + g_j^2 P_j),$$

subject to $P_1 + \ldots + P_J \leq P$ and $P_j \geq 0$, $\forall j$. The resulting optimum policy is the well-known waterfilling power allocation [40], which reads

$$P_j = \max \left\{ \eta - \frac{1}{g_j^2}, 0 \right\},$$

where $\eta$ is the waterfilling level, which is chosen to fulfil the transmit power constraint with equality.

### 4.1.4.3 Numerical results

In this section simulation results are shown corresponding to a multicarrier transmission system with $N = 16$ uncorrelated subcarriers. The basic difference between this setting and a system with $N = 1$ is basically the additional degrees of freedom that the multicarrier system offers for allocation of power over the spectral components. Average performance of both systems would be identical if a uniform allocation of power were applied across subcarriers.

Fig. 4.1 shows average sum capacity curves for a Rayleigh distributed channel with $t = 4$ transmit antennas, $K = 2$ users and $r_1 = r_2 = 2$ antennas at each receiver. The entries in the channel matrix corresponding to a particular user on a particular subcarrier have been assumed to be mutually independent with variance equal to one. The horizontal axis represents the ratio between transmit power per subcarrier and the noise variance at any receive antenna in decibels. The performance gap between SESAM and the optimum approach is for all practical purposes inexistent. In this case, using the fact that the composite broadcast channel matrix $H$ will in general have full row rank, convergence of SESAM and the optimum approach at high SNR can be analytically shown along the lines of [23, Theorem 4] and [41, Theorem 1].

The proof relies on the fact that the product of the eigenvalues of $HH^H$ is equal to the square of the product of the diagonal entries of $U^H HV$, where $V$ is a matrix whose columns are an orthonormal base of the space spanned by the columns of $H^H$, $U$ is a unitary matrix and $U^H HV$ has a triangular structure. The result follows by noting that the transmit and receive weighting vectors computed by SESAM yield such matrices and, at high SNR, capacity is essentially determined by the product of eigenvalues of $HH^H$ in the single user link and the square of the product of the diagonal entries of $U^H HV$ in the broadcast channel.
over the strongest dimension available in the system. The linear decomposition technique behaves exactly as SESAM in the low SNR regime, just transmitting information over the strongest subchannel. Therefore, performance of both suboptimum approaches coincide. Although difficult to show analytically, apparently, the optimum solution adopts the same transmission strategy at low SNR. The performance gap between the linear decomposition approach and the other two curves at high SNR amounts to approximately 2.5 bits. Note that in this case the shaping loss incurred if the popular Tomlinson-Harashima precoding is applied in order to mitigate known interference amounts to 2.03 bits. That is, implementation of successive encoding based on this simple and practical technique for canceling known interference would not provide any significant gain with respect to a plain linear scheme.

\[ \Lambda = \text{diag}[15, 1, 0, 0] \]  

(4.10)

The practical case of two users being in locations few meters apart from each other that are reached by the base station through quite a narrow bundle of angles of departure matches the setting proposed here. The asymptotic slope of all curves is just half of that

\[^5\text{The shaping loss per real dimension amounts to 0.254 bits [46]. This number must be multiplied by 2 in order to get the shaping loss per complex dimension. The resulting number must be multiplied by the number of dimensions allocated in order to get the total loss per channel use.}\]
corresponding to the curves displayed in Fig. 4.1. This is due to the reduced rank of
the channel, which is now 2 rather than 4. As before, almost no gap can be seen between
SESAM and the optimum approach. Note, however, that now the composite channel matrix
is not full row rank. Therefore, analyses based on this assumption as those carried out in
[23, 41] are not applicable. The performance gap between the successive encoding schemes
and the linear decomposition approach can be only observed at high SNR values and, even
there, it is rather small.
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Figure 4.2: Average sum rate for a Gaussian broadcast channel with spatially correlated
Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 2$.

Fig. 4.3 shows average sum capacity curves for a Rayleigh distributed channel with
$t = 4$ transmit antennas, $K = 10$ users and $r_k = 2$ antennas at each receiver. Entries in the
composite channel matrix of each subcarrier are assumed to be mutually independent and
with covariance equal to one. Different from the settings of Figs. 4.1 and 4.2, now, the total
number of receive antennas in the system is larger than the number of transmit antennas.
This calls for a decision regarding the users to be served and the number of subchannels
to be assigned to these users on a particular subcarrier. This additional degree of freedom,
commonly known as multiuser diversity, is exploited by all the simulated schemes and
results in improved performance as compared to previous figures (cf. [79]). The gap between
the linear decomposition approach and successive encoding approaches becomes smaller.
That is, linear schemes benefit from multiuser-diversity more than successive-encoding-
based decomposition approaches. This is due to the fact that as the number of users
increases, it is easier to find a set of $t$ quasi-orthogonal spatial dimensions to allocate.

Fig. 4.4 shows average sum capacity curves for a scenario as described by the settings
used in Fig. 4.3 but where correlation has been introduced between transmit antenna
elements. For these simulations, an eigenvalue profile of the transmit covariance matrix
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Figure 4.3: Average sum rate for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. \( t = 4, r_k = 2, N = 16, K = 10 \).

has been considered proportional to

\[
\Lambda = \text{diag}[10, 5, 1, 0].
\]  \( \text{(4.11)} \)

This profile may very well match a scenario in which a group of users located in a same certain area, such as a square or street, are reached from the base station over the same moderately broad bundle of angles of departure. Again, the rank deficiency of the channel causes a decay of the asymptotic growth of all approaches. As in previous figures SESAM shows an insignificant performance loss with respect to the optimum solution. Also a mild gap can be appreciated between the optimum approach and the linear scheme at moderate and high SNR values.

| Table 4.1: Average number of iterations needed by Algorithm 3.6 to achieve 0.999\( R_{\text{SESAM}} \). |
| SNR (dB) | -14 | -10 | -6 | -2 | 2 | 6 | 10 | 14 | 18 | 22 | 26 |
| Uncorrelated, \( K = 2 \) | 1.2 | 1.1 | 1.1 | 1.1 | 1.4 | 1.7 | 1.6 | 1.4 | 1.2 | 1.0 | 1.0 |
| Uncorrelated, \( K = 10 \) | 1.1 | 1.1 | 1.1 | 1.3 | 2.0 | 2.7 | 3.9 | 5.2 | 6.1 | 6.3 | 6.4 |
| Correlated, \( K = 2 \) | 46.0 | 51.0 | 55.3 | 12.5 | 3.8 | 3.0 | 3.6 | 5.1 | 6.8 | 8.1 | 9.0 |
| Correlated, \( K = 10 \) | 3.3 | 2.6 | 2.7 | 3.2 | 3.0 | 3.5 | 4.5 | 5.7 | 6.6 | 7.3 | 7.6 |

Table 4.1 shows the average number of iterations required by the optimum iterative Algorithm 3.6 in order to reach 99.9% of the sum rate achieved by SESAM (\( R_{\text{SESAM}} \)). Numbers range between almost one iteration for uncorrelated scenarios at low SNR and more than 55 iterations at -6 dB, \( K = 2 \) and correlated channels. This indicates that the additional computational complexity of optimal iterative approaches relative to SESAM strongly depends on the particular setting.
Figure 4.4: Average sum rate for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 10$.

4.1.5 Weighted sum-rate maximization

4.1.5.1 Selection rule

Given a set of weights $\mu_k \in \mathbb{R}_+, k = 1, \ldots, K$, these can easily be incorporated into the selection rule in order to perform a priority-sensitive subchannel allocation as follows,

$$
\mathcal{R} \left( \{ \lambda_{k,s}^j | k = 1, \ldots, K, \ s = 1, \ldots, \rho_k^j \} \right) = \\
= \arg \max_{k,s} \{ \mu_k \lambda_{k,s}^j | k = 1, \ldots, K, \ s = 1, \ldots, \rho_k^j \}. \tag{4.12}
$$

If all weights are equal this rule is identical to the sum-rate maximizing rule in Eq. 4.8. Setting all but the weight of a particular user equal to zero, this rule allocates all dimensions to the only user whose weight is different from zero. In this case the SESAM algorithm performs a SVD of the single user channel, which is capacity preserving. In all intermediate cases, this rule increases the probability of those users getting dimensions allocated that have a higher priority. This is done by performing a kind of trade-off between priorities on the one hand and channel strength on the other. In a multicarrier setting, the SESAM algorithm with the selection rule given in Eq. 4.12 can be independently executed on each subcarrier without incurring performance loss with respect to a direct application of the algorithm using the compact representation of multicarrier channels as block diagonal channel matrices (see Eq. 3.14). This allows for a parallel implementation of the algorithm across subcarriers.
4.1.5.2 Power allocation policy

Let $g_j, j = 1, \ldots, J$ be the channel gains of the subchannels resulting from application of SESAM to a Gaussian broadcast channel. The optimum power allocation policy in terms of weighted sum-rate is obtained by solving

$$\arg \max_{P_1, \ldots, P_J} \sum_{j=1}^{J} \mu_{\pi(j)} \log(1 + g_j^2 P_j),$$

subject to $P_1 + \ldots + P_J \leq P$ and $P_j \geq 0, \forall j$. Choosing all priorities equal, i.e., $\mu_1 = \ldots = \mu_K$, Problem 4.13 reduces to Problem 4.9, for which the solution is the well-known waterfilling power allocation. In the general case, the solution can be derived by solving the KKT conditions, which are in this case sufficient due to the concavity of the objective function and the convexity of the feasible set. The Lagrangian of Problem 4.13 is given by

$$L(P_1, \ldots, P_J, \nu_0, \ldots, \nu_J) = \sum_{j=1}^{J} \mu_{\pi(j)} \log(1 + g_j^2 P_j) + \sum_{j=1}^{J} \nu_j P_j + \nu_0 \left( P - \sum_{j=1}^{J} P_j \right).$$

The corresponding KKT conditions can be written as follows,

$$\frac{\partial L}{\partial P_j} = \frac{\mu_{\pi(j)} g_j^2}{1 + P_j g_j^2} - \nu_0 + \nu_j = 0, \quad j = 1, \ldots, J,$$

$$\sum_{j=1}^{J} P_j \leq P, \quad \nu_0 \geq 0, \quad P_j \geq 0, \quad \nu_j \geq 0, \quad j = 1, \ldots, J,$$

$$\nu_0 \left( P - \sum_{j=1}^{J} P_j \right) = 0, \quad \nu_j P_j = 0, \quad j = 1, \ldots, J.$$

From Eq. 4.14 follows

$$P_j = \frac{\mu_{\pi(j)} g_j^2}{\nu_0 - \nu_j} - \frac{1}{g_j^2}, \quad j = 1, \ldots, J.$$  

If $P > 0$, there will optimally be at least a subchannel $j$ that gets some power allocated, i.e., $P_j > 0$ for at least one subchannel. Considering Eq. 4.16, this necessarily implies that $\nu_0 > 0$, from which, due to the first slackness condition in Eqs. 4.15, equality in the total power constraint follows, i.e.,

$$\sum_{j=1}^{J} P_j = P.$$  

Let $S$ be a set of indices $j$ such that $P_j > 0$ if $j \in S$ and $P_j = 0$ if $j \not\in S$. From the second slackness condition in Eqs. 4.15, it follows that $\nu_j = 0$ for $j \in S$. Now, defining the waterlevel $\eta = 1/\nu_0$, and using Eq. 4.16 the optimum power allocation can finally be written as

$$P_j = \max \left\{ \eta \mu_j - \frac{1}{g_j^2}, 0 \right\}, \quad j = 1, \ldots, J,$$

where $\eta$ must be chosen to satisfy Eq. 4.17. This solution can be viewed as a kind of generalized waterfilling [90].
4.1.5.3 Numerical results

In this section numerical results are presented that correspond to a multicarrier transmission system with $N = 16$ uncorrelated subcarriers. Again, the four different settings of Section 4.1.4.3 are considered, which differ in the number of users and the spatial correlation properties. For given weights, we plot the average rates obtained by the users in the network, where averaging takes place over a number of different channel realizations. In order to compute optimum rate vectors, Algorithm 3.10 has been applied in conjunction with Algorithm 3.9. In order to save simulation time the number of iterations of Algorithm 3.10 has been limited to 100. For Algorithm 3.9 the stop criterion parameter $\epsilon$ has been chosen to be $10^{-5}$.

In Fig. 4.5 average rate pairs are shown for a Rayleigh distributed broadcast channel with $t = 4$ transmit antennas, $K = 2$ users and $r_1 = r_2 = 2$ antennas at each receiver. The entries in the channel matrix corresponding to a particular user on a particular subcarrier have been assumed to be mutually independent with variance equal to one. Average rate pairs have been plotted for three different SNR values and weight pairs $(\mu_1, \mu_2)$ with $\mu_2 = 1 - \mu_1$, $\mu_1 = n/10$ and $n \in \{1, 2, \ldots, 9\}$. Both the rate pairs corresponding to the optimum solution and the rate pairs achieved by SESAM seem to lie on the same curved line that may be viewed as the boundary of the averaged capacity region. That is, SESAM is able not only of practically achieving sum capacity but also of closely approximating any other points on the boundary of the capacity region. In terms of weighted sum rate, the maximum gap between SESAM and the solution achieved by the optimum algorithm amounts to 1.44% of the optimum value at 15 dB for the weight pairs $(0.4, 0.6)$ and $(0.6, 0.4)$. Despite this insignificant difference in terms of weighted sum-rate, for a given weight pair, the distribution of rates among users remarkably differs, being the points attained by SESAM more evenly spaced over the boundary of the region than those delivered by the optimum algorithm. The gap between the linear SESAM scheme and the other two approaches is especially visible at 15 and 25 dB. The points resulting from this scheme describe a curve that is strictly in the interior of the region delimited by the points of the other two approaches. However, the gap in terms of weighted sum-rate is surprisingly small reaching a maximum of 9% with respect to the optimum at 25 dB for the weight pairs $(0.4, 0.6)$ and $(0.6, 0.4)$.

Table 4.2 shows the average number of iterations required to reach 99.9% of the weighted sum rate attained by SESAM. Outer iterations refer to the number of iterations performed by Algorithm 3.10. Inner iterations refer to the average number of iterations performed by Algorithm 3.9 per subcarrier in each iteration of Algorithm 3.10. As mentioned before, the maximum number of outer iterations has been limited to 100, therefore, some of these numbers would be much larger if this limitation had not been imposed. In fact, due to this limitation in the number of iterations, in some of the settings the 99.9% of the SESAM performance is not reached by the iterative algorithms. For instance, the weighted sum rate achieved by the iterative algorithm at 5 dB for $\mu_1 = 0.5$ is just 98.3% of the value achieved by SESAM. All in all, the values displayed in Table 4.2 clearly confirm that the number of iterations, and, therefore, the computational complexity, required to compute the optimum solution is extremely dependent on the particular system parameters in a way that is virtually impossible to discern beforehand.
Figure 4.5: Average rate tuples for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. \( t = 4, r_k = 2, N = 16, K = 2 \).

<table>
<thead>
<tr>
<th>( \mu_1 )</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner iterations</td>
<td>1.1/2.0/7.5</td>
<td>1.2/4.1/6.1</td>
<td>2.3/11.7/5.4</td>
<td>3.2/10.8/5.6</td>
<td>1.4/6.0/4.3</td>
</tr>
<tr>
<td>outer iterations</td>
<td>98.0/96.2/45.9</td>
<td>98.6/82.0/5.3</td>
<td>89.9/3.6/1.0</td>
<td>80.5/1.0/1.0</td>
<td>95.7/6.6/1.8</td>
</tr>
</tbody>
</table>

Table 4.2: Average numbers of iterations involved in the computation of the optimum solution in order to reach 99.9% of the weighted sum rate achieved by SESAM in a spatially uncorrelated broadcast channel with \( t = 4, r_k = 2, N = 16, K = 2 \) and SNR = 5/15/25 dB.

In Fig. 4.6 average rate pairs are shown for a Rayleigh distributed broadcast channel with \( t = 4 \) transmit antennas, \( K = 2 \) users and \( r_1 = r_2 = 2 \) antennas at each receiver. The entries in the channel matrix corresponding to a particular user on a particular subcarrier are still assumed to be mutually independent with variance equal to one but channel coefficients corresponding to different transmit antennas are now correlated. The transmit covariance matrix exhibits an eigenvalue profile as given by Eq. 4.10. The SNR values and the weight pairs for which average rate pairs have been computed are the same as in Fig. 4.5. Due to the effect of correlation, all rates are in this case lower than in the previous figure. Due to the limitation in the number of iterations to 100, the iterative algorithm yields a solution that is visibly outperformed by SESAM for \( \mu_1 = 0.5 \). To be precise, for these weights the iterative algorithm only reaches 90.1% of the weighted sum rate achieved by SESAM at 5 dB. At 15 and 25 dB these numbers are 94.8% and 96.7%, respectively. The maximum performance gap in terms of weighted sum rate between the iterative algorithm and SESAM is observed at 25 dB for the weight pairs \((0.3, 0.7)\) and \((0.7, 0.3)\). For these parameters, SESAM performs 2.53% below the weighted sum rate
achieved by the iterative algorithm. The maximum performance gap between the iterative algorithm and the linear SESAM scheme is observed at 25 dB for the weight pairs (0.4, 0.6) and (0.6, 0.4) and amounts to 10.47% of the weighted sum rate achieved by the optimum algorithm. Particularly remarkable is the even distribution of the points corresponding to SESAM and the linear scheme over the boundary of the respective regions. This is in sharp contrast to the high concentration of optimum points close to the axes.

Figure 4.6: Average rate tuples for a Gaussian broadcast channel with spatially correlated Rayleigh-fading channel coefficients. $t = 4$, $r_k = 2$, $N = 16$, $K = 2$.

For completeness we include Table 4.3, which shows the average number of iterations required to reach 99.9% of the weighted sum rate attained by SESAM. As mentioned before, due to the limitation in the number of iterations, performance of the iterative approach does actually not reach this value in some cases. In these cases, the actual number of iterations required to reach it would be significantly larger. As we already observed in Table 4.1 correlations apparently lead to an increase in the number of iterations required by optimum iterative approaches in order to reach convergence.

<table>
<thead>
<tr>
<th>$\mu_1$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner iterations</td>
<td>1.0/1.2/6.7</td>
<td>1.1/1.7/9.5</td>
<td>1.1/4.2/24.8</td>
<td>1.1/4.5/22.7</td>
<td>1.1/1.2/1.7</td>
</tr>
<tr>
<td>outer iterations</td>
<td>99.7/95.8/35.0</td>
<td>99.7/93.1/14.0</td>
<td>99.8/78.8/1.8</td>
<td>100/74.2/3.1</td>
<td>100/100/100</td>
</tr>
</tbody>
</table>

Table 4.3: Average numbers of iterations involved in the computation of the optimum solution in order to reach 99.9% of the weighted sum rate achieved by SESAM in a spatially correlated broadcast channel with $t = 4$, $r_k = 2$, $N = 16$, $K = 2$ and SNR = 5/15/25 dB.

Fig. 4.7 shows average rates obtained by the $K = 10$ users of a Rayleigh distributed broadcast channel with $t = 4$ transmit antennas and $r_k = 2$ antennas at each receiver.
when weighted sum-rate maximization is performed with weights $\mu_k = k; k = 1, \ldots, K$ at SNR = 15 dB. The entries in the channel matrices are assumed to be uncorrelated and with variance 1. The weighted sum rate achieved by SESAM is solely 2.1% below the value achieved by the optimum algorithm. In turn, the gap between the linear approach and the optimum algorithm amounts to just 10.2% of the optimum weighted sum rate. In order to reach 99.9% of the weighted sum rate achieved by SESAM the optimum iterative algorithm requires 1.32 outer iterations in average and 12.54 inner iterations per subcarrier and outer iteration. Again we observe that even if the difference between SESAM and the optimum solution is very small in terms of weighted sum rate, the resulting distributions of rates among users are quite different. In Fig. 4.8 the same broadcast channel is considered as in Fig. 4.7 but with channel coefficients corresponding to different transmit antennas being correlated. The transmit correlation matrix has an eigenvalue profile proportional to that given by Eq. 4.11. The weights are as defined above and average rates achieved by each user are represented for a SNR = 15 dB. Due to correlations the rates are lower than in Fig. 4.7. SESAM achieves a weighted sum rate that is just 1.43% below that delivered by the optimum iterative algorithm. The performance loss of the linear decomposition scheme with respect to the optimum algorithm amounts to 12.87%. In order to reach 99.9% of the weighted sum rate achieved by SESAM the optimum iterative algorithm requires 10.87 outer iterations in average and 11.92 inner iterations per subcarrier and outer iteration, which again confirms the fact that correlations cause an increase in the number of iterations required to reach convergence.

Figure 4.7: Average rate tuple for a Gaussian broadcast channel with spatially uncorrelated Rayleigh-fading channel coefficients. $t = 4, r_k = 2, N = 16, K = 10, \text{SNR} = 15 \text{ dB}$. 
4.1.6 Rate balancing

There is an important qualitative difference between the rate balancing problem and the sum-rate or weighted sum-rate problems discussed in previous sections. While the latter do not impose any constraint with respect to the number of users that get served in the network, the former requires that all users whose relative rate requirements $q_k$ (cf. Section 3.3) are larger than zero be necessarily served. Obviously, if decomposition approaches are considered, this is only possible provided that the total amount of dimensions in the system exceeds the number of users with positive rate requirements in the network. To ensure this, beyond spatial dimensions additional time and frequency dimensions might have to be considered. In the following, we consider a MIMO OFDM broadcast channel and we assume that the number of subcarriers is larger than the number of users with positive rate requirements in the network.

4.1.6.1 Selection rule

As in the treatment of the sum-rate and weighted sum-rate problems, SESAM is applied separately on each subcarrier. However, now, rather than applying a selection rule to each subcarrier independently, allocation on a particular subcarrier takes into account allocation on all other subcarriers. That is, we have a selection rule that coordinates the allocation of new spatial dimensions across subcarriers. This is needed so as to enforce that at each allocation step of the SESAM algorithm users get a share of resources according to their rate requirements. Correspondingly, the selection rule is not any more a simple operator on the set of singular values obtained on each particular subcarrier but a more sophisticated procedure that takes into account all singular values across the spectrum and the relative
rate requirements of the users in the network. Aiming at the allocation of the jth spatial component on every subcarrier, the first and second steps of the SESAM algorithm\textsuperscript{6} are independently executed on all frequency dimensions. Let $\Lambda_{n,k}^j$ be the matrix of singular values of user $k$, on subcarrier $n$, obtained during the $j$th execution of the repeat loop of SESAM (cf. Algorithms 4.1 and 4.2),\textsuperscript{7} and let $\lambda_{n,k,s}^j$ be the sth singular value of this matrix. The selection procedure that we propose consists of three basic steps.

First, for each user, the largest singular value on each subcarrier is selected, i.e.,

$$\lambda_{n,k}^j = \max_s \{\lambda_{n,k,s}^j\} \quad \forall n, k,$$

and only these subchannels are considered in the following steps of the allocation rule.

Second, the number of frequency components is determined that shall be assigned to each user taking into account a given vector $q$ of relative rate requirements. To this end, first, the capacity is computed that each user could achieve in this allocation layer should all frequency components be assigned to that user. For example, capacity of user $k$ is computed as

$$C_k^j = \frac{1}{N} \sum_{n=1}^{N} \log \left(1 + P_{n,k}(\lambda_{n,k}^j)^2\right),$$

where $P_{n,k}$ is obtained from a waterfilling power allocation over the singular values $\lambda_{n,k}^j$. In order to compute capacities at layer $j$, it is assumed that the power is limited to $P/j$. This is merely a heuristic that permits computation of capacity in a particular layer without considering subchannels assigned in previous or subsequent allocation steps. The reason for the division by $j$ is that channel gains become smaller in each layer and so does the power finally allocated to each layer. Then, we consider the affine space defined by the rate vectors $\rho_k = C_k^je_k$, $\forall k$, where $e_k$ is a column vector of dimension $K$ with a 1 on its $k$th row and zeros elsewhere, and compute the intersection point of this space and the straight line defined by the given vector of relative rate requirements $q$. The equation of the affine space is given by $\rho = \sum_{k=1}^{K} \beta_k \rho_k$ with $\sum_{k=1}^{K} \beta_k = 1$, and that of the straight line by $\rho = \gamma q$. The intersection point is obtained solving the following linear system of equations,

$$\begin{align*}
\gamma q &= \beta_1 \rho_1 + \beta_2 \rho_2 + \ldots + \beta_K \rho_K \\
1 &= \beta_1 + \beta_2 + \ldots + \beta_K.
\end{align*}$$

The resulting weight $\beta_k$ is seen as the fraction of subcarriers that should be allocated to user $k$ at layer $j$ in order to comply with the QoS constraint represented by $q$. Correspondingly, the number of subcarriers assigned to that user in that layer is given by $N_k = \beta_k N$, which can be rounded and readjusted to obtain a set of integral values adding up to the total number of subcarriers. This procedure and interpretation of the parameters $\beta_k$ is optimum if there is only one spatial dimension, e.g., $t = 1$, the channels are non-frequency-selective, each subcarrier is exclusively assigned to a unique user and the same amount of power is

\textsuperscript{6} These are steps 3 and 4 in Algorithm 4.1 and steps 4 and 5 in Algorithm 4.2.

\textsuperscript{7} In the following, the $j$th execution of the repeat loop of SESAM will be occasionally referred to as layer $j$. 
allocated on every subcarrier. Only in such a case the afore mentioned space represents the boundary of the set of achievable rates and the intersection of this space and the straight line defined by vector $\mathbf{q}$ is the optimum operational point. Even though in all other cases this method is suboptimum, it shall be seen that it delivers excellent results.

In the third step, allocation of subcarriers to users is performed such that compliance with the subcarrier numbers obtained in the previous step is guaranteed. To this end, first, on each subcarrier the subchannel is selected with largest gain, i.e.,

$$\lambda^j_n = \max_k \{\lambda^j_{n,k}\} \forall n. \tag{4.18}$$

This selection is optimum with respect to sum capacity but it might not be in agreement with the numbers of subcarriers computed in the previous step. If this is the case the selection must be modified in order to match these numbers. This can be done as follows. Let $\tilde{N}_k$ be the number of subchannels of user $k$ selected according to Eq. 4.18 and define the following sets:

$$\mathcal{R} = \{k|N_k - \tilde{N}_k > 0\},$$
$$\mathcal{D} = \{k|N_k - \tilde{N}_k < 0\},$$
$$\mathcal{C} = \{n|\lambda^j_n = \lambda^j_{n,k}, k \in \mathcal{D}\}.$$

$\mathcal{R}$ is the set of users to which additional subchannels should be assigned. $\mathcal{D}$ is the set of users from which subchannels should be removed. $\mathcal{C}$ is the set of subcarriers on which a user of set $\mathcal{D}$ has been assigned a subchannel. Additionally, we define a set including the difference between gains of selected subchannels and gains of non-selected subchannels, $\mathcal{S} = \{\Delta\lambda_{n,k}|k \in \mathcal{R}, n \in \mathcal{C}\}$, where $\Delta\lambda_{n,k} = \lambda^j_n - \lambda^j_{n,k}$. With these definitions the following procedure is repeated until the sets $\mathcal{D}$ and $\mathcal{R}$ are empty, i.e., until the number of subcarriers assigned to each user coincides with the number $N_k$ previously computed.

1. Find the user of set $\mathcal{R}$ and carrier of set $\mathcal{C}$ corresponding to the smallest gain difference with respect to a selected subchannel,

$$(n', k') = \arg\min_{n,k} \{\Delta\lambda_{n,k}\}, \quad \Delta\lambda_{n,k} \in \mathcal{S}.$$ 

2. Find the user to which initially the subchannel on subcarrier $n'$ has been assigned,

$$k'' = \arg\max_k \{\lambda^j_{n',k}\}, \quad k \in \mathcal{D}.$$ 

3. Change the assignment on the selected subcarrier, i.e. $\lambda^j_{n',k'} = \lambda^j_{n',k''}$. 

4. Update subchannel counters, $\tilde{N}_{k''} = \tilde{N}_{k''} - 1$, $\tilde{N}_{k'} = \tilde{N}_{k'} + 1$, and redefine sets accordingly.

Though suboptimal, this procedure yields a good performance and has a clear rationale. It departs from the sum capacity optimum subchannel selection and modifies at each step the allocation so that the incurred channel gain loss is minimized.

Once allocation at step $j$ has been completed, projectors are correspondingly updated on each subcarrier (line 6 of Algorithm 4.1) and allocation of the $(j+1)$th spatial dimension starts. A summary of the steps involved in this allocation rule is given in Algorithm 4.3.
Algorithm 4.3 Rate balancing allocation rule at layer $j$

1. $\lambda_{n,k}^j \leftarrow \max_s \{\lambda_{n,k,s}^j\}, \ \forall n,k$
2. $C_k^j \leftarrow \frac{1}{N} \sum_{n=1}^{N} \log (1 + P_{n,k}(\lambda_{n,k}^j)^2), \ \forall k$
3. $\rho_k \leftarrow C_k^j e_k, \ \forall k$
4. Solve $\gamma_q = \beta_1 \rho_1 + \beta_2 \rho_2 + \ldots + \beta_K \rho_K, 1 = \beta_1 + \beta_2 + \ldots + \beta_K$
5. $N_k \leftarrow \beta_k N, \ \forall k$
6. Adjust $N_k, k = 1, \ldots, K$, to obtain integer numbers adding to $N$
7. $\lambda_n^j \leftarrow \max \{\lambda_{n,k}^j\}, \ \forall n$
8. $\tilde{N}_k \leftarrow \text{Number of subcarriers for which } \lambda_n^j = \lambda_{n,k}^j$
9. Define $R = \{k|N_k - \tilde{N}_k > 0\}, \ \mathcal{D} = \{k|N_k - \tilde{N}_k < 0\}, \ \mathcal{C} = \{n|\lambda_n^j = \lambda_{n,k}^j, k \in \mathcal{D}\}$
10. Define $\mathcal{S} = \{\Delta \lambda_{n,k}|k \in R, n \in \mathcal{C}\}$ with $\Delta \lambda_{n,k} = \lambda_n^j - \lambda_{n,k}^j$
11. while $R \neq \emptyset$ and $\mathcal{D} \neq \emptyset$ do
12. $(n', k') \leftarrow \text{argmin}_{n,k} \{\Delta \lambda_{n,k}\}, \ \Delta \lambda_{n,k} \in \mathcal{S}$
13. $k'' \leftarrow \text{argmax}_{n,k} \{\lambda_{n',k}^j\}, \ k \in \mathcal{D}$
14. $\lambda_{n''}^j \leftarrow \lambda_{n',k'}^j$
15. $\tilde{N}_{k''} \leftarrow \tilde{N}_{k''} - 1$
16. $\tilde{N}_{k'} \leftarrow \tilde{N}_{k'} + 1$
17. end while
4.1.6.2 Power allocation policy

After the allocation process has been concluded, for each user, a set of scalar mutually
decoupled subchannels is obtained over which power loading can be applied so as to max-
imize sum rate under consideration of the given QoS constraint. A suboptimum algorithm
for this problem has been previously proposed in [103]. An optimum algorithm is derived
in this section. Let \( g_{k,\ell} \) represent the channel gain of the \( \ell \)-th subchannel assigned to user \( k \)
and \( L_k \) the total number of subchannels assigned to that user. The optimization problem
to be solved in order to find the power loading that maximizes sum rate subject to a QoS
constraint \( q \) can be stated as follows,

\[
\max_{p_{k,1}, \ldots, p_{k,L_k}} \frac{1}{q_k} \sum_{\ell=1}^{L_k} \log(1 + P_{k,\ell} g_{k,\ell}^2),
\]

subject to

\[
\frac{1}{q_k} \sum_{\ell=1}^{L_k} \log(1 + P_{k,\ell} g_{k,\ell}^2) - \frac{1}{q_1} \sum_{\ell=1}^{L_1} \log(1 + P_{1,\ell} g_{1,\ell}^2) = 0, \quad \forall k > 1,
\]

\( P_{k,\ell} \geq 0, \quad \forall k, \ell \) and \( P - \sum_{k=1}^{K} L_k P_{k,\ell} \geq 0 \), where \( p_k = [ P_{k,1}, \ldots, P_{k,L_k} ]^T \) and \( P_{k,\ell} \) is
the power allocated to the \( \ell \)-th subchannel of user \( k \). The Lagrangian of this optimization
problem can be written as

\[
L\left( P_{1,\ldots,K}, \eta, \mu_{1,\ldots,K}, \nu_{1,\ldots,K} \right) =
\sum_{k=1}^{K} \nu_k \sum_{\ell=1}^{L_k} \log(1 + P_{k,\ell} g_{k,\ell}^2) + \eta \left( P - \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} P_{k,\ell} \right) + \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} \mu_{k,\ell} P_{k,\ell},
\]

where \( \nu_1 = 1 - \sum_{k=2}^{K} \nu_k \). The corresponding KKT conditions read

\[
\frac{\nu_k}{q_k} \frac{g_{k,\ell}^2}{1 + P_{k,\ell} g_{k,\ell}^2} - \eta + \mu_{k,\ell} = 0, \quad \forall k,
\]

(4.19)

\[
\frac{1}{q_k} \sum_{\ell=1}^{L_k} \log(1 + P_{k,\ell} g_{k,\ell}^2) - \frac{1}{q_1} \sum_{\ell=1}^{L_1} \log(1 + P_{1,\ell} g_{1,\ell}^2) = 0, \quad \forall k > 1,
\]

(4.20)

\[
P - \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} P_{k,\ell} \geq 0, \quad P_{k,\ell} \geq 0, \quad \forall k, \ell, \quad \eta \geq 0, \quad \mu_{k,\ell} \geq 0, \quad \forall k, \ell,
\]

(4.21)

\[
\eta \left( P - \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} P_{k,\ell} \right) = 0, \quad \mu_{k,\ell} P_{k,\ell} = 0, \quad \forall k, \ell.
\]

(4.22)

Eq. 4.19 can be rewritten as

\[
P_{k,\ell} = \frac{\nu_k}{q_k (\eta - \mu_{k,\ell})} - \frac{1}{g_{k,\ell}^2}, \quad \forall k, \ell.
\]

(4.23)

\( ^8 \)Without loss of generality the rate of user 1 is taken as a reference.
As soon as \( P > 0 \), optimality implies that at least some subchannels get some power allocated, i.e., \( P_{k,\ell} > 0 \) for at least some subchannels. From Eq. 4.23 we observe that this forces \( \eta > 0 \). From this, due to the first slackness condition in Eqs. 4.22,

\[
P - \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} P_{k,\ell} = 0 \tag{4.24}
\]

follows. That is, the total power constraint must be satisfied with equality. Now, taking \( P_{k,\ell} \geq 0 \) and \( \mu_{k,\ell} P_{k,\ell} = 0, \forall k, \ell \), into account we can write

\[
P_{k,\ell} = \max \left\{ \xi_k - \frac{1}{g_{k,\ell}}, 0 \right\}, \forall k, \ell, \tag{4.25}
\]

where \( \xi_k = \nu_k / q_k \eta \). This result has the form of a waterfilling solution with a user dependent water level \( \xi_k \). These levels must be determined so that the \( K - 1 \) equalities in Eqs. 4.20 hold and Eq. 4.24 is satisfied with equality. Fortunately, it turns out that there is a unique set of parameters \( \xi_k, k = 1, \ldots, K \) that satisfy these conditions and, therefore, even though the optimization problem is non-convex, the KKT conditions are sufficient. This can be seen as follows. Let \( S_k(\xi_k) \) be a set including all indexes \( \ell \in \{1, \ldots, L_k\} \) of subchannels of user \( k \) such that \( P_{k,\ell} > 0 \). Fixing \( \xi_1 \), considering Eq. 4.25 and writing the sum of logarithms as the logarithm of a product in Eqs. 4.20 we obtain

\[
\prod_{\ell \in S_k(\xi_k)} \left( \xi_k g_{k,\ell}^2 \right)^{1/q_k} = \prod_{\ell \in S_1(\xi_1)} \left( \xi_1 g_{1,\ell}^2 \right)^{1/q_1}, \forall k. \tag{4.26}
\]

Considering these equations and Eq. 4.25, \( \xi_k, k = 1, \ldots, K \), can be viewed as monotonically increasing functions of \( \xi_1 \). In the light of Eq. 4.25, this necessarily implies that powers \( P_{k,\ell} \) are monotonically increasing functions of \( \xi_1 \). As a consequence, for a fixed maximum transmit power \( P \) the function

\[
f(\xi_1) = P - \sum_{k=1}^{K} \sum_{\ell=1}^{L_k} P_{k,\ell} \tag{4.27}
\]

is monotonically decreasing in \( \xi_1 \). Clearly, \( f(\xi_1 = 0) = P \) and there exists a number \( M \) for which \( f(\xi_1 = M) < 0 \). As this function is continuous, there must exist \( \xi_1 \in [0, M] \) such that \( f(\xi_1 = M) = 0 \). Since the function decreases monotonically, this value must be unique. Once found, this value univocally determines the water level of all other users through Eqs. 4.26. Based on these monotonicity properties, a bisection procedure can be used to determine water levels in the following way. First, the water level of a certain user is arbitrarily chosen, e.g., \( \xi_1 \). The water levels of all other users are then determined so that Eqs. 4.26 are satisfied. The total power is subsequently computed using Eqs. 4.25. If the resulting total power is smaller than the available transmit power \( P \) the level \( \xi_1 \) is increased. Otherwise, the level \( \xi_1 \) is decreased. These computations are repeated until the required power is approximately equal to the available power.
4.1.6.3 Numerical results

In this section numerical results are presented that correspond to a multicarrier transmission system with $N = 16$ uncorrelated subcarriers. Fig. 4.9 shows average rate pairs for a spatially uncorrelated Rayleigh distributed broadcast channel with unit-variance channel coefficients. The system parameters are $K = 2$, $t = 4$ and $r_k = 2$. Relative rate requirements have been considered such that $R_1/R_2 = 0.1 \times n$ and $R_2/R_1 = 0.1 \times n$ with $n \in \{1, 3, \ldots, 9\}$. Rate vectors have been plotted for three different SNR values. It can be observed that SESAM almost achieves the performance of the optimum solution in both plots. This is specially true for the range of points achieving the maximum sum rate as well as for points close to the axes. For points in between some rate loss can be noticed. However, in any case this loss is observed to be below 3% of the optimum rate per user. More noticeable is the gap between the successive encoding approaches and the linear decomposition scheme. Nonetheless, the performance loss due to purely linear interference suppression keeps below 15% of the optimum rates for all simulated points. For the same system parameters but for a spatially correlated channel average rate pairs are shown in Fig. 4.10. The correlation is modeled by a covariance matrix with an eigenvalue profile as given by Eq. 4.10. As in previous sections, we observe the general decrease in achievable rate due to correlation. The performance loss of SESAM with respect to the optimum solution is in this case 4.16% for a constraint $R_1/R_2 = 0.1$ at 25 dB. The gap between the linear scheme and the optimum approaches now reaches a maximum of 17.23% at 15 dB for a constraint $R_1/R_2 = 0.9$.

![Figure 4.9: Average optimum and suboptimum rate balancing points for an uncorrelated channel with $K = 2$, $t = 4$, $r_k = 2$ and $N = 16$.](image)

Fig. 4.11 shows average rate per user obtained in a broadcast channel with $t = 4$, $r_k = 2$ and a "maximum" fairness constraint, i.e., $q_1 = q_2 = \cdots = q_K$, for $K = 2$, $K = 5$ and $K = 10$ users. On each subcarrier the entries of channel matrices have been indepen-
dently drawn from a zero-mean complex-valued Gaussian distribution with unit variance. SESAM practically achieves the performance of the optimum solution for 2 and 5 users. By contrast, for the case of 10 users the gap between the optimum solution and SESAM is noticeable. The reason for that might be the high number of users per subcarrier in the system. As the number of users per subcarrier increases, the optimum solution tends to split the users in groups that are served in separate OFDM symbols as part of a time-sharing strategy. By contrast, SESAM tries to comply with the QoS constraint by serving all users simultaneously in each single OFDM symbol. This strategy becomes increasingly inefficient for growing number of users. Although this argument also applies to the linear decomposition scheme, the gap with respect to SESAM narrows as the number of users increases. This is due to the fact that in a system with a large number of users, the probability of allocating nearly orthogonal subchannels on the same subcarrier becomes higher. If subchannels allocated on every subcarrier are mutually orthogonal the gap between the successive-encoding-based decomposition scheme and the linear decomposition scheme disappears.

In Table 4.4 average numbers are given concerning computation and implementation of the optimum solution in Fig. 4.11. In order to compute the optimum solution, the ellipsoid method given in Algorithm 3.11 has been used. In order to solve the weighted sum-rate maximization problem required to update the subgradient of the dual problem at each iteration, Algorithm 3.10 has been applied in conjunction with Algorithm 3.8. As stop condition for the ellipsoid method we require that the maximum radius of the ellipsoid at a certain iteration become smaller than $\epsilon = 0.01$ or, alternatively, that

$$
\max_k \left| \frac{R_k^{(t)}}{q_k} - \frac{1}{K} \sum_{i=1}^{K} \frac{R_i^{(t)}}{q_i} \right| \leq \epsilon,
$$
i.e., the vector of rates obtained at a certain iteration $\ell$ is almost parallel to the constraint vector $q$. As stop conditions for Algorithms 3.10 and 3.8, we require that the increment in the value of the respective objective function at a certain iteration to be smaller than 1\% and 0.1\% of the value achieved in the previous iteration, respectively. Outer iterations refers now to the number of iterations performed by Algorithm 3.11. Inner iterations refers to the average number of iterations performed by Algorithm 3.8 per subcarrier and iteration of Algorithm 3.10. Specially significant is the degradation in convergence speed of the ellipsoid method as the number of users increases (cf. Fig. 3.3). Beside this computational complexity time-sharing poses an additional difficulty to practical implementation. Indeed, having to switch between different transmission strategies increases signaling overhead and the time needed to effectively realize nearly error-free transmission at the desired rates. In Table 4.4 we observe that, for a "maximum" fairness constraint, the average number of necessary time-sharing points approaches the actual number of users.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>inner iterations</td>
<td>11.3/17.8/19.9</td>
<td>9.9/19.2/21.7</td>
<td>7.0/17.8/20.3</td>
<td>4.0/15.3/18.0</td>
<td>2.5/13.2/16.0</td>
</tr>
<tr>
<td>outer iterations</td>
<td>6.4/85.7/440.6</td>
<td>6.8/85.1/437.4</td>
<td>7.0/84.3/422.2</td>
<td>7.0/83.8/418.4</td>
<td>7.0/83.3/411.6</td>
</tr>
<tr>
<td>time-sharing points</td>
<td>1.4/3.1/7.9</td>
<td>1.6/4.4/7.9</td>
<td>1.9/4.5/8.1</td>
<td>2.0/4.7/8.4</td>
<td>2.0/4.7/8.8</td>
</tr>
</tbody>
</table>

Table 4.4: Average numbers involved in the computation and implementation of the optimum rate balancing with fairness QoS constraint for $N = 16$, $t = 4$, $r_k = 2$ and $K = 2/5/10$. 

Figure 4.11: Average optimum and suboptimum rates per user with equal rate requirements, i.e., $q_k = 1$, $\forall k$. $N = 16$, $t = 4$ and $r_k = 2$. 

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR (dB)</td>
<td>0</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>0</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>14</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
</tbody>
</table>
4.2 SINR-based successive subchannel allocation method

In this section an algorithm is presented that, as SESAM, performs a successive allocation of subchannels, but, different from SESAM and all other decomposition methods for that matter, does not impose any zero-forcing constraints on the selection of subchannels. Rather than using channel gains as criterion for the assignment of new subchannels, the algorithm establishes at each step a new subchannel based on a SINR criterion. Note that this is only possible if the allocation of power and dimensions is done in parallel. This is in contrast to the decomposition approaches described above, where dimensions are first allocated and power allocation is carried out in a second stage. A further difference of this algorithm with respect to decomposition approaches consists in the fact that it is applied to the dual MAC of a given broadcast channel rather than to the broadcast channel itself. Subsequently, streamwise duality (cf. Section A.4) can be used in order to find the streamwise strategy that achieves the same stream rates in the broadcast channel. If applied to MIMO OFDM channels, the algorithm can be run in parallel on each of the subcarriers by assuming a uniform power allocation across subcarriers. For this reason and in order to simplify notation, in the sequel, the general MIMO broadcast channel model given in Eq. 2.6 and, in particular, its dual MAC given in Eq. 2.25 are considered. In the next sections we discuss the application of this approach to the sum-rate and the weighted sum-rate maximization problems. Due to the fact that the resulting subchannels are coupled, subsequent optimization of the power allocation in order to enforce a rate balancing constraint (cf. Section 4.1.6.2) is a hardly tractable task. This somehow compromises applicability of this approach to the rate balancing problem.

4.2.1 Sum-rate maximization

Consider allocation of the first subchannel in the MAC and assume that information sent over this subchannel is to be decoded last.\(^9\) Let the first subchannel be allocated to user \(k\). The maximum achievable SINR that can be achieved can be computed as

\[
\text{SINR}_k = \max_b P b^H H_k H_k^H b, \tag{4.28}
\]

subject to \(\|b\|_1 = 1\), where \(P\) is the total transmit power available. SINR\(_k\) is achieved by transmitting with all the available power over the stream defined by the beamforming vector \(b_k\) that maximizes Problem 4.28. At the receiver, the matched filter or scaled MMSE filter vector \(a_k = \alpha_k H_k^H b_k\) is applied, where \(\alpha\) is an arbitrary scaling factor. This receive filter is an SINR maximizer. Since the maximum SINR achievable on a first allocated subchannel is determined by the beamforming vector \(b_k\) and the power \(P\), we can write \(\text{SINR}_k(b_k, P)\). The transmit beamforming vector characterizing the stream with highest SINR\(_k\) among all users is chosen to represent the first allocated subchannel, i.e.,

\[
\mathbf{u}_1 = \arg \max_{b_k} \max_k \text{SINR}_k(b_k, P).
\]

\(^9\)Due to duality, the corresponding stream in the BC will be encoded in the first place (cf. Section A.4.2).
The maximum achievable rate after allocation of the first subchannel is given by
\[ R^{(1)} = \log_2 \left( 1 + \text{SINR}_{\pi(1)}(u_1, P) \right). \]

Aiming at the allocation of the second subchannel, which will be decoded immediately before the first allocated subchannel, we first divide the power in two equal parts. \( P/2 \) is assigned to the already established subchannel and \( P/2 \) is reserved for the subchannel to be assigned in the next step. Now, the maximum SINR achieved by any user \( k \) can be written as
\[ \text{SINR}_k(b_k, P/2) = \max_b \frac{P}{2} b^H H_k \left( I_t + \frac{P}{2} H_{\pi(1)}^H u_1 u_1^H H_{\pi(1)} \right)^{-1} H_k^H b, \]
subject to \( \|b\|_1 = 1 \). In order to achieve \( \text{SINR}_k(b_k, P/2) \), \( b_k \) must be used as beamforming vector at transmitter \( k \). At the receiver, the scaled MMSE filter
\[ a_k = \alpha_k \left( I_t + \frac{P}{2} H_{\pi(1)}^H u_1 u_1^H H_{\pi(1)} \right)^{-1} H_k^H b_k, \]
must be applied. The transmit beamforming vector characterizing the stream with highest SINR is chosen to represent the second allocated subchannel, i.e.,
\[ u_2 = \arg \max_{b_k} \text{SINR}_k(b_k, P/2). \]

The rate obtained after allocation of the two first subchannels can be computed as
\[ R^{(2)} = \log_2 \left( 1 + \text{SINR}_{\pi(1)}(u_1, P/2) \right) + \log_2 \left( 1 + \text{SINR}_{\pi(2)}(u_2, P/2) \right), \]
where \( \text{SINR}_{\pi(1)}(u_1, P/2) \) is the SINR value obtained over the first allocated subchannel after allocation of the first two subchannels. At this point, we compare \( R^{(2)} \) and \( R^{(1)} \). If \( R^{(1)} \) is larger than \( R^{(2)} \) the last allocated subchannel is dismissed and allocation is declared completed. If \( R^{(2)} \) is larger than \( R^{(1)} \) allocation of a third subchannel is pursued. In such case, the total power is divided into three equal parts. Two parts are allocated to the established subchannels and the third part is reserved for the new subchannel. The allocation process proceeds along the lines of the procedure followed for the allocation of the first two subchannels. The pseudocode of this allocation method is given in Algorithm 4.4. Assume that the algorithm terminates as allocation of the \( (L + 1) \)th subchannel results in a decrease of sum rate. In such case, the output of the algorithm consists of the \( L \) first allocated subchannels over which the power is uniformly distributed. A streamwise approach achieving the same sum-rate in the dual BC can easily be found by considering DPC-based successive encoding of the streams in the order in which the respective subchannels were allocated. As receive beamforming vector for the \( t \)th stream, \( u_t \) should be used. As transmit beamforming vector, the unit-norm scaled MMSE filter achieving \( \text{SINR}_{\pi(t)}(u_t, P/L) \) should be applied. The power allocation can be obtained by solving the linear system of equations given in Eq. A.12.

It is interesting to observe that, if applied to a single-user setting, this algorithm also chooses the singular vectors of the channel as beamforming vectors and performs a kind
Algorithm 4.4 Successive maximum SINR subchannel allocation

1: \( \text{SINR}_k(b_k,P) \leftarrow \max_b P b^H H_k H_k^H b, \quad k = 1, \ldots, K \)
   \( \text{subject to } \|b\|_1 = 1 \)

2: \( u_1 \leftarrow \arg \max_{b_k} \text{SINR}_k(b_k,P) \)

3: \( R^{(1)} \leftarrow \log_2 \left( 1 + \text{SINR}_{\pi(1)}(u_1,P) \right) \)
4: \( \ell \leftarrow 1 \)
5: \textbf{repeat}
6: \( \ell \leftarrow \ell + 1 \)
7: \( \text{SINR}_k(b_k,P/\ell) \leftarrow \max_b \frac{P}{\ell} u^H H_k \left( I + \sum_{i=1}^{\ell-1} \frac{P}{\ell} H_{\pi(i)}^H u_i u_i^H H_{\pi(i)} \right)^{-1} H_k^H b, \quad k = 1, \ldots, K \)
   \( \text{subject to } \|b\|_1 = 1 \)
8: \( u_\ell \leftarrow \arg \max_{b_k} \text{SINR}_k(b_k,P/\ell) \)
9: \( R^{(\ell)} \leftarrow \sum_{i=1}^{\ell} \log_2 \left( 1 + \text{SINR}_{\pi(i)}(u_i,P/\ell) \right) \)
10: \textbf{until } R^{(\ell)} < R^{(\ell-1)}

of quantized waterfilling power loading. This can be seen as follows. Letting \( H \) be the channel matrix of the single-user channel and \( \lambda_j, j = 1, \ldots, \text{Rank}\{H\} \), the singular values of this matrix ordered such that \( \lambda_j \geq \lambda_{j+1} \), the first allocation step delivers \( \text{SINR}_1 = P \lambda_1^2 \) and the left singular vector associated with \( \lambda_1^2 \) as vector \( u_1 \). The matrix

\[
H \left( I + \frac{P}{2} H^H u_1 u_1^H H \right)^{-1} H^H
\]

used in order to determine allocation of the second subchannel is easily shown to have the same eigenvectors as \( HH^H \) and eigenvalues \( \mu_1 = \lambda_1^2/(1 + P \lambda_1^2/2), \mu_j = \lambda_j^2, j = 2, \ldots, \text{Rank}\{H\} \). Correspondingly, the beamforming vector selected in this second step is again a left singular vector of \( H \). This, in turn, implies that the vectors eligible as beamforming vectors in the next round are again the left singular vectors of \( H \) and so on. If \( \mu_1 > \mu_2, u_2 = u_1 \), i.e., the algorithm chooses to transmit two information streams over the same physical spatial dimension. Otherwise, \( u_2 \) is chosen to be the eigenvector associated with \( \lambda_2^2 \). In the first case, the eigenvalues of the matrix used in order to determine the allocation of the third subchannel are \( \mu_1 = \lambda_1^2/(1 + 2P \lambda_1^2/3), \mu_j = \lambda_j^2, j = 2, \ldots, \text{Rank}\{H\} \). In the second case, \( \mu_1 = \lambda_1^2/(1 + P \lambda_1^2/3), \mu_2 = \lambda_2^2/(1 + P \lambda_2^2/3), \mu_j = \lambda_j^2, j = 3, \ldots, \text{Rank}\{H\} \). Following this process, it can be easily verified that after allocation of the \( \ell \)th subchannel, the total power allocated for transmission over the spatial dimension corresponding to the singular value \( \lambda_j \) is given by \( P_j = n_j P/\ell \) where \( n_j \in \{0, \ldots, \ell\} \) corresponds to the number of streams assigned for transmission over that dimension. It can also be shown that \( n_1 \geq n_2 \geq \ldots \geq n_J, \) where \( J = \text{Rank}\{H\} \). This example also makes clear an essential difference between subchannels allocated by decomposition approaches and the subchannels allocated by this algorithm. In the first case, subchannels can be identified with spatial dimensions. In fact, the number of subchannels that can be allocated by decomposition approaches is limited to the spatial rank of the system as a whole. By contrast, in the
context of this algorithm, subchannel is synonym of the term information stream. In fact, as we have seen several subchannels or streams can be transmitted over the same spatial dimension. That is, the number of streams or subchannels allocated is not constrained by the dimensionality of the system. Of course, for the single-user setting, in a practical implementation, all streams assigned to one particular dimension can be merged into a single stream, thus simplifying detection.

Fig. 4.12 shows average sum-rate curves for the settings used in Figs. 4.1 and 4.2. Though numerically, it is observed that the SINR-based successive subchannel allocation outperforms SESAM, this is certainly not visible in this plot. Fig. 4.13 compares the performance of SESAM and the SINR-based successive subchannel allocation scheme for the settings used in Figs. 4.3 and 4.4. Only a negligible gap can be appreciated between the curves corresponding to both approaches. This gap seems to be actually larger than that between the optimum approach and SESAM in Figs. 4.3 and 4.4. This is surely due to the numerical error incurred by stopping the search in the iterative optimum algorithm after a finite number of iterations.

4.2.2 Weighted sum-rate maximization

Algorithm 4.4 can be readily endowed with a mechanism that considers priorities assigned to users in the allocation process. Surely the easiest way of doing this consists in weighting the SINR values in step 8 with the priorities of the respective users. The pseudocode of the resulting allocation method is given in Algorithm 4.5. If all weights are equal, i.e., \( \mu_1 = \cdots = \mu_K \), both Algorithm 4.4 and Algorithm 4.5 yield the same result. If there is only one user with a weight different from zero, the algorithm simply performs an SVD
4.2 SINR-based successive subchannel allocation method

Figure 4.13: Comparison of SINR-based and SESAM sum-rate maximizing allocation for spatially uncorrelated (solid lines) and spatially correlated (dashed lines) channels. $K = 10$, $t = 4$, $r_k = 2$ and $N = 16$.

of the corresponding single-user channel and a quantized waterfilling power allocation as discussed above.

While the weighted sum-rate maximizing SESAM algorithm delivers a set of subchannels over which a priority-sensitive power allocation can be subsequently performed, Algorithm 4.5 delivers a set of coupled subchannels with a power allocation that does not consider priorities in an explicit way. This is a qualitative difference between these two approaches. Figs. 4.14 and 4.15 show a quantitative comparison between both schemes for the same settings used in Figs. 4.5 and 4.6, respectively. In general, the points obtained from the SINR-based approach lie on the same curved line as those of SESAM, however the distribution is different. Points corresponding to the SINR-based scheme are, at least for the uncorrelated channel, not as evenly distributed as those of the SESAM scheme. For the correlated channel, performance loss of the SINR-based scheme with respect to SESAM is especially visible for the points close to the axes at SNR = 25 dB. At these points, for most of the channel realizations only the user with priority 0.9 is served. However, due to the strong correlation this user has two uneven dimensions. While the waterfilling power allocation performed on the top of SESAM adapts to this channel structure optimally, the somehow more rigid quantized power allocation of the SINR-based algorithm turns out to be quite inefficient for some channel realizations. Figs. 4.16 and 4.17 compare both approaches for the settings of Figs. 4.7 and 4.8. While the different in distribution is visible, the SINR-based allocation scheme reaches a weighted sum rate that is 2.70 % below the value achieved by SESAM in Fig. 4.16 and 2.63 % below the value achieved by this approach in Fig. 4.17.
Algorithm 4.5 Successive maximum weighted SINR subchannel allocation

1: \[ \text{SINR}_k (b_k, P) \leftarrow \max_{b} P b^H H_k H_k^H b, \quad k = 1, \ldots, K \]
subject to \( \|b\|_1 = 1 \)

2: \[ u_1 \leftarrow \arg \max_{b_k} \mu_k \text{SINR}_k (b_k, P) \]

3: \[ R^{(1)} \leftarrow \mu_{\pi(1)} \log_2 \left( 1 + \text{SINR}_{\pi(1)} (u_1, P) \right) \]

4: \( \ell \leftarrow 1 \)

5: repeat

6: \( \ell \leftarrow \ell + 1 \)

7: \[ \text{SINR}_k (b_k, P/\ell) \leftarrow \max_{b} \frac{P}{\ell} u_k^H H_k \left( I_t + \sum_{i=1}^{\ell-1} \frac{P}{\ell} H_{\pi(i)}^H u_i u_i^H H_{\pi(i)} \right)^{-1} H_k^H b, \]
subject to \( \|b\|_1 = 1 \)

8: \[ u_\ell \leftarrow \arg \max_{b_k} \mu_k \text{SINR}_k (b_k, P/\ell) \]

9: \[ R^{(\ell)} \leftarrow \sum_{i=1}^{\ell} \mu_{\pi(\ell)} \log_2 \left( 1 + \text{SINR}_{\pi(\ell)} (u_i, P/\ell) \right) \]

10: until \( R^{(\ell)} < R^{(\ell-1)} \)

Figure 4.14: Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially uncorrelated broadcast channel with \( K = 2, t = 4, r_k = 2 \) and \( N = 16 \).
Figure 4.15: Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially correlated broadcast channel with $K = 2$, $t = 4$, $r_k = 2$ and $N = 16$.

Figure 4.16: Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially uncorrelated broadcast channel with $K = 10$, $t = 4$, $r_k = 2$ and $N = 16$. SNR = 15 dB.
Figure 4.17: Comparison of SINR-based and SESAM weighted sum-rate maximizing allocation for a spatially correlated broadcast channel with $K = 10$, $t = 4$, $r_k = 2$ and $N = 16$. SNR = 15 dB.
5 Feedback of channel state information

5.1 Delay-limited and rate-limited feedback paradigms

Recently, feedback of channel state information has attracted the interest of many researchers in the communications area. Most of the work done so far follows an approach that can be called the rate-limited feedback paradigm. This approach is based on the assumption of an error-free feedback channel over which a limited number of bits is transmitted that convey channel state information from a receiver to the transmitter (e.g., [84, 78, 154, 64]). A comprehensive overview on this body of research can be found in [77]. Typically, a major goal of these publications consists of analyzing the impact of the quantization error on a performance measure in the forward link, such as capacity or outage probability. Due to the error-free assumption, transmission of the quantization bits in the feedback link is not an issue. From a theoretical point of view, zero error probability is strictly impossible if transmission is carried out over a finite number of channel uses in the feedback link, i.e., zero error probability requires an unbounded transmission delay. From a practical point of view, however, the probability of error can realistically be neglected if the the number of admissible channel uses is large enough relative to the number of transmitted feedback bits, and enough diversity is available in the feedback link. In simple communication systems, such as single-user, single-carrier MISO or MIMO links, a few feedback bits have been shown to be enough to closely approximate perfect CSIT performance [78, 95]. By contrast, the number of feedback bits required to approximate full channel knowledge performance appears to be considerably larger in single-user MIMO-OFDM systems (cf. [29, 88]) and can become even larger in multiuser systems, where it must be scaled by the number of transmit antennas and the transmit power in order to maintain an SNR-independent performance loss [64, 91]. Obviously, almost error-free transmission of a large number of feedback bits can only be assumed at the cost of considerable delays. Depending on the rate of change of the forward channel, these delays might render the CSI obsolete or become an unaffordable overhead for the communication system. Besides, fading feedback channels with a low degree of spatial and frequency diversity make the occurrence of transmission errors unavoidable as, due to delay limitations, time diversity will generally be impossible to leverage. As a consequence, at least in multiuser systems with time dispersive forward channels and fading feedback channels, it seems appropriate to shift in the way of addressing the CSI feedback problem from the rate-limited paradigm followed so far to a more realistic delay-limited paradigm, where parameters such as the number of feedback bits are left open and, instead, a strict delay limitation is imposed [111, 112].

While feedback of channel state information under the rate-limited paradigm can be viewed as a source coding problem [154], under the delay-limited paradigm it can be viewed as a joint source and channel coding problem, which is notably more complex. The source is represented by the channel coefficients of the forward link that must be adequately
encoded in order to be transmitted over a given number of channel uses in the feedback link. The goal is to minimize a distortion measure related to performance in the forward link. For this problem, optimality of digital transmission is stated by the joint source and channel coding theorem [101, Theorem 21], also known as separation theorem, provided that the lengths of the codewords tend to infinity. However, under a strict delay limitation there is not theoretical evidence of the optimality of digital transmission. Lately, linear analog approaches have been proposed by several authors [81, 96, 120, 131] for feedback purposes. These schemes are appealing due to their simplicity, the transmitter and receiver consisting of a linear precoder and a linear filter, respectively. This is a significant advantage with respect to high-performance digital approaches including vector quantizers, channel coding and detection algorithms. Due to the complexity of the issue, this chapter pursues the humble but non-trivial goal of providing a basic understanding of the fundamental difference between linear analog approaches and delay-limited digital approaches when employed for feedback of channel state information in wireless communication systems. To this end, first, a simple SISO OFDM fading feedback link model is assumed in the next section. Based on this model and considering a mean squared error (MSE) distortion measure, some analysis will be carried out concerning the performance of analog and digital approaches and theoretical bounds. In Section 5.3, part of this analysis will be extended to a feedback link with multiple antennas. Finally, in Section 5.4, performance in the forward link is considered and numerical results are shown that illustrate the impact of both analog and digital feedback transmission schemes. For a specific single-carrier multiuser setting, there has been some recent work on the comparison of digital and linear analog transmission approaches reported in [19, 20].

5.2 Single-input single-output time-dispersive fading feedback channel

5.2.1 Feedback link model

The block diagram of the feedback link that will be considered in this section is given in Fig. 5.1. At regular time intervals the source delivers a vector \( \mathbf{h} \in \mathbb{C}^L \) as an output, whose entries are assumed to be statistically independent and distributed according to a zero-mean circularly symmetric Gaussian distribution with unit variance. The source is assumed to be memoryless, meaning that outputs at different time instants are statistically independent. The encoder is a function that maps a source output into a multivariate signal \( \mathbf{w} \in \mathbb{C}^N \). Here, we assume that the dimensionality of the source output is equal to or smaller than the dimensionality of the signal space, i.e., \( L \leq N \). To the vector of transmit signals an average power constraint applies, i.e.,

\[
E\left\{ \| \mathbf{w} \|^2 \right\} \leq P.
\]

(5.1)

The transmit signal is transformed by a diagonal channel matrix \( \mathbf{G} \in \mathbb{C}^{N \times N} \) and to the resulting signal the noise vector \( \mathbf{n} \in \mathbb{C}^N \) is added, i.e.,

\[
\mathbf{r} = \mathbf{Gw} + \mathbf{n}.
\]
Entries $g_n$, $n = 1, \ldots, N$, on the main diagonal of $G$ are assumed to be realizations of a zero-mean circularly symmetric Gaussian distribution with unit variance. For purposes of analysis, a block-fading model is considered. The channel coefficients $g_1, \ldots, g_N$ are divided in $M$ blocks comprising $N/M$ consecutive coefficients. Coefficients of different blocks are statistically independent. Coefficients in the same block are fully correlated, i.e., their realizations are identical. The additive noise vector is assumed to be zero-mean, white, circularly symmetric Gaussian with unit variance per complex dimension. It is assumed that the encoder does not know matrix $G$ but only its statistics. The decoder is a function that maps the received signal $r \in \mathbb{C}^N$ into an estimate of the source output $\hat{h} \in \mathbb{C}^L$. The decoder is assumed to know matrix $G$.

At a given time, the output of the source represents information about the instantaneous state of the channel in the forward link. Several kinds of channels can be thought of that suit the assumptions made for the source. If we assume that the channel state is fed back once per coherence time and the forward link is a Rayleigh-fading time-dispersive channel with $L$ uncorrelated taps and a flat power delay profile, the entries $h_\ell$, $\ell = 1, \ldots, L$, of the source output $h$ might represent each of the forward channel delay taps. Alternatively, these coefficients might represent the coefficients of a MIMO matrix with $L$ entries corresponding to a non-dispersive Rayleigh-fading uncorrelated MIMO forward channel. Any combination of these two models with uncorrelated antennas and taps, and flat power delay profiles can be accommodated into this source model. If feedback is performed at intervals shorter than the coherence time of the forward channel, correlations would exist between the channel states observed in two consecutive channel measurements. In this case, the outputs of the source could be interpreted as the innovations of the new estimate with respect to previous estimates, which do not exhibit any temporal correlation (cf. [131]). The feedback channel model also accepts several interpretations. For instance, it can be viewed to represent a SISO OFDM channel, being $g_n$ the complex-valued channel gain of the $n$th subcarrier. Alternatively, it can be viewed as a sequence of $N$ uses of a non-dispersive SISO channel. A more general way to look at this model is as a sequence of uses of a SISO OFDM channel with the product of channel uses and the number of subcarriers being $N$. 

While the source and the channel in the above model are assumed to be given and fixed, the encoder and decoder are the blocks that can be designed in order to optimize a performance measure of interest. Here, as already suggested by Fig. 5.1 and in the above description, the goal is to reproduce the source output as faithfully as possible at the output of the decoder. To this end, we choose the mathematically convenient mean squared error.
(MSE) as a figure of merit,
\[
\epsilon = \frac{1}{L} \mathbb{E}\{\|\mathbf{h} - \hat{\mathbf{h}}\|_2^2\}. \tag{5.2}
\]
Setting this as a goal, fully decouples the design of the feedback link from the design of the transmission strategy in the forward link. On the one hand, the results obtained using this figure of merit have a general character since they are independent of the particularities of the forward link. On the other hand, for a particular forward link, a feedback link designed according to the MSE figure of merit will, in general, provide suboptimum results in terms of performance achievable in the forward link. Indeed, the feedback link (encoder and decoder) should be ideally designed so that at the output of the decoder some parameters are delivered that define the best transmission strategy for the forward link according to a performance measure of interest. However, even for simple forward channels, the resulting design problem turns out extraordinarily difficult. By contrast, an MSE figure of merit, though suboptimum in terms of forward link performance, seems to be correlated with any of the usual performance measures in the forward link and, at the same time, allows the analysis of some fundamental questions concerning transmission of channel state information over the feedback link.

5.2.2 Theoretical upper bounds
5.2.2.1 Optimum performance theoretically achievable

There are two kinds of temporal constraints that apply to the feedback link model described in the previous section. The first is due to the finite dimensionality of matrix \( \mathbf{G} \), whose entries represent the channel gains of a finite number of channel uses. The second is that the estimate at the output of the decoder at a given time instant depends causally on the sequence of source outputs. That is, if \( \hat{\mathbf{h}}[1], \hat{\mathbf{h}}[2], \ldots \) is the sequence of estimates at the output of the decoder and \( \mathbf{h}[1], \mathbf{h}[2], \ldots \) is the sequence of source outputs, \( \hat{\mathbf{h}}[k] \) depends at most on \( \mathbf{h}[k] \) and the preceding source outputs but not on subsequent source outputs. In practical terms, this constraint means that, at every time instant, the output of the feedback link contains as much information as possible about the last channel state measured at the receiver of the forward link and not about previously measured channel states. That is, there is no delay caused by buffering of information and the only delay is due to the number of channel uses and duration of the transmit symbols. Ignoring this delay constraint due to causality, in the following, we derive an upper bound on performance for the feedback link that is based on rate-distortion theory. In accordance with existing joint source and channel coding literature, we call this bound optimum performance theoretically achievable (OPTA).

The rate-distortion function of a random variable \( \mathbf{h} \) with probability density function \( p(\mathbf{h}) \) is defined as
\[
R(\epsilon) = \min_{p(\hat{\mathbf{h}}|\mathbf{h})} \{ I(\mathbf{h}, \hat{\mathbf{h}}) \} \quad \text{subject to} \quad \frac{1}{L} \mathbb{E}\{\|\mathbf{h} - \hat{\mathbf{h}}\|_2^2\} \leq \epsilon, \tag{5.3}
\]
where \( I(\mathbf{h}, \hat{\mathbf{h}}) \) is the mutual information of variables \( \mathbf{h} \) and \( \hat{\mathbf{h}} \), \( p(\hat{\mathbf{h}}|\mathbf{h}) \) is the conditional probability density function of \( \hat{\mathbf{h}} \) given \( \mathbf{h} \) and an MSE distortion function has been consid-
ered. The rate-distortion function indicates the minimum rate that is necessary in order to encode the source with a distortion no larger than $\epsilon$. For $k \to \infty$, this rate can be approximated as tightly as we want by generating a codebook consisting of $2^{kR}$ sequences of length $k$ drawn at random according to $p(\hat{h})$ and selecting for each source sequence $h[1], h[2], \ldots, h[k]$ a jointly typical code vector $\hat{h}[1], \hat{h}[2], \ldots, \hat{h}[k]$. Roughly speaking, the existence of such a typical code vector is guaranteed by the fact that $R > I(h, \hat{h})$ (see Appendix A.2). As the source sequence and the corresponding code vector are jointly typical, by the law of large numbers, the distortion constraint is also satisfied [40].

According to the channel coding theorem, assigning an index $i \in \{1, 2, \ldots, 2^{kR}\}$ to every code vector, these can be transmitted without error over a channel with capacity $C > R$ provided that $k \to \infty$. At the receiver, an index can be mapped back to the corresponding code vector that represents the original source sequence with a distortion smaller or equal to $\epsilon$. By contrast, if $C < R$, no error-free transmission is possible. As a consequence, original source sequences and eventually detected code vectors are not anymore necessarily jointly typical, thereby causing distortion to increase. Thus, we observe that any distortion $\epsilon$ is achievable over a channel with capacity $C$ if $R(\epsilon) < C$ and, conversely, if a distortion $\epsilon$ is achievable over a channel with capacity $C$, then $R(\epsilon) < C$ must hold. This result [101, Theorem 21] is known as joint source-channel coding theorem or separation theorem. The name separation theorem comes from the fact that source coding and channel coding can be performed separately. Indeed, source code vectors can be represented by indexes and these can be arbitrarily mapped to codewords of an optimum channel code book, the design of the source and channel codebooks being done independently of each other. Thus, separation of source and channel coding is a way to achieve minimum distortion. However, as we shall soon see, at least in some cases, this is not the only way. As a consequence of this theorem and the fact that $R(\epsilon)$ is a non-increasing function of $\epsilon$, the minimum distortion achievable over a channel with capacity $C$ can be computed by solving $R(\epsilon) = C$.

For $h \sim \mathcal{CN}(0, I_L)$ the rate-distortion function can be derived by noting the following inequalities:

\[
I(h, \hat{h}) = h(h) - h(h | \hat{h}) \\
= L \log(\pi e) - h(h - \hat{h} | h) \\
\geq L \log(\pi e) - h(h - \hat{h}) \quad (5.4) \\
\geq L \log(\pi e) - h(\mathcal{CN}(0, R_e)) \quad (5.5) \\
\geq L \log(\pi e) - L \log(\pi ee) \quad (5.6) \\
= L \log \left( \frac{1}{\epsilon} \right). \quad (5.7)
\]

Eq. 5.4 is a consequence of the fact that translation does not change differential entropy. Eq. 5.5 follows from the fact that conditioning reduces entropy. In Eq. 5.6, $R_e$ is the error covariance matrix, which must fulfil $\text{Tr}\{R_e\} \leq L \epsilon$. This inequality follows from the fact that circularly symmetric Gaussian distributed variables are entropy maximizers [119]. Finally, Eq. 5.7 is obtained by noting that $\text{Tr}\{R_e\}/L$ is the arithmetic mean of the eigenvalues of $R_e$ and $|R_e|^{1/L}$ is the geometric mean of these eigenvalues. Using the geometric and
arithmetic mean inequality we can write
\[ h(\mathcal{CN}(0, R)) = L \log \left( \frac{\pi e |\text{Tr}(R)|}{L} \right) \leq L \log \left( \frac{\pi e \text{Tr}(R)}{L} \right) \leq \log(\pi e). \]

If \( \epsilon < 1 \), choosing \( p(\hat{h}|h) \) such that \( \hat{h} = \hat{h} + n \) with \( \hat{h} \sim \mathcal{CN}(0, (1 - \epsilon)I_L) \) and \( n \sim \mathcal{CN}(0, \epsilon I_L) \), all inequalities become equalities. If \( \epsilon \geq 1 \), \( \hat{h} \) can be chosen to be equal to 0 with probability 1. The distortion achieved in this case equals 1 and the required rate is 0. Summing up, for \( h \sim \mathcal{CN}(0, I_L) \) the rate-distortion function is given by
\[
R(\epsilon) = \begin{cases} 
L \log \left( \frac{1}{\epsilon} \right) & \text{if } \epsilon < 1 \\
0 & \text{if } \epsilon \geq 1.
\end{cases}
\tag{5.8}
\]

This is a trivial extension to multivariate circularly symmetric Gaussian variables of the computation of the rate distortion function for Gaussian variables described in [40].

The capacity of the feedback channel is given by
\[
C = \sum_{n=1}^{N} \mathbb{E} \left\{ \log \left( 1 + \frac{|g_n|^2 P}{N} \right) \right\} = \frac{N}{\log 2} \text{E}_1 \left( \frac{N}{P} \right) \exp \left( \frac{N}{P} \right),
\tag{5.9}
\]

where \( \text{E}_1(\cdot) \) is an exponential integral function.\(^1\) That a uniform power allocation is optimum can be shown by considering the following problem,
\[
\max_{P_1, \ldots, N} \sum_{n=1}^{N} \mathbb{E} \left\{ \log \left( 1 + |g_n|^2 P_n \right) \right\} \text{ subject to } \sum_{n=1}^{N} P_n \leq P,
\]

and noticing that \( P_n = P/N, \forall n \), satisfies the KKT conditions, which are sufficient due to convexity in this case.

Equating Eqs. 5.8 and 5.9 and solving for \( \epsilon \), we obtain the OPTA as
\[
\epsilon_{\text{OPTA}} = \exp \left( \frac{-N}{L} \text{E}_1 \left( \frac{N}{P} \right) \exp \left( \frac{N}{P} \right) \right),
\tag{5.10}
\]

This distortion could be approximated by providing the encoder depicted in Fig. 5.1 with buffering capability in order to store long sequences of source outputs and letting it quantize these sequences and map the reproduction values to codewords of a channel code stretching over many different realizations of the channel matrix \( G \) in order to transmit at a rate close to \( C \) with negligible error probability.

### 5.2.2.2 Optimum performance theoretically achievable with limited diversity

An alternative upper bound to the OPTA derived in the previous section is obtained as follows. As a lower bound on the number of bits required to represent occurrences of
\[
\text{E}_1(x) = \int_x^{\infty} e^{-t} \frac{1}{t} dt.
\]
the source outputs with an average distortion smaller than \( \epsilon \), we still consider the rate-
distortion function in Eq. 5.8. Given a fixed feedback channel realization \( G \), the maximum
number of bits that can be reliably transmitted with uniform power allocation\(^2\) reads

\[
C(q_1, \ldots, N) = \sum_{n=1}^{N} \log_2 (1 + q_n P/N),
\]

where \( q_n = |g_n|^2 \), \( n = 1, \ldots, N \). Correspondingly, the minimum distortion that could
possibly be achieved over a particular channel realization can be computed by considering
Eqs. 5.8 and 5.11 and yields

\[
\epsilon(q_1, \ldots, N) = \frac{1}{\prod_{n=1}^{N} (1 + q_n P/N)^{\frac{1}{N}}}. \tag{5.12}
\]

This represents a lower bound on the distortion that can be achieved on the feedback
link for the specific feedback channel realization. Thus, averaging this expression over
channel realizations gives a lower bound on the average distortion achievable over the
fading feedback channel. That the resulting bound is tighter than the OPTA derived in
the previous section can be shown by noting

\[
\epsilon_{\text{OPTA-LD}} = \mathbb{E}\{\epsilon(q_1, \ldots, N)\} = \mathbb{E}\{\epsilon(C(q_1, \ldots, N))\} \geq \mathbb{E}\{\epsilon(C(q_1, \ldots, N))\} = \epsilon_{\text{OPTA}},
\]

where the inequality is due to the fact that the distortion-rate function \( \epsilon(R) \) is convex. Note
that \( \epsilon_{\text{OPTA}} \) is obtained by transmitting codewords over all possible channel realizations,
thereby profiting from an unbounded source of diversity. In the new bound, however, the
amount of diversity exploited during transmission is that available in just one channel
realization. For this reason, we call this bound OPTA with limited diversity (OPTA-LD).
Using the block fading assumption on the statistics of the coefficients of the feedback
channel matrix \( G \), we can write

\[
\epsilon_{\text{OPTA-LD}} = \left( \mathbb{E} \left\{ \frac{1}{(1 + qP/N)^{\frac{1}{M}}} \right\} \right)^{\frac{1}{M}}, \tag{5.13}
\]

where \( q \) is exponentially distributed with mean value 1. Making use of the identity [87]

\[
\int_{0}^{\infty} \frac{1}{(a + t)^{\nu}} e^{-pt} dt = p^{-1} e^{ap} \Gamma(-\nu + 1, ap),
\]

the expected value in Eq. 5.13 can be computed as

\[
\epsilon_{\text{OPTA-LD}} = \left( \frac{N}{P} \right)^{\frac{N}{M}} \exp \left( \frac{N}{P} \right) \Gamma \left( \frac{N}{ML} + 1, \frac{N}{P} \right), \tag{5.14}
\]

where \( \Gamma(a, x) = \int_{x}^{\infty} t^{a-1} e^{-t} dt \) is the upper incomplete gamma function.

\(^2\)Recall that the transmitter does not have knowledge of \( G \)
5.2.2.3 Asymptotical analysis

Using the inequalities [1]

\[ \frac{1}{2} \log_e(1 + 2x) \leq E_1 \left( \frac{1}{x} \right) \exp \left( \frac{1}{x} \right) \leq \log_e(1 + x), \]  

(5.15)

the following asymptotical behavior can be observed for \( \epsilon_{\text{OPTA}} \),

\[ \epsilon_{\text{OPTA}}(\text{dB}) = -\eta \frac{N}{L} P(\text{dB}) + O(1), \quad P \to \infty, \]

with \( 1/2 \leq \eta \leq 1 \). That is, the asymptotic distortion decay rate (DDR), defined as

\[ \text{DDR} = \lim_{P \to \infty} -\frac{\log \epsilon}{\log P}, \]  

(5.16)

is proportional to the bandwidth expansion factor defined as the ratio between the dimension of the channel and the dimension of the source output. In the low SNR regime, substitution of any of the bounds of Eq. 5.15 in Eq. 5.10 and a Taylor expansion around zero yield

\[ \epsilon_{\text{OPTA}} = 1 - \frac{P}{L} + o(P). \]  

(5.17)

That is, the behavior of \( \epsilon_{\text{OPTA}} \) in the low SNR regime does not depend on the dimensionality of the channel but only on the transmit power and the dimensionality of the source outputs.

In order to analyze the asymptotical behavior of Eq. 5.14 at high SNR values, it is convenient to write \( \Gamma(a,x) \) as a power series [1],

\[ \Gamma(1 - \nu, x) = \Gamma(1 - \nu) - \frac{x^{1-\nu}}{1-\nu} + x^{1-\nu} \sum_{n=1}^{\infty} \frac{(-x)^n}{(1-\nu+n)n!} \quad \nu \neq 1, 2, 3, \ldots \]  

(5.18)

Substituting this expression into Eq. 5.14 with \( \nu = N/ML \) and \( x = N/P \) we obtain

\[ \epsilon_{\text{OPTA-LD}} = \left\{ \begin{array}{ll}
\Gamma(1 - \frac{N}{ML}, \frac{N}{P}) \exp \left( \frac{N}{P} \right) + o \left( \left( \frac{N}{P} \right)^{\frac{N}{ML}} \right), & \frac{N}{ML} < 1 \\
\frac{N}{(\frac{N}{ML})^P} \exp \left( \frac{N}{P} \right) + o \left( \frac{1}{P} \right), & \frac{N}{ML} > 1 
\end{array} \right., \quad P \to \infty. \]

That is, if \( L > N/M \), the distortion decay rate is equal to \( N/L \) and independent of the amount of statistically independent variables (diversity degree) in the feedback channel. On the other hand, if \( L \leq N/M \) the decay rate is equal to \( M \), i.e., it is limited by the amount of diversity available in the channel and independent of the bandwidth expansion factor \( N/L \). In particular, if \( M = 1 \), i.e., the feedback channel is flat fading, the decay rate of any feedback transmission approach is lower bounded by 1 no matter how large the bandwidth available is or how many uses of the feedback link are made in order to transmit the outputs of the source. If \( \frac{N}{ML} = 1, 2, 3, \ldots \), the series expansion in Eq. 5.18
5.2 Single-input single-output time-dispersive fading feedback channel does not hold. However, the conclusions drawn above are still valid. Indeed, in this case, the expressions

\[ \Gamma(1 - \nu, x) = x^{1-\nu} E_\nu(x), \]  
\[ \frac{1}{x + \nu} < e^x E_\nu(x) < \frac{1}{x + \nu - 1}, \]

(5.19)  
(5.20)

\( \nu = 1, 2, 3, \ldots \), can be used in order to show

\[ \epsilon_{\text{OPTA-LD}}^\dagger = \begin{cases}  \frac{N}{P} E_1 \left( \frac{N}{P} \right) \exp \left( \frac{N}{P} \right), & \nu = 1 \\ \frac{N \xi(P, \nu)}{P}, & \nu = 2, 3, \ldots \end{cases} \]

where \( \xi(P, \nu) \) is a function that tends to a constant value greater than zero as \( P \to \infty \). Note that the asymptotic distortion decay rate is in any case equal to \( M \).

In order to analyze the behavior of the normalized distortion at low SNR values, we use the continued fraction representation of the incomplete gamma function given by [1]

\[ \Gamma(1 - \nu, x) = e^{-x} x^{1-\nu} \frac{1}{x + \nu} \frac{1}{1 + \frac{1}{x + \nu - 1}} \frac{1}{1 + \frac{2}{x + \ldots}}. \]

Substituting this expression in Eq. 5.14 we obtain

\[ \epsilon_{\text{OPTA-LD}}^\dagger = \left( \frac{1}{1 + \xi(P)P} \right)^M, \]

where \( \xi(P) \) is a function of \( P \) that tends linearly to \( 1/ML \) as \( P \to 0 \). Correspondingly, a Taylor expansion around 0 yields

\[ \tilde{\epsilon} = 1 - P/L + o(P). \]

Note that this expression coincides with Eq. 5.17. That is, in the low SNR regime, both bounds behave identically.

5.2.3 Analog transmission

We say that the transmission over the feedback link is analog if the encoder is a function that maps the outputs of the source to a non-discrete signal space, which is generally uncountable. Here, we focus on linear analog schemes, which are particularly appealing due to their simplicity.\(^3\) In these kind of schemes, the encoder is a linear mapping represented

\(^3\) For work on analog non-linear mappings see [17, 28, 102].
by a matrix $T \in \mathbb{C}^{N \times L}$. In order to comply with the transmit power constraint given by Eq. 5.1, for this matrix,

$$\text{Tr}\{TT^H\} \leq P$$

(5.21)

must hold. The signal at the input of the decoder can be written as a function of the source output as

$$r = GTh + n.$$

Due to joint Gaussianity of this signal and the source output $h$, the estimator that achieves the minimum distortion is the linear minimum mean squared error (MMSE) filter, which reads

$$W = (I + T^H G^H GT)^{-1} T^H G^H,$$

Accordingly, the estimate is given by

$$\hat{h} = Wr.$$

Substituting this estimate in Eq. 5.2 the distortion incurred by this optimum receiver can be written as

$$\epsilon = \text{Tr}\left\{E\left\{(I + T^H QT)^{-1}\right\}\right\},$$

(5.22)

where $Q = G^H G$ and the expected value is taken with respect to this matrix. Minimization of the distortion can be carried out over the choice of $T$ subject to the constraint given in Eq. 5.21, i.e.,

$$\min_T \text{Tr}\left\{E\left\{(I + T^H QT)^{-1}\right\}\right\} \quad \text{s. t.} \quad \text{Tr}\{TT^H\} \leq P.$$  

(5.23)

Even with a model as simple as the one assumed here, a general solution to this problem is difficult to obtain. We next analyze some particular interesting cases which will provide us with some valuable insights into the problem.

### 5.2.3.1 Flat Fading Feedback Channel ($M = 1$)

For this particular case, $Q = qI_{N \times N}$ and problem (5.23) simplifies to

$$\min_T E\left\{\text{Tr}\left\{(I + qT^H T)^{-1}\right\}\right\} \quad \text{s. t.} \quad \text{Tr}\{TT^H\} \leq P.$$  

(5.24)

$$\min_{\tau_1, \ldots, \tau_L} E\left\{\sum_{\ell=1}^{L} (1 + q\tau_{\ell})^{-1}\right\} \quad \text{s. t.} \quad \sum_{\ell=1}^{L} \tau_{\ell} \leq P.$$  

(5.25)

That is, the solution does exclusively depend on the singular values of the precoder $T$ and not on its singular vectors. In other words, the singular vectors can be arbitrarily chosen. For a particular realization of $q$ the solution of

$$\min_{\tau_1, \ldots, \tau_L} \sum_{\ell=1}^{L} (1 + q\tau_{\ell})^{-1} \quad \text{s. t.} \quad \sum_{\ell=1}^{L} \tau_{\ell} \leq P,$$
is easily shown to be reached at $\tau = \frac{P}{L}$, $\forall \ell$. This solution is independent of the realization of $q$ and, therefore, it also minimizes Problem 5.24. According to this result, the general form of the optimum precoder in this case reads
\[ T = \sqrt{\frac{P}{L}} U, \]
where $U \in \mathbb{C}^{N \times L}$ can be any matrix with orthonormal columns. Computing the average distortion for this choice of precoder we obtain
\[ \epsilon = \frac{L}{P} E_1 \left( \frac{L}{P} \right) \exp \left( \frac{L}{P} \right). \tag{5.25} \]

Summing up, the optimum approach in this setting consists of allocating the same amount of power to all coefficients $h_\ell$, $\ell = 1, \ldots, L$, and transmitting these coefficients over orthogonal precoders, which might or might not overlap in the frequency domain.\(^4\) The minimum distortion does not depend on the dimensionality of the feedback channel but only on the transmit power and the dimension of the source outputs.

### 5.2.3.2 Flat Fading Forward Channel ($L = 1$)

In this case, the precoder reads $T = \sqrt{P} u$ with $\|u\| \leq 1$. Define $w_m = \sum_{n=(m-1)N/M+1}^{mN/M} |u_n|^2$. We next demonstrate that any precoder such that $w_m = 1/M$, $m = 1, \ldots, M$, is optimum. Using the block fading assumption, Problem 5.23 simplifies to
\[
\begin{align*}
\min_{\omega_1, \ldots, \omega_M} & \quad E \left\{ \frac{1}{1 + P \sum_{m=1}^M \omega_m z_m} \right\} \quad \text{s. t.} \quad \sum_{m=1}^M \omega_m \leq 1, \quad \omega_m \geq 0 \quad \forall m, \tag{5.26}
\end{align*}
\]
where $z_m$ is the exponentially distributed fading coefficient corresponding to the $m$th block. This optimization problem is convex and, as a result, the KKT conditions are sufficient. The Lagrangian function of problem (5.26) reads
\[
L(\lambda, \mu_1, \ldots, \mu_M, \omega_1, \ldots, \omega_M) =
\int_{z_1, \ldots, z_M} \frac{1}{1 + P \sum_{m=1}^M \omega_m z_m} p(z_1, \ldots, z_M) dz_1 \cdots dz_M + \lambda \left( \sum_{m=1}^M \omega_m - 1 \right) - \sum_{m=1}^M \mu_m \omega_m.
\]

\(^4\)Also in the case that the entries of the source output $h_\ell$, $\ell = 1, \ldots, L$, have unequal variance, it can be shown that optimum transmission is achieved by transmitting over orthogonal vectors. To prove this, first, the inequality $\text{Tr}\{A^{-1}\} \geq \text{Tr}\{\text{diag}\{A\}^{-1}\}$ must be proved, where $\text{diag}\{A\}$ is the diagonal matrix built with the diagonal entries of $A$. This inequality can be shown by noticing $\sum a_{ii}^{-1} \leq \sum \lambda_i^{-1}$, where $\{a_{ii}\}$ denote the diagonal entries in $A$ and $\{\lambda_i\}$ denote the eigenvalues of this matrix. This last result follows directly from \[61, \text{Lemma 3.3.8}\]. Optimality of orthogonal precoding vectors follows by observing that, in particular,
\[
\text{Tr} \left\{ \left( I + q T^H T \right)^{-1} \right\} \geq \text{Tr} \left\{ \left( I + q \text{diag} \left\{ T^H T \right\} \right)^{-1} \right\}.
\]
Using the Leibniz rule to shift the derivative into the integral, the following optimality conditions can be computed,

\[- \int_{z_1, \ldots, z_M} \frac{P z_j}{(1 + P \sum_{m=1}^{M} \omega_m z_m)} p(z_1, \ldots, z_M) dz_1 \cdots dz_M + \lambda - \mu_j = 0, \quad \forall j, \quad (5.27)\]

\[\lambda \geq 0, \quad \mu_m \geq 0 \forall m, \quad \lambda \left( \sum_{m=1}^{M} \omega_m - 1 \right) = 0, \quad \mu_m \omega_m = 0 \forall m.\]

Choosing \(\omega_m = 1/M, \forall m,\) implies \(\mu_m = 0, \forall m.\) Now, noting that the integral in Eq. 5.27 is independent of index \(j,\) we observe that the condition represented by this equation is satisfied for all \(j = 1, \ldots, M\) by appropriately choosing \(\lambda \geq 0.\)

Substituting \(\omega_m = 1/M, \forall m,\) in the objective function of Problem 5.26, for the minimum distortion, we obtain

\[\epsilon = \int_{0}^{\infty} \frac{p(\theta)}{1 + P \theta} d\theta, \quad (5.28)\]

where \(\theta = \frac{1}{M} \sum_{m=1}^{M} z_m\) is a chi-square random variable with \(2M\) degrees of freedom and mean equal to 1. This integral can be expanded as a sum of exponential integral functions yielding

\[\epsilon = \frac{M^M \exp \left( \frac{M}{P} \right)}{(M-1)! P^M} \sum_{m=0}^{M-2} \binom{M-1}{m} (-1)^m \alpha_{M-2-m} \left( \frac{M}{P} \right) + (-1)^{M-1} E_1 \left( \frac{M}{P} \right), \quad (5.29)\]

where \(\alpha_n(x) = \int_{1}^{\infty} t^n e^{-xt} dt, n = 0, 1, 2, \ldots.\) Note that Eqs. 5.29 and 5.25 coincide if \(M = 1\) and \(L = 1.\) Note also that distortion only depends of the transmit power and the diversity of the channel and is, as well as in the previous section, independent of the dimension of the feedback channel.

### 5.2.3.3 Moderately time-dispersive channels \(LM \leq N\)

In the previous section we have seen that, for \(L = 1,\) optimality is achieved by any precoder \(T = \sqrt{P} u\) such that \(w_m = \sum_{n=0}^{N/M} |u_n|^2 = 1/M.\) In particular, it can be observed that in order to achieve optimality no more than \(M\) carriers are needed. If, now, \(1 < L \leq N/M,\) we can think of the following transmission strategy. Each coefficient \(h_\ell\) can be transmitted over subcarriers \(\ell + mN/M, m \in \{0, \ldots, M-1\},\) with power \(P_\ell.\) That is, for each coefficient a set of \(M\) uncorrelated subcarriers is chosen for transmission, being the sets of subcarriers selected for transmission of different coefficients non-overlapping. Obviously, for a given fixed power allocation, \(P_{1, \ldots, L},\) transmission is optimum as each coefficient is optimally transmitted.

In order to show optimality of the uniform power allocation we proceed as follows. Let \(P_{1, \ldots, L}\) be any power allocation such that \(\sum_\ell P_\ell = P.\) The resulting minimum distortion for this allocation is given by

\[\epsilon = \frac{1}{L} \sum_{\ell=1}^{L} \psi(P_\ell) \quad \text{with} \quad \psi(P_\ell) = E \left\{ \frac{1}{1 + P_\ell \theta} \right\}. \]
Noting that \( \psi(P_\ell) \) is a convex function of \( P_\ell \), Jensens’s inequality can be applied to obtain

\[
\epsilon = \frac{1}{L} \sum_{\ell=0}^{L-1} \psi(P_\ell) \geq \psi(P/L).
\]

Equality is achieved if the power allocation is uniform. In this case, the minimum distortion is in this case given by

\[
\epsilon = \exp\left(\frac{ML}{P(M-1)!}\right) \times 
\left( \frac{ML}{P} \right)^M \times 
\left( \sum_{m=0}^{M-2} \left( \frac{M-1}{m} \right)(-1)^m \alpha_{M-2-m} \left( \frac{ML}{P} \right) + (-1)^{M-1} E_1 \left( \frac{ML}{P} \right) \right). 
\]

Using Eq. 5.19, we note that for \( L = N \) and \( M = 1 \) the distortion of the optimum analog approach is equal to the distortion of the upper bound given by Eq. 5.14, i.e., if the bandwidth expansion factor is 1 and the feedback channel is flat-fading, linear analog transmission performs optimally for all possible SNR values. This is the version for fading channels of the well-known result that linear analog transmission of a Gaussian source is optimum over the AWGN channel if the bandwidth expansion factor is 1 (cf. [57, 53]).

Even though the model assumed here is very idealized, the following conclusions can be drawn that shall be useful for application in more realistic scenarios. First, in order to leverage diversity, each coefficient should be transmitted over the maximum possible number of statistically independent feedback channel coefficients, i.e., if the entries of matrix \( G \) represent the channel gains viewed on the different subcarriers of the feedback link, subcarriers used for transmission of a forward link channel coefficient should be separated by at least one coherence bandwidth. Second, transmission of a coefficient over different strongly correlated subchannels is likely to yield almost no gains in terms of performance.

Note that in our model, for which subchannels in each block are fully correlated, \( ML \) subcarriers are enough to achieve optimality.

### 5.2.3.4 Asymptotical analysis

If \( M = 1 \), from Eqs. 5.15 and 5.29 we obtain

\[
\epsilon(\text{dB}) = -P(\text{dB}) + O(\log(P(\text{dB}))), \quad P \to \infty. 
\]

For \( M > 1 \), using the identity [1]

\[
\alpha_n(x) = n! x^{-n-1} e^{-x} \left( 1 + x + \frac{x^2}{2!} + \cdots + \frac{x^n}{n!} \right),
\]

it can be shown that distortion asymptotically behaves as

\[
\epsilon = \frac{M}{(M-1)P} L + o\left(\frac{1}{P}\right)
\]
at high SNR values. That is, contrary to the theoretical upper bounds derived in Section 5.2.2, the optimum linear analog transmission scheme is not able to profit from the available diversity or the bandwidth expansion factor in terms of asymptotical distortion decay rate.

In the following we want to look at the asymptotic behavior of the distortion in the low SNR regime. Substituting \( y = P/ML \) in Eq. 5.30, distortion can be written as

\[
\epsilon = \frac{\exp(1/y)}{(M-1)!y^M} \left( \sum_{m=0}^{M-2} \binom{M-1}{m} (-1)^m \alpha_{M-2-m}(1/y) + (-1)^{M-1} E_1(1/y) \right).
\]

This expression can be expanded as a power series by using the expansions [1]

\[
\exp(1/y) = \sum_{n=0}^{\infty} \frac{y^n}{n!} = 1 + \frac{y}{1!} + \frac{y^2}{2!} + \cdots + \frac{y^n}{n!} + \cdots,
\]

\[
\exp(1/y) E_1(1/y) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} y^n = 0 + \frac{y}{1!} - \frac{y^2}{2!} + \cdots + \frac{(-1)^n}{n!} y^n + \cdots.
\]

Substituting Eqs. 5.33 and 5.34 in Eq. 5.32 we obtain

\[
\epsilon = \frac{1}{(M-1)!y^M} \left( (-1)^{M-1} \sum_{m=M}^{\infty} (-1)^{m-1}(m-1)!y^m \right).
\]

Finally, shifting the quotient \( \frac{1}{(M-1)!y^m} \) into the parenthesis and back substituting \( y = P/ML \) the following expression results,

\[
\epsilon = 1 - P/L + o(P), \quad P \to 0.
\]

That is, normalized distortion tends linearly to 1 as \( \text{SNR} \to 0 \) with slope \( 1/L \). This is exactly the same behavior as that of the theoretical upper bounds derived in Section 5.2.2. As a consequence, we conclude that linear analog transmission delivers optimum performance in the low SNR regime.

### 5.2.4 Delay-constrained digital transmission

Different from analog transmission approaches, digital transmission schemes employ a discrete and usually finite set of signals for transmission at the output of the encoder. Thus, the encoder is in this case a non-injective mapping that maps a set of values in the source space onto a single point or codeword in the signal space. As already discussed in Section 5.2.2, if no delay constraint is imposed, digital transmission achieves optimality. This is a consequence of the potential of digital transmission approaches of performing error-free transmission if delay is unbounded. Another consequence of error-free transmission is the separability of source and channel coding. Certainly, if no errors occur over the channel it does not matter how the mapping between source and channel codewords is made. As long as the mapping is bijective, it can be perfectly reversed at the receiver. That means that the source encoder needs not know the channel codebook and the channel encoder needs not know the source codebook. However, if delay is strictly limited, the probability of error is strictly larger than zero. In such case, it is convenient that channel codewords
being frequently mistaken for each other represent source values being close to each other in order to minimize distortion if transmission errors occur. Conversely, codewords that are unlikely to be mutually mistaken could represent very distant source values. That is, for delay limited digital transmission, the separation principle may lead to poor performance and, thus, care must be taken on how to map source values onto channel codewords. A theoretical framework for the analysis of digital systems with constrained delay and complexity is so far missing. An attempt to elaborate a general framework in [51] ended up with more questions than answers despite the simplifying assumption of a noiseless transmission channel. This lack of theoretical foundation has given rise to a heterogeneous landscape of approaches specifically tailored for particular settings and applications that are commonly referred to as joint source and channel coding schemes [59, 150].

Coming back to our model of Fig. 5.1, if digital transmission is considered, the encoder becomes a map from the source space onto a signal set \( S = \{ s_i \in \mathbb{C}^N | i = 1, \ldots, S \} \), i.e., for each output \( h \in \mathbb{C}^L \) of the source, the encoder chooses one of the \( S \) elements of the alphabet \( S \) for transmission. Based on the received signal, the decoder computes an estimate \( \hat{h} \in \mathbb{C}^L \) of the original source value \( h \). The goal is still the minimization of average MSE. However, now, rather than just having a transmit matrix to optimize over, optimization can be performed over the choice of map, size \( S \) of the constellation of transmit signals, and the choice of signals themselves subject to the transmit power constraint

\[
\sum_{i=1}^{S} ||s_i||^2 P(s_i) \leq P, \tag{5.35}
\]

where \( P(s_i) \) is the probability that \( s_i \) is transmitted. A similar model has been extensively investigated in the literature considering a discrete memoryless channel (DMC) or binary symmetric channel (BSC) rather than an AWGN or fading channel [70, 47, 153, 152, 60]. This is equivalent to fixing the signal set in Fig. 5.1 and employing a hard decision detector as a first stage of the decoder. The AWGN channel has been considered in [125] where optimization of the encoder, decoder and signal set is performed assuming a linear decoder and a given constellation size. It turns out that, under the linearity assumption, average distortion achieved by the digital approach is bounded from below by that achieved by the linear analog approach. Performance of the analog approach is reached by the digital scheme as the constellation size approaches infinity. Therefore, recalling the asymptotic behavior of linear analog approaches, we conclude that under a linearity assumption at the receiver, the optimum delay constrained digital approach is incapable to profit from the bandwidth expansion factor in terms of distortion decay rate. In this respect, an interesting question is to know whether delay limited digital schemes may exhibit the asymptotic behavior of the theoretical upper bounds based on rate-distortion theory in case the linearity assumption is dropped. In [73] and [74] algorithms are proposed to optimize encoder, decoder and constellation for a given constellation size without any assumption on the structure of the decoder over AWGN and Rayleigh fading channels, respectively. The algorithms consist of the iterative alternating optimization of encoder and signal constellation and their execution relies on very expensive Monte Carlo methods. None of these works provide insights regarding fundamental performance of the resulting digital approaches. In the next sections, first, some details about the architecture of delay-constrained digital schemes are
discussed and the optimum decoder is derived. Then, a lower bound on the asymptotical decay rate of delay-constrained digital schemes is derived. Finally, two different paradigms for the design of the encoder are presented and discussed.

5.2.4.1 Architecture and optimum decoder

In the previous section, a memoryless encoder has implicitly been assumed in our delay-constrained digital model, i.e., the encoder is a map $\Phi : \mathbb{C}^L \rightarrow \mathcal{S}$ mapping the output of the source $h[k]$ at instant $k$ to one of the signals of the alphabet $\mathcal{S}$. Without loss of optimality, this map can be split in two blocks as illustrated in Fig. 5.2. A quantizer comprising $S$ quantization cells $\Omega_i$, $i = 1, \ldots, S$, which maps a source output onto the reproduction value $c_i$ of the corresponding partition cell $\Omega_i$, and a function $\phi : \{c_i | i = 1, \ldots, S\} \rightarrow \mathcal{S}$ assigning one of the transmit signals to each of the reproduction values.

$$\begin{align*}
h \in \mathbb{C}^L & \quad \xrightarrow{Q(\cdot)} \quad c_i \in \mathbb{C}^L \quad \xrightarrow{\text{mapping}} \quad s_i \in \mathbb{C}^N
\end{align*}$$

Figure 5.2: Encoder.

For fixed encoder, the decoder, which is assumed to be memoryless, takes the received signal $r[k]$ at instant $k$ and, using this observation, computes a minimum variance estimate of $h[k]$ as follows,

$$\hat{h} = E\{h|r\} = \int h p(h|r) dh$$

$$= \int h \frac{p(r|h)p(h)}{p(r)} dh$$

$$= \frac{1}{p(r)} \int h \sum_{i=1}^{S} p(r|h,s_i)p(h,s_i) dh$$

$$= \frac{1}{p(r)} \int h \sum_{i=1}^{S} p(r|s_i)P(s_i|h)dh$$

$$= \frac{1}{p(r)} \sum_{i=1}^{S} p(r|s_i) \int_{\Omega_i} h p(h) dh \quad (5.36)$$

$$= \frac{1}{p(r)} \sum_{i=1}^{S} p(r|s_i)P(s_i)c_i. \quad (5.37)$$

Without loss of generality it has been assumed that the reproduction values $c_1, \ldots, S$ of the
quantizer in Fig. 5.2 are the centroids of the quantization cells, which are defined as

\[ c_i = \int_{\Omega_i} h p(h|s_i) dh. \]

Eq. 5.36 follows by noting

\[ P(s_i|h) = \begin{cases} 1 & h \in \Omega_i \\ 0 & h \notin \Omega_i \end{cases} \]

and Eq. 5.37 follows by noting \( p(h) = p(h|s_i) P(s_i) \) for \( h \in \Omega_i \).

While in the context of digital transmission over noiseless channels, no gain can be achieved from inserting memory in the encoder or decoder if the source is memoryless [51, 72], it is unclear whether this result also holds if transmission takes place over a noise channel. That is, it is unclear that our assumption of memoryless encoder and decoder is without loss of optimality. If only the decoder is allowed to have memory, i.e., the decoder uses observations \( r[k-1], r[k-2], \ldots \) in order to estimate \( h[k] \), while \( r[k] \) only depends on \( h[k] \), it is clear that an improvement with respect to an estimate exclusively based on \( r[k] \) is not possible as \( r[k-1], r[k-2], \ldots \) are statistically independent with respect to \( h[k] \). Also in the case of a memoryless decoder and an encoder with memory, i.e., \( h[k] \) is estimated based on \( r[k] \) and \( r[k] \) corresponds to a transmit signal selected having into account \( h[k], h[k-1], h[k-2], \ldots \), no improvement can be expected. In this case \( h[k-1], h[k-2], \ldots \) are nothing but randomizers of the map represented by the encoder, thus, acting as a source of noise from the point of view of the memoryless decoder. If both encoder and decoder have memory, the question becomes really interesting and challenging. In such case, observations \( r[k-1], r[k-2], \ldots \) can help to better discern the signal transmitted by the encoder at time \( k \), which also depends of \( h[k-1], h[k-2], \ldots \) and this fact might help to improve the estimate of \( h[k] \). The cost of this is that at time \( k \) part of the resources are dedicated to carry information about \( h[k-1], h[k-2], \ldots \), thereby deviating from the primary objective of reporting information about \( h[k] \).

### 5.2.4.2 Lower bound on asymptotic decay rate

In this section we derived a lower bound on the asymptotic decay rate of delay-constrained digital approaches by assuming suboptimum, though tractable, structures for the encoder and decoder. In the encoder, the quantizer is assumed to be an optimum MSE scalar quantizer, i.e., each real dimension is quantized independently using \( b \) bits. Denote the reproduction values by \( q = [q_1 \cdots q_{2L}]^T \) with \( q_\ell \in \{c_j|j=1,\ldots,2^b\} \). Here, a real-valued representation of the reproduction values has been chosen for notational convenience. For each transmission a set of \( S = 2^{2Lb} \) signals \( s_i \in \mathbb{C}^N \) is randomly generated. Each component of the signal vectors is independently drawn according to a circularly symmetric Gaussian distribution \( \mathcal{CN}(0,P/N) \). The mapping block in Fig. 5.2 randomly maps the set of reproduction values onto set of randomly generated transmit signals. The decoder performs a maximum likelihood detection and reverses the random mapping in order to retrieve the transmitted quantizer output.\(^5\)

\(^5\)Note that for this scheme common randomness at encoder and decoder is a prerequisite.
Let $\hat{q}$ be the reproduction value obtained at the receiver upon detection and mapping reversal being $q$ the output of the quantizer. If no transmission errors occur $\hat{q} = q$ and distortion is entirely caused by the quantizer. At high resolution, i.e., high $b$, the distortion per complex dimension is well approximated by

$$
\epsilon_{ne} = \frac{1}{2^{2b} 12} \left\{ \left( \int_{-\infty}^{\infty} p(h_r)^{1/3} dh_r \right)^3 + \left( \int_{-\infty}^{\infty} p(h_i)^{1/3} dh_i \right)^3 \right\} = \frac{2 \pi 3^{3/2}}{2^{2b} 12},
$$

where $h_r, h_i$ represent the real and imaginary parts of any of the entries of the source output. Consistently with the distribution of these entries, these variables are identically distributed as $\mathcal{N}(0, 1/2)$. If transmission errors occur, $\hat{q} \neq q$. Furthermore, due to the random mapping of reproduction values to signals at the encoder, $\hat{q}$ is uniformly distributed among all reproduction values different from $q$. That is, conditioned on the occurrence of a transmission error, all reproduction values different from $q$ have the same probability to become the output of the decoder. Taking into account that distortion will in this case depend on the number of components of the original reproduction value that are erroneously detected, we can write

$$
\epsilon = \epsilon_{ne}(1 - P_e) + \sum_{\ell=1}^{2L} P_{el} \epsilon_{el}.
$$

(5.38)

There, $\epsilon_{el}$ is the average distortion per complex dimension conditioned on the erroneous detection of $\ell$ of the $2L$ components of the transmitted reproduction value. The probability that this happens can be computed as

$$
P_{el} = \binom{2L}{\ell} \frac{(2^{b} - 1)^{\ell}}{2^{2b} L - 1} P_e,
$$

where $P_e$ is the probability of transmission error. Substituting this expression into Eq. 5.38, we obtain an expression of the distortion of the system as a function of the transmission error probability as follows,

$$
\epsilon = \epsilon_{ne}(1 - P_e) + \bar{\epsilon}_e P_e,
$$

(5.39)

where

$$
\bar{\epsilon}_e = \sum_{\ell=1}^{2L} \binom{2L}{\ell} \frac{(2^{b} - 1)^{\ell}}{2^{2b} L - 1} \epsilon_{el}
$$

can be viewed as the average distortion per complex dimension conditioned on the occurrence of a transmission error.

In the following, the derivation of an upper bound for $P_e$ follows along the lines of [66]. The only difference is that we allow codewords to violate the power constraint as long as this constraint is fulfilled in average. This somehow simplifies the analysis and the resulting expressions, and is consistent with common practice. Let $z = [z_1, z_2, \ldots, z_M]$ represent the state of the block fading feedback channel at a particular time instant with $z_m \sim \mathcal{C}\mathcal{N}(0, 1)$. $P_e = \mathbb{E}\{P_e(z)\}$, where $P_e(z)$ is the error probability conditioned on the state $z$. This probability can be shown to be upper bounded by

$$
P_e(z) \leq \prod_{m=1}^{M} 2^{-N E_r(R[z_m])/M}
$$

(5.40)
where $R = 2bL/N$ is the transmission rate and $E_r(R|z_m)$ is the random coding exponent corresponding to the $m$th chunk conditioned on the state $z_m$ [66]. This exponent can be written as

$$E_r(R|z_m) = \max_{0 \leq \rho \leq 1} \left\{ E_0(\rho, \gamma|z_m) - \rho R \right\},$$

where

$$E_0(\rho, \gamma|z_m) = -\log_2 \int \gamma(s)p(r|s, z_m)\frac{1}{1+\rho} ds dr,$$

and $\gamma(s)$ is the input distribution according to which transmit signals are generated [52]. Substituting $\gamma(s) = (\pi P/N)^{-1} \exp -N|s|^2/P$ and $p(y|s, z_m) = \pi^{-1} \exp -|y - z_m s|^2$ in Eq. 5.41 and computing the integrals we obtain

$$E_r(R|z_m) = \rho \left( \log_2 \left( 1 + \frac{|z_m|^2 P/K}{1 + \rho} \right) - R \right),$$

with $0 \leq \rho \leq 1$. If now Eq. 5.42 is substituted in Eq. 5.40 and the expectation is computed over the channel states, we get $P_e \leq 2^{-M\bar R_e(R)}$, where

$$\bar R_e(R) = \max_{0 \leq \rho \leq 1} \left\{ -\log_2 \left( a_{\rho N/M} e^{\rho \Gamma (1 - \rho N/M, a_{\rho})} \right) - \rho NR/M \right\}$$

and $a_{\rho} = (1 + \rho)N/P$. Choosing $\rho = 1$ and using the identity $\Gamma(a, x) = x^aE_1-a(x)$ and the inequalities $e^x E_1(x) \leq (x + n - 1)^{-1}$ and $e^x E_1(x) \leq \log_e(1 + x^{-1})$, we can write $P_e \leq 2^{-M(\bar R_0 - NR/M)}$ with

$$\bar R_0 = \begin{cases} \log_2 \left( 1 + \frac{(N/M-1)P}{2N} \right), & N/M > 1 \\ \log_2 \left( \frac{P}{2N \log_e(1 + P/2N)} \right), & N/M = 1 \end{cases}.$$ 

This bound on the transmission error probability allows to upper bound Eq. 5.39 as

$$\epsilon \leq K (1 - P_e) 2^{-NR/L} + \bar \epsilon e 2^{-M(\bar R_0 - NR/M)},$$

where $K = 2\pi 3^{3/2}/12$. Now, choosing $b = \left\lfloor \frac{M\bar R_0}{2(L+1)} \right\rfloor$ and noting $(1 - P_e) \leq 1$ the following upper bound results,

$$\epsilon \leq (K + \bar \epsilon) e 2^{-2 \left\lfloor \frac{M\bar R_0}{2(L+1)} \right\rfloor}.$$ 

Assume that the average distortion conditioned on transmission errors $\bar \epsilon$ is bounded. In that case, considering Eqs. 5.43, it is easily shown that for the derived upper bound on distortion

$$\text{DDR} = \frac{M}{L + 1}$$

holds (cf. Eq. 5.16). That is, the distortion decay rate of the optimum delay constrained digital approach is lower bounded by $M/(L + 1)$. This shows that, different from linear analog approaches, delay-constrained digital approaches have the potential to profit from the diversity degree available in the feedback link in terms of distortion decay rate.

The boundedness assumption on $\bar \epsilon$ is key for the validity of this result. $\bar \epsilon$ is bounded if all $\epsilon_{\ell\ell}$, $\ell = 1, \ldots, 2L$, are bounded. Obviously, among these average distortion values, the
largest is $\varepsilon_{e2L}$. Thus, it is enough to show that $\varepsilon_{e2L}$ is bounded. Let $h = [h_1 \ldots h_{2L}]^T$ be the source output, which for notational convenience we represent as a vector of $2L$ real dimensions. Let $I_{n_\ell}$ be the quantization interval corresponding to the $\ell$th component of the source output and $c_{n_\ell}$ the corresponding reproduction value. If this source output is transmitted, the average distortion per complex dimension at the receiver conditioned on the occurrence of $2L$ errors is given by

$$\varepsilon_{e2L}(h) = \frac{1}{L} \sum_{\ell=1}^{2L} \frac{1}{2^b - 1} \sum_{j=1 \atop j \neq n_\ell}^{2^b} (h_\ell - c_j)^2,$$

(5.44)

where we have taken into account the fact that, conditioned on a detection error, all reproduction values apart from transmitted one are equally likely. Averaging this expression over all possible outputs of the source we obtain

$$\varepsilon_{e2L} = \frac{2}{2^b - 1} \sum_{n=1}^{2^b} \int_{I_n} \sum_{j=1 \atop j \neq n}^{2^b} (h - c_j)^2 p(h) dh$$

(5.45)

where the fact has been used that all $2L$ terms in Eq. 5.44 are identically distributed and, as a result, index $\ell$ has been dropped. Expanding the square in Eq. 5.45 and after some simple manipulations we obtain

$$\varepsilon_{e2L} = 1 + \frac{2}{2^b - 1} \sum_{j=1}^{2^b} c_j^2 + \frac{2}{2^b - 1} \left( \frac{2}{2^b} \sum_{j=1 \atop j \neq n}^{2^b} \int_{I_j} c_j h p(h) dh - \sum_{j=1}^{2^b} \int_{I_j} c_j^2 p(h) dh \right).$$

In order to prove boundedness it is enough to prove convergence of $\varepsilon_{e2L}$ as $b \to \infty$. This is a consequence of the well known mathematical result that every convergent sequence is bounded. As $b \to \infty$, $c_j \to h$ in the integrals of the third term. As a result,

$$\sum_{j=1 \atop j \neq n}^{2^b} \int_{I_j} c_j h p(h) dh \to 1/2,$n

$$\sum_{j=1}^{2^b} \int_{I_j} c_j^2 p(h) dh \to 1/2,$n

and the third term converges to zero. As for the second term, boundedness is proved as follows. First, we can write

$$\frac{1}{2^b} \sum_{j=1}^{2^b} c_j^2 = \frac{1}{2^b} \sum_{j=1}^{2^b} \frac{c_j^2}{\Delta_j} \Delta_j$$

(5.46)

where $\Delta_j$ is the length of $I_j$. If $b \to \infty$, in the numerator, we substitute $\Delta_j$ by $dh$. In the denominator, we apply the approximation [55]

$$\Delta_j \approx \frac{1}{2^b \lambda(c_j)}$$

where $\lambda(h)$ is the point density function of the optimum scalar quantizer at high resolution[6].

\[6\lambda(h) = \frac{p(h)^{1/3}}{\int p(h)^{1/3} dh} \]
Proceeding this way we observe

\[ \frac{1}{2^b} \sum_{j=1}^{2^b} h_j^2 \rightarrow \int h^2 \lambda(h) dh < \infty, \quad b \rightarrow \infty. \]

5.2.4.3 Encoder design paradigms

To find the optimum encoder for delay-limited digital transmission is by all means a very hard problem. Nevertheless, meaningful design solutions can be found that yield acceptable performance. In particular, given a fixed quantizer, in this section we discuss two different design paradigms for the mapping block of Fig. 5.2. The first paradigm will be referred to as topological and aims at mapping reproduction values onto transmit signals so that the neighborhood relations are preserved over the map. The rationale of this approach is simple. Transmit signals which are close to each other are likely to be mutually mistaken. However, since they represent reproduction values that are close to each other, distortion resulting from mistaking neighboring signals remains moderate. A second paradigm, which we call non-topological, aims at maximizing the distance between any two transmit signals in the image of the map while meeting the transmit power constraint. In this way, transmit signals can be more clearly distinguish at the receiver, thus, reducing distortion arising from the noisy channel. Ideally, the combination of both paradigms should deliver a design close to optimum where communication is reliable and mistaking neighboring signals has a mild impact. Unfortunately, maximizing the minimum distance between any two points of the transmit signal set in a space of dimension \( N > L \) seems to inevitable lead to an increase in the number of neighboring points to any other given, thereby destroying the neighborhood relations of the original set of reproduction values. As stated in [102], any system which attempts to use the capacities of an increase in dimensions to the full possible extent seems to be bound to suffer from the threshold effect.8

The difference between both mappings is illustrated in Fig. 5.3. There, every quantizer reproduction value is represented by a different marker. A quantizer point is mapped to the point in the signal space represented by the same marker. Points in the signal space have two complex dimensions. Let us pay attention to the point represented by the dot on the upper left corner of the quantizer. In the image obtained through the topological mapping the points represented by the circle and the plus sign are still the ones with minimum distance to the dot. As in the original domain, the distance to any other point is strictly larger. Being \( d \) the minimum distance between two points in one of the complex dimensions, the distance between the dot and any of its two neighbors is given by \( \sqrt{2}d \). If the non topological mapping is applied, the minimum distance between the dot and any

---

7 In the derivation of this result there is a shortcoming that has been here ignored for clarity of exposition. In Eq. 5.46 two of the intervals have infinite length. In order to overcome this technical difficulty a truncated Gaussian distribution can be used, for which the derivation is technically accurate. Noting convergence of the truncated Gaussian distribution towards a Gaussian distribution when the truncation interval tends to infinity the result follows.

8 The threshold effect is the typical abrupt performance degradation of coded transmission when the SNRs decreases below a certain value. This degradation is due to the high number of neighboring points in packings of signals with good distance properties [36].
other point in the image of this mapping increases to $\sqrt{6}d$. However, instead of two, now the number of neighbors increases to four, viz., plus sign, circle, diamond and triangle. That is, the neighborhood relations in the domain are not preserved in the image. There are even points that become closer to a certain point in the range relative to other that were closer to that point in the domain. This is, for instance, the case of the asterisk and the diamond with respect to the dot.

While non-topological mappings can be obtained by using standard coded modulation schemes in order to generate signal sets with good distance properties, a simple way of obtaining topological mappings consists of linearly transforming the reproduction values employing a scaled matrix with orthonormal columns, i.e.,

$$s_j = \alpha U c_j, \quad j = 1, \ldots, S,$$

where $U \in \mathbb{C}^{N \times L}$ and $\alpha = P/\sum_j \|c_j\|^2 P(e_j)$ is a scaling factor that guarantees fulfillment...
of the transmit power constraint. This transformation preserves the distance relations of the points in the domain. However, in the following we shall see that the maximum DDR achievable by this mapping is 1.

Recall Eq. 5.37 and note that

$$p(r) = \sum_{i=1}^{S} p(r|s_i)P(s_i).$$  (5.47)

Substituting Eq. 5.47 in Eq. 5.37 we obtain

$$\hat{h}(r) = \frac{\sum_{i=1}^{S} p(r|s_i)P(s_i)c_j}{\sum_{i=1}^{S} p(r|s_i)P(s_i)}.$$  (5.48)

Further,

$$p(r|s_i) = \frac{1}{\pi^N} \exp - \frac{\|r - Gs_i\|^2}{2},$$

and the norm of the exponent can be expressed as

$$\|r - Gs_i\|^2 = \|r\|^2 + \alpha^2c_i^H U^H G^H GU c_i - \alpha c_i^H U^H r - \alpha r^H GU c_i$$

$$= \|\tilde{r} - \alpha\Lambda V c_i\|^2 + \|r\|^2 - \|\tilde{r}\|^2$$

$$= \|\tilde{r} - \alpha M c_i\|^2 + f(r).$$  (5.49)

There, $WAV$ is the singular value decomposition of $GU$, with $A \in \mathbb{R}^{L \times L}$, $\tilde{r} = WR \in \mathbb{C}^L$ and $M = AV \in \mathbb{C}^{L \times L}$. Finally, substituting Eq. 5.49 in Eq. 5.48 we get

$$\hat{h}(r) = \frac{\sum_{i=1}^{S} \tilde{p}(\tilde{r}|c_i)P(c_i)c_i}{\sum_{i=1}^{S} \tilde{p}(\tilde{r}|c_i)P(c_i)}.$$  (5.50)

where

$$\tilde{p}(\tilde{r}|c_i) = \frac{1}{\pi^N} \exp - \frac{\|\tilde{r} - \alpha M c_i\|^2}{2}.$$

According to Eq. 5.50, $\tilde{r}$ is a sufficient statistic of vector $r$ for estimation of the source $h$. In addition, $\tilde{r}$ may be viewed as the received signal of an equivalent system with channel matrix $M$. For a particular realization of $M$ the capacity of this system is given by

$$C(M) = \log_2 \left( |I_L + \Lambda^2 P/L| \right).$$

Equating this expression and Eq. 5.8 and solving for $\epsilon$ we obtain the minimum achievable distortion over that particular channel realization as

$$\epsilon(M) = \frac{1}{|I_L + \Lambda^2 P/L|^{1/L}}.$$  

If $P > 1$,

$$\epsilon(M) \geq \frac{1}{P|I_L + \Lambda^2 L|^{1/L}}.$$  

From this expression we observe that the distortion decay rate for a particular channel realization is upper bounded by 1. As this upper bound is independent of the channel realization, we conclude that 1 is also an upper bound for the decay rate of the average distortion over all possible realizations of matrix $M$. 


5.2.5 Numerical results

In order to illustrate the difference between topological and non-topological mappings we consider a simple setting with $L = 1$, $N = 4$ and $M = 1$. The source is coded with a scalar MMSE quantizer. The topological mapping is a linear map defined by

$$
u = \frac{1}{\sqrt{4}} \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}$$

and a scalar factor $\alpha$ that guarantees fulfillment of the power constraint. Simulations have been carried out with $b = 1, 2, 3, 4, 5, 6$ resolution bits per real dimension. The non-topological mapping uses rate 1/2 block codes in order to code the binary labels corresponding to the quantizer reproduction values. Then, the resulting coded bits are segmented and mapped onto signal points of QAM constellations of suitable size. For $b = 1$, a $(4,2)_2$ block code$^9$ with generator matrix

$$
\begin{pmatrix}
1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1
\end{pmatrix}
$$

has been employed. For $b = 2$, the $(7,4)_3$ Hamming code has been extended to a $(8,4)_4$ code by adding an additional parity check bit to every code word [48]. For $b = 3, 4, 5$, block codes $(12,6)_4, (16,8)_4$ and $(20,10)_6$ have been chosen with generator matrices

$$
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1
\end{pmatrix},
$$

$$
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1
\end{pmatrix},
$$

$$
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
$$

$^9$A code word of a $(n,k)_d$ block code has $k$ information bits and is $n$ bits long. The minimum Hamming distance between any two code words is given by $d$. 
respectively. For \( b = 6 \) the Golay code \((23, 12)\) has been extended to a \((24, 12)\) by adding a parity check bit to every code word [48]. At the receiver an optimum MMSE estimator has been applied.

In Fig. 5.4 distortion curves are shown for both topological and non-topological mappings. The theoretical upperbounds derived in Section 5.2.2 and the curve corresponding to the linear analog scheme are also plotted. In the x-axis, \( \text{SNR} = P/N \). As indicated by our analysis of Section 5.2.2 the asymptotic slope of the curve corresponding to OPTA is proportional to the bandwidth expansion factor, which is 4 in this case. By contrast, the slope of the curve corresponding to the theoretical upper bound with limited diversity is just 1. The slope of the analog approach is less than 1 (cf. Eq. 5.31) but tends to 1 asymptotically. In the low SNR regime, the curve of the analog scheme converges to the OPTA curves. For this setting, delay constrained digital approaches are in all cases outperformed by the analog transmission scheme. Performance of the topological approach is tightly upper bounded by performance of the analog scheme. At least in this setting, more bits lead to a uniform performance improvement of the topological scheme for all SNR values. This is not the case for the non-topological mapping, where curves corresponding to different resolutions exhibit crossover points. The non-topological mapping is clearly outperformed by the topological mapping. An explanation for this poor performance can be found in the threshold effect and the fact that for a given transmission rate good performance obtained with good channel realizations is gambled away by disastrous performance obtained with poor channel realizations.
Figure 5.5: Performance of delay constrained digital transmission over an AWGN feedback channel. $L = 1$, $N = 4$.

For comparison purposes, Fig. 5.5 shows performance for the same setting when transmission takes place over an AWGN channel, i.e., the coefficients on the diagonal of $G$ are fixed and equal to 1. As the channel does not fade, OPTA is the only applicable upper bound, which grows with slope 4. The threshold effect of the non-topological mapping becomes now very visible with performance breaking down abruptly within a few dBs. The topological mapping, by contrast, shows gracefully degradation, thereby outperforming the non-topological mapping at low SNR values. However, performance of the non-topological mapping seems to improve with increasing SNR as fast as OPTA, i.e., non-topological mappings are able to benefit from the bandwidth expansion factor, whereas the decay rate of the topological scheme is upper bounded by 1.

Fig. 5.6 shows simulation results for a setting with $L = 2$ and $N = 16$. The feedback channel is considered to be a time-dispersive channel with two taps and flat power delay profile. The coefficients of matrix $G$ are the channel gains resulting from employing an OFDM transmission scheme over this channel with $N = 16$ subcarriers. As expected, the behavior of the simulated curves matches the analytical results obtained based on a block-fading model with $M = 2$. The OPTA curve grows with a slope that is between 4 and 8. By contrast, the asymptotic slope of the OPTA upper bound with limited diversity is just 2. The linear analog scheme has been applied by transmitting each coefficient over two subchannels being one coherence-bandwidth apart from each other. The resulting slope is equal to 1. At low SNR, the curve corresponding to the analog scheme converges to
the upper bounds. For the delay-constrained digital transmission curves, a scalar MMSE quantizer has been considered with \( b \) resolution bits. Even in this simple setting, use of an optimum estimator at the receiver becomes extraordinarily complex for resolutions as low as \( b = 4 \) bits per real dimension. For this reason, a suboptimum decoder structure has been considered that first performs detection of transmitted bits and then maps the detected bits to reproduction values. The mapping at the encoder is performed according to a non-topological paradigm. The binary labels provided by the quantizer are encoded by using two convolutional codes concatenated in parallel as described in [6]. The resulting bits are randomly interleaved and mapped to points of QAM constellations of suitable sizes according to a bit interleaved coded modulation scheme [25]. Detection in the first stage of the decoder is performed iteratively as described in [6]. Due to the suboptimum decoder the curves disappear below the x-axis at low SNR values, i.e., distortion can be larger than 1. Nonetheless, increase in performance parallels that of the tighter upper bound in the high SNR regime. Increasing the number of taps in the feedback channel to \( M = 4 \) and keeping all other parameters, the curves plotted in Fig. 5.7 result. OPTA does not change as it does not depend on the diversity degree of the channel (cf. Eq. 5.10). Now, the curve corresponding to OPTA without temporal diversity exhibits an asymptotical slope equal to 4. The delay-constrained digital curves seem to parallel this growth before they reach saturation. However, due to the large offset between these curves and the tighter upper bound, the analog scheme exhibits better performance for almost all simulated SNR values. Note that some improvement in performance of the delay-constrained digital schemes can be attained if the scalar quantizer is replaced by a vector quantizer at the cost of additional complexity. However, due to the fact that the source outputs are statistically independent, only a modest gain of around 2 dBs is expected in this case [76].
5.3 Extension to feedback channels with multiple antennas

In this section we extend some of the results obtained in the previous section to feedback channels with multiple antennas. The feedback link model remains as depicted in Fig. 5.1. The channel matrix $G$ is no longer a diagonal matrix but a block diagonal matrix. The dimensions of the blocks on the diagonal are determined by the number of antennas at both ends of the feedback link. The dimensions of all other signals in the model are modified accordingly. In the following we shall study a feedback link which has one single antenna at the transmitter side and more than one antenna at the receiver side. The corresponding forward link may consist of a transmitter having multiple antennas and single-antenna receivers. The general MIMO setting with multiple antennas at both ends and the MISO setting with multiple antennas at the transmit end of the feedback link and a single-antenna receiver will not be treated. The former is hardly tractable requiring perhaps more sophisticated mathematical tools. The latter, though tractable, corresponds to a forward link with one transmit antenna and several receive antennas and, therefore, lacks practical interest. For the SIMO feedback link that we will investigate here, the channel matrix becomes an $N_t \times N$ block diagonal matrix with blocks $g_n \in \mathbb{C}^{t \times 1}$, $n = 1, \ldots, N$. In order to denote the number of antennas at the receive end of the feedback link we have chosen $t$. This is consistent with notation used in the other chapters of this work as here we shall assume that this variable also represents the number of antennas at the transmitter of the corresponding forward link. The source outputs are now assumed to be vectors of dimension $L_t$ and uncorrelated zero-mean circularly symmetric Gaussian distributed entries with unit variance. As in the initial feedback link model, source outputs at different
5.3 Extension to feedback channels with multiple antennas

Time instants are uncorrelated. Here, we will consider that a source output represents the channel state of a time-dispersive forward channel with flat power delay profile, $L$ taps, $t$ transmit antennas and no spatial correlation.

5.3.1 Theoretical upper bounds

The rate-distortion function of the source is now given by

$$R(\epsilon) = \begin{cases} Lt \log \left( \frac{1}{\epsilon} \right) & \text{if } \epsilon < 1 \\ 0 & \text{if } \epsilon \geq 1 \end{cases}. \quad (5.51)$$

The capacity of the feedback channel can be computed as [105]

$$C = \sum_{n=1}^{N} E \left\{ \log \left( 1 + \frac{\|g_n\|^2 P}{N} \right) \right\} = \frac{N}{\log e} \exp \left( \frac{N}{P} \right) \sum_{i=1}^{t} E_i \left( \frac{N}{P} \right). \quad (5.52)$$

Equating Eqs. 5.51 and 5.52 and solving for $\epsilon$ we obtain the OPTA as

$$\epsilon_{OPTA} = \exp \left( -\frac{N}{Lt} \exp \left( \frac{N}{P} \right) \sum_{i=1}^{t} E_i \left( \frac{N}{P} \right) \right). \quad (5.53)$$

In the high SNR regime, using Eqs. 5.15 and 5.20, it can be easily shown that

$$\epsilon_{OPTA}(dB) = -\eta \frac{N}{Lt} P(dB) + O(1), \quad P \to \infty,$$

with $1/2 \leq \eta \leq 1$. In the low SNR regime, substituting the bounds given in Eqs. 5.15 and 5.20 in Eq. 5.53 and computing a linear approximation of the resulting expressions around $P = 0$, we obtain

$$\epsilon_{OPTA} = 1 - \frac{P}{L} + o(P). \quad (5.54)$$

We note that in the high SNR regime, performance degrades as the number of receive antennas increases, i.e., the advantage due to an increase in number of antennas in the feedback link does not compensate for the increase in the number of channel coefficients that must be fed back. In the low SNR regime, by contrast, performance is independent of the number of receive antennas.

As explained in Section 5.2.2.2, this bound can be tightened by limiting the amount of diversity to that available in just one use of the feedback link. The resulting OPTA without time diversity is computed by first considering the minimum distortion achievable for a particular realization of the feedback channel,

$$\epsilon(g_1, \ldots, N) = \frac{1}{\prod_{n=1}^{N} \left( 1 + \|g_n\|^2 P/N \right) \bar{M}}.$$

and then averaging this expression over all possible channel realizations. Using the block fading assumption, the average distortion can be written as

$$\epsilon_{OPTA-LD} = \left( E \left\{ \frac{1}{(1 + qP/N)^{\frac{N}{M}}} \right\} \right)^M. \quad (5.55)$$
where \( q \) has the same distribution as \( \| g_n \|_2^2 \), \( \forall n \). Unfortunately, analytical computation of this expectation is very difficult, if possible at all. However, in the following, two lower bounds on distortion will be used that reveal the different behavior of this bound as compared to OPTA. In order to derive the first of these bounds, we note that \( q \) can be viewed as a sum of \( t \) statistically independent, exponentially distributed random variables. Let \( q_i, i = 1, \ldots, t, \) denote each of these variables. We can write

\[
\epsilon_{\text{OPTA-LD}} \geq \left( \frac{1}{\prod_{i=1}^{t} (1 + q_i P/N)^{N / M t}} \right)^M = \left( \frac{1}{(1 + z P/N)^{N / M t}} \right)^M,
\]

where \( z \) is exponentially distributed with mean equal to 1. Computation of the expected value in the last expression can be done as described in Section 5.2.2.2. Doing so, we obtain

\[
\epsilon_{\text{OPTA-LD}} \geq \left( \frac{N}{P} \right)^{N / M t} \exp \left( \frac{N}{P} \Gamma \left( \frac{N}{M t} \right) + 1 \right)\left( N / M t \right).
\]

In the high SNR regime, an analysis of this expression along the lines of that carried out in Section 5.2.2.3 yields

\[
\text{DDR} \leq \left\{ \begin{array}{l}
\frac{N}{L}, \quad \frac{N}{M t} \leq 1 \\
M t, \quad \frac{N}{M t} \geq 1
\end{array} \right.
\]

In order to derive the second bound, we note that the argument of the expectation operator in Eq. 5.55 is a convex function of \( q \). Hence, applying Jensen’s inequality we can write

\[
\epsilon_{\text{OPTA-LD}} \geq \left( \frac{1}{1 + \mathbb{E} \{ q \} P/N} \right)^M = \left( \frac{1}{(1 + t P/N)^{N / M t}} \right)^M.
\]

Using this bound, we can easily verify that \( \text{DDR} \leq \frac{N}{Lt} \) holds. If we select the most restrictive of these two bounds for each choice of parameters, the following bound results,

\[
\text{DDR} \leq \left\{ \begin{array}{l}
\frac{N}{Lt}, \quad \frac{N}{Lt} \leq Mt \\
Mt, \quad \frac{N}{Lt} \geq Mt
\end{array} \right.
\]

That is, the asymptotic distortion decay rate is limited by either the bandwidth expansion factor \( \frac{N}{Lt} \) or the diversity degree \( Mt \) of the feedback channel. This bound also suggests an interesting trade-off on the number of antennas. If \( t \) grows, diversity increases but the bandwidth expansion factor decreases. Conversely, if \( t \) decreases, the bandwidth expansion factor increases but performance limitation may be due to diversity, which decreases in this case. Obviously, the least restrictive condition is achieved if bandwidth expansion factor and diversity degree are both equal, i.e., \( t = \sqrt{N/LM} \).

### 5.3.2 Analog transmission

Assuming \( LM t \leq N \), the results obtained in Section 5.2.3 can easily be extended to the multiple receive antennas setting considered in this section. In order to derive the optimum
transmission strategy, we can proceed according to the steps followed in Section 5.2.3.2. Using the block fading model and under the assumption that only one channel coefficient is transmitted, Problem 5.23 can be written as Problem 5.26, where, now, the variables $z_m$ are chi-square distributed with $2t$ degrees of freedom and mean value $t$. Noting that in the subsequent derivation of the optimum transmission strategy the specific distribution of $z_m$ is not used, we conclude that choosing any precoder such as $w_m = 1/M, m = 1, \ldots, M$, is optimum also in this setting. Now, if transmission of the $Lt$ coefficients of the source output is considered and $LMt \leq N$, the reasoning of Section 5.2.3.3 can be applied in order to find that optimality is achieved if coefficients are transmitted over disjoint sets of $M$ uncorrelated subchannels with a uniform power distribution. In order to compute the distortion incurred by the optimum approach, Eq. 5.28 can be used replacing $P$ by $P/Lt$ and noting that $\theta$ is now a chi-square random variable with $2Mt$ and mean value $t$. Doing so, we obtain

$$
\epsilon = \frac{\exp \left( \frac{MLt}{P} \right)}{(Mt - 1)!} \left( \frac{MLt}{P} \right)^{Mt} \times \left( \sum_{m=0}^{Mt-2} \binom{Mt-1}{m}(-1)^m a_{Mt-2-m} \left( \frac{MLt}{P} \right) + (-1)^{Mt-1} E_1 \left( \frac{MLt}{P} \right) \right).
$$

To this expression the asymptotical analysis of Section 5.2.3.4 can be applied. In the high SNR regime, we obtain,

$$
\epsilon = \frac{Mt}{(Mt - 1)P} L + O\left( \frac{1}{P} \right).
$$

(5.56)

Note that the distortion decay rate is 1, thus, confirming that linear analog approaches can not profit from either bandwidth expansion or diversity in terms of DDR. More interesting is the factor that precedes $L/P$ in the first term on the right-hand side. This factor is a monotonically decreasing function of $t$, i.e., the benefit obtained from adding antennas at the receiver of the feedback link exceeds the disadvantage derived from having to feed back more channel coefficients.\(^{10}\) This property of analog transmission has been pointed out in [81] in a different setting. In the low SNR regime, distortion behaves as

$$
\epsilon_{OPTA} = 1 - P/L + O(P).
$$

This expression is the same as that given in Eq. 5.54 for the behavior of OPTA at low SNR values. Thus, also for this setting, linear analog transmission is optimum in the low SNR regime.

### 5.3.3 Numerical results

In this section we show numerical performance results of feedback links with multiple antennas at the receive end. The feedback channel is considered to be a time-dispersive channel with $M = 2$ delay taps and flat power delay profile. The coefficients of matrix $G$ are the channel gains resulting from employing an OFDM transmission scheme over this\(^{10}\) Recall that derivation of this result has been done under the assumption $LMt \leq N$. 

---

\(^{10}\) Recall that derivation of this result has been done under the assumption $LMt \leq N$. 

channel with $N = 16$ subcarriers. Fig. 5.8 shows curves for $t = 2$ antennas at the receive end of the feedback link. The slope of the OPTA curve at high SNR seems to be equal to 4, which is the bandwidth expansion factor in this setting. Elimination of time diversity results in an upper bound that seems to approach a slope of 4 at high SNR values. This indicates that the upper bounds on DDR derived in Section 5.3.1 might be tight. Comparing Figs. 5.6 and 5.8, we note that an additional antenna results in improvement of the theoretical upper bound without time diversity, the analog scheme and the digital schemes. Concerning the digital schemes, improvement can be noticed by observing that saturation is reached at lower SNR values. This improvement, predicted by our analysis in previous sections, is due to the increased diversity in the feedback link provided by the additional antenna. This is so despite the fact that, with one additional antenna, the number of coefficients that must be fed back in each use of the feedback link doubles from 2 to 4. Fig. 5.9 shows curves for the same setting with $t = 4$. Now, the bandwidth expansion factor decreases to 2. This is exactly the slope exhibited by the theoretical upper bounds at high SNR, which confirms that our upper bounds on DDR might be tight. The increase in diversity resulting from doubling the number of antennas yields some performance improvement for the analog scheme as predicted by Eq. 5.56. For the theoretical upper bounds and the digital schemes, the increase in diversity does not provide any benefit as, in this case, this is done at the cost of a reduced bandwidth expansion factor, which now becomes the limiting factor. As a consequence, a significant degradation of these curves can be observed.

![Figure 5.8: Performance over a fading feedback link with $L = 2$, $N = 16$, $M = 2$, $t = 2$.](image-url)
5.4 Forward link performance under delay limited feedback

In this section, we consider performance of a broadcast channel in which receivers transmit information about the state of their respective channels back to the transmitter. A temporal block fading model is assumed according to which the channel state in the forward link changes abruptly from block to block and remains constant during the duration of one block. The receivers feed back CSI once per block. The transmitter processes the information received from all users and sets up the transmission parameters accordingly. No robust approach is considered. Instead, the transmitter uses the received CSI as if it were perfect. First, we shall briefly comment on the shortcomings of using ergodic rates as a performance measure when dirty paper coding is employed as a transmission scheme in the forward link. After identifying average throughput as a more appropriate measure, we present some numerical results.

5.4.1 Information theoretic measures

Most of the work on feedback schemes done so far uses ergodic capacity or ergodic capacity loss in the forward link as a performance measure, e.g., \([78, 64, 20, 95]\). A fundamental question that is largely neglected in the existing literature is how can the numerically computed ergodic capacity be effectively achieved. A closely related question is how does the transmitter know the maximum rate at which reliable transmission is possible. If a single-user forward link is considered, under the common error-free assumption on the feedback link, the receiver has the knowledge about both the real channel state and the imperfect information available at the transmitter. Thus, in such setting the receiver might compute
the maximum achievable rate and communicate it to the transmitter. If the time interval in which the channel state remains unchanged is long enough, the transmitter should be able to transmit at this rate reliably. In this case the ergodic capacity is achieved by employing different code books for different channel states and CSI. Obviously, if the assumption of error-free transmission on the feedback link is dropped, the receiver can not be sure about the CSI that the transmitter possesses any longer. Thus, neither the transmitter nor the receiver have enough information to compute the maximum rate achievable for a given channel state. However, even in this case, the ergodic capacity is achievable by transmitting with a unique code book over a large number of channel states with corresponding CSI. This can be shown by the following general reasoning from [24]. Let \( p(y|x, u, T(u)) \) be the probability transition function of the forward channel with output \( y \) and input \( x \). Let \( u \) represent the state of the channel and \( T(u) \) the transmit strategy, which is a function of the channel state. If \( u \) and \( T(u) \) are viewed as additional channel outputs, the maximum achievable rate for an input with distribution \( p(x) \) is given by \( I(x; y, u, T(u)) \), which can be achieved by a code book \( C_n \) of typical sequences \( x^n \) as \( n \to \infty \). Using the chain rule for mutual information we can write

\[
I(x; y, u, T(u)) = I(x; y|u, T(u)) + I(x; u, T(u))
\]

\[
= \sum_u I(x; y|u = u, T(u = u))p(u),
\]

where it has been assumed that both the channel state and the transmit strategy are independent of the channel input and therefore \( I(x; u, T(u)) = 0 \). Note that the last expression is nothing else than the ergodic capacity for the given input statistics and transmit strategy. Thus, this capacity is achievable with a unique code book \( C_n, n \to \infty \). The transmitter can compute this rate provided that it has knowledge about the distribution of the channel states. Knowledge about the instantaneous channel states is not needed.

If a multiuser forward channel is considered, even under the assumption of a noiseless feedback link, the transmitter can not obtain information about the achievable rates from the receivers. This is due to the fact that the transmit strategy, and thus, the rates, will generally depend on the states of all single-user channels in the forward link and each receive terminal has only access to the own channel but not to the channels of other users. As in the single-user forward link, ergodic rates can be also achieved on the multiuser forward link provided that the input signals are independent of the channel states and the transmit strategy. This is true for linear approaches. To illustrate this, consider the two-user Gaussian broadcast channel given by

\[
y_1 = H_1 x + n_1,
\]

\[
y_2 = H_2 x + n_2,
\]

with \( x = B_1 s_1 + B_2 s_2 \). Using the CSI fed back by the users, the transmitter computes beamforming matrices \( B_1 \) and \( B_2 \), which represent the transmit strategy. For user 1, the effective channel can be written as

\[
y_1 = H_1 B_1 s_1 + H_1 B_2 s_2 + n_1.
\]
Assuming Gaussian inputs $s_1, s_2$ with the identity matrix as covariance matrix, the capacity of this channel can be written as $I(s_1; y_1, H_1 B_1, H_1 B_2 B_1^H H_1^H)$, where the product $H_1 B_1$ and the covariance matrix $H_1 B_2 B_1^H H_1^H$ are viewed as channel outputs that the receiver has access to. There exist a code that allows reliable transmission at rates arbitrarily close to this mutual information as the length of the codewords approach to infinity. Furthermore, taking into account that the input $s_1$ is independent of the channel matrices and the beamforming matrices, it can be shown as in Eq. 5.57 that this mutual information is equal to the ergodic capacity of this channel for the particular choice of input statistics and transmit strategy. The same reasoning applies to the rate achievable by user 2. In order to compute these rates, the transmitter only requires statistical knowledge of the channel states and transmit strategy, represented by the beamforming matrices.

Assume now that the users are encoded successively and a dirty paper coding scheme is employed based on the available CSI. Let $\hat{H}_1$ and $\hat{H}_2$ represent the CSI available at the transmitter. If user 2 is encoded first and $H_1 B_1$ is invertible, the code book for user 1 is generated according to the random variable (cf. Section 2.2.2.2)

$$u_1 = s_1 + B_1^H \hat{H}_1^H \left( I_{r_1} + \hat{H}_1 B_1 B_1^H \hat{H}_1^H \right)^{-1} \hat{H}_1 B_2 s_2,$$

which obviously depends on the instantaneous channel state through the estimate $\hat{H}_1$ and the beamforming matrices. That is, the code book is modified every time there is a change in the CSI. For particular channel states and particular channel estimates, the maximum rate achievable by user 1 can be computed as (cf. Sect 2.2.2.2)

$$R_1(H_1, H_2) = I(u_1; y_1) - I(u_1; s_2).$$

Averaging over all possible channel realizations an average rate can be computed. Different from the linear approaches, now, this rate is not achievable with a unique code book with codewords spanning a large number of different channel states. Furthermore, it is impossible for the transmitter to know the maximum rate achievable for instantaneous channel states and, therefore, this rate can neither be achieved by using different code books for different channel states and transmitting at the corresponding maximum instantaneous rate. Thus, if dirty paper coding is applied, the computed average rate does not have any theoretical meaning in the sense that it is actually unachievable. This seems to have been overlooked by recent publications on the topic, e.g., [43].

In this case, instead of ergodic rate, average throughput can be chosen as a figure of merit for the forward link. This figure is obtained by letting the transmitter fix a transmission rate for each single-user channel based on the CSI it receives from the users. If the actual rate supported by a particular single-user channel is larger than the transmission rate over that channel, transmission is declared successful and the instantaneous throughput is equal to the transmission rate. If the transmission rate is larger than the actual rate supported by the channel, the instantaneous throughput is considered to be zero. The average throughput is obtained by averaging instantaneous throughput over a large number of channel realizations. This figure captures the trade-off between the transmission rate guessed by the transmitter and the probability of this guess being too optimistic. The average throughput computed in this way can be effectively reached as long as the
time interval during which the channel state remains constant is long enough so that the probability of error becomes negligible at rates below the instantaneous capacity.

5.4.2 Numerical results

In this section, numerical results are presented for a broadcast channel with \( K = 2 \) users, \( t = 2 \) transmit antennas and single-antenna receivers. The forward and feedback channels of both users are assumed to be time-dispersive with two uncorrelated taps and a flat power delay profile, i.e., \( L = M = 2 \). In both forward and feedback links, an OFDM transmission scheme with \( N = 16 \) subcarriers is used. After perfect estimation of the state of the single-user channels, the receivers feed the channel coefficients back to the transmitter in a time-division multiple access fashion. Each user utilizes one OFDM symbol, i.e., \( N = 16 \) subcarriers, for the transmission of the 4 channel coefficients representing the estimated channel state. Upon reception of the channel coefficients of both users, the transmitter executes the sum-rate maximizing SESAM algorithm (cf. Section 4.1.4) and transmission is carried out by using the resulting beamforming vectors and power loading. For both forward and feedback links \( \text{SNR} = P/N \) is assumed to be equal. In Fig. 5.10 average throughput curves are shown that are obtained if the transmitter fully relies on the received CSI in order to determine the transmission rate on each subchannel. If the CSI information is perfect, the average sum-throughput coincides with the average sum-rate measure. In such case, the transmitter perfectly knows the maximum rate supported by the different subchannels and no transmission failures occur. If the CSI is obtained from a noisy feedback link and the transmission rate is chosen to be that computed based on this information, performance degrades dramatically. The reason for this degradation is that the estimated maximum achievable rate on a particular subchannel frequently exceeds the actual transmission rate supported by that subchannel resulting in failed transmissions. As a simple countermeasure, on each subchannel the transmission rate can be set a certain margin below the rate computed based on the imperfect CSI. Fig. 5.11 shows performance curves obtained when the transmitter sets the transmission rate on each subchannel 0.5 bits per channel use below the estimated maximum achievable rate. The performance improvement is notorious. The gap between the average throughput obtained with perfect CSI and that resulting from CSI fed back using a simple linear analog approach is slightly above 1 bit. In all the range of simulated SNR values and for all practical purposes, digital schemes do at best perform as well as the analog scheme. The gap between perfect CSI and analog feedback CSI being so narrow, it is difficult to imagine how to turn parameters so that a clear superiority of delay-limited digital schemes becomes visible. Keeping the forward link fixed, if the bandwidth expansion factor and the diversity degree in the feedback link are increased, performance of the digital schemes is expected to improve. However, if not in terms of DDR, the analog scheme will also profit from such a change, which would make the performance gap with respect to the perfect CSI curve narrower. On the other hand, if both diversity and bandwidth expansion factor decrease in the feedback link, performance of digital schemes will degrade more significantly than performance of the analog scheme, making digital approaches less competitive.

Linear analog transmission is a very simple scheme that, as we have seen in previous sections, has important performance limitations. However, in the light of these numerical
results, we may conjecture that this scheme is good enough for purposes of feedback of CSI. As we have seen, in general, digital schemes have the theoretical potential to perform better. However, even if digital schemes are found that at affordable complexity yield a better performance in terms of MSE at SNR values of interest, when translated into forward link performance, the resulting gains might be insignificant.

Figure 5.10: Achievable sum throughput in a broadcast forward link with \( N = 16 \) subcarriers, \( K = 2 \) users, \( t = 2 \) transmit antennas and single-antenna receivers. Transmitter fixes the transmission rate as if the CSI were perfect.
Figure 5.11: Achievable sum throughput in a broadcast forward link with $N = 16$ subcarriers, $K = 2$ users, $t = 2$ transmit antennas and single-antenna receivers. Transmitter allows for a rate margin of 0.5 bits per subchannel.
A Appendix

A.1 Duality transformations and the matrix inversion lemma

A.1.1 Duality transformations

Recall the model for the broadcast channel given by Eq. 2.6 and its dual multiple access channel given in Eq. 2.25. Without loss of generality, assume that, in the MAC, users are decoded in the order indicated by their indexes, and, for this channel, let $Q_1,...,K$ be a set of transmit covariance matrices. Define

$$B_j = I_t + \sum_{k=j+1}^{K} H_k^H Q_k H_k, \quad j = 1, \ldots, K,$$

and

$$A_j = I_r_j + H_j \left( \sum_{k=1}^{j-1} \Sigma_k \right) H_j^H, \quad j = 1, \ldots, K,$$

and consider the singular value decomposition (SVD)

$$B_k^{-1/2} H_k^H A_k^{-1/2} = F_k A_k^H G_k^H, \quad k = 1, \ldots, K.$$

The transformations

$$\Sigma_k = B_k^{-1/2} F_k G_k^H A_k^{-1/2} Q_k A_k^{-1/2} G_k^H F_k B_k^{-1/2}, \quad k = 1, \ldots, K$$

provide a set $\Sigma_1,...,K$ of transmit covariance matrices for the BC that reach the same rate vector as the matrices $Q_1,...,K$ in the MAC, provided that the encoding order in the BC corresponds to the reversed decoding order in the MAC, i.e., user $K$ is encoded first and user 1 last.

A.1.2 Matrix inversion lemma

Let $A$ and $C$ be invertible square matrices of dimensions $N \times N$ and $L \times L$, respectively. Further, let $V$ be an $L \times N$ matrix and $U$ an $N \times L$ matrix. The following equality holds,

$$(A + UCV)^{-1} = A^{-1} - A^{-1} U (C^{-1} + VA^{-1}U)^{-1} VA^{-1}.$$
A.2 Asymptotic equipartition property and typical sequences

In this appendix an overview on the subject of typical sequences and their properties is given. This introduction is intended to help the reader to better understand the arguments used in the achievability proofs of some of the results presented in Chapter 2. For clarity of exposition we assume discrete alphabets. However, all definitions and theorems can be trivially extended to the case of continuous alphabets by replacing entropies with differential entropies and cardinalities of typical sets with volumes of these sets. For a more detailed discussion on the topic the reader is referred to [40].

**Theorem A.2.1 (Asymptotic Equipartition Property).** If $x_1, x_2, \ldots, x_n$ are independent and identically distributed random variables drawn according to a distribution $p(x)$, then for $n \to \infty$

$$- \frac{1}{n} \log p(x_1, x_2, \ldots, x_n) \to H(x),$$

where $H(x) = -\mathbb{E}\{\log p(x)\}$ is the entropy of $x$.

**Proof.** Functions of independent random variables are also independent random variables. In particular, since $x_1, x_2, \ldots, x_n$ are i.i.d., $\log p(x_1), \log p(x_2), \ldots, \log p(x_n)$ are also i.i.d.. As a result, the weak law of large numbers [89] can be applied in order to show

$$- \frac{1}{n} \log p(x_1, x_2, \ldots, x_n) = - \frac{1}{n} \sum_{i=1}^{n} \log p(x_i) \to -\mathbb{E}\{\log p(x)\} = H(x),$$

for $n \to \infty$. □

The typical set $A^{(n)}_{\epsilon}$ with respect to $p(x)$ is defined as the set of sequences $x^n \in X^n$ with the property

$$2^{-n(H(x)+\epsilon)} < p(x_1, x_2, \ldots, x_n) < 2^{-n(H(x)-\epsilon)}.$$

The sequences that belong to this set are said to be typical. The typical set has the following properties.

**Theorem A.2.2 (Properties of the typical set).**

1. $\Pr \left\{ A^{(n)}_{\epsilon} \right\} > 1 - \epsilon$ for sufficiently large $n$.

2. $\left| A^{(n)}_{\epsilon} \right| \leq 2^{n(H(x)+\epsilon)}$.

3. $\left| A^{(n)}_{\epsilon} \right| \geq (1 - \epsilon)2^{n(H(x)-\epsilon)}$ for sufficiently large $n$.

**Proof.** Let $x^n$ be a sequence generated according to $p(x)$, then

$$\Pr \left\{ A^{(n)}_{\epsilon} \right\} = \Pr \left\{ x^n \in A^{(n)}_{\epsilon} \right\} = \Pr \left\{ \left| - \frac{1}{n} \log p(x_1, x_2, \ldots, x_n) - H(x) \right| < \epsilon \right\}$$
which due to the asymptotic equipartition property tends to 1 as \( n \to \infty \). This proves the first property. In order to prove the second property consider the inequalities,

\[
1 \geq \sum_{x^n \in A^{(n)}_\varepsilon} p(x^n) \geq \sum_{x^n \in A^{(n)}_\varepsilon} 2^{-n(H(x)+\varepsilon)} = |A^{(n)}_\varepsilon| 2^{-n(H(x)+\varepsilon)},
\]

from which \( |A^{(n)}_\varepsilon| \leq 2^{n(H(x)+\varepsilon)} \) follows. Similarly, invoking property 1, for sufficiently large \( n \) we can write

\[
1 - \varepsilon < \sum_{x^n \in A^{(n)}_\varepsilon} p(x^n) \leq \sum_{x^n \in A^{(n)}_\varepsilon} 2^{-n(H(x)-\varepsilon)} = |A^{(n)}_\varepsilon| 2^{-n(H(x)-\varepsilon)},
\]

which proves the third property.

The first property tells us that in the limit \( n \to \infty \) all sequences generated according to a distribution \( p(x) \) are typical with respect to that distribution. The second and third property tell us that as \( n \to \infty \) the number of typical sequences approaches to \( 2^{nH(x)} \).

The asymptotic equipartition property and the concept of typicality can be extended to distributions of multiple variables. Consider two random variables \( x \) and \( y \) that are distributed according to \( p(x, y) \). The set \( A^{(n)}_\varepsilon \) of jointly typical sequences \( (x^n, y^n) \) with respect to this distribution is defined as

\[
A^{(n)}_\varepsilon = \{(x^n, y^n) \in \mathcal{X}^n \times \mathcal{Y}^n : \left\lfloor \frac{1}{n} \log p(x^n) - H(x) \right\rfloor < \varepsilon, \left\lfloor \frac{1}{n} \log p(y^n) - H(y) \right\rfloor < \varepsilon, \left\lfloor \frac{1}{n} \log p(x^n, y^n) - H(x, y) \right\rfloor < \varepsilon \}.
\]

That is, a pair of sequences \( (x^n, y^n) \) is jointly typical if each sequence individually is typical and they also behave typically with respect to each other. Jointly typical sequences have the following properties.

**Theorem A.2.3** (Properties of jointly typical sequences). Let \( (x^n, y^n) \) be sequences of length \( n \) drawn according to \( p(x^n, y^n) = \prod_{i=1}^{n} p(x_i, y_i) \). Then

1. \( \Pr \left\{ (x^n, y^n) \in A^{(n)}_\varepsilon \right\} > 1 - \varepsilon \) for sufficiently large \( n \).
2. \( |A^{(n)}_\varepsilon| \leq 2^{n(H(x,y)+\varepsilon)} \).
3. \( |A^{(n)}_\varepsilon| \geq (1 - \varepsilon)2^{n(H(x,y)-\varepsilon)} \) for sufficiently large \( n \).
4. If \( (\tilde{x}^n, \tilde{y}^n) \) are generated according to \( p(x)p(y) \), i.e., the sequences are independently generated according to the marginals of \( p(x, y) \), then

\[
\Pr \left\{ (\tilde{x}^n, \tilde{y}^n) \in A^{(n)}_\varepsilon \right\} \leq 2^{-n(I(x,y)-3\varepsilon)}.
\]

Also, for sufficiently large \( n \),

\[
\Pr \left\{ (\tilde{x}^n, \tilde{y}^n) \in A^{(n)}_\varepsilon \right\} \geq (1 - \varepsilon)2^{-n(I(x,y)+3\varepsilon)}.
\]
Proof. The proof of the first three properties can be conducted along the lines of the proof of Theorem A.2.2. In order to prove the first part in property 4, we consider the following inequalities

\[
\Pr\{\hat{x}^n, \hat{y}^n \in A^{(n)}_x\} = \sum_{(x^n,y^n) \in A^{(n)}_x} p(x^n)p(y^n) \leq \sum_{(x^n,y^n) \in A^{(n)}_x} 2^{-n(H(x) - \epsilon)}2^{-n(H(y) - \epsilon)}
\]

\[
= |A^{(n)}_x|2^{-n(H(x) - \epsilon)}2^{-n(H(y) - \epsilon)} \leq 2^n(H(x,y) + \epsilon)2^{-n(H(x) - \epsilon)}2^{-n(H(y) - \epsilon)}
\]

\[
= 2^{-n(I(x,y) - 3\epsilon)}.
\]

Similarly, we can prove the second part by writing

\[
\Pr\{\hat{x}^n, \hat{y}^n \in A^{(n)}_x\} = \sum_{(x^n,y^n) \in A^{(n)}_x} p(x^n)p(y^n) \geq \sum_{(x^n,y^n) \in A^{(n)}_x} 2^{-n(H(x) + \epsilon)}2^{-n(H(y) + \epsilon)}
\]

\[
= |A^{(n)}_x|2^{-n(H(x) - \epsilon)}2^{-n(H(y) - \epsilon)} \geq (1 - \epsilon)2^n(H(x,y) + \epsilon)2^{-n(H(x) - \epsilon)}2^{-n(H(y) - \epsilon)}
\]

\[
= (1 - \epsilon)2^{-n(I(x,y) + 3\epsilon)}.
\]

Note that property 3 has been invoked in the last inequality and this property only holds for sufficiently large \(n\).

All the achievability proofs discussed in Chapter 2 assume receivers that perform detection based on joint typicality. Given a received sequence of signals, the receiver looks for a sequence in the codebook that is jointly typical with the received sequence. Detection is successful if the solution exists, i.e., a codeword can be found that is jointly typical with the received sequence, and this solution is unique, i.e., there is only one such sequence. Property 1 in Theorem A.2.3 guarantees that if the typical sequence \(x^n\) is transmitted over a channel with transition probability \(p(y|x)\) the received sequence \(y^n\) is jointly typical with \(x^n\) with probability tending to one as \(n \to \infty\). That is, the first property guarantees that, for large \(n\), at least the transmitted codeword will be jointly typical with the received signal. Uniqueness holds if the probability that \(x^n\) and \(y^n\) be jointly typical is zero when \(x^n\) is not the codeword that gave rise to the received sequence \(y^n\), i.e., when \(x^n\) and \(y^n\) where independently generated. Assume a codebook \(C_n\) consisting of \(2^{nR}\) typical sequences \(x^n\) and that transmission of the sequence \(x^n\) leads to the received sequence \(y^n\). Using the first part of property 4 in Theorem A.2.3 we can bound the probability of any other \(x^n_{i\neq 1}\) being jointly typical with \(y^n\) as follows,

\[
Pr\{\exists x^n_{i \neq 1} : (x^n_{i}, y^n) \in A^{(n)}_x\} \leq \sum_{i=2}^{2^nR} Pr\{(x^n_{i}, y^n) \in A^{(n)}_x\} \leq 2^{nR}2^{-n(I(x,y) - 3\epsilon)}.
\]

Thus, if transmission rate is chosen such that \(R < I(x,y)\) the probability that uniqueness does not hold tends to zero as \(n \to \infty\).

In some of the proofs, in order to assure typicality of the transmitted signals it is required that pairs of jointly typical sequences exist within a set that was created by generating sequences independently. For instance, this is needed in the achievability proof of the Marton’s region for both the simultaneous and the successive encoding schemes (cf. Sections 2.1.3.1, 2.2.2.2). Assume that \(2^{nR_1}\) sequences \(u^n\) and \(2^{nR_2}\) sequences \(v^n\) are independently
generated according to distributions \( p(u) \) and \( p(v) \), respectively. Given a joint probability density function \( p(u, v) \), the probability that a jointly typical pair can be found among the set of \( 2^{n(R_1 + R_2)} \) pairs of sequences \((u^n, v^n)\) can be, for sufficiently large \( n \), lower bounded as follows

\[
Pr \{ \exists (i, j) \in \{1, \ldots, 2^{nR_1}\} \times \{1, \ldots, 2^{nR_2}\} : (u^n_i, v^n_j) \in A^{(n)}_\epsilon \} \\
= 1 - Pr \{ \forall (i, j) \in \{1, \ldots, 2^{nR_1}\} \times \{1, \ldots, 2^{nR_2}\} : (u^n_i, v^n_j) \notin A^{(n)}_\epsilon \} \\
= 1 - \prod_{i,j} Pr \{ (u^n_i, v^n_j) \notin A^{(n)}_\epsilon \} \\
\geq 1 - (1 - \epsilon)2^{-n(I(u, v)+3\epsilon)}2^{n(R_1 + R_2)} \\
\geq 1 - \exp - (1 - \epsilon)2^{n(R_1 + R_2)}2^{-n(I(u, v)+3\epsilon)}
\]

The first inequality is due to the second part of property 4 in Theorem A.2.3. In order to obtain the second inequality the relation \((1 - x)^n \leq \exp - nx\), for \( x < 1, \ n \geq 0 \), has been used. Thus, we note that if \( R_1 + R_2 > I(u, v) \) the probability that a jointly typical pair can be found tends to 1 as \( n \to \infty \).

### A.3 Langrangian duality and subgradients

In this appendix a brief overview on basic optimization theoretic results, mostly used in Chapter 3, is given. To a large extend, the exposition is based on [13]. In some parts of the text, additional references have also been included to sources that exhibit complementary points of view in the treatment of these contents.

Consider the following optimization problem

\[
\max_Q f(Q), \quad \text{(A.1)}
\]

subject to \( Q \geq 0, \ h(Q) \geq 0, \)

where \( Q \in \mathbb{H}^{n \times n} \), \( f : \mathbb{H}^{n \times n} \to \mathbb{R} \) and \( h : \mathbb{H}^{n \times n} \to \mathbb{R} \). In the following, unless otherwise stated, the discussion will be based on this example. While keeping the treatment at a general level, this will allow us to capitalize on particular details of the theory relevant to the specific problems analyzed in Chapter 3. One such detail is the fact that optimization is performed over the set of Hermitian matrices with a positive semidefinite constraint. Henceforth, problem A.1 will be referred to as primal problem.

#### A.3.1 Lagrangian duality

For problem A.1 the Lagrangian function is given by

\[
L(Q, \lambda, \Phi) = f(Q) + \lambda h(Q) + \text{Tr} \{ Q \Phi \},
\]

where \( \lambda \in \mathbb{R} \) and \( \Phi \in \mathbb{H}^{n \times n} \) are called the Lagrangian multipliers associated with constraints \( h(Q) \geq 0 \) and \( Q \geq 0 \), respectively. A major property of this function is that

\[
f(Q) \leq L(Q, \lambda, \Phi), \quad \forall \lambda \geq 0, \ \forall \Phi \geq 0, \quad \text{(A.2)}
\]
for every feasible $Q$, i.e., for every $Q$ that satisfies the constraints in problem A.1. That is, if the multipliers are nonnegative, the Lagrangian function upper bounds the objective function for all points of the feasibility region. Based on the Lagrangian function, the Lagrangian dual function is defined as

$$g(\lambda, \Phi) = \sup \{ L(Q, \lambda, \Phi) \mid Q \in \mathbb{H}^{n \times n} \}. \tag{A.2}$$

As a result of Eq. A.2,

$$f(Q) \leq g(\lambda, \Phi), \quad \forall \lambda \geq 0, \quad \forall \Phi \geq 0, \tag{A.3}$$

for every feasible $Q$. Furthermore, for $\mu_1, \mu_2 \geq 0, \mu_1 + \mu_2 = 1$,

$$\mu_1 g(\lambda_1, \Phi_1) + \mu_2 g(\lambda_2, \Phi_2) = \sup \{ \mu_1 L(Q, \lambda_1, \Phi_1) \mid Q \in \mathbb{H}^{n \times n} \} + \sup \{ \mu_2 L(Q, \lambda_2, \Phi_2) \mid Q \in \mathbb{H}^{n \times n} \} \geq \sup \{ L(Q, \mu_1 \lambda_1 + \mu_2 \lambda_2, \mu_1 \Phi_1 + \mu_2 \Phi_2) \mid Q \in \mathbb{H}^{n \times n} \} = g(\mu_1 \lambda_1 + \mu_2 \lambda_2, \mu_1 \Phi_1 + \mu_2 \Phi_2),$$

i.e., $g(\lambda, \Phi)$ is convex. So far the Lagrangian function and the Lagrangian dual function have been defined with respect to both constraints in the primal problem. Sometimes, it is useful to define these function with respect to a subset of constraints (cf. Section 3.1.1.2). For instance, we could have defined

$$L(Q, \lambda) = f(Q) + \lambda h(Q), \tag{A.4}$$
$$g(\lambda) = \sup \{ L(Q, \lambda) \mid Q \in \mathbb{H}^{n \times n}, \lambda \geq 0 \}. \tag{A.5}$$

It can be easily shown that $g(\lambda)$ is convex and both functions upper bound $f(Q)$ in the feasible domain as long as $\lambda \geq 0$.

If all constraints are considered in the definition of the Lagrangian and the Lagrangian dual functions, the dual problem corresponding to the primal problem A.1 can be stated as

$$\min_{\Phi, \lambda} g(\lambda, \Phi), \tag{A.6}$$
subject to $\lambda \geq 0, \quad \Phi \geq 0$.

If the definitions given by Eqs. A.4 and A.5 are considered, the dual problem simplifies to

$$\min_{\lambda} g(\lambda), \tag{A.7}$$
subject to $\lambda \geq 0$.

Note that due to convexity of the objective functions and constraints in Eqs. A.6 and A.7, both dual problems are convex. Let $\bar{f}$ and $\bar{g}$ denote the solutions of the primal and any of the dual problems, respectively. Due to Eq. A.3, which also holds for $g(\lambda)$, $\bar{f} \leq \bar{g}$. This result is known as weak duality and states that the solutions of the dual problems upper
bound the solution of the primal problem. Strong duality holds if \( \bar{f} = \bar{g} \). It can be easily shown that the solution to problem A.6 upper bounds the solution to problem A.7. Thus, if strong duality holds for the dual problem defined with respect to all constraints, it also holds for the dual problem defined with respect to a reduced number of constraints. For a primal optimization problem with inequality constraints, as the one considered here, strong duality holds if the problem is convex and there exists a feasible point that satisfies all the constraints with strict inequality. This sufficient condition is related to Slater’s constraint qualification [13, 4].

### A.3.2 Optimality conditions

Assume that strong duality holds for problem A.1 and let \( \bar{\lambda}, \bar{\Phi} \) be the minimizers of problem A.6 and \( \bar{Q} \) the maximizer of problem A.1. The following holds

\[
    f(\bar{Q}) = g(\bar{\lambda}, \bar{\Phi}) \geq L(\bar{Q}, \bar{\lambda}, \bar{\Phi}) \geq f(\bar{Q}).
\]

(A.8)

Thus, it can be observed that the inequalities in this expression must be satisfied with equality. In order to achieve equality in the second inequality we need

\[
    \lambda h(Q) = 0, \quad \text{Tr}\{Q\Phi\} = 0.
\]

(A.9)

These conditions are known as complementary slackness. Achieving equality in the first inequality of Eq. A.8 requires that \( \bar{Q} \) be a maximizer of \( L(Q, \bar{\lambda}, \bar{\Phi}) \). Assuming differentiability of both \( f(Q) \) and \( h(Q) \) at \( \bar{Q} \), this implies

\[
    \nabla_Q L(\bar{Q}, \bar{\lambda}, \bar{\Phi}) = 0.
\]

(A.10)

Eqs. A.10 and A.9 together with the constraints in the primal and dual problems form a set of necessary optimality conditions for a wide range of problems with differentiable objective and constraint functions. These conditions are frequently referred to as Karush-Kuhn-Tucker (KKT) conditions. If the primal problem is convex, these conditions are sufficient. Note that the above derivation of Eqs. A.10 and A.9 assumes strong duality. This assumption is not necessary for the derivation of the KKT conditions. For alternative derivations that do not assume strong duality see for instance [4, 7, 94].

### A.3.3 Subgradients

Lagrangian duality offers the possibility to find the solution to a given problem or a bound of that solution by stating and solving its corresponding dual. As we have seen, dual problems are always convex. However, due to the way it is defined, the objective function of a dual problem might not be differentiable. In that case, algorithmic solutions are based on the notion of subgradient rather than that of gradient. Consider a possibly non-differentiable function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \). A subgradient for this function at \( \lambda \) is a vector \( s \) that satisfies

\[
    g(\lambda + \Delta \lambda) \geq g(\lambda) + s^T \Delta \lambda, \quad \forall \Delta \lambda.
\]

(A.11)

If the function \( g(\lambda) \) is differentiable at a particular point, the only vector \( s \) that satisfies Eq. A.11 is the gradient of this function at that point. In other words, if differentiability holds,
the concepts of gradient and subgradient are equivalent. The definition of subgradient given above can be generalized in order to include functions with Hermitian matrices as arguments (cf. Eq. A.6). Here, we omit this definition as it shall not find application in this work. Subgradients of Lagrangian dual functions can be straightforwardly found. In general, these are given by the constraint functions of the primal problem with respect to which the dual function is defined evaluated at the Lagrangian maximizing primal variables. As an example, consider problem A.7. A subgradient for the objective function at \( \lambda \) is simply \( h(\bar{Q}) \), where \( \bar{Q} \) is a maximizer of \( L(Q, \lambda) \) subject to \( Q \geq 0 \). An introduction to subgradient-based optimization methods can be found in [14, 7].

A.4 Duality of streamwise multiuser strategies

This appendix describes the duality relationship between approaches in the broadcast channel and the multiple access channel that are based on streamwise transmission. By streamwise, we refer to strategies that decompose the MIMO broadcast channel into a set of scalar subchannels over which streams of information can be transmitted that are independently encoded and decoded. This is in contrast to non-streamwise approaches, where the information intended for a particular user is conveyed by a vector of signals whose components are encoded and decoded jointly. In the first section of this appendix, it is shown that streamwise transmission does not incur loss of optimality in the MAC, i.e., streamwise approaches achieve all points of the capacity region. In the second section we will show a streamwise duality between BC and MAC. On the one hand, this duality underlies the derivation of the streamwise SINR-based successive approach presented in Section 4.2. On the other hand, it constitutes the proof for the optimality of streamwise transmission in the broadcast channel.

A.4.1 Optimality of streamwise strategies

Recall the Gaussian multiple access channel definition in Eq. 2.25, i.e.,

\[
    r = \sum_{k=1}^{K} H_k^H w_k + z.
\]

Further, let \( Q_k \) be the covariance matrix corresponding to user \( k \) and \( Q_k = F_k F_k^H \) be a factorization of this matrix. Denote by \( f_{k,j} \) the \( j \)th column of \( F_k \). According to these definitions, the signal transmitted by user \( k \) can be written as

\[
    w_k = \sum_{j=1}^{m_k} f_{k,j} s_{k,j},
\]

where \( m_k \) can be viewed as the number of streams transmitted by user \( k \) and \( s_{k,j} \) is the signal transmitted on the \( j \)th stream of user \( k \). Signals \( s_{k,j}, k = 1, \ldots, K, j = 1, \ldots, m_k \), are considered to be realizations of mutually independent zero-mean and unit-variance circularly symmetric complex Gaussian random variables. Thus, we see that, for any given
statistics, the vector of transmit signals corresponding to any particular user can be decomposed into a superposition of independent scalar transmit signals or streams that are transmitted by employing corresponding beamforming vectors. In the following, we shall see than independent detection of these streams based on a minimum mean squared error decision-feedback equalizer (MMSE-DFE) preserves capacity. To this end, assume that users are successively decoded in the order indicated by their indexes, i.e., \( \pi(k) = k \), and consider detection of the signals corresponding to user \( k \). Provided that the streams of users \( 1, \ldots, k - 1 \) are detected without errors, the contributions of these streams to the received signal can be removed before detecting the streams of user \( k \). The resulting received signal is given by

\[
\mathbf{r}^{(1)}_k = \mathbf{H}^H_k \sum_{j=1}^{m_k} f_{k,j} s_{k,j} + \hat{z},
\]

where \( \hat{z} \) is a term of interference plus noise including the received signals corresponding to users \( k + 1, \ldots, K \). Let \( \mathbf{R}_z \) be the covariance matrix of this term. The maximum rate achievable by user \( k \) can be written as

\[
I(s_{k,1}, \ldots, s_{k,m_k}; \mathbf{r}^{(1)}_k) = \log_2 \left( \frac{|\mathbf{R}_z + \mathbf{H}^H_k \mathbf{Q}_k \mathbf{H}_k|}{|\mathbf{R}_z|} \right).
\]

Applying the chain rule for mutual information, we can write

\[
I(s_{k,1}, \ldots, s_{k,m_k}; \mathbf{r}^{(1)}_k) = I(s_{k,1}; \mathbf{r}^{(1)}_k) + I(s_{k,2}, \ldots, s_{k,m_k}; \mathbf{r}^{(1)}_k | s_{k,1}).
\]

The first term can be computed as

\[
I(s_{k,1}; \mathbf{r}^{(1)}_k) = h(s_{k,1}) - h(s_{k,1} | \mathbf{r}^{(1)}_k) = \log_2 \left( \frac{1}{\sigma^2_{s_{k,1} | r^{(1)}_k}} \right),
\]

where \( \sigma^2_{s_{k,1} | r^{(1)}_k} \) is the variance of the distribution \( p(s_{k,1} | r^{(1)}_k) \). This variance is independent of \( r^{(1)}_k \) and represents the minimum mean squared error that can be achieved if the estimation of \( s_{k,1} \) is based on \( r^{(1)}_k \) (cf. [144]). Let \( \hat{s}_{k,1} \) be the MMSE estimate of \( s_{k,1} \). Noting that \( s_{k,1} = \hat{s}_{k,1} + e_{k,1} \) and that the error \( e_{k,1} \) is independent of \( \hat{s}_{k,1} \) we can write

\[
I(s_{k,1}; \hat{s}_{k,1}) = h(s_{k,1}) - h(s_{k,1} | \hat{s}_{k,1}) = h(s_{k,1}) - h(e_{k,1}) = \log_2 \left( \frac{1}{\sigma^2_{s_{k,1} | r^{(1)}_k}} \right),
\]

i.e., \( I(s_{k,1}; r^{(1)}_k) = I(s_{k,1}; \hat{s}_{k,1}) \). For the second term we can write

\[
I(s_{k,2}, \ldots, s_{k,m_k}; r^{(1)}_k | s_{k,1}) = h(r^{(1)}_k | s_{k,1}) - h(r^{(1)}_k | s_{k,1}, s_{k,2}, \ldots, s_{k,m_k}) = h(r^{(2)}_k) - h(r^{(2)}_k | s_{k,2}, \ldots, s_{k,m_k}) = I(s_{k,2}, \ldots, s_{k,m_k}; r^{(2)}_k),
\]

where \( r^{(2)}_k = \mathbf{H}^H_k \sum_{j=2}^{m_k} f_{k,j} s_{k,j} + \hat{z} \). The first term can be viewed as the maximum rate that can be transmitted over the stream \( s_{k,1} \) if an MMSE estimate of this stream is taken
at the receiver. The second term represents the information rate of all other streams when
the contribution of the first stream is removed from the received signal. The second term,
in turn, can be split into a rate achieved by MMSE detection of the second stream and a
rate corresponding to all other streams. Proceeding recursively in this way, we obtain,

\[ I(s_{k,1}, \ldots, s_{k,m_k}; r^{(1)}_k) = \sum_{j=1}^{K} I(s_{k,j}; r^{(j)}_k) = \sum_{j=1}^{K} I(s_{k,j}; \hat{s}_{k,j}), \]

where \( r^{(j)}_k = \sum_{i=j}^{m_k} f_{k,i} s_{k,i} \) and \( \hat{s}_{k,j} \) is the MMSE estimate of \( s_{k,j} \) based on the observation \( r^{(j)}_k \). That is, for the given input statistics, the maximum achievable rate for user \( k \) can be expanded as a sum of rates corresponding to each of the individual streams. The rate corresponding to a particular stream can be achieved by applying an MMSE estimator to the received signal without the contributions of previously detected streams and decoding information based on this estimate. Note that in this exposition the streams have been decoded in the order indicated by their indexes. This has been done in order to simplify notation. Choosing a different ordering would change the rates corresponding to the particular streams but not the total rate resulting from the addition of the individual stream rates.

Thus, we conclude that, at the transmitter, the transmit signal can be decomposed
into a set of statistically independent streams and, at the receiver, these streams can be
independently decoded, using the outputs of an MMSE-DFE, without loss of optimality.
That is, given any input statistics for the MAC, there is always a streamwise transmission
strategy that achieves the rates that are achievable with those statistics. In the context
of time-dispersive single-input single-output channels, optimality of the MMSE-DFE in
terms of capacity was first shown in [32]. This result was also shown in [126] applied to
multiple access channels.

A.4.2 Streamwise duality

Consider a streamwise strategy in the MAC for which the transmit signals are given by

\[ w_k = \sum_{j=1}^{m_k} u_{k,j} q_{k,j}^{1/2} s_{k,j}, \quad k = 1, \ldots, K. \]

Here, \( u_{k,j} \) is a unit-norm beamforming vector corresponding to the stream \( j \) of user \( k \)
and \( q_{k,j} \) is the power assigned to this stream. As in the previous section, the signals \( s_{k,j}, \)
\( k = 1, \ldots, K, \quad j = 1, \ldots, m_k \), are statistically independent and Gaussian with zero mean
and unit variance. Assume that the streams are successively decoded in the order indicated
by the user index and the stream index, i.e., first, the first stream of user 1 is decoded,
second, the second stream of this user, then, after all streams of user 1 have been decoded,
the first stream of user 2 is decoded, and so on. Correspondingly, before stream \( s_{k,j} \) is
decoded, interference caused by the streams of users \( 1, \ldots, k-1 \) and the streams \( 1, \ldots, j-1 \)
of user \( k \) can be removed from the received signal. On the resulting effective received signal
a unit-norm linear filter \( v_{k,j} \) is applied and detection of \( s_{k,j} \) is done based on the output.
\( \hat{s}_{k,j} \) of this filter, which reads
\[
\hat{s}_{k,j} = v_{k,j}^H H_k \sum_{\ell=j+1}^{m_k} u_{k,\ell} q_{k,j} s_{k,j} + v_{k,j}^H H_k \sum_{\ell=\ell+1}^{K} u_{\ell,j} \sum_{i=k+1}^{m_k} H_{k,j} q_{i,j} s_{i,\ell} + v_{k,j}^H z.
\]

The maximum rate achievable on this stream is given by \( R_{k,j} = \log_2(1 + \text{SINR}_{k,j}) \), where the signal-to-interference-plus-noise ratio \( \text{SINR}_{k,j} \) is defined as
\[
\text{SINR}_{k,j} = \frac{q_{k,j} |v_{k,j}^H H_k u_{k,j}|^2}{1 + \sum_{\ell=j+1}^{m_k} |v_{k,j}^H H_k u_{k,\ell}|^2 q_{k,\ell}}.
\]

The following dual streamwise strategy could be employed for transmission over the dual BC. The transmitted signal is given by
\[
x = \sum_{k=1}^{K} \sum_{j=1}^{m_k} v_{k,j} p_{k,j}^{1/2} \hat{s}_{k,j},
\]
where \( p_{k,j} \) is the power assigned to the \( j \)th stream intended for user \( k \). These streams are successively encoded using a dirty paper coding strategy in order to neutralize interference caused by previously encoded streams (cf. Section 2.2.2.1). Assume that the encoding order is the reverse of the decoding order assumed above, i.e., the stream \( m_K \) of user \( K \) is first encoded, second, stream \( m_K - 1 \) of this user is encoded, then, once all streams of user \( K \) have been encoded, the stream \( m_K - 1 \) of user \( K - 1 \) is encoded and so on. At the receivers, detection of a specific stream is based on the output of a linear filter. In particular, for the \( j \)th stream of user \( k \) we have
\[
\hat{s}_{k,j} = u_{k,j}^H H_k v_{k,j} p_{k,j}^{1/2} s_{k,j} + u_{k,j}^H H_k \sum_{\ell=1}^{j-1} v_{k,\ell} q_{k,j}^{1/2} s_{k,\ell} + u_{k,j}^H H_k \sum_{i=1}^{m_k} \sum_{\ell=1}^{K} v_{i,\ell} q_{k,j}^{1/2} s_{i,\ell} + u_{k,j}^H n.
\]
As in the MAC, here also, the rate achievable on a stream is characterized by the signal-to-interference-plus-noise ratio of that stream defined as
\[
\text{SINR}_{k,j}^{\text{BC}} = \frac{p_{k,j} |v_{k,j}^H H_k u_{k,j}|^2}{1 + \sum_{i=1}^{j-1} |v_{k,i}^H H_k u_{k,j}|^2 p_{k,\ell} + \sum_{i=1}^{j-1} \sum_{\ell=1}^{m_k} |v_{i,\ell}^H H_k u_{k,j}|^2 p_{i,\ell}}.
\]
In order to show that the rates achievable on the streams of the MAC are also achievable on the streams of the BC, or vice versa, we proceed along the lines of the proof of the MMSE-based BC-MAC duality given in [82]. Assume that the stream powers \( q_{k,j} \), \( k = 1, \ldots, K \), \( j = 1, \ldots, m_k \) are given that achieve certain SINR values in the MAC. We want to find out whether there is a set of powers \( p_{k,j} \), \( k = 1, \ldots, K \), \( j = 1, \ldots, m_k \), that achieve the same SINR values for the streams in the BC and such that \( \sum_{k=1}^{K} \sum_{j=1}^{m_k} p_{k,j} = \sum_{k=1}^{K} \sum_{j=1}^{m_k} q_{k,j} \). To this end, consider the linear system of \( M = \sum_{k=1}^{K} m_k \) equations with the \( M \) unknowns \( p_{k,j}, k = 1, \ldots, K \), \( j = 1, \ldots, m_k \), that is obtained by setting \( \text{SINR}_{k,j}^{\text{BC}} = \text{SINR}_{k,j}^{\text{MAC}}, k = 1, \ldots, K, j = 1, \ldots, m_k \). That is,
\[
Ap = q,
\] 
(A.12)
where $p = [ p_1^T \cdots p_K^T ]^T$, $p_k = [ p_{k,1} \cdots p_{k,m_k}]^T$, $k = 1, \ldots, K$, and $q$ is defined similarly. Matrix $A$ is an $M \times M$ lower triangular matrix. The column $\sum_{i=1}^{k-1} m_k + j$ of this matrix is given by

$$a_{k,j} = [0 \cdots 0 \ d_{k,j} \ i_k^T \ i_{k+1}^T \ \cdots \ i_K^T]^T,$$

where

$$d_{k,j} = 1 + \sum_{\ell=j+1}^{m_k} |v_{k,j}^H H_k^H u_{k,\ell}|^2 q_{k,\ell} + \sum_{i=k+1}^{K} \sum_{\ell=1}^{m_k} |v_{i,j}^H H_i^H u_{i,\ell}|^2 q_{i,\ell}$$

is the entry on the main diagonal,

$$i_k = [-q_{k,j+1} |v_{k,j}^H H_k^H u_{k,j+1}|^2 \ \cdots \ -q_{k,m_k} |v_{k,j}^H H_k^H u_{k,m_k}|^2]^T$$

and

$$i_i = [-q_{i,1} |v_{i,j}^H H_i^H u_{i,1}|^2 \ \cdots \ -q_{i,m_i} |v_{i,j}^H H_i^H u_{i,m_i}|^2]^T, \quad i = k+1, \ldots, K.$$  

Using the fact that $d_{k,j} > \sum_{i=k}^{K} \|i_i\|_1$ and that all off-diagonal entries are negative, it is straightforward to show that the inverse of $A$ has positive entries. This ensures the existence of a power vector $p$ that achieves in the BC the same performance as that achieved by $q$ in the MAC. Furthermore, since for every column of matrix $A$ we have $1^T a_{k,j} = 1$, multiplying the left- and the right-hand sides of Eq. A.12 by $1^T$, $\|p\|_1 = \|q\|_1$ immediately follows. Similar duality results have been shown in [122, 132, 100] resorting to Perron-Frobenius theory.
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