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Abstract

In this dissertation the following three main topics are presented:

1. The study of time discrete monomial dynamical and control systems over a finite field.

2. The analysis of a recently developed method ([65]) for reverse engineering the dynamical
properties of an observed system. (The method uses the modeling paradigm of time discrete
dynamical systems over a finite field.)

3. The description and parameter space exploration of the stochastic agent-based model Path-
Sim ( [36], [104]), which attempts to model and simulate the interaction of the Epstein-Barr
virus and parts of the human immune system.

The specifics regarding 1.: A monomial dynamical system f : Kn → Kn over a finite
field K is a nonlinear deterministic time discrete dynamical system with the property that each
component function fi : K

n → K is a monic nonzero monomial function. In this work we
provide an algebraic and graph theoretic framework to study the dynamic properties of monomial
dynamical systems over a finite field, in particular, the structure of cyclic trajectories. Within this
framework, characterization theorems for fixed point systems (systems in which all trajectories
end in steady states) are proved. In particular, we present an algorithm of polynomial complexity
to test whether a given monomial dynamical system over a finite field is a fixed point system.
Furthermore, theorems that complement previous work are presented and alternative proofs to
previous results are supplied.

The formalism introduced in the framework mentioned above also constitutes the basis for
the study of monomial control systems, i.e. mappings g : Kn ×Km → Kn, where m ∈ N is the
number of control inputs, such that every component function gi : K

n × Km → K is a monic
nonzero monomial function in the state variable x ∈ Kn and the control variable u ∈ Km.Within
this study, necessary and sufficient conditions for the controllability of such systems are proved.
Additionally, a method for synthesizing a monomial state feedback controller is presented, which,
under the assumption of controllability, imposes a desired state transition structure on monomial
control systems in the closed-loop.

The specifics regarding 2.: This topic is concerned with the practical use of time discrete
dynamical systems over a finite field as a modeling paradigm for biological phenomena. [65]
developed a top-down reverse engineering algorithm for this paradigm. This algorithm can be seen
as a parameter identification algorithm, where the parameters tuned according to the available
data are abstract quantities and don’t represent any physical or biological magnitude. Herein,
we will refer to it as the LS-algorithm. In this thesis, a mathematical framework is developed
that allows the study of the LS-algorithm in depth. This framework is based on a result (also
presented in this work) that relates the concept of orthogonality and the canonical representatives
for residue classes of a polynomial ideal.

Our aim is to identify minimal requirements on data sets to be used with the LS-algorithm
and to characterize optimal data sets. We found minimal requirements on a data set based on how



many terms the functions to be reverse engineered display. Furthermore, we identified optimal
data sets, which we characterized using a geometric property called "general position". Moreover,
we developed a constructive method to generate optimal data sets, provided a codimensional
condition is fulfilled. In addition, we present a generalization of the LS-algorithm that does not
depend on the choice of a term order. For this method we derived a formula for the probability
of finding the correct model, provided the data set used is optimal. We analyzed the asymptotic
behavior of the probability formula for a growing number of variables n (i.e. interacting chemicals).
Unfortunately, this formula converges to zero as fast as rq

n
, where q ∈ N and 0 < r < 1. Therefore,

even if an optimal data set is used and the restrictions in using term orders are overcome, the
reverse engineering problem remains unfeasible, unless prodigious amounts of data are available.
Such large data sets are experimentally impossible to generate with today’s technologies.

The specifics regarding 3.: We provide an exposition of the agent-based model of Epstein—
Barr Virus infection developed by Dr. David Thorley-Lawson and his collaborators [36], [104].
Once the model is explained, the joint work (performed during the period of time the author spent
at Dr. David Thorley-Lawson’s research group) of parameter space exploration is presented. The
resulting biological interpretations and potential biologically relevant insights are elucidated.

The connection between these three main topics is explained in the introduction.
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Introduction

Computer simulation and mathematical modeling are receiving increased attention as alter-
native approaches for providing insight into biological systems [41]. An important potential area
of application is the increasingly complex field of immunology, and in particular, the study of
viral pathogenesis. This approach is specially attractive in cases of human diseases for which
applicable animal models are lacking. To date, most simulations of viral pathogenesis have tended
to focus on HIV [94], [88], [87], [78], [82], [46], and employ mathematical models based on differ-
ential equations. However, there are reasons to mistrust the spatial homogeneity and well-mixed
assumptions that underlie continuous models based on ordinary differential equations [85], [86],
[100], despite the success of such models in immunology and virology [95], [19], [88], [80], [81],
[39], [13], [27], [82]. Disease processes are spatially distributed. Indeed, it seems likely that this
spatial distribution is often critical in determining the course of infection, as has been argued by
many, including [7], [37]. As an alternative to ordinary differential equation models, agent-based
modeling is increasingly being recognized as a viable way to simulate biological processes [58],
[59], [61], [79] (See also [17], [9], [10], [12], [18], [20], [21], [51], [60], [71], [72], [77], [91], [103], [108],
[109], [101], [16], [3], [4], [41], [43], [70], [114], [102], [107] for agent-based modeling approaches
in the fields of immunology and pathology). The main advantage is that the “agent” paradigm
complies by definition with the discrete and finite character of biological structures and entities
such as organs, cells, and pathogens. This makes it more accurate, from the point of view of
scientific modeling. It is also less abstract since the simulated objects, processes, and interactions
usually have a straightforward biological interpretation and the spatial structure of the anatomy
can be modeled meticulously. The stochasticity inherent to chemical and biological processes can
be incorporated in a natural way. Moreover, agent-based models are typically local in nature,
allowing the global picture to emerge from local interactions. Lastly, it is generally much easier
to incorporate qualitative or semi-quantiative information into rule sets for discrete models than
it is for such data to be converted to accurate rate equations.

The major drawback of using agent-based models is that there is no satisfying mathematical
theory that allows for their analysis. As a consequence, currently, scientists must rely on multiple
computer simulations of the model and statistical analysis of their output to assess the likely
dynamical properties of the model. Developing a mathematical theory that would allow the
analysis of the dynamical properties of agent-based models remains an important goal in the field.
One of the aims of this thesis is to provide some contributions to that end.

Motivation

Based on a widely accepted biological model of Epstein—Barr Virus (EBV) infection (in hu-
mans), Dr. David Thorley-Lawson and his collaborators developed an agent-based model and
computer simulation (PathSim, Pathogen Simulation) of the interaction between the virus and
the host’s immune system [36], [104].

I joined the PathSim project at the end of 2004, when Dr. Reinhard Laubenbacher, one of Dr.
David Thorley-Lawson’s collaborators, engaged me as a graduate student in his research group
at the Virginia Bioinformatics Institute at Virginia Tech. Since PathSim is a stochastic agent-

iii



based computer simulation, Dr. Laubenbacher’s idea was to use the average output of PathSim
as data to construct (or to "reverse engineer") a deterministic, time discrete dynamical system
over a suitable finite field. To this end, he and some of his graduate students had developed some
specific methods1[65], [35]. This approach needed to be analyzed and tested, so, I performed
the mathematical analysis of the reverse engineering method described in [65]. This analysis is
presented in Part II of this thesis; (see also [32]).

One of the fundamental assumptions in Dr. Laubenbacher’s reverse engineering program
was that the deterministic, time discrete dynamical system over a finite field obtained through
the reverse engineering method would reflect key dynamical properties of PathSim. Under this
assumption, Dr. Laubenbacher proposed that control variables could be introduced or identified,
turning the dynamical system into a control system. In this context, the natural issue arises as to
whether the dynamical properties of such a system can be predicted. This is how the PathSim
project motivated the mathematical study of deterministic, time discrete dynamical and control
systems over a finite field. Part I of this thesis is devoted to the study of a particular class of
dynamical and control systems over a finite field.

Some types of agent-based models and cellular automata can be interpreted as time discrete
dynamical system over a finite field. In this sense, the study of such dynamical systems contributes
directly to a deeper understanding of agent-based models and cellular automata. The reverse
engineering method proposed by Laubenbacher and his students represents an indirect way by
which the knowledge about such dynamical systems could help analyze the dynamics of agent-
based models.

My involvement in the PathSim project also included an active participation in the use and
interpretation of PathSim, especially after September 2006, when I joined Dr. David Thorley-
Lawson’s research group at the Pathology Department of Tufts University’s Medical School,
Boston. In Part III of this thesis, a brief description of PathSim and its capabilities is provided.

Mathematical background and motivation

The deterministic mathematical modeling efforts within the PathSim project involve the core
idea of describing the different states of a biological system using the elements of a finite nonempty
set X. A common fundamental assumption in a time discrete (and time invariant) deterministic
modeling approach is that the future state of the system is a function of its current state. In
other words, there is a function f : X → X such that the future state of the system, described
by xn+1 ∈ X, and the current state of the system, described by xn ∈ X, satisfy the following
relationship

xn+1 = f(xn)

Once such a function has been found, given an initial state of the system represented by x0, the
evolution of the system is described by the iteration of the function f. Since the sequence of values
generated by this iteration represents the evolution of the system modeled, any mathematical
technique that describes and predicts the dynamics of such a function (so called dynamical system)
is highly desirable, at least from the point of view of the modeler.

To study the dynamics of such a dynamical system mathematically, it is necessary to focus
on more specific classes of systems. One way to accomplish this is to add some mathematical
structure to the set X, for instance, by endowing X with a topological or algebraic structure.
In the vein of an algebraic approach, one could, for example, try to endow the set X with the
algebraic structure of a finite field (with the binary operations + and ·). A well-known result
states that this is possible if and only if there is a prime number p ∈ N and a natural number
m ∈ N such that the cardinality |X| of the set X satisfies

|X| = pm (1)
1These methods will be described in Chapter 5.
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This result imposes a limitation on our algebraic approach. However, on the other hand, if the
cardinality of the set X satisfies the condition (1), it turns out that every function f : X → X is a
polynomial function of bounded degree. (We will prove this remarkable result in Chapter 1.) This
peculiarity allows for the use of a large tool box of algebraic (and even graph theoretic, as we will
see in Chapter 2) techniques to study the dynamical system. As a matter of fact, mathematicians
and engineers have studied such systems, in particular the linear systems, i.e. the linear space
endomorphism of the vector spaceX over the finite fieldX and their higher dimensional analogues;
[38], [45], [26]. From an algebraic point of view, it also seems interesting to study the monoid
endomorphisms of the multiplicative monoid (X, ·) and their higher dimensional analogues. These
are precisely the monomial dynamical systems (to be defined below), which are studied in depth
in this dissertation.

An extension of the idea of a dynamical system is the concept of a control system. In a control
system, besides the state of the system (described by a variable x ∈ X), also intervention in
the system is quantified. This intervention is represented by a control or input variable u ∈ U
contained in a so called control set (or space) U. Formally, such a system has the form

f : X × U → X

Given an initial state of the system represented by x0, and a sequence u0, u1, ..., ut, ... ∈ U of
control inputs, the system evolves according to the law

xn+1 = f(xn, un)

One of the classical problems of control theory is the controllability problem, which is concerned
with the existence of a suitable sequence of control inputs such that the system evolves towards a
desired state (or set of states). This sequence of control inputs could, for instance, be generated
as a function g : X → U of the current state

ui = g(xi)

Such a function is called a feedback law. Another important control theoretic issue is the design
of suitable feedback laws, such that the so called closed-loop system

h : X → X

x 7→ f(x, g(x))

satisfies predetermined dynamical properties.
Mathematical control theory is a growing field. Especially for linear functions f : X ×U → X

(when the sets X and U are endowed with a vector space structure), very satisfying answers to the
problems mentioned above (and to other, similar problems) have been found. See, for instance,
[106], and in the framework of finite fields, [92]. In this thesis, we extend the concept of monomial
dynamical systems to monomial control systems (to be defined below) and perform a control
theoretic study of them.

Contributions of this Dissertation

The first main contribution of this work is to provide an algebraic and graph theoretic frame-
work to study the dynamic properties of monomial dynamical systems over a finite field. These
are mappings f : Kn → Kn, where K is a finite field and n ∈ N, such that every component
function fi : K

n → K is a monic nonzero monomial function. Within this framework, characteri-
zation theorems for fixed point systems (systems in which all trajectories end in steady states) are
proved. In particular, an algorithm of polynomial complexity is presented, which tests whether
a given monomial dynamical system over a finite field is a fixed point system [33]. Furthermore,
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theorems that complement previous work by [23], [22] and [24] are presented, and alternative
proofs to previous results are supplied. Many of these theorems discuss the structure of cyclic
trajectories. The formalism introduced in our framework also constitutes the basis for the study
of monomial control systems, i.e. mappings g : Kn × Km → Kn, where m ∈ N is the number
of control inputs, such that every component function gi : K

n × Km → K is a monic nonzero
monomial function in the state variable x ∈ Kn and the control variable u ∈ Km.

A further important novelty presented in this thesis is the control theoretic study of monomial
control systems. In particular, necessary and sufficient conditions for the controllability of such
systems are proved. Additionally, a method for synthesizing a monomial state feedback controller
is presented, which, under the assumption of controllability, imposes a desired state transition
structure on monomial control systems in the closed-loop.

The third main result in this thesis is concerned with the practical use of time discrete dynam-
ical systems over a finite field as a modeling paradigm for biological phenomena. [65] developed
a top-down reverse engineering algorithm for this paradigm. This algorithm can be seen as a pa-
rameter identification algorithm, where the parameters tuned according to the available data are
abstract quantities and don’t represent any physical or biological magnitude. Herein, we will refer
to it as the LS-algorithm. In this thesis, a mathematical framework is developed that allows the
study of the LS-algorithm in depth. This framework is based on a result that relates the concept
of orthogonality and the canonical representatives for residue classes of a polynomial ideal. This
result itself constitutes a pure algebraic contribution of this work [31]. Having expressed the steps
of the LS-algorithm in our framework, concrete answers to the following questions are provided:

1. What are the minimal requirements on data sets?

2. Can data sets be characterized in such a way that "optimal" data sets can be identified?
(Optimality meaning that the algorithm performs better using such a data set compared to
its performance using other data sets.)

The second question is related to the design of experiments and optimality is characterized in
terms of quantity and quality of the data sets. Furthermore, a generalization of the LS-algorithm
that does not depend on the choice of a term order is introduced. For this method, a formula
for the probability of finding the correct model is derived, provided the data set used satisfies an
optimality criterion. In addition, the asymptotic behavior of the probability formula is analyzed
for a growing number of variables n (i.e. interacting entities modeled) [32].

In the last part of this thesis the reader will find an exposition of the agent-based model of
Epstein—Barr Virus infection developed by Dr. David Thorley-Lawson and his collaborators. Once
the model is explained, the joint work (performed during the period of time the author spent at
Dr. David Thorley-Lawson’s research group) of parameter space exploration is presented. The
resulting biological interpretations and potential biologically relevant insights are elucidated. This
represents a co-contribution of this thesis to both the biological and biomedical sciences [104].

Outline

This thesis is subdivided in 3 parts. Part I is devoted to the theory of monomial dynamical
and control systems over a finite field. It comprises three chapters: Chapter 1 introduces time
discrete finite dynamical systems as well as time discrete dynamical systems over a finite field.
Chapter 2 is devoted to the study of the dynamics of monomial dynamical systems over a finite
field. Chapter 3 studies monomial control systems over a finite field with emphasis on Boolean
monomial control systems.

Part II deals with the practical use of time discrete dynamical systems over a finite field as
a modeling paradigm for biological phenomena. It starts with Chapter 4, which is an excursus
into the relationship between the concept of orthogonality and the canonical representatives for
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residue classes of a polynomial ideal. This material provides the basis for Chapter 5, in which the
LS-algorithm and its performance are studied in depth.

Part III elucidates the biological research that motivated the mathematical developments pre-
sented in this dissertation. Chapter 6 provides an exposition of the agent-based model PathSim.
Chapter 7 presents the results of the parameter space exploration as well as some of its biological
interpretations and potential consequences.

vii



Part I

The theory of monomial dynamical
and control systems over a finite field

1



Chapter 1

Time discrete finite dynamical
systems

1.1 Definition, characteristics and general dynamical properties

Definition 1 Let X be a nonempty finite set and n ∈ N a natural number. An n-dimensional
time invariant time discrete finite dynamical system is a mapping

f : Xn → Xn

Remark 2 Due to the finiteness of X it is obvious that the trajectory

x, f(x), f2(x), ...

of any point x ∈ Xn contains at most |Xn| = |X|n different points and therefore becomes either
cyclic or converges to a single point y ∈ X with the property f(y) = y (i.e. a fixed point of f).

1.1.1 The phase space and the period number

Definition 3 (Notational Definition) A directed graph G = (VG, EG, πG : EG → VG × VG)
that allows self loops and parallel directed edges is called digraph.

Definition 4 Let G = (VG, EG, πG) be a digraph. Two vertices a, b ∈ VG are called connected if
there is a t ∈ N0 and (not necessarily different) vertices v1, ..., vt ∈ VG such that

a→ v1 → v2 → ...→ vt → b

In this situation we write aÃs b, where s is the number of directed edges involved in the sequence
from a to b (in this case s = t + 1). Two sequences a Ãs b of the same length are considered
different if the directed edges involved are different or the order at which they appear is different,
even if the visited vertices are the same. As a convention, a single vertex a ∈ VG is always
connected to itself aÃ0 a by an empty sequence of length 0.

Definition 5 Let G = (VG, EG, πG) be a digraph and a, b ∈ VG two vertices. A sequence aÃs b

a→ v1 → v2 → ...→ vt → b

is called a path, if no vertex vi is visited more than once. If a = b, but no other vertex is visited
more than once, aÃs b is called a closed path.

2



1.1. Definition, characteristics and general dynamical properties

Definition 6 Let X be a nonempty finite set, n ∈ N a natural number and f : Xn → Xn a time
discrete finite dynamical system. The phase space of f is the digraph with node set Xn, arrow set
E defined as

E := {(x, y) ∈ Xn ×Xn | f(x) = y}

and vertex mapping

π : E → Xn ×Xn

(x, y) 7→ (x, y)

Remark 7 The phase space consists of closed paths of different lengths between 1 (i.e. loops
centered on fixed points) and |Xn| = |X|n and directed trees that end each one at exactly one
closed path. The nodes in the directed trees correspond to transient states of the system. In
particular, if f is bijective1, every point x ∈ Xn is contained in a closed path and the phase space
is the union of disjoint closed paths. Conversely, if every point in the phase space is contained in
a closed path, then f must be bijective.

Definition 8 Let X be a nonempty finite set, n ∈ N a natural number and f : Xn → Xn a time
discrete finite dynamical system. We define

f0 : = id : Xn → Xn

x 7→ x

and for t ∈ N we recursively define

f t : Xn → Xn

x 7→ f(f t−1(x))

Given a time discrete finite dynamical system f : Xn → Xn, we can find in the phase space
the longest path ending in a closed path. Let m ∈ N0 be the length of this path. It is easy to
see, that for any s ≥ m the time discrete finite dynamical system fs : Xn → Xn has the following
properties

1. ∀ x ∈ Xn, fs(x) is a node contained in one closed path of the phase space.

2. If T is the least common multiple of all the lengths of closed paths displayed in the phase
space, then it holds

fs+λT = fs ∀ λ ∈ N

and
fs+i 6= fs ∀ i ∈ {1, ..., T − 1}

We call T the period number of f. If T = 1, f is called a fixed point system.

Definition 9 Let X be a nonempty finite set, n ∈ N a natural number and f : Xn → Xn a time
discrete finite dynamical system. Furthermore, let s ∈ N with s ≤ |Xn| . A closed path of length
s in the phase space of f is called a cycle of length s. We refer to the total number of cycles and
their legths in the phase space of f as the cycle structure of f.

Definition 10 Let X be a nonempty finite set, n ∈ N a natural number and f : Xn → Xn a time
discrete finite dynamical system. Furthermore, let s ∈ N with s ≤ |Xn| . A point ξ ∈ Xn is said
to show s-periodicity under f if fs(ξ) = ξ.

1Note that for any map from a finite set into itself, surjectivity is equivalent to injectivity.

3



1.2. Time discrete dynamical systems over a finite field

Remark 11 Let t ∈ N be an integer multiple of s. A point ξ ∈ Xn that shows s-periodicity under
f also shows t-periodicity under f (f t(ξ) = fλs(ξ) = (fs)λ(ξ) = (fs ◦ ... ◦ fs)(ξ) = ξ). As a
consequence, a point ξ ∈ Xn is contained in a cycle of length t in the phase space of f if and only
if ξ satisfies the equation f t(ξ) = ξ, but fd(ξ) 6= ξ for any integer divisor d of t with d < t. Once
such a point has been found, necessarily further t − 1 pairwise different points ξ1, ..., ξ(t−1) ∈ Xn

with f t(ξi) = ξi and fd(ξi) 6= ξi must exist, namely, the points f(ξ), f
2(ξ), ..., f t−1(ξ).

1.1.2 The dependency graph

Definition 12 Let M be a nonempty finite set. Furthermore, let n := |M | be the cardinality of
M. A numeration of the elements of M is a bijective mapping

f :M → {1, ..., n}

Given a numeration f of the set M we write

M = {f1, ..., fn}

where the unique element x ∈M with the property f(x) = i ∈ {1, ..., n} is denoted as fi.

Definition 13 Let X be a nonempty finite set, n ∈ N a natural number and f : Xn → Xn a time
discrete finite dynamical system. Furthermore, let G = (VG, EG, πG) be a digraph with vertex
set VG of cardinality |VG| = n. The digraph G is called dependency graph of f iff a numeration
a :M → {1, ..., n} of the elements of VG exists such that ∀ i, j ∈ {1, ..., n} the following holds

∃ e ∈ EG : πG(e) = (ai, aj)⇔ fi depends on xj

Remark 14 In the chapter about monomial dynamical systems we will introduce a slightly dif-
ferent and more specific definition of dependency graph.

1.2 Time discrete dynamical systems over a finite field

Given a time discrete finite dynamical system f : Xn → Xn, how can the period number T
be calculated? An obvious brute force procedure would be to actually determine the structure of
the phase space by evaluating f on each of the |X|n different points of the space Xn. However,
this quickly becomes computationally intractable, even for small dimension n. If the set X is en-
dowed with an algebraic structure and we consider certain classes of time discrete finite dynamical
systems, we might have more mathematical structure and tools to solve this problem. Indeed, if
X can be endowed with the algebraic structure of a finite field, all component functions fi of a
system f : Xn → Xn are polynomial functions in n variables. We will show this remarkable and
well-known result in the next subsection. (See, for instance, pages 368-369 in [67] for a different
proof.)

1.2.1 The ring of polynomial functions in n variables over Fq and the vector
space of functions Fn

q → Fq

Definition 15 (Notational Definition) Since for every finite field K there is a prime number
p ∈ N (the characteristic of K) and a natural number n ∈ N such that for the number of elements
|K| of K it holds

|K| = pn

we will denote a finite field with Fq, where q stands for the number of elements of the field (See,
for instance, [67]). Clearly, q is a power of the (prime) characteristic of the field.
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1.2. Time discrete dynamical systems over a finite field

Definition 16 Let n ∈ N be a natural number. An n-tuple α = (α1, ..., αn) ∈ (N0)n is called
multi index.

Definition 17 (Notational definition) We call a commutative Ring (R,+, ·) with multiplica-
tive identity 1 6= 0 and the binary operations · and + just Ring R.

Definition 18 Let R be a ring and n ∈ N a natural number. For n > 1, the elements of the
Cartesian product Rn are marked by arrows, e.g. �x ∈ Rn. Let α ∈ (N0)n be a multi index. For a
product of powers of the form xα11 · ... · xαnn ∈ R we write

−→x α := xα11 · ... · xαn1

Definition 19 Let R be a ring, n ∈ N a natural number and m ∈ N0 a non negative integer.
Furthermore let ai ∈ R, i = 0, ...,m be elements of the ring R and αj = (αj1, ..., αjn) ∈ Nn

0 ,
j = 0, ...,m multi indexes of length n. A mapping of the form

g : Rn → R

�x 7→ g(−→x ) :=
mX
j=0

aj
−→x αj

is called polynomial function over R in n R-valued variables. If m = 0 and a0 6= 0 then g is also
called a monomial function over R in n R-valued variables.

Theorem 20 (and Definition) Let R be a ring and n ∈ N a natural number. The set

PFn(R) := {g | g : Rn → R is polynomial}

together with the common operations + and · of addition and multiplication of mappings is a ring.
This ring is called ring of all polynomial functions over R in n R-valued variables.

Proof. The easy proof is left to the reader.

Theorem 21 (and Definition) Let K be an arbitrary field and n ∈ N a natural number. The
set of all functions

f : Kn → K

together with the common operations of addition of mappings and scalar multiplication is a vector
space over K. We denote this vector space with Fn(K).

Proof. The easy proof is left to the reader.

Definition 22 Let n, q ∈ N be natural numbers. Further let > be a total ordering on (N0)n . The
according to > decreasingly ordered set

Mn
q := {α ∈ (N0)n | αj < q ∀ j ∈ {1, ..., n}}

of all n-tuples with entries smaller than q is denoted by Mn
q ⊂ (N0)n .

Remark 23 In order to avoid a too complicated notation, we skip the appearance of the order
relation > in the symbol for this set. It is easy to prove, that Mn

q contains exactly qn n-tuples.
We will index the n-tuples in Mn

q starting with the biggest and ending with the smallest:

α1 > α2 > ... > αqn
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1.2. Time discrete dynamical systems over a finite field

Definition 24 For any fixed natural numbers n, q ∈ N and for each multi index α ∈Mn
q consider

the monomial function

gnqα : Kn → K

�x 7→ gnqα(
−→x ) := −→x α

All these monomial functions gnqα, α ∈Mn
q are called fundamental monomial functions.

Lemma 25 Let Fq be a finite field. The vector space Fn(Fq) has the dimension qn.

Proof. Since Fq contains exactly q elements, there are exactly qn n-tuples contained in Fn
q . For

each n-tuple �y ∈ Fn
q consider the characteristic function

1{�y} : Fn
q → Fq

�x 7→ 1{�y}(�x) :=

½
1 if �x = �y
0 otherwise

Obviously, every function f : Fn
q → Fq can be written as a linear combination of all characteristic

functions. In addition, the qn characteristic functions (1{�y})�y∈Fnq are linearly independent, as can
be easily concluded from evaluating the expressionX

�y∈Fnq

λi(�y)1{�y} ≡ 0

at any value �x ∈ Fn
q

Theorem 26 Let Fq be a finite field. A basis for the vector space Fn(Fq) is given by the funda-
mental monomial functions

(gnqα)α∈Mn
q

Proof. First, we show that (gnqα)α∈Mn
q
are linearly independent. For this purpose, we will use

induction on the number of variables n :
When n = 1 we have

{g1qα(x) | α ∈M1
q } = {1, x1, x2, ..., xq−1}

Now consider a linear combination

λ0 + λ1x
1 + λ2x

2 + ...+ λq−1x
q−1, λi ∈ Fq, i = 0, ..., q − 1

where not all λi are equal to 0. If it holds

λ0 + λ1x
1 + λ2x

2 + ...+ λq−1x
q−1 = 0 ∀ x ∈ Z1q

then we could construct a nonzero polynomial in Fq[τ ] of degree less or equal to q − 1 having
|Fq| = q distinct roots. This is a contradiction to the well known fact, that the number of roots
of a nonzero polynomial h ∈ R[τ ] over an integral domain R is bounded by the degree of the
polynomial. Now let n > 1 and assume that the linear independence is given for n− 1. Using the
multi indexes inMn

q to index the coefficients, we can write a linear combination of the (gnqα)α∈Mn
q

as P
α∈Mn

q

λαgnqα(�x) =
P

α∈Mn
q

λα
−→x α, λα ∈ Fq, α ∈Mn

q

By collecting the various powers of xn, we can write the above expression in the form

q−1P
i=0

hi(x1, ..., xn−1)x
i
n

6



1.2. Time discrete dynamical systems over a finite field

where the hi, i = 0, ..., q − 1 are the following linear combinations of the monomial functions
(g(n−1)qβ)β∈Mn−1

q

hi =
P

β∈Mn−1
q

λ(β1,...,βn−1,i)g(n−1)qβ ∀ i ∈ {0, ..., q − 1}

Now if it holds P
α∈Mn

q

λα
−→x α = 0 ∀ �x ∈ Fn

q

then in particular
q−1P
i=0

hi(x1, ..., xn−1)x
i
n = 0 ∀ �x ∈ Fn

q

The same reasoning as in in the case n = 1 forces all the polynomial functions hi, i = 0, ..., q − 1
to be the zero function:

hi(�y) =
P

β∈Mn−1
q

λ(β1,...,βn−1,i)g(n−1)qβ(�y) = 0 ∀ �y ∈ Z
n−1
q , i = 0, ..., q − 1

From the induction hypothesis now follows for every i ∈ {0, ..., q − 1}

λ(β1,...,βn−1,i) = 0 ∀ β ∈Mn−1
q

and therefore
λα = 0 ∀ α ∈Mn

q

Now, it follows from Remark 23 and from the linear independence of the monomial functions
(gnqα)α∈Mn

q
, that

¯̄©
gnqα | α ∈Mn

q

ª¯̄
= qn, which is the dimension of Fn(Fq) according to the

previous lemma.

Remark 27 The basis elements in the basis (gnqα)α∈Mn
q
are ordered according to the order relation

> used to order the n-tuples in the set Mn
q . That means (see Remark 23)

(gnqα)α∈Mn
q
= (gnqαi)i∈{1,...,qn}

Corollary 28 Let Fq be a finite field. Then for the sets Fn(Fq) and PFn(Fq) it holds

Fn(Fq) = PFn(Fq)

Proof. The inclusion
PFn(Fq) ⊆ Fn(Fq)

is given by the definitions. Now, since every function f ∈ Fn(Fq) can be written as a linear
combination of the fundamental monomial functions (gnqα)α∈Mn

q
we have

f ∈ PFn(Fq)

and therefore
Fn(Fq) ⊆ PFn(Fq)
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1.2. Time discrete dynamical systems over a finite field

1.2.2 Currently available techniques for dynamics forecast

We come back to the more specific question: Given a time discrete finite dynamical system
f : Fn

q → Fn
q , over a finite field Fq, how can the period number T be calculated? If T > 1, can the

cycle structure be accurately described? For instance, can the number of cycles and their lengths
be determined without actually constructing the phase space?

To the author’s best knowledge, the systems for which a complete and satisfying theory exists
are the linear systems, (i.e. f : Fn

q → Fn
q is a linear map). See the seminal work of Bernard

Elspas [38] and also [45] for an excellent and more mathematical exposition. [93] and [92] present
applications of the Boolean case in control theory. Furthermore, the affine case was studied by
[73]. An interesting contribution was made by Paul Cull ([26]), who extended the considerations
to nonlinear functions, and showed how to reduce them to the linear case. However, the drawback
of this method is that, if the nonlinear system has dimension n and the field has q elements, then
the linear system has dimension qn. It is also very difficult to see directly the effect of the specific
nonlinear functions on the state space structure.

For monomial systems, i.e. f : Fn
q → Fn

q is such that every component fi is a monic monomial
function in n variables, groundbreaking results were achieved by [23] and [22]. It is one of the
aims of this dissertation to extend and supplement those results. Moreover, we provide a novel
mathematical formalism to study monomial systems. Chapter 2 is devoted to the theory of
monomial systems.

We finish this chapter with a short review of the linear systems theory:
The linear theory is based on the fact that there are subspaces U,W ⊆ Fn

q with the property
Fn
q = U ⊕W such that the subgraph of trees of transient states and the subgraph of all cycles
in the phase space of a linear system f : Fn

q → Fn
q can be linked to a nilpotent linear mapping

fN : U → U and a bijective linear mapping fB :W →W, respectively.
The length and structure of the trees of transient states can now be obtained by analyzing the

Jordan canonical form of the matrix associated to the mapping fN by means of Theorems 2 and
3 of [45].

The lengths and number of cycles can be calculated from the factorization in so called ele-
mentary divisor polynomials of the characteristic polynomial of the mapping fB by repeated use
of Elspas’ formula (see [38] and Theorem 5 of [45]).

In [93] the calculation of the Jordan canonical form representing the mapping fN is avoided by
using a slightly different approach that takes advantage of the Smith form of a matrix. However,
the authors do not elaborate on the computational aspects of calculating the Smith form.
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Chapter 2

Monomial dynamical systems over a
finite field

As discussed at the end of the previous chapter, there exists a satisfying theory that explains
the dynamical properties of linear systems f : Fn

q → Fn
q , i.e. the vector space endomorphisms of

the vector space Fn
q over the field Fq. From an algebraic point of view, it also seems interesting

to study the monoid endomorphisms of the multiplicative monoid (Fq, ·) as well as the monoid
endomorphisms of the direct product1

nQ
i=1
(Fq, ·). Due to the well known fact that the multiplicative

group (F∗q , ·) is cyclic, it turns out, that the monoid endomorphisms of the direct product
nQ
i=1
(Fq, ·)

are precisely the monomial mappings, i.e. mappings f : Fn
q → Fn

q such that every component fi
is a monic monomial function in n variables.

Since the component functions fi of time discrete finite dynamical systems f : Fn
q → Fn

q over
a finite field Fq are polynomial functions, (i.e. linear combinations of monic monomial functions),
the combined knowledge about linear systems and monomial systems could represent the starting
point for a complete theory of time discrete finite dynamical systems over a finite field.

In this chapter we provide key results towards a better understanding of monomial systems.
Throughout this chapter, and in contrast to Chapter 1 and Part II of this thesis, we will denote

the elements of the Cartesian product Fn
q as x ∈ Fn

q , neglecting the vector arrow.

2.1 What are monomial dynamical systems?

In this section we will introduce n-dimensional monomial dynamical systems over a finite field
Fq.Moreover, we will show that the study of monomial dynamical systems is actually the study of

the monoid endomorphisms of the direct product
nQ
i=1
(Fq, ·). To this end we will prove the equality

of the set of all monoid endomorphisms of the multiplicative monoid (Fq, ·) and the set of all one
dimensional monomial systems over the finite field Fq. This set becomes a monoid if it is endowed
with the binary operations of composition and product, respectively.

Definition 29 Let Fq be a finite field. The set

Eq := {0, ...q − 1} ⊂ N0

is called the exponents set of the field Fq.

1The direct product
n

i=1

(M, ·) of a monoid (M, ·) is defined as the set
n

i=1

M (cartesian product) endowed with

the binary operation · defined as (x · y)i := xiyi.
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2.1. What are monomial dynamical systems?

Definition 30 Let Fq be a finite field. A map f : Fn
q → Fn

q is called a monic monomial dynamical
system over Fq if for every i ∈ {1, ..., n} there exists a tuple (Fi1, ..., Fin) ∈ En

q such that

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q

We will call a monic monomial dynamical system just monomial dynamical system.

Remark 31 We exclude in the definition of monomial dynamical system the possibility that one
of the functions fi is equal to the zero function. This is not a loss of generality because of the
following: If we were studying a dynamical system f : Fn

q → Fn
q where one of the functions, say

fj, was equal to zero, then, for every initial state x ∈ Fn
q after one iteration the system would

be in a state f(x) whose jth entry is zero. In all subsequent iterations the value of the jth entry
would remain zero. As a consequence, the long term dynamics of the system are reflected in the
projection

πj : Fn
q → Fn−1

q

y 7→ πj(y) := (y1, ..., yj−1, yj+1, ..., yn)
t

and it is sufficient to study the system

ef : Fn−1
q → Fn−1

q

y 7→

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

f1(y1, ..., yj−1, 0, yj+1, ..., yn)
...

fj−1(y1, ..., yj−1, 0, yj+1, ..., yn)
fj+1(y1, ..., yj−1, 0, yj+1, ..., yn)

...
fn(y1, ..., yj−1, 0, yj+1, ..., yn)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
In general, this system ef could contain component functions equal to the zero function, since every
component fi that depends on the variable xj would become zero. As a consequence, the procedure
described above needs to be applied several times until the lower n0-dimensional system obtained
does not contain component functions equal to zero. The long term dynamics of f are reflected in
the projection to an n0-dimensional subspace, in particular, all the cycles and fixed points of f are
located in this lower dimensional space. Moreover, points located outside this lower dimensional
subspace are transient states of the system. It is also possible that this repeated procedure yields
the one dimensional zero function. In this case, we can conclude that the original system f is a
fixed point system with (0, ..., 0) ∈ Fn

q as its unique fixed point. Note that this procedure reduces
the dimension by s where 0 ≤ s ≤ n. As a consequence, the procedure needs to be iterated at most
n times.

Definition 32 (Notational Definition) Let be n ,m ∈ N natural numbers and S a set. The set
of all m× n matrices (m rows and n columns) with entries in S is denoted by M(m× n; S).

Definition 33 Let Fq be a finite field and n,m ∈ N natural numbers. The set

MFn
m(Fq) := {f : Fm

q → Fn
q | ∃ F ∈M(n×m;Eq) : fi(x) := xFi11 ...xFimm ∀ x ∈ Fm

q }

is called the set of n-dimensional monomial mappings in m variables.

Lemma 34 Let Fq be a finite field. Then the multiplicative group2 (F∗q , ·) is cyclic.
2F∗q := Fq\{0}
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2.1. What are monomial dynamical systems?

Proof. The proof of this well known fact can be found, for instance, in Theorem 2.8 of [67].
The validity of the following theorem represents an algebraic justification for the conventional

definition
00 = 1 (2.1)

(where the zero in the exponent is the entire number 0 ∈ Z, whereas 0, 1 ∈ Fq). The next
theorem would be namely false if we set a different value for the expression 00. In real analysis,
the convention (2.1) has a justification in terms of rendering the function

h : R→ R
x 7→ x0

continuous at the point x = 0.

Theorem 35 Let Fq be a finite field. Furthermore, let End(Fq, ·) be the set of monoid endomor-
phisms of the multiplicative monoid (Fq, ·). Then the following set theoretic equality holds

End(Fq, ·) =MF 11 (Fq)

Proof. To show the inclusion End(Fq, ·) ⊆MF 11 (Fq) we consider an arbitrary monoid endomor-
phism f : (Fq, ·)→ (Fq, ·). The goal is to show that there is an a(f) ∈ Eq such that

f(x) = xa(f) ∀ x ∈ Fq

To prove this, consider a generator u ∈ F∗q of the cyclic group (F∗q , ·) (see Lemma 34). Since the
order of the cyclic finite group (F∗q, ·) is q−1, for every element x ∈ F∗q there is an i ∈ {1, ..., q−1}
such that

x = ui

Now we consider the two following cases:
f(u) = 0. This case is not possible, since f(1) = f(uq−1) = f(u)q−1 = 0 6= 1, i.e. f wouldn’t

be a monoid homomorphism.
f(u) 6= 0. In this case f(u) ∈ F∗q and therefore ∃ a ∈ {1, ..., q − 1} such that

f(u) = ua

As a consequence, ∀ x ∈ F∗q we have

f(x) = f(ui) = f(u)i = (ua)i = (ui)a = xa (2.2)

For x = 0 we have two possibilities: f(0) = 0 or f(0) 6= 0. In the former situation, we immediately
have

f(x) = xa ∀ x ∈ Fq

On the other hand, if f(0) 6= 0, it follows

f(0) = f(0 · 0) = f(0) · f(0)

thus
f(0) = 1

and consequently
1 = f(0 · u) = f(0) · f(u) = f(u)

By equation (2.2) this implies
f(x) = 1 ∀x ∈ F∗q

11



2.1. What are monomial dynamical systems?

Summarizing, we have f ≡ 1. In this situation, the convention (2.1) saves the proof by allowing

f(x) = x0 ∀ x ∈ Fq

(any other exponent b ∈ Eq\{0} would yield f(0) = 0b = 0). Given 2.1, the converse inclusion
MF 11 (Fq) ⊆ End(Fq, ·) follows from the fact that all the functions contained inMF 11 (Fq), namely

fi : Fq → Fq

x 7→ xi

where i = 0, ..., q − 1, obviously satisfy the axioms of a monoid homomorphism.

Corollary 36 Let Fq be a finite field and n ∈ N a natural number. Furthermore, let End(
nQ
i=1
(Fq, ·))

be the set of monoid endomorphisms of the direct product3
nQ
i=1
(Fq, ·). Then the following set theo-

retic equality holds

End(
nY
i=1

(Fq, ·)) =MFn
n (Fq)

Proof. To show the inclusion End(
nQ
i=1
(Fq, ·)) ⊆ MFn

n (Fq) we consider an arbitrary monoid

endomorphism f :
nQ
i=1
(Fq, ·)→

nQ
i=1
(Fq, ·). The goal is to show that there is an F ∈M(n×m;Eq)

such that for each i ∈ {1, ..., n}

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q

Consider for each i, j ∈ {1, ..., n} the function defined as

hij : Fq → Fq

x 7→ fi(γj(x))

where γj : Fq → Fn
q is a mapping such that ∀ x ∈ Fq

γj(x)k =

½
1 if k 6= j
x if k = j

Since f is a monoid endomorphism, it follows from the definition of hij

hij(1) = fi(1, ..., 1) = 1

and
hij(xy) = fi(γj(xy)) = fi(γj(x) · γj(y)) = fi(γj(x))fi(γj(y)) = hij(x)hij(y)

Consequently hij : Fq → Fq is a monoid endomorphism ∀ i, j ∈ {1, ..., n}. By Theorem 35 we
know ∃ Fij ∈ {0, ..., q − 1} such that

hij(x) = xFij ∀ x ∈ Fq

Again, since f is a monoid endomorphism, it follows from the definition of hij ∀ y ∈ Fn
q

fi(y) = fi(
nY

j=1

γj(yj)) =
nY

j=1

fi(γj(yj)) =
nY

j=1

hij(yj) =
nY

j=1

y
Fij
j

Given 2.1, the converse inclusion MFn
n (Fq) ⊆ End(

nQ
i=1
(Fq, ·)) follows from the fact that all the

functions contained in MFn
n (Fq) obviously satisfy the axioms of a monoid homomorphism.

3The direct product
n

i=1

(M, ·) of a monoid (M, ·) is defined as the set
n

i=1

M (cartesian product) endowed with

the binary operation · defined as (x · y)i := xiyi.
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2.2. Algebraic and graph theoretic formalism

Remark 37 In the next section we will show that the set MFn
n (Fq) can become a monoid in two

different ways: The monoid (MFn
n (Fq), ◦), where ◦ is the composition of endomorphisms; and the

commutative monoid (MFn
n (Fq), ∗), where ∗ is the component-wise multiplication defined as

(f ∗ g)i(x) := fi(x)gi(x)

Moreover, it turns out that these two binary operations satisfy distributivity properties, i.e.
(MFn

n (Fq), ∗, ◦) is a semiring with identity elements with respect to each binary operation.

2.2 Algebraic and graph theoretic formalism

In this section we will introduce the monoid (MFn
n (Fq), ◦) of n-dimensional monomial dynam-

ical systems over a finite field Fq, where ◦ is the composition of such systems. Furthermore, we will
introduce the commutative monoid (MFn

n (Fq), ∗), where ∗ is the component-wise multiplication
defined as

(f ∗ g)i(x) := fi(x)gi(x)

In addition, we will show that these two binary operations satisfy distributivity properties, i.e.
(MFn

n (Fq), ∗, ◦) is a semiring with identity elements with respect to each binary operation. More-
over, we will prove that this semiring is isomorphic to a certain semiring of matrices. This result
establishes on the one hand, that the composition f ◦g of two monomial dynamical systems f, g is
completely captured by the product F ·G of their corresponding matrices. On the other hand, it
also shows that the component-wise multiplication f ∗ g is completely captured by the sum F +G
of the corresponding matrices.

Finally, we will introduce the concept of dependency graph of a monomial dynamical system f
and prove that the adjacency matrix of the dependency graph is precisely the matrix F associated
with f via the isomorphism mentioned above. This finding allows us to link topological properties
of the dependency graph with the dynamics of f . We start with a short step by looking at the
exponents of monomial dynamical systems:

As proved in Chapter 1, every function h : Fn
q → Fq is a polynomial function in n variables

where no variable appears to a power higher or equal to q. Calculating the composition of a
dynamical system f : Fn

q → Fn
q with itself, we face the situation where some of the exponents

exceed the value q − 1 and need to be reduced according to the well-known rule

aq = a ∀ a ∈ Fq (2.3)

For instance, if we have q = 3 and x11 then we would write

x11 = (x3)3x2 = x3x2 = xx2 = x3 = x ∀ x ∈ F3

This process can be accomplished systematically if we look at the polynomial τp ∈ Fq[τ ]
4 (where

p > q), as described in the Lemma and Definition below. But first we need an auxiliary result:

Lemma 38 Let Fq be a finite field and a ∈ N0 a nonnegative integer. Then

xa = 1 ∀ x ∈ Fq\{0}⇔ ∃ λ ∈ N0 : a = λ(q − 1)

Proof. If a = λ(q − 1) then xa = xλ(q−1) = (x(q−1))λ = 1 ∀ x ∈ Fq\{0} by (2.3). Now assume
xa = 1 ∀ x ∈ Fq\{0} and write a = α(q − 1) + s with suitable α ∈ N0 and 0 ≤ s ≤ (q − 1). Then
it follows

1 = xa = xλ(q−1)+s = xλ(q−1)xs = xs ∀ x ∈ Fq\{0}
As a consequence, the polynomial τ s − τ0 ∈ Fq[τ ] has |Fq|− 1 = q− 1 ≥ s = deg(τ s − τ) roots in
Fq and must be therefore of degree s = q − 1. Thus a = (α+ 1)(q − 1).

4Fq[τ ] is the ring of polynomials over Fq.

13
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Lemma 39 (and Definition) Let Fq be a finite field and c ∈ N0 a nonnegative integer. The
degree of the (unique) remainder of the polynomial division τ c÷ (τ q− τ) is called redq(c). redq(c)
satisfies the following properties

1. redq(redq(c)) = redq(c)

2. redq(c) = 0 ⇔ c = 0

3. For a, b ∈ N0, xa = xb ∀ x ∈ Fq ⇔ redq(a) = redq(b)

4. For a, b ∈ N, redq(a) = redq(b)⇔ ∃ α ∈ Z : a = b+ α(q − 1)

Proof. By the division algorithm there are unique g, r ∈ Fq[τ ] with either r = 0 or
deg(r) < deg(τ q − τ) such that

τ c = g(τ q − τ) + r

If we look at the corresponding polynomial functions5 defined on Fq, it follows by (2.3)

xc = er(x) ∀ x ∈ Fq (2.4)

In particular, r 6= 0. From the division process it is also clear that r must be a monomial and
we conclude r = τ redq(c) with redq(c) < q. The first property follows trivially from the fact
redq(c) < q. The second property follows immediately from evaluating the equation xc = xredq(c)

(i.e. equation (2.4)) at the value x = 0. The third property is shown as follows: By the division
algorithm ∃1 ga , gb , ra , rb ∈ Fq[τ ] such that

τa = ga(τ
q − τ) + ra = ga(τ

q − τ) + τ redq(a) (2.5)

τ b = gb(τ
q − τ) + rb = gb(τ

q − τ) + τ redq(b)

From xa = xb ∀ x ∈ Fq now we have

xredq(a) = xredq(b) ∀x ∈ Fq

and since redq(a), redq(b) < q we get redq(a) = redq(b). On the other hand, from redq(a) = redq(b)
it would follow from equations (2.5)

τa − ga(τ
q − τ) = τ b − gb(τ

q − τ)

and thus by (2.3)
xa = xb ∀ x ∈ Fq

Last we prove the fourth claim: If redq(a) = redq(b), then by 3. we have

xa = xb ∀ x ∈ Fq

Now assume wlog a ≥ b and d := a− b ∈ N0. Then the last equation can be written as

xbxd = xb ∀ x ∈ Fq

yielding
xd = 1 ∀ x ∈ Fq\{0}

5 If r ∈ Fq[τ ] is a polynomial of degree n, i.e. r =
n

i=0

aiτ
i, then r is defined as the polynomial function

r : Fq → Fq

x 7→
n

i=0

aix
i

14
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By Lemma 38 we have ∃ α ∈ N0 : d = α(q− 1) and therefore a = b+α(q− 1) or b = a−α(q− 1).
Now assume the converse, namely ∃ α ∈ Z : a = b + α(q − 1). Assume wlog α ≥ 0 (otherwise
consider b = a− α(q − 1)). Then we would have

τa = τα(q−1)τ b

and thus by Lemma 38
xa = xb ∀ x ∈ Fq\{0}

Since a, b > 0 we also have
xa = xb ∀ x ∈ Fq

Remark 40 From the properties above we have xa = xredq(a) ∀ x ∈ Fq.

When calculating the composition of dynamical systems f, g : Fn
q → Fn

q , one needs to add and
multiply exponents. Similarly, when calculating the product f ∗ g of dynamical systems one needs
to add exponents. Therefore, it is pertinent to formalize this "exponents arithmetic" based on the
reduction algorithm described by the previous lemma. Indeed, we can endow the set

Eq = {0, 1, ..., (q − 2), (q − 1)}

with the algebraic structure of a commutative semiring with identity. This is shown in the theorem
below.

Lemma 41 Let Fq be a finite field and a, b ∈ N0 nonnegative integers. Then it holds

redq(ab) = redq(redq(a)redq(b))

Proof. We have ∀ x ∈ Fq

xab = (xa)b = (xredq(a))redq(b) = xredq(a)redq(b)

and by the previous lemma
redq(ab) = redq(redq(a)redq(b))

Lemma 42 Let Fq be a finite field and a, b ∈ N0 nonnegative integers. Then it holds

redq(a+ b) = redq(redq(a) + redq(b))

Proof. By the division algorithm ∃1 ga , gb , ga+b , ra , rb , ra+b ∈ Fq[τ ] such that

τa = ga(τ
q − τ) + ra = ga(τ

q − τ) + τ redq(a)

τ b = gb(τ
q − τ) + rb = gb(τ

q − τ) + τ redq(b)

τa+b = ga+b(τ
q − τ) + ra+b = ga+b(τ

q − τ) + τ redq(a+b)

From the first two equations follows

τa+b = gagb(τ
q − τ)2 + garb(τ

q − τ) + ragb(τ
q − τ) + τ redq(a)+redq(b)

Applying the division algorithm to τ redq(a)+redq(b) we can say ∃1 gr , rr ∈ Fq[τ ] such that

τa+b = gagb(τ
q − τ)2 + garb(τ

q − τ) + ragb(τ
q − τ) + gr(τ

q − τ) + rr

= (gagb(τ
q − τ) + garb + ragb + gr)(τ

q − τ) + τ redq(redq(a)+redq(b))

15
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From the uniqueness of quotient and remainder it follows

τ redq(a+b) = τ redq(redq(a)+redq(b))

and consequently
redq(a+ b) = redq(redq(a) + redq(b))

Theorem 43 (and Definition) Let Fq be a finite field. The set

Eq = {0, 1, ..., (q − 2), (q − 1)} ⊂ Z

together with the operations of addition a⊕b := redq(a+b) and multiplication a•b := redq(ab) is a
commutative semiring with identity 1. We call this commutative semiring the exponents semiring
of the field Fq.

Proof. First we show that Eq is a commutative monoid with respect to the addition ⊕. The
reduction modulo the ideal hτ q − τi ensures that Eq is closed under this operation. Additive
commutativity follows trivially from the definition. The associativity is shown using Lemma 42
and the fact that c ∈ Eq ⇔ c = redq(c)

(a⊕ b)⊕ c = redq(a+ b)⊕ c

= redq(redq(a+ b) + c)

= redq(redq(a+ b) + redq(c))

= redq((a+ b) + c)

= redq(a+ (b+ c))

= redq(redq(a) + redq(b+ c))

= redq(a+ redq(b+ c))

= a⊕ redq(b+ c)

= a⊕ (b⊕ c)

It is trivial to see that 0 is the additive identity element. Eq is also a commutative monoid with
respect to the multiplication • : The reduction modulo the ideal hτ q − τi ensures that Eq is closed
under this operation. Multiplicative commutativity as well as the fact that 1 is the multiplicative
identity follow trivially from the definition. The associativity is shown using Lemma 41 and the
fact that c ∈ Eq ⇔ c = redq(c)

(a • b) • c = redq(redq(ab)c)

= redq(redq(ab)redqc)

= redq((ab)c)

= redq(a(bc))

= redq(redq(a)redq(bc))

= redq(aredq(bc))

= a • redq(bc)
= a • (b • c)
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The distributivity is shown as follows

a • (b⊕ c) = redq(a(b⊕ c))

= redq(aredq(b+ c))

= redq(redq(a)redq(b+ c))

= redq(a(b+ c))

= redq(ab+ ac)

= redq(redq(ab) + redq(ac))

= redq(ab)⊕ redq(ac)

= (a • b)⊕ (a • c)

Remark 44 From the point of view of the solvability of linear equations it would be convenient
to have the commutative semiring Eq as a subsemiring of a commutative ring or integral do-
main. The straightforward extension of the set Eq is to introduce negative powers that can be
defined on a nonzero field element x ∈ Fq\{0} as x−p := xp, where p ∈ N0 and x ∈ Fq denotes
the multiplicative inverse of x. The exponent reduction according to (2.3) is naturally defined as
redq(−p) := −redq(p). Unfortunately, this natural extension of the set Eq does not yield a ring,
because the property of Lemma 42 does not hold for negative powers. For instance, we could try
to extend the set E2 by including the negative exponent −1. The table of pairwise addition would
look like

⊕ 0 1 −1
0 0 1 −1
1 1 1 0

−1 −1 0 χ

Now, no matter which of the three values −1, 0, 1 we choose for χ, (the result of the operation
(−1)⊕ (−1)), we end up with an algebraic structure that transgresses associativity:

(1⊕ (−1))⊕ (−1) = 0⊕ (−1) = −1 6= 1⊕ ((−1)⊕ (−1)) =

⎧⎨⎩
1⊕−1 = 0
1⊕ 0 = 1
1⊕ 1 = 1

That such an extension is not possible as a matter of principle is shown with help of the Grothendieck
construction (see, for instance, §7 of [64]): Assume there is a semiring isomorphism

ι : (Eq,⊕, ·)→ R

of the semiring (Eq,⊕, ·) into a ring (R,+, ∗). This semiring homomorphism induces a monoid6

homomorphism
ι : (Eq,⊕)→ (R,+)

from the underlying commutative monoid (Eq,⊕) into the Abelian group (R,+). Now, as shown
in the Appendix, there is an Abelian group G((Eq,⊕)) (the so called Grothendieck group), such
that every monoid homomorphism

κ : (Eq,⊕)→ G((Eq,⊕))

from the additive monoid (Eq,⊕) into the group G((Eq,⊕)) must be noninjective. Furthermore,
according to the Grothendieck construction, there exists a monoid homomorphism

γ : (Eq,⊕)→ G((Eq,⊕))
6 ι(0) = ι(0 + 0) = ι(0) + ι(0) ⇒ ι(0) = 0R ∈ R, since ι(0) ∈ R has an inverse.
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having the following universal property: If f : (Eq,⊕) → U is a monoid homomorphism into an
Abelian group U, then there is a unique group homomorphism f∗ : G((Eq,⊕))→ U such that the
following diagram commutes

(Eq,⊕) −→γ G((Eq,⊕))
f& ↓f∗

U

(for the proof, see §7 of [64]). Now, if we replace U by the group (R,+) and f by
ι : (Eq,⊕)→ (R,+), we obtain

(Eq,⊕) −→γ G((Eq,⊕))
ι& ↓ι∗

(R,+)

Thus, we can write ι : (Eq,⊕) → (R,+) as ι = ι∗ ◦ γ. Since γ is not injective (see Appendix), ι
cannot be injective either.

Lemma 45 Let n ∈ N be a natural number, Fq be a finite field and Eq the exponents semiring
of Fq. The set M(n× n; Eq) of n× n quadratic matrices with entries in the semiring Eq together
with the operation + of matrix addition over Eq is a commutative monoid.

Proof. The matrix addition is defined in terms of the operation ⊕ on the matrix entries, i.e. for
two matrices A,B ∈M(n× n; Eq) we define C := A+B as

Cij := Aij ⊕Bij

Now the claim follows directly from the previous theorem and the fact that the zero matrix 0
constitutes the identity element.

Lemma 46 Let n ∈ N be a natural number, Fq be a finite field and Eq the exponents semiring
of Fq. The set M(n× n; Eq) of n× n quadratic matrices with entries in the semiring Eq together
with the operation · of matrix multiplication over Eq is a monoid.

Proof. The matrix multiplication · is defined in terms of the operations ⊕ and • on the matrix
entries, therefore M(n×n; Eq) is closed under multiplication. To show the associativity, consider
A,B,C ∈ M(n × n; Eq). According to the definition of matrix product we have for D := A · B,
E := (A ·B) · C, F := B · C and G := A · (B · C)

Dij = Ai1 •B1j ⊕Ai2 •B2j ⊕ ...⊕Ain •Bnj

and therefore

Ekl = Dk1 • C1l ⊕Dk2 • C2l ⊕ ...⊕Dkn • Cnl

= (Ak1 •B11 ⊕Ak2 •B21 ⊕ ...⊕Akn •Bn1) • C1l ⊕ ...

...⊕ (Ak1 •B1n ⊕Ak2 •B2n ⊕ ...⊕Akn •Bnn) • Cnl

= ((Ak1 •B11) • C1l ⊕ ...⊕ (Akn •Bn1) • C1l)⊕ ...

...⊕ ((Ak1 •B1n) • Cnl ⊕ ...⊕ (Akn •Bnn) • Cnl)

= (Ak1 • (B11 • C1l)⊕ ...⊕Akn • (Bn1 • C1l))⊕ ...

...⊕ (Ak1 • (B1n • Cnl)⊕ ...⊕Akn • (Bnn • Cnl))

= Ak1 • (B11 • C1l ⊕ ...⊕B1n • Cnl) +Ak2 • (B21 • C1l ⊕ ...⊕B2n • Cnl)⊕ ...

...⊕Akn • (Bn1 • C1l ⊕ ...⊕Bnn • Cnl)

= Ak1 • F1l +Ak2 • F2l ⊕ ...⊕Akn • Fnl = Gkl

The identity element is obviously the unit matrix I.
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Remark 47 (and Definition) Since the entries for the matrix product D = A · B are defined
as

Dij = Ai1 •B1j ⊕Ai2 •B2j ⊕ ...⊕Ain •Bnj

according to the definitions of the operations • and ⊕ we can write

Dij = redq(Ai1B1j)⊕ redq(Ai2B2j)⊕ ...⊕ redq(AinBnj)

= redq(redq(Ai1B1j) + redq(Ai2B2j) + ...+ redq(AinBnj))

Now, by Lemma 42 we have

Dij = redq(Ai1B1j +Ai2B2j + ...+AinBnj)

As a consequence, if we define the following reduction operation for matrices with nonnegative
integer entries

mredq : M(n× n;N0)→M(n× n;Eq)

Aij 7→ redq(Aij)

then the following property holds for U,V ∈M(n× n;N0) and W := UV ∈M(n× n;N0)

mredq(W )ij = redq(Wij)

= redq(Ui1V1j + ...+ UinVnj)

= redq(redq(Ui1V1j) + ...+ redq(UinVnj))

= redq(Ui1V1j)⊕ ...⊕ redq(UinVnj)

= redq(redq(Ui1)redq(V1j))⊕ ...⊕ redq(redq(Uin)redq(Vnj))

= redq(Ui1) • redq(V1j)⊕ ...⊕ redq(Uin) • redq(Vnj)
= (mredq(U)mredq(V ))ij

In other words
mredq(UV ) = mredq(U) ·mredq(V )

It can be easily shown that M(n× n;N0) is a monoid and mredq :M(n× n;N0)→M(n× n;Eq)
a monoid homomorphism. In addition, by 2. of Lemma 39 we can conclude

mredq(A) = 0⇔ A = 0 (2.6)

Theorem 48 Let n ∈ N be a natural number, Fq be a finite field and Eq the exponents semiring
of Fq. Then (M(n× n;Eq),+, ·) is a semiring with identity elements with respect to each binary
operation.

Proof. Given the two previous lemmas, we only need to show that the two binary operations
satisfy distributivity properties: Consider A,C,D ∈ M(n × n; Eq). According to the definitions
we have for B := C +D

(A · (C +D))ij = Ai1 •B1j ⊕Ai2 •B2j ⊕ ...⊕Ain •Bnj

= Ai1 • (C1j ⊕D1j)⊕Ai2 • (C2j ⊕D2j)⊕ ...⊕Ain • (Cnj ⊕Dnj)

= Ai1 • C1j ⊕Ai1 •D1j ⊕Ai2 • C2j ⊕Ai2 •D2j ⊕ ...⊕Ain • Cnj ⊕Ain •Dnj

= (Ai1 • C1j ⊕Ai2 • C2j ⊕ ...⊕Ain • Cnj)⊕ (Ai1 •D1j ⊕Ai2 •D2j ⊕ ...⊕Ain •Dnj)

= (A · C)ij + (A ·D)ij

where the distributivity properties of Eq where used. The right-distributivity is shown analogously.
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We recall the following definition from the previous section:

Definition 49 Let Fq be a finite field and n,m ∈ N natural numbers. The set

MFn
m(Fq) := {f : Fm

q → Fn
q | ∃ F ∈M(n×m;Eq) : fi(x) := xFi11 ...xFimm ∀ x ∈ Fm

q }

is called the set of n-dimensional monomial mappings in m variables.

Lemma 50 Let Fq be a finite field and n,m, r ∈ N natural numbers. Furthermore, let
f ∈MFm

n (Fq) and g ∈MF r
m(Fq) with

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q , i = 1, ...,m

gj(x) = x
Gj1

1 ...x
Gjm
m ∀ x ∈ Fn

q , j = 1, ..., r

where F ∈M(m× n;Eq) and G ∈M(r ×m; Eq). Then for their composition g ◦ f : Fn
q → Fr

q it
holds

(g ◦ f)k(x) =
nY

j=1

xj
redq(

mP
l=1

GklFlj)

∀ x ∈ Fn
q , k ∈ {1, ..., r}

Proof. From the definition it follows for every k ∈ {1, ..., r}

(g ◦ f)k(x) =
mY
l=1

(fl(x))
Gkl =

mY
l=1

(
nY

j=1

x
Flj
j )Gkl

For a fixed but arbitrarym ∈ N we will prove the claim using induction on the number of variables
n of the mapping g ◦ f . For n = 1 we have

(g ◦ f)k(x) =
mY
l=1

(xFl11 )Gkl =
mY
l=1

xGklFl1
1 = x

mP
l=1

GklFl1

1 = x
redq(

mP
l=1

GklFl1)

1

(see Remark 40), thus the claim holds for 1 variable. Now we consider the case of n+1 variables:

(g ◦ f)k(x) =
mY
l=1

(
n+1Y
j=1

x
Flj
j )Gkl

=
mY
l=1

(x
Fl(n+1)
(n+1)

nY
j=1

x
Flj
j )Gkl

=
mY
l=1

⎛⎝x
GklFl(n+1)
(n+1) (

nY
j=1

x
Flj
j )Gkl

⎞⎠
=

mY
l=1

(x
GklFl(n+1)
(n+1) )

mY
l=1

(
nY

j=1

x
Flj
j )Gkl
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and by induction hypothesis

= x

m

l=1
GklFl(n+1)

(n+1)

nY
j=1

xj
redq(

mP
l=1

GklFlj)

= x

m

l=1
GklFl(n+1)

(n+1)

nY
j=1

xj

mP
l=1

GklFlj

=
n+1Y
j=1

xj

mP
l=1

GklFlj

=
n+1Y
j=1

xj
redq(

mP
l=1

GklFlj)

Remark 51 (and Lemma) If we generalize the matrix multiplication defined on the monoid
M(n× n; Eq) for matrices F ∈M(m× n;Eq) and G ∈M(r ×m; Eq) then we can write

(g ◦ f)k(x) =
nY

j=1

xj
(G·F )kj ∀ x ∈ Fn

q , k ∈ {1, ..., r}

To see this, apply the Lemmas 42 and 50 as well as the definitions of ⊕ and • to
nQ

j=1
xj
(G·F )kj :

nY
j=1

xj
(G·F )kj =

nY
j=1

xj
(Gk1•F1j⊕...⊕Gkm•Fmj)

=
nY

j=1

xj
redq(Gk1F1j)⊕...⊕redq(GkmFmj)

=
nY

j=1

xj
redq(redq(Gk1F1j)+...+redq(GkmFmj))

=
nY

j=1

xj
redq(

mP
l=1

GklFlj)

= (g ◦ f)k(x)

Theorem 52 Let Fq be a finite field. The set

MFn
n (Fq) := {f : Fn

q → Fn
q | ∃ F ∈M(n× n;Eq) : fi(x) := xFi11 ...xFinn ∀ x ∈ Fn

q }

of all monomial dynamical systems over Fq together with the composition ◦ of mappings is a
monoid.

Proof. By Lemma 50 the set MFn
n (Fq) is closed under composition. Composition of mappings

is trivially associative. The identity function

Id : Fn
q → Fn

q

x 7→ x

is a monomial system and is therefore the identity element of the monoid (MFn
n (Fq), ◦).
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Lemma 53 (and Definition) Let Fq be a finite field and n,m, r ∈ N natural numbers. Further-
more, let f ∈MFn

n (Fq) and g ∈MFn
n (Fq) with

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q , i = 1, ..., n

gj(x) = x
Gj1

1 ...x
Gjn
n ∀ x ∈ Fn

q , j = 1, ..., n

where F ∈ M(n × n;Eq) and G ∈ M(n × n; Eq). Then for their component-wise multiplication
g ∗ f : Fn

q → Fn
q defined as

(g ∗ f)i(x) := gi(x)fi(x)

it holds

(g ∗ f)i(x) =
nY

j=1

xj
redq(Gij+Fij) ∀ x ∈ Fn

q , i ∈ {1, ..., n}

Proof. The claim follows directly from the exponents rules on the finite field Fq and Remark 40.

Remark 54 From the definition of ⊕ it follows easily

(g ∗ f)i(x) =
nY

j=1

xj
(G+F )ij ∀ x ∈ Fn

q , i ∈ {1, ..., n}

Theorem 55 Let Fq be a finite field. The set

MFn
n (Fq) := {f : Fn

q → Fn
q | ∃ F ∈M(n× n;Eq) : fi(x) := xFi11 ...xFinn ∀ x ∈ Fn

q }

of all monomial dynamical systems over Fq together with the multiplication ∗ of mappings is a
commutative monoid.

Proof. By Lemma 53 the set MFn
n (Fq) is closed under multiplication. Now the claim follows

from the commutativity and associativity of the multiplication in Fq and the fact that the one
function

1 : Fn
q → Fn

q

x 7→ (1, ..., 1)t

is a monomial system and obviously constitutes the identity element of the monoid (MFn
n (Fq), ∗).

Theorem 56 Let n ∈ N be a natural number and Fq be a finite field. Then (MFn
n (Fq), ∗, ◦) is a

semiring with identity elements with respect to each binary operation.

Proof. Given Theorems 55 and 52, we only need to show that the two binary operations satisfy
distributivity properties: Consider f, g, h ∈MFn

n (Fq) with

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q , i = 1, ..., n

gj(x) = x
Gj1

1 ...x
Gjn
n ∀ x ∈ Fn

q , j = 1, ..., n

hk(x) = xHk1
1 ...xHkn

n ∀ x ∈ Fn
q , k = 1, ..., n
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where F,G,H ∈ M(m × n;Eq). According to the definitions and by Lemmas 41, 42 as well as
Remark 40 we have

(g ◦ (h ∗ f))k =
nY

j=1

xj
redq(

mP
l=1

Gkl(Hlj⊕Flj))

=
nY

j=1

xj
redq(

mP
l=1

redq(Gkl)redq(Hlj+Flj))

=
nY

j=1

xj
redq(

mP
l=1

Gkl(Hlj+Flj))

=
nY

j=1

xj
redq(

mP
l=1

GklHlj+GklFlj)

=
nY

j=1

xj
redq(

mP
l=1

redq(GklHlj)+redq(GklFlj))

=
nY

j=1

xj
redq(

mP
l=1

redq(GklHlj)+
mP
l=1

redq(GklFlj))

=
nY

j=1

xj

mP
l=1

redq(GklHlj)+
mP
l=1

redq(GklFlj)

=
nY

j=1

(xj

mP
l=1

redq(GklHlj)

xj

mP
l=1

redq(GklFlj)

)

=
nY

j=1

(xj

mP
l=1

redq(GklHlj)

)
nY

j=1

(xj

mP
l=1

redq(GklFlj)

)

=
nY

j=1

(xj
redq(

mP
l=1

redq(GklHlj))

)
nY

j=1

(xj
redq(

mP
l=1

redq(GklFlj))

)

=
nY

j=1

(xj
redq(

mP
l=1

GklHlj)

)
nY

j=1

(xj
redq(

mP
l=1

GklFlj)

)

= (g ◦ h)k(x)(g ◦ f)k(x)

This shows
(g ◦ (h ∗ f)) = (g ◦ h) ∗ (g ◦ f)

The right-distributivity is shown analogously.

Theorem 57 The monoids (M(n× n; Eq), ·) and (MFn
n (Fq), ◦) are isomorphic.

Proof. From the definition of MFn
n (Fq) it is clear that the mapping

Ψ : M(n× n;Eq)→MFn
n (Fq)

G 7→ Ψ(G)

such that
Ψ(G)i(x) := xGi1

1 ...xGin
n for i = 1, ..., n
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2.2. Algebraic and graph theoretic formalism

is a bijection. Moreover, Ψ(I) = id. In addition, by Remark 51 it follows easily that

Ψ(F ·G) = Ψ(F ) ◦Ψ(G) ∀ F,G ∈M(n× n;Eq)

Corollary 58 The semirings (M(n× n; Eq),+, ·) and (MFn
n (Fq), ∗, ◦) are isomorphic.

Proof. Consider the mapping

Ψ : M(n× n;Eq)→MFn
n (Fq)

G 7→ Ψ(G)

such that
Ψ(G)i(x) := xGi1

1 ...xGin
n for i = 1, ..., n

defined in the previous proof. By Remark 54, Ψ also satisfies

Ψ(F +G) = Ψ(F ) ∗Ψ(G) ∀ F,G ∈M(n× n;Eq)

Remark 59 (and Definition) For a given monomial dynamical system f ∈MFn
n (Fq) the ma-

trix F := Ψ−1(f) is called the corresponding matrix of the system f. For a matrix power in the
monoid M(n× n;Eq) we use the notation F ·m. By induction it can be easily shown

Ψ−1(fm) = F ·m

Remark 60 (and Definition) The image of the n× n zero matrix 0 ∈M(n× n;Eq) under the
isomorphism Ψ has the property

Ψ(0)(x)i = 1 ∀ x ∈ Fn
q

we call this monomial function the one function 1 := Ψ(0).

Remark 61 The image of the unit matrix I ∈ M(n × n;Eq) under the isomorphism Ψ has the
property

Ψ(I)(x)i = xi ∀ x ∈ Fn
q

i.e. Ψ(I) = id.

Now we turn our attention to some graph theoretic considerations. We recall the following
definition from Chapter 1:

Definition 62 Let M be a nonempty finite set. Furthermore, let n := |M | be the cardinality of
M. A numeration of the elements of M is a bijective mapping

f :M → {1, ..., n}

Given a numeration f of the set M we write

M = {f1, ..., fn}

where the unique element x ∈M with the property f(x) = i ∈ {1, ..., n} is denoted as fi.
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2.2. Algebraic and graph theoretic formalism

Definition 63 Let f ∈ MFn
n (Fq) be a monomial dynamical system and G = (VG, EG, πG)

a digraph (recall Definition 3) with vertex set VG of cardinality |VG| = n. Furthermore, let
F := Ψ−1(f) be the corresponding matrix of f. The digraph G is called dependency graph of
f iff a numeration a :M → {1, ..., n} of the elements of VG exists such that ∀ i, j ∈ {1, ..., n} there
are exactly Fij directed edges ai → aj in the set EG, i.e.¯̄

π−1G ((ai, aj))
¯̄
= Fij

Remark 64 It is easy to show that if G and H are dependency graphs of f then G and H are iso-
morphic. In this sense we speak from the dependency graph of f and denote it by
Gf = (Vf , Ef , πf ).

We recall the following two definitions from Chapter 1:

Definition 65 Let G = (VG, EG, πG) be a digraph. Two vertices a, b ∈ VG are called connected
if there is a t ∈ N0 and (not necessarily different) vertices v1, ..., vt ∈ VG such that

a→ v1 → v2 → ...→ vt → b

In this situation we write aÃs b, where s is the number of directed edges involved in the sequence
from a to b (in this case s = t + 1). Two sequences a Ãs b of the same length are considered
different if the directed edges involved are different or the order at which they appear is different,
even if the visited vertices are the same. As a convention, a single vertex a ∈ VG is always
connected to itself aÃ0 a by an empty sequence of length 0.

Definition 66 Let G = (VG, EG, πG) be a digraph and a, b ∈ VG two vertices. A sequence aÃs b

a→ v1 → v2 → ...→ vt → b

is called a path, if no vertex vi is visited more than once. If a = b, but no other vertex is visited
more than once, aÃs b is called a closed path.

Definition 67 Let G = (VG, EG, πG) be a digraph. Two vertices a, b ∈ VG are called strongly
connected if there are natural numbers s, t ∈ N such that

aÃs b and bÃt a

In this situation we write a b.

Theorem 68 (and Definition) Let G = (VG, EG, πG) be a digraph.  is an equivalence re-
lation on VG called strong equivalence. The equivalence class of any vertex a ∈ VG is called a
strongly connected component and denoted by ←→a ⊆ VG.

Proof. Due to the convention aÃ0 a the relation is reflexive. Symmetry follows trivially from
the definition of  . Transitivity follows from

a  b and b c

⇔ aÃs b and bÃt a and bÃu c and cÃv b

⇒ aÃs+u c and cÃv+t a

⇔ a c

Definition 69 Let G = (VG, EG, πG) be a digraph and a ∈ VG one of its vertices. The strongly
connected component ←→a ⊆ VG is called trivial iff

←→a = {a} and there is no edge a→ a in EG.
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2.3. Characterization of fixed point systems

Definition 70 Let G = (VG, EG, πG) be a digraph with vertex set VG of cardinality |VG| = n
and VG = {a1, ..., an} a numeration of the elements of VG. The matrix A ∈M(n× n; N0) whose
entries are defined as

Aij := number of edges ai → aj contained in EG

for i, j = 1, ..., n is called adjacency matrix of G with the numeration a.

Theorem 71 Let G = (VG, EG, πG) be a digraph with vertex set VG of cardinality |VG| = n and
VG = {a1, ..., an} a numeration of the elements of VG. Furthermore, let A ∈M(n× n; N0) be its
adjacency matrix (with the numeration a), m ∈ N a natural number and B := Am ∈M(n×n; N0)
the mth power of A. Then ∀ i, j ∈ {1, ..., n} the entry Bij of B is equal to the number of different
sequences ai Ãm aj of length m.

Proof. We prove the claim using induction on m. For m = 1 the claim holds due to the definition
of adjacency matrix. Now assume the claim holds for mth power of A and consider the (m+1)th
power of A :

C := Am+1 = AAm

Since the entry Cij , i, j ∈ {1, ..., n} is computed as

Cij =
nX

k=1

AikBkj (2.7)

and every sequence ai Ãm+1 aj necessarily uses as the first edge an edge connecting ai with one
of its neighbors ak, the expression (2.7) indeed counts all possible different sequences ai Ãm+1 aj
of length m+ 1.

Remark 72 Let f ∈MFn
n (Fq) be a monomial dynamical system. Furthermore, let Gf = (Vf , Ef ,

πf ) the dependency graph of f and Vf = {a1, ..., an} the associated numeration of the elements
of Vf . Then, according to the definition of dependency graph, F := Ψ−1(f) (the corresponding
matrix of f) is precisely the adjacency matrix of Gf with the numeration a. Now, by Remarks 59
and 47 we can conclude

Ψ−1(fm) = mredq(F
m) (2.8)

2.3 Characterization of fixed point systems

The results proved in the previous section allow us to link topological properties of the depen-
dency graph with the dynamics of f . We will exploit this feature in this subsection to prove some
characterizations of fixed point systems stated in terms of connectedness properties of the depen-
dency graph. In the course of these investigations we will identify a class of monomial dynamical
systems, namely the (q − 1)-fold redundant monomial systems (to be defined below), that allows
for a very satisfying characterization of fixed point systems inside the class. A trivial example of
(q − 1)-fold redundant systems are the Boolean systems, (i.e. monomial systems f ∈MFn

n (F2)).

Theorem 73 Let Fq be a finite field and f ∈ MFn
n (Fq) a monomial dynamical system. Then

f is a fixed point system with (1, ..., 1)t ∈ Fn
q as its only fixed point if and only if its dependency

graph only contains trivial strongly connected components .

Proof. By Remark 72, F := Ψ−1(f) is the adjacency matrix of the dependency graph of f. If the
dependency graph does not contain any nontrivial strongly connected components, every sequence
aÃs b between two arbitrary vertices can be at most of length n− 1. (A sequence that revisits a
vertex would contain a closed sequence, which is strongly connected.) Therefore, by theorem 71
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2.3. Characterization of fixed point systems

∃ m ∈ N with m ≤ n such that Fm = 0 (the zero matrix in M(n × n; N0)). Now, according to
equation (2.8) we have

Ψ−1(fm) = mredq(F
m) = mredq(0) = 0

and consequently
Ψ−1(f r) = 0 ∀ r ≥ m

Thus
f r = 1 ∀ r ≥ m

If, on the other hand, there is an m ∈ N such that

fm+λ = fm = 1 ∀ λ ∈ N

applying the isomorphism Ψ−1 (see Remark 59) we obtain

F ·(m+λ) = F ·m = 0 ∀ λ ∈ N

and (see equation (2.8))

mredq(F
m+λ) = mredq(F

m) = 0 ∀ λ ∈ N

It follows from equation (2.6) of Remark 47

Fm+α = 0 ∀ α ∈ N0

Now by theorem 71 there are no sequences a Ãs b between any two arbitrary vertices a, b of
length larger than m − 1. As a consequence, there cannot be any nontrivial strongly connected
components in the dependency graph of f.

Definition 74 A monomial dynamical system f ∈ MFn
n (Fq) whose dependency graph contains

nontrivial strongly connected components is called coupled monomial dynamical system.

Definition 75 Let G = (VG, EG, πG) be a digraph, m ∈ N a natural number and a, b ∈ VG two
vertices. The number of different sequences of length m from a to b is denoted by sm(a, b) ∈ N0 .

Remark 76 Let G = (VG, EG, πG) be a digraph with vertex set VG of cardinality n := |VG| and
VG = {a1, ..., an} a numeration of the elements of VG. Furthermore, let m ∈ N be a natural number
and A ∈ M(n × n; N0) the adjacency matrix of G with the numeration a. Then by Theorem 71
we have

sm(ai, aj) = (A
m)ij

Theorem 77 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Then f is a fixed point system if and only if there is an
m ∈ N such that the following two conditions hold

1. For every pair of nodes a, b ∈ Vf with a Ãm b there exists for every λ ∈ N an aλ ∈ Z such
that sm+λ(a, b) = sm(a, b) + aλ(q − 1) 6= 0.

2. For every pair of nodes a, b ∈ Vf with sm(a, b) = 0 it holds sm+λ(a, b) = 0 ∀ λ ∈ N.

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices. If f is a fixed point system,
∃ m ∈ N such that

fm+λ = fm ∀ λ ∈ N
By applying the homomorphism Ψ−1 we get (see Remark 59)

F ·(m+λ) = F ·m ∀ λ ∈ N (2.9)
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2.3. Characterization of fixed point systems

By Remark 72 it follows
mredq(F

m+λ) = mredq(F
m) ∀ λ ∈ N

Let i, j ∈ {1, ..., n}. If, on the one hand, (F ·m)ij = 0 then by (2.9) we would have (F ·(m+λ))ij = 0
∀ λ ∈ N. Consequently, by 2. of Lemma 39 we have

(Fm+α)ij = 0 ∀ α ∈ N0

Now, by theorem 71 there are no sequences ai Ãs aj of length larger thanm−1. In other words, 2.
follows. If, on the other hand, (F ·m)ij 6= 0 then by (2.9) we would have (F ·(m+λ))ij = (F ·m)ij 6= 0
∀ λ ∈ N. Consequently, by 2. and 4. of Lemma 39 ∃ aλ ∈ Z such that

(Fm+λ)ij = (F
m)ij + aλ(q − 1) ∀ λ ∈ N

In other words, 1. follows. To show the converse we start from the following fact: Given 1. and
2. and according to Theorem 71 and Remark 72

If (Fm)ij = 0, then (Fm+λ)ij = (F
m)ij ∀ λ ∈ N

and
if (Fm)ij 6= 0, then ∃ aλ ∈ Z : (Fm+λ)ij = (F

m)ij + aλ(q − 1) 6= 0 ∀ λ ∈ N

Now by 2. and 4. of Lemma 39 we have

mredq(F
m+λ) = mredq(F

m) ∀ λ ∈ N

and by 72
F ·(m+λ) = F ·m ∀ λ ∈ N

Thus, after applying the isomorphism Ψ

fm+λ = fm ∀ λ ∈ N

The following parameter for digraphs was introduced by [23]:

Definition 78 Let G = (VG, EG, πG) be a digraph and a ∈ VG one of its vertices. The number

LG(a) := min
aÃua
aÃva
u6=v

|u− v|

is called the loop number of a. If there is no sequence of positive length from a to a, then LG(a) is
set to zero.

Remark 79 Note that the loop number LG0(a) of the vertex a in a graph G0 = (VG, E0G, π0G) may
have a different value.

Lemma 80 (and Definition) Let G = (VG, EG, πG) be a digraph and a ∈ VG one of its vertices.
If ←→a is nontrivial then for every b ∈ ←→a it holds

LG(b) = LG(a)

Therefore, we introduce the loop number of strongly connected components as

LG(←→a ) := LG(a)
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2.3. Characterization of fixed point systems

Proof. Let LG(a) = t. Therefore there are sequences a Ãr a and a Ãs a such that |r − s| = t.
Since ←→a is strongly connected, there are sequences aÃu b and bÃv a and we can construct the
following sequences

b Ã v+r+ub = bÃv aÃr aÃu b

b Ã v+s+ub = bÃv aÃs aÃu b

Now from
|v + r + u− (v + s+ u)| = |r − s|

we have due to the minimality of the loop number

LG(b) ≤ LG(a)

By symmetry the claim follows.

Remark 81 The loop number of any trivial strongly connected component is equal to zero, due
to the convention made in the definition of loop number.

Corollary 82 Let Fq be a finite field, f ∈MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. If f is a fixed point system then the loop number of each
of its nontrivial strongly connected components is equal to 1.

Proof. Let m ∈ N be as in the statement of the previous theorem. Let ←→a ⊆ Vf be a nontrivial
strongly connected component. For every b ∈ ←→a we have that b is strongly connected with itself.
Therefore, for every s ∈ N there is a t ≥ s such that bÃt b. In particular, there must be a u ∈ N
with u > m such that b Ãu b, i.e. su(b, b) ≥ 1. By 2. of the previous theorem we know that
sm(b, b) 6= 0, otherwise su(b, b) = 0. Now from 1. of the previous theorem we know

∃ aλ ∈ Z : sm+λ(b, b) = sm(b, b) + aλ(q − 1) 6= 0 ∀ λ ∈ N

and in particular
sm+λ(b, b) 6= 0 ∀ λ ∈ N

Therefore, ∀ λ ∈ N there are sequences bÃm+λ b. Thus LGf
(←→a ) = LGf

(b) = 1.

Definition 83 Let G = (VG, EG, πG) be a digraph and a, b ∈ VG two vertices. The vertex a is
called recurrently connected to b, if for every s ∈ N there is a u ≥ s such that aÃu b.

Lemma 84 Let G = (VG, EG, πG) be a digraph with vertex set VG of cardinality n := |VG|. Two
vertices a, b ∈ VG are connected through a sequence a Ãt b of length t > n− 1 if and only if a is
recurrently connected to b.

Proof. If there is a sequence a Ãt b of length t > n − 1, then it necessarily revisits one of its
vertices, in other words, there is a c ∈ VG such that

aÃt b = a→ ...→ c→ ...→ c→ ...→ b

Now a sequence a Ãt0 b can be constructed that repeats the loop around c as many times as
desired. The converse follows immediately from the definition of recurrent connectedness.

Remark 85 Let G = (VG, EG, πG) be a digraph with vertex set VG of cardinality n := |VG|. Then
for any two vertices a, b ∈ VG it holds: Either a is recurrently connected to b or there is an m ∈ N
with m ≤ n such that no sequence aÃt b of length t ≥ m exists.
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Lemma 86 Let G = (VG, EG, πG) be a digraph and U ⊆ VG a nontrivial strongly connected
component. Furthermore, let t := LG(U) be the loop number of U. Then for each a, b ∈ U there is
an m ∈ N such that the graph G contains sequences aÃm+λt b of length m+ λt ∀ λ ∈ N.

Proof. See the proof of Proposition 4.5 in [23]. This is an interesting and not straightforward
proof!

Theorem 87 Let G = (VG, EG, πG) be a digraph containing nontrivial strongly connected com-
ponents. If the loop number of every nontrivial strongly connected component is equal to 1 then
there is an m ∈ N such that any pair of vertices ai, aj ∈ VG with ai recurrently connected to aj
satisfies

sm+λ(ai, aj) > 0 ∀ λ ∈ N0

Proof. Let VG = {a1, ..., an} be the numeration of the vertices and ai, aj ∈ VG. If ai is recurrently
connected to aj , then necessarily there is a sequence ai Ãs aj that visits a vertex contained in a
nontrivial strongly connected component. In other words, ∃ ak ∈ Vf and a sequence ai Ãs aj
such that ←→ak is nontrivial and

ai Ãs aj = ai → ...→ ak → ...→ aj

By Lemma 86 there is a mk ∈ N such that there are sequences ak Ãmk+λ ak ∀ λ ∈ N0. Now
∀ λ ∈ N0 we can construct a sequence

ai Ãsλ aj = ai → ...→ ak Ãmk+λ ak → ...→ aj

Now, if we consider among all pairs i, j ∈ {1, ..., n} such that ai ∈ VG is recurrently connected to
aj ∈ VG the maximum m of all values mk, we can state: ∃ m ∈ N such that any pair of recurrently
connected vertices ai, aj ∈ VG satisfies

sm+λ(ai, aj) > 0 ∀ λ ∈ N0

Theorem 88 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. f is a fixed point
system if and only if the loop number of each nontrivial strongly connected component of Gf is
equal to 1.

Proof. The necessity follows from Corollary 82. Now assume that each nontrivial strongly
connected component of Gf has loop number 1 and let Vf = {a1, ..., an} be the numeration of
the vertices. Furthermore let F := Ψ−1(f) be the corresponding matrix and consider vertices
ai, aj ∈ Vf . By Remark 85, either ai is recurrently connected to aj or there is an u0 ∈ N with
u0 ≤ n such that no sequence ai Ãt aj of length t ≥ u0 exists. If the latter is the case, then

(F u0+λ)ij = 0 ∀ λ ∈ N0

On the other hand, if ai is recurrently connected to aj , then by Theorem 87 there is an m0 ∈ N
such that

(Fm0+λ)ij 6= 0 ∀ λ ∈ N0
Therefore, we have for m := max(m0, u0) that

(Fm+λ)ij 6= 0 ∀ λ ∈ N0 or (Fm+λ)ij = 0 ∀ λ ∈ N0

Summarizing we have by 2. of Lemma 39

mredq(F
m+λ) = mredq(F

m) ∀ λ ∈ N
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and by 72
F ·(m+λ) = F ·m ∀ λ ∈ N

Thus, after applying the isomorphism Ψ

fm+λ = fm ∀ λ ∈ N

Remark 89 The statements of the previous theorems together with the Remark 31 about zero
functions as components constitute the statement of Theorem 6.1 in [23].

In the following two corollaries we provide alternative proofs to the claims made in Corollary
6.3 and Theorem 6.5 of [23]:

Corollary 90 (and Definition) Let F2 the finite field with two elements and f ∈MFn
n (F2) the

coupled monomial dynamical system defined by

f1(x) = xa111

fi(x) = (
i−1Y
j=1

x
aij
j )xaiii , i = 2, ..., n

where aij ∈ Eq, i = 1, ..., n, j = 1, ..., i− 1. Such a system is called a Boolean triangular system.
Boolean triangular systems are always fixed point systems.

Proof. From the structure of f it is easy to see that every strongly connected component of the
dependency graph of f is either trivial or has loop number 1.

Corollary 91 Let F2 the finite field with two elements, f ∈ MFn
n (F2) a fixed point system and

j, i ∈ {1, ..., n}. Consider the system g ∈ MFn
n (F2) defined as gk(x) = fk(x) ∀ k ∈ {1, ..., n}\j

and gj(x) = xifj(x) ∀ x ∈ Fn
2 . Then g is a fixed point system if there is no sequence ai Ãs aj

from ai to aj or if
←→ai or ←→aj are nontrivial.

Proof. Let Gg = (Vg, Eg, πg) be the dependency graph of g. If i = j then Eg contains the self
loop ai → ai and

←→ai becomes nontrivial (if it wasn’t already) with loop number 1. If i 6= j then
we have two cases: If there is no sequence ai Ãs aj , then adding the edge aj → ai (which might
be already there) doesn’t affect ←→ai 6= ←→aj . If there is a sequence ai Ãs aj then adding the edge
aj → ai (which might be already there) forces

←→ai = ←→aj . Now since by hypothesis ←→ai or ←→aj are
nontrivial and f is a fixed point system, then

LGg(
←→ai ) = LGg(

←→aj ) = 1

Definition 92 Let Fq be a finite field, f ∈ MFn
n (Fq) a monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. f is called a (q − 1)-fold redundant monomial sys-
tem if there is an N ∈ N such that for any pair a, b ∈ Vf with a recurrently connected to b, the
following holds:

∀ m ≥ N ∃ αabm ∈ N0 : sm(a, b) = αabm(q − 1)

Remark 93 Note that any Boolean monomial dynamical system f ∈ MFn
n (F2) is (2 − 1)-fold

redundant.
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Lemma 94 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled (q − 1)-fold redundant monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Then f is a fixed point system if
the loop number of each nontrivial strongly connected component of Gf is equal to 1.

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the cor-
responding matrix of f. Consider two arbitrary vertices ai, aj ∈ Vf . By Remark 85, either ai is
recurrently connected to aj or there is an m0 ∈ N with m0 ≤ n such that no sequence a Ãt b of
length t ≥ m0 exists. If the latter is the case, then

(Fm0+λ)ij = 0 ∀ λ ∈ N0

On the other hand, if ai is recurrently connected to aj , then by Theorem 87 there is an m1 ∈ N
such that

sm1+γ(ai, aj) > 0 ∀ γ ∈ N0 (2.10)

Consider now m2 := max(n,m1). Due to the universality of m1 in the expression (2.10), for any
pair of vertices ai, aj ∈ VG with ai recurrently connected to aj there is a sequence ai Ãm2+γ aj of
length m2+γ, in particular s(m2+γ)(ai, aj) > 0 ∀ γ ∈ N0. Now, let N be the constant in Definition
92 and m3 := max(N,m2). Now, by hypothesis, ∃ αijγ ∈ N such that

s(m3+γ)(ai, aj) = αijγ(q − 1) ∀ γ ∈ N0

Thus

s(m3+γ)(ai, aj) = αijγ(q − 1) = αij0(q − 1) + (αijγ − αij0)(q − 1)
= sm3(ai, aj) + (αijγ − αij0)(q − 1) ∀ γ ∈ N0

Summarizing, since m0 ≤ n ≤ m2 ≤ m3, we can say ∀ i, j ∈ {1, ..., n}, depending on whether ai
and aj are recurrently connected or not,

(Fm3+λ)ij = 0 ∀ λ ∈ N0

or
∃ aλ ∈ Z : (Fm3+λ)ij = (F

m3)ij + aλ(q − 1) 6= 0 ∀ λ ∈ N0
Now, by 2. and 4. of Lemma 39 it follows

mredq(F
m3+λ) = mredq(F

m3) ∀ λ ∈ N

and by 72
F ·(m3+λ) = F ·m3 ∀ λ ∈ N

Thus, after applying the isomorphism Ψ

fm3+λ = fm3 ∀ λ ∈ N

Theorem 95 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled (q − 1)-fold redundant monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Then f is a fixed point system if
and only if the loop number of each nontrivial strongly connected component of Gf is equal to 1.

Proof. The claim follows immediately from Lemma 94 and Corollary 82.

Theorem 96 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Then f is a fixed point system if the following properties
hold
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1. The loop number of each nontrivial strongly connected component of Gf is equal to 1.

2. For each nontrivial strongly connected component ←→a ⊆ Vf and arbitrary b, c ∈ ←→a ,

s1(b, c) 6= 0⇒ s1(b, c) = q − 1

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices. Consider two vertices ai, aj ∈ Vf
such that ai is recurrently connected to aj . Then by Theorem 87 there is an m1 ∈ N such that

sm1+γ(ai, aj) > 0 ∀ γ ∈ N0 (2.11)

Consider now m2 := max(n,m1). Due to the universality of m1 in the expression (2.11), for any
pair of vertices ai, aj ∈ VG with ai recurrently connected to aj there is a sequence ai Ãm2+γ aj of
length m2 + γ. Since m2 + γ > n− 1, necessarily ∃ akγ , alγ ∈ ←→akγ such that ←→akγ is nontrivial and

ai Ã(m2+γ) aj = ai → ...→ akγ Ãt alγ → ...→ aj (2.12)

(t depends on i, j and γ). Now, by hypothesis, every two directly connected vertices a, b ∈ ←→akγ
are directly connected by exactly q − 1 directed edges. Therefore, for any sequence akγ Ãt alγ
of length t ∈ N there are (q − 1)t different copies of it and we can conclude ∃ α ∈ N such that
st(akγ , alγ ) = α(q−1). As a consequence, there are α(q−1) different copies of the sequence (2.12).
Since we are dealing with an arbitrary sequence ai Ã(m2+γ) aj of fixed length m2 + γ, γ ∈ N0 we
can conclude that ∃ αijγ ∈ N such that

s(m2+γ)(ai, aj) = αijγ(q − 1) ∀ γ ∈ N0

Thus f is a coupled (q − 1)-fold redundant monomial dynamical system and the claim follows
from Lemma 94.

Corollary 97 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean monomial

dynamical system and F := Ψ−1(f) ∈ M(n × n; E2) its corresponding matrix. Furthermore, let
Fq be a finite field and g ∈MFn

n (Fq) the monomial dynamical system whose corresponding matrix
G := Ψ−1(g) ∈M(n× n; Eq) satisfies ∀ i, j ∈ {1, ..., n}

Gij =

½
q − 1 if Fij = 1
0 if Fij = 0

If f is a fixed point system then g is a fixed point system too.

Proof. Let Gf = (Vf , Ef , πf ) be the dependency graph of f. By the definition of g, one can
easily see that the dependency graph Gg = (Vg, Eg, πg) of g can be generated from Gf by adding
q−2 identical parallel edges for every existing edge. Obviously Gf and Gg have the same strongly
connected components. If Gf doesn’t contain any nontrivial strongly connected components, then
Gg wouldn’t contain any either and by Theorem 73 g would be a fixed point system. If, on the
other hand, Gf does contain nontrivial strongly connected components, then by Theorem 88 each
of those components would have loop number 1. From the definition of g it also follows for any
pair of vertices a, b ∈ Eg

s1(a, b) 6= 0⇒ s1(a, b) = q − 1
By the previous theorem g would be a fixed point system.

Example 98 (and Corollary) Let Fq be a finite field and f ∈MFn
n (Fq) the coupled monomial

dynamical system defined by

f1(x) = xq−11

fi(x) = (
i−1Y
j=1

x
aij
j )xq−1i , i = 2, ..., n
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2.3. Characterization of fixed point systems

where aij ∈ Eq, i = 1, ..., n, j = 1, ..., i − 1 are not further specified exponents. Such a system is
called triangular. It is easy to see that the dependency graph of f contains n one vertex nontrivial
strongly connected components. Each of them has a (q−1)-fold self loop. Therefore, by the previous
Theorem, f must be a fixed point system.

Theorem 99 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Then f is a fixed point system if for every vertex a ∈ Vf
that is recurrently connected to some other vertex b ∈ Vf the edge a → a appears exactly q − 1
times in Ef , i.e. ¯̄̄

π−1f ((a, a))
¯̄̄
= q − 1

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. Consider two vertices ai, aj ∈ Vf such that ai is recurrently connected to
aj . Then by Theorem 87 there is an m1 ∈ N such that

sm1+γ(ai, aj) > 0 ∀ γ ∈ N0 (2.13)

Consider now m2 := max(n,m1). Due to the universality of m1 in the expression (2.13), for any
pair of vertices ai, aj ∈ VG with ai recurrently connected to aj there is a sequence ai Ãm2+γ aj
of length m2 + γ. Consider one particular sequence ai Ãm2+γ aj of length m2 + γ and call it
wγ := ai Ãm2+γ aj . By hypothesis there are exactly q−1 directed edges ai → ai. Therefore, there
are q−1 copies of the sequence wγ . Since we are dealing with an arbitrary sequence ai Ã(m2+γ) aj
of fixed length m2 + γ, γ ∈ N0 we can conclude that ∃ αijγ ∈ N such that

s(m2+γ)(ai, aj) = αijγ(q − 1) ∀ γ ∈ N0

Thus f is a coupled (q − 1)-fold redundant monomial dynamical system and the claim follows
from Lemma 94.

Example 100 (and Corollary) Let Fq be a finite field and f ∈MFn
n (Fq) a monomial dynam-

ical system such that the diagonal entries of its corresponding matrix F := Ψ−1(f) satisfy

Fii = q − 1 ∀ i ∈ {1, ..., n}

Since every vertex satisfies the requirement of the previous theorem, f must be a fixed point sys-
tem. This result generalizes our previous result about triangular monomial dynamical systems
g ∈MFn

n (Fq) defined as

g1(x) = xq−11

gi(x) = (
i−1Y
j=1

x
aij
j )xq−1i , i = 2, ..., n

Lemma 101 Let n ∈ N be a natural number and A ∈M(n×n; R) a real matrix. In addition, let
A be diagonalizable over C. Then Am = A ∀ m ∈ N if and only if the characteristic polynomial
charpoly(A) of A can be written as

charpoly(A) = a(λ− 1)sλt

where a ∈ R\{0}.

Proof. Since A is diagonalizable, there is an invertible matrix S ∈M(n× n; C) such that

A = SDS−1 (2.14)
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2.3. Characterization of fixed point systems

where D ∈M(n× n; C) is a diagonal matrix. As a consequence,

charpoly(A) = det(A− λI) = det(SDS−1 − λSS−1) (2.15)

= det(S(D − λI)S−1)

= det(S) det(D − λI) det(S−1)

= det(D − λI) =
nY
i=1

(Dii − λ)

Now assume Am = A ∀ m ∈ N.Then it follows ∀ m ∈ N

SDmS−1 = Am = A = SDS−1

and therefore
Dm = D ∀ m ∈ N

from which it follows
Dm
ii = Dii ∀ m ∈ N, i ∈ {1, ..., n}

and thus Dii = 0 or Dii = 1 ∀ i ∈ {1, ..., n}. From equation (2.15) we can conclude, charpoly(A) =
a(λ− 1)sλt with a ∈ {−1, 1}. On the other hand, if charpoly(A) = a(λ− 1)sλt, the eigenvalues of
A are 0 or 1 and therefore the zeros of equation (2.15) must be 0 or 1. In other words, Dii = 0 or
Dii = 1 ∀ i ∈ {1, ..., n}. Therefore, by equation (2.14) we have ∀ m ∈ N

Fm = SDmS−1 = SDS−1 = F

Theorem 102 Let Fq be a finite field, f ∈MFn
n (Fq) a coupled monomial dynamical system and

F := Ψ−1(f) ∈M(n× n; Eq) its corresponding matrix. If the matrix F (viewed as a real matrix
F ∈M(n× n; N) ⊂M(n× n; R)) has the characteristic polynomial

charpoly(F ) = a(λ− 1)sλt (2.16)

where a ∈ Z\{0}, and the geometric multiplicity of the eigenvalues 0 and 1 is equal to the corre-
sponding algebraic multiplicity, then f is a fixed point system.

Proof. It is a well-known linear algebraic result that if there is a basis of eigenvectors of a matrix,
the matrix is diagonalizable. By the hypothesis this is the case for F . Therefore, by the previous
Lemma

Fm = F ∀ m ∈ N
Now, by Remarks 59 and 47 we consequently have ∀ m ∈ N

Ψ−1(fm) = F ·m = mredq(F
m) = mredq(F ) = F

After applying the isomorphism Ψ we get

fm = f ∀ m ∈ N

Remark 103 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled monomial dynamical system and

F := Ψ−1(f) ∈ M(n × n; Eq) its corresponding matrix. The matrix F viewed as the adjacency
matrix of the dependency graph Gf = (Vf , Ef , πf ) of f satisfies

Fm = F ∀ m ∈ N

if and only if for each pair of vertices a, b ∈ Vf the value sm(a, b) is constant for all m ∈ N. In
other words, a and b are either disconnected or for every length m ∈ N they are connected with
the same degree of redundancy.
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2.4. An algorithm of polynomial complexity to identify fixed point systems

Example 104 Consider the monomial system g ∈MF 55 (F3) defined by the matrix

G :=

⎛⎜⎜⎜⎜⎝
1 1 0 0 0
0 1 1 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 0 0

⎞⎟⎟⎟⎟⎠
It is easy to show that

charpoly(G) = (λ− 1)3λ2

However, g is not a fixed point system. This shows that the condition (2.16) alone is not sufficient.

2.4 An algorithm of polynomial complexity to identify fixed point
systems

According to our definition of monomial dynamical system f ∈MFn
n (Fq), the possibility that

one of the functions fi is equal to the zero function is excluded (see Definition 30 and Remark
31). Therefore, the following algorithm is designed for such systems. However, in this algorithmic
framework it would be convenient to include the more general case (as defined in [22] and [23]),
i.e. the case when some of the functions fi can indeed be equal to the zero function. In the vein
of Remark 31 this actually only requires some type of preprocessing. The preprocessing algorithm
will be described and analyzed in the Appendix.

Our algorithm is based on the following observation made by Dr. Michael Shapiro about gen-
eral time discrete finite dynamical systems: By Remark 2, a chain of transient states in the
phase space of a time discrete finite dynamical system f : Xn → Xn can contain at most
s := |Xn| − 1 = |X|n − 1 transient elements. Therefore, to determine whether a system is a
fixed point system, it is sufficient to establish whether the mappings f r and fr+1 are identical
for any r ≥ s. In the case of a monomial system f ∈ MFn

n (Fq), due to Theorem 57, we only
need to look at the corresponding matrices F ·r, F ·r+1 ∈M(n×n;Eq). Computationally it is more
convenient to generate the following sequence of powers

F ·2, (F ·2)·2 = F ·4, (F ·4)·2 = F ·8, (F ·8)·2 = F ·16, ..., F ·(2
t)

To achieve the "safe" number of iterations
¯̄
Fn
q

¯̄
− 1 = qn − 1 we need to make sure

2t ≥ qn − 1

This is equivalent to
t ≥ log2(qn − 1)

To obtain a natural number we use the ceil function

t := ceil(log2(q
n − 1)) (2.17)

Thus we have, due to the monotonicity of the log function,

t < log2(q
n − 1) + 1 ≤ log2(qn) + 1 = n log2(q) + 1

The algorithm is fairly simple: Given a monomial system f ∈ MFn
n (Fq) and its corresponding

matrix F := Ψ−1(f) ∈M(n× n;Eq)

1. With t as defined above (2.17), calculate the matrices A := F ·2
(2t)

and B := FA. This step
requires t+ 1 matrix multiplications.
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

2. Compare the n2 entries Aij and Bij . This step requires at most n2 comparisons (this maximal
value is needed in the case that f is a fixed point system).

3. f is a fixed point system if and only if the matrices A and B are equal.

It is well known that matrix multiplication requires 2n3 − n2 addition or multiplication oper-
ations. Since t+ 1 < n log2(q) + 2, the number of operations required in step 1 is bounded above
by

(2n3 − n2)(n log2(q) + 2)

Summarizing, we have the following upper bound N(n, q) for the number of operations in steps 1
and 2

N(n, q) := (2n3 − n2)(n log2(q) + 2) + n2

For a fixed size q of the finite field Fq used it holds

lim
n→∞

N(n, q)

n4
= 2 log2(q)

and we can conclude N(n, q) ∈ O( n4) for a fixed q. The asymptotic behavior for a growing number
of variables and growing number of field elements is described by

lim
n→∞
q→∞

N(n, q)

n4 log2(q)
= 2

Thus, N(n, q) ∈ O( n4 log2(q)) for n, q →∞.
It is pertinent to comment on the arithmetic operations performed during the matrix multipli-
cations. Since the matrices are elements of the matrix monoid M(n × n;Eq), the arithmetic
operations are operations in the semiring Eq. By the Lemmas 42 and 41 the addition resp. the
multiplication operation on Eq requires an integer number addition7 resp. multiplication and a
reduction as defined in Lemma 39. The reduction redq(a) of an integer number a ∈ N0, a ≥ q is
obtained as the degree of the remainder of the polynomial division τa ÷ ( τ q − τ). According to
4.6.5 of [53] this division requires

O(2(deg(τa)− deg(τ q − τ))) = O(2(a− q))

integer number operations. However, we know that the reductions redq(.) are applied to the result
of (regular integer) addition or multiplication of elements of Eq and therefore

a− q ≤
½

2(q − 1)− q = q − 2
(q − 1)2 − q = q2 − q + 1

As a consequence, in the worst case scenario, one addition resp. multiplication in the monoid Eq

requires O(q) resp. O(q2) regular integer number operations.
Since Eq is a finite set and only the results of n2 pairwise additions and n2 pairwise multiplications
are needed, while the algorithm is running, these numbers are of course stored in a table after the
first time they are calculated.

2.5 The cycle structure of monomial systems with strongly con-
nected dependency graph

We start this section with a review and a detailed exposition of the definitions and results
obtained by [23] on strongly connected graphs:

7See Chapter 4 of [53] for a detailed description of integer number representation and arithmetic in typical
computer algebra systems.
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

2.5.1 Strongly connected graphs and the loop number

The most general setting for the following definitions and statements would include the case
of trivial strongly connected graphs, i.e. a graph containing only one vertex and no edges. Such
a graph, seen as dependency graph, corresponds to a univariate monomial dynamical system
f : Fq → Fq such that f ≡ 1. In other words, not an interesting system. Therefore, we will
consider only nontrivial strongly connected graphs.

Lemma 105 Let G = (VG, EG, πG) be a strongly connected digraph. Furthermore, let
t := LG(VG) ≥ 0 be its loop number and a, b ∈ VG arbitrary vertices. Then for any pair of
sequences aÃm b and aÃm0 b contained in G there is an α ∈ N0 such that¯̄

m−m0¯̄ = αt

Proof. See the proof of Lemma 4.3 in [23].

Corollary 106 Let G = (VG, EG, πG) be a strongly connected digraph. Furthermore, let
t := LG(VG) ≥ 0 be its loop number and a ∈ VG an arbitrary vertex. Then for any closed
sequence aÃm a there is a α ∈ N0 such that

m = αt

Proof. See the proof of Corollary 4.4 in [23].

Lemma 107 (and Definition) Let G = (VG, EG, πG) be a strongly connected digraph such that
VG is nontrivial. Furthermore, let t := LG(VG) > 0 be its loop number. For any a, b ∈ VG the
relation ≈ defined by

a ≈ b :⇔ ∃ a sequence aÃαt b with α ∈ N0
is an equivalence relation called loop equivalence. The loop equivalence class of an arbitrary vertex
a ∈ VG is denoted by ea.
Proof. See the proof of Lemma 4.6 in [23].

Lemma 108 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let t := LG(VG) > 0 be its loop number. Then the partition of VG defined by the loop
equivalence ≈ contains exactly t loop equivalence classes.

Proof. See the proof of Lemma 4.7 in [23].

Definition 109 Let G = (VG, EG, πG) be a digraph, a ∈ VG an arbitrary vertex and m ∈ N a
natural number. Then the set

Nm(a) := {b ∈ VG : ∃ aÃm b}

is called the set of neighbors of order m.

Remark 110 From the definitions it is clear that

ea = [
α∈N0

Nαt(a)

Theorem 111 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let t := LG(VG) > 0 be its loop number and ea ⊆ VG an arbitrary loop equivalence
class of VG. Then for any b, b0 ∈ ea the following holds
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

1. Nm(b) ∩Nm0(b0) = ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < t and m 6= m0.

2. Nm(b) ∩ ea = ∅ for m ∈ N such that 1 ≤ m < t.

3. For every fixed m ∈ N such that 1 ≤ m ≤ t ∃ c ∈ VG :
S
b∈a

Nm(b) = ec.
Proof. Assume there was a vertex c ∈ VG and paths bÃm c and b0 Ãm0 c, where m,m0 ∈ N such
that 1 ≤ m,m0 < t and m 6= m0. Since b, b0 ∈ ea, there is a sequence b Ãλt b

0 with λ ∈ N0. Now
consider the sequence bÃλt b

0 Ãm0 c. By Lemma 105, there would be an α ∈ N0 such that¯̄
λt+m−m0¯̄ = αt

Wlog assume m > m0. As a consequence we would have

m = m0 + (α− λ)t

and thus m = m0 or m ≥ t, a contradiction. This shows 1.

Let c ∈ ea. Then, by the definition of the class ea, there is a sequence b Ãαt c with α ∈ N0.
Now, if there was a sequence bÃm c with m ∈ N such that 1 ≤ m < t then by Lemma 105 there
would be a β ∈ N0 such that

|m− αt| = βt

and thus m = 0 or m ≥ t, a contradiction. This shows 2.
To show 3. consider an arbitrary pair of vertices b, b0 ∈ ea and vertices c, c0 ∈ VG such that there are
sequences b Ãm c and b0 Ãm c0 of length m ∈ N with 1 ≤ m ≤ t. Since G is strongly connected,
there is a sequence c Ãp b of length p ∈ N0. Now, by Corollary 106, the length m + p of the
sequence

bÃm cÃp b

satisfies
m+ p = αt with α ∈ N (2.18)

We also know that since b, b0 ∈ ea, there is a sequence b Ãλt b
0 with λ ∈ N0. Again, since G is

strongly connected, there is a sequence c0 Ãq c of length q ∈ N0. Now we consider the closed
sequence

cÃp bÃλt b
0 Ãm c0 Ãq c

of length p+ λt+m+ q. Again, by Corollary 106, this length satisfies

p+ λt+m+ q = γt with γ ∈ N0

and with equation (2.18) we have
q = (γ − α− λ)t

Therefore c ≈ c0. This shows Nm(b) ⊆ ec and thus S
b∈a

Nm(b) ⊆ ec. Now consider an arbitrary vertex
d ∈ ec. Since G is strongly connected, there is a sequence b Ãs d of length s ∈ N0. In addition,
from c ∈ ec we know that there is a sequence d Ãδt c with δ ∈ N0. Now we consider the closed
sequence

bÃs dÃδt cÃp b

of length s+ δt+ p. As before, by Corollary 106, this length satisfies

s+ δt+ p = ωt with ω ∈ N0

and with equation (2.18) we have

s = (ω − δ − α)t+m
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

From this equation we can follow that the sequence bÃs d visits a vertex e ∈ VG after a distance
of (ω − δ − α)t edges, i.e. e ∈ eb = ea. Then the sequence continues in form of a sequence eÃm d.
In other words, ∃ e ∈ ea : d ∈ Nm(e). Therefore, ec ⊆ S

b∈a
Nm(b).

Remark 112 It is worth mentioning that since VG is strongly connected and nontrivial,
Nm(b) 6= ∅ ∀ m ∈ N, b ∈ VG. Moreover, from 1. it follows easilyÃ[

b∈a
Nm(b)

!
∩
Ã[
b∈a

Nm0(b)

!
= ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < t and m 6= m0

and because of 2. of course ea = [
b∈a

Nt(b)

Given one loop equivalence class ea ⊆ VG, the set of all the t loop equivalence classes can be ordered
in the following manner

eai := ea, eai+1 = [
b∈ai

N1(b), ...eai+j = [
b∈ai

Nj(b), ...eai+t−1 = [
b∈ai

Nt−1(b) (2.19)

For any c ∈
S
b∈ai

Nt−1(b) it must hold N1(c) ⊆ eai (if N1(c) ∩ eaj 6= ∅ with j 6= i, then eai = eaj).
Thus, the graph G can be visualized as

eai ⇒ eai+1 ⇒ · · ·⇒ eai+j ⇒ ea(i+j+1)mod t ⇒ ...⇒ eai+t−1 ⇒ ea(i+t)mod t
Due to the fact ea = S

b∈a
Nt(b) ∀ a ∈ VG, we can conclude that the claims of the previous lemma

still hold if the sequence lengths m and m0 are replaced by the more general lengths λt +m and
λ0t+m0. In other words, it holds for any b, b0 ∈ ea and λ, λ0 ∈ N0
1. Nλt+m(b) ∩Nλ0t+m0(b0) = ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < t and m 6= m0.

2. Nλt+m(b) ∩ ea = ∅ for m ∈ N such that 1 ≤ m < t.

3. ∃ c ∈ VG :
S
b∈a

Nλt+m(b) = ec for m ∈ N such that 1 ≤ m ≤ t.

and consequentlyÃ[
b∈a

Nλt+m(b)

!
∩
Ã[
b∈a

Nλ0t+m0(b)

!
= ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < t and m 6= m0

and ea = [
b∈a

Nλt(b)

Corollary 113 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let t := LG(VG) > 0 be its loop number and VG = {a1, ..., an} a numeration of
the vertices. In addition, let ea0, ...,eat−1 ⊂ VG be the t loop equivalence classes ordered according
to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the partitionea0, ...,eat−1 ⊂ VG of VG, i.e. ∀ k ∈ {0, ..., t − 1} |Ck| = |eak| and aj ∈ eak ∀ j ∈ Ck. Then for any
natural number s ∈ N such that s ≤ t and each i ∈ {0, ..., t− 1} the following holds[

j∈Ci

Nλt+s(aj) = ea(i+s)mod t ∀ λ ∈ N
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Proof. This follows immediately from eak = S
b∈ak

Nλt(b) and the definition of the order (2.19).

Remark 114 If lcm(s, t) < st, i.e. ∃ r ∈ N with r < t such that lcm(s, t) = rs, then the setsea0, ...,eat−1 can be arranged in q := t/r families with no repetitions except for the first and last
class ea0,eas,ea2s, ...,earsmod tea1,ea1+s,ea1+2s, ...,ea(1+rs)mod t

...eaq−1,eaq−1+s,eaq−1+2s, ...,ea(q−1+rs)mod t
where the vertices in eaj+ks and eaj+(k+1)s are connected by sequences of length λt+s. Moreover, no
shorter family of this type can be constructed. To see this, assume that there is a shortest family
containing 0 < r < t loop-classes where the vertices are connected by sequences of length λt+ s

ea0,eas,ea2s, ...,earsmod t = ea0
Then it follows

rsmod t = 0⇔ ∃ λ ∈ N : rs = λt

and since r is minimal we have lcm(s, t) = rs < ts. Of course, every of the classes ea0,ea1, ...,eas−1
yields such a family, though, not necessarily a different one. The number of different families is
given by the quotient

q :=
t

r
=

ts

rs
=

ts

lcm(s, t)
∈ N

(For any class eaj /∈ {ea0,eas,ea2s, ...,ea(r−1)s}, the family
eaj ,ea(j+s)mod t,ea(j+2s)mod t, ...,eaj+rsmod t = eaj

cannot contain any of the classes ea0,eas,ea2s, ...,ea(r−1)s since this would yield the contradictioneaj+rsmod t = eaj ∈ {ea0,eas,ea2s, ...,ea(r−1)s}. The same argument can be now applied to a classeak /∈ {ea0,eas,ea2s, ...,ea(r−1)s,eaj ,ea(j+s)mod t,ea(j+2s)mod t, ...,eaj+(r−1)smod t}. This process can be con-
tinued till no more classes outside a family are left. As a consequence, the number α of different
families satisfies t = αr, thus α = t/r) For the converse, if there is an r ∈ N with r < t such that
lcm(s, t) = rs, then for every i ∈ {0, ...s− 1} it holds

i+ rs = i+ λt = imod t

Therefore, each of the s classes ea0,ea1, ...,eas−1 yields a family
eai,ea(i+s)mod t,ea(i+2s)mod t, ...,ea(i+rs)mod t = eai

where the vertices in eaj+s and eaj+2s are connected by sequences of length λt + s. Were there a
shorter family eai,ea(i+s)mod t,ea(i+2s)mod t, ...,ea(i+r0s)mod t = eai
with r0 < r then it would follow

(i+ r0s)mod t = i

which is equivalent to r0s = λt and thus r0s < lcm(s, t), a contradiction. Again, the number of
different families is given by the quotient q := t/r.
If, on the other hand, lcm(s, t) = ts, then any family where the vertices in eaj+ks and eaj+(k+1)s are
connected by sequences of length λt+ s must contain all the t classes. Were there a shorter family

eai,ea(i+s)mod t,ea(i+2s)mod t, ...,ea(i+r0s)mod t = eai
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with r0 < t then it would follow
(i+ r0s)mod t = i

which is equivalent to r0s = λt and thus r0s < lcm(s, t), a contradiction. Consequently, the only
family that can be constructed is ea0,eas,ea2s, ...,eatsmod t

From the results presented in Remark 112 we may ask whether the properties listed there
already characterize a strongly connected digraph G = (VG, EG, πG) with a certain loop number
LG(VG) > 0. In other words, the question arises whether a strongly connected digraph whose
vertex set VG can be partitioned in t (nonempty) classes such that the properties listed in Remark
112 are satisfied, automatically satisfies LG(VG) = t. It turns out, that this is not sufficient as the
following example shows

Example 115 Let G = (VG, EG, πG) be a hexagon, i.e. VG = {a0, ..., a5}, EG = {e0, ..., e5} and
πf (ei) = (ai, a(i+1)mod) ∀ i ∈ {0, ..., 5}. Then LG(VG) = 6. Now define the following classes

ba0 := {a0, a3}, ba1 := {a1, a4}, ba2 := {a2, a5}
It is easy to verify that each class bai, i ∈ {0, .., 2} satisfies the following properties for any b, b0 ∈ bai
and λ, λ0 ∈ N0

1. Nλ3+m(b) ∩Nλ03+m0(b0) = ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < 3 and m 6= m0.

2. Nλ3+m(b) ∩ bai = ∅ for m ∈ N such that 1 ≤ m < 3.

3. ∃ j ∈ {0, ..2} :
S
b∈ai

Nλ3+m(b) = baj for m ∈ N such that 1 ≤ m ≤ 3.

Moreover, we have ∀ λ ∈ N0 bai = [
b∈ai

Nλ3(b)

This could suggest that LG(VG) = 3 which is, as we know, not the case. The missing property that
would force LG(VG) = 3 is provided by the following theorem concerning closed paths on the graph
G :

Theorem 116 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial
and VG = {a1, ..., an} a numeration of the vertices. Furthermore, let U := {ai1 , ..., aik} ⊆ VG be
the subset of vertices such that there is a closed path aij Ãl(j) aij contained in the graph G. Then
the loop number LG(VG) satisfies

LG(VG) = gcd(l(1), ..., l(k))

Proof. See the proof of Theorem 4.13 in [23].

Remark 117 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Assume that the vertex set VG can be partitioned into t (nonempty) classes

ba0,ba1, ...,bat−1 ⊆ VG

such that each class bai, i ∈ {0, .., t − 1} satisfies the following properties for any b, b0 ∈ bai and
λ, λ0 ∈ N0

1. Nλt+m(b) ∩Nλ0t+m0(b0) = ∅ for m,m0 ∈ N such that 1 ≤ m,m0 < t and m 6= m0.

2. Nλt+m(b) ∩ bai = ∅ for m ∈ N such that 1 ≤ m < t.
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3. ∃ j ∈ {0, ..t− 1} :
S
b∈ai

Nλt+m(b) = baj for m ∈ N such that 1 ≤ m ≤ t.

Moreover, we assume that ∀ λ ∈ N0

bai = [
b∈ai

Nλt(b)

Then it follows that the length l of any closed path must satisfy

∃ αl ∈ N : l = αlt

Now let U := {ai1 , ..., aik} ⊆ VG be the subset of vertices such that there is a closed path aij Ãl(j) aij
contained in the graph G. Then by the previous Theorem we have

LG(VG) = gcd(l(1), ..., l(k)) = gcd(αl(1)t, ..., αl(k)t) = t gcd(αl(1), ..., αl(k))

As a consequence, for LG(VG) = t to hold, the condition

gcd(αl(1), ..., αl(k)) = 1

must be fulfilled. This is precisely the additional property needed in the previous Example, which
failed to be satisfied since in the Example the length of any closed path was 6 = 2 ·3. The condition
gcd(αl(1), ..., αl(k)) = 1, i.e. the numbers αl(1), ..., αl(k) ∈ N are relatively prime, is in particular
always fulfilled if one of the αl(j) is equal to 1.

We finish this Subsection reviewing one Theorem proved by [23]:

Theorem 118 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial
and VG = {a1, ..., an} a numeration of its vertices. Furthermore, let t := LG(VG) > 0 be its loop
number and ea = {ai1 , ..., air} ⊆ VG an arbitrary loop equivalence class of VG with cardinality r :=
|ea| . Then for any vertex aik ∈ ea there is an m ∈ N such that there is a sequence aik Ã(m+λ)t aij
of length (m+ λ)t ∀ j ∈ {1, ..., r} and λ ∈ N.

Proof. See the proof of Corollary 4.8 in [23].

2.5.2 The cycle structure of Boolean monomial systems with strongly con-
nected dependency graph

We start this subsection with two statements about general (not only Boolean) monomial sys-
tems over Fq. These two simple results have interesting consequences for Boolean and (q−1)-fold
redundant monomial systems. For pedagogic reasons we devote the rest of this subsection to the
analysis of the cycle structure of Boolean monomial systems with strongly connected dependency
graph. In particular, we show that for Boolean monomial systems with strongly connected depen-
dency graph, the loop number and the period number coincide. Moreover, we provide alternative
proofs of results presented in [23] and complement those results with a theorem on the number of
cyclic trajectories of a given length (Theorem 132). In the next subsection we perform the more
general analysis of (q− 1)-fold redundant monomial systems with strongly connected dependency
graph, obtaining analogical results. Since Boolean systems are trivial examples of (q − 1)-fold
redundant systems, the results of this subsection are actually a consequence of the more general
theorems proved in the next subsection.

Lemma 119 Let Fq be a finite field, f ∈ MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly connected with loop
number t := LGf

(Vf ) ≥ 1. Then there is an α ∈ N such that the period number T of f satisfies

T = αLGf
(Vf )
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Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. According to the definition of period number, there is an m ∈ N such that
for every s ≥ m it holds

fs+λT = fs ∀ λ ∈ N

Now, applying the isomorphism Ψ−1 we have by Remark 59

F ·(s+λT ) = F ·(s) ∀ λ ∈ N, s ≥ m

In particular we have
F ·(s+T ) = F ·(s) ∀ s ≥ m

which is equivalent to (see Remark 47)

mredq(F
s+T ) = mredq(F

s) ∀ s ≥ m

By Remark 72 and 2. of Lemma 39 we can conclude that for every sequence of length s ≥ m

ai Ãs aj

contained in the graph Gf , (and there is certainly one such sequence for some s ≥ m, since F s

cannot be the zero matrix), there must be a sequence

ai Ãs+T aj

of length s+ T as well. Now, by Lemma 105, we have

T = αLGf
(Vf ) with α ∈ N

Example 120 Let f ∈MF3(F5) be the monomial system defined by

f : F35 → F35

�x 7→ f(�x) := (x2, x1x3, x1)

It is easy to verify that the dependency graph of f is strongly connected with loop number equal
to 1. However, the phase space of f displays closed paths of length 7 and 14, therefore, the period
number T is equal to 14.

Definition 121 Let Fq be a finite field, f ∈MFn
n (Fq) a monomial dynamical system and s ∈ N a

natural number. We denote the set of solutions in Fn
q of the equation fs(x) = x by VFq(f

s(x)−x).

Definition 122 Let m ∈ N be a natural number. We denote with

D(m) := {d ∈ N : d divides m}

the set of all positive divisors of m.

Corollary 123 Let Fq be a finite field, f ∈MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly connected with loop
number t := LGf

(Vf ) ≥ 1. In addition, let T be the period number of f , s ∈ D(T ) and α as in the
previous Lemma. Then it holds

VFq(f
s(x)− x) ⊆ VFq(f

αt(x)− x)
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Proof. Since s ∈ D(T ), ∃ β ∈ N : T = βs. Thus,

fβs = fT = fαt

As a consequence, we have

VFq(f
s(x)− x) ⊆ VFq(f

βs(x)− x) = VFq(f
αt(x)− x)

Lemma 124 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf

be strongly connected with loop number t := LGf
(Vf ) ≥ 1 and Vf = {a1, ..., an} the numeration of

the vertices. In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered according
to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the partitionea0, ...,eat−1 ⊂ Vf of Vf , i.e. ∀ k ∈ {0, ..., t− 1} |Ck| = |eak| and aj ∈ eak ∀ j ∈ Ck. Then there is an
m ∈ N such that ∀ λ ∈ N

f
(m+λ)t
i (x) =

Y
j∈Ck

xj ∀ i ∈ Ck, k = 0, ..., t− 1

Proof. Let F := Ψ−1(f) be the corresponding matrix of f. Let k ∈ {0, ..., t− 1}. By Remark 112
it holds ∀ λ ∈ N eak = [

b∈ak

Nλt(b)

In addition, by Theorem 118 ∃ mk ∈ N such that for any pair of vertices ai, aj ∈ eak and ∀ λ ∈ N
there is a sequence ai Ã(mk+λ)t aj of length (mk + λ)t. Let m := max(m0, ...,mt−1). From these
facts we can conclude, that the matrix F (m+λ)t has the following properties ∀ i ∈ Ck, k = 1, ..., t−1
and ∀ λ ∈ N

(F (m+λ)t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
(F (m+λ)t)il 6= 0 ∀ l ∈ Ck

By Remark 72 and 2. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1 and ∀ λ ∈ N

(F ·(m+λ)t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
(F ·(m+λ)t)il = 1 ∀ l ∈ Ck

Now, applying the isomorphism Ψ we have (see Remark 59)

(f (m+λ)t)i(x) =
Y
j∈Ck

xj ∀ i ∈ Ck

Theorem 125 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf

be strongly connected with loop number t := LGf
(Vf ) ≥ 1 and s ∈ N a natural number. In

addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered according to (2.19) and
C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the partition ea0, ...,eat−1 ⊂ Vf
of Vf . Then any point ξ ∈ Fn

2 showing s-periodicity under f, i.e. f
s(ξ) = ξ, satisfies the following

property
ξi = ξj ∀ i, j ∈ Ck, k = 0, ..., t− 1
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Proof. Let m ∈ N be as in Lemma 124 and u, v ∈ N such that ut = vs. (This is always possible
due to the existence of the lcm(s, t).) Now choose α ∈ N such that αu > m. Then we have
fαut = fαvs and by Lemma 124

fαvsi (x) =
Y
j∈Ck

xj ∀ i ∈ Ck, k = 0, ..., t− 1

In particular, for the s-periodic point ξ it holds for each k ∈ {0, ..., t− 1}

fαvsi (ξ) = (fs)αvi (ξ) = ξi =
Y
j∈Ck

ξj ∀ i ∈ Ck

As a consequence
ξi = ξj ∀ i, j ∈ Ck, k = 0, ..., t− 1

Theorem 126 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be
strongly connected with loop number t := LGf

(Vf ) ≥ 1. Then there is an m ∈ N such that ∀ λ ∈ N

VF2(f
t(x)− x) = VF2(f

(m+λ)t(x)− x)

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered
according to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the
partition ea0, ...,eat−1 ⊂ Vf of Vf , i.e. ∀ k ∈ {0, ..., t − 1} |Ck| = |eak| and aj ∈ eak ∀ j ∈ Ck. By
Remark 112 it holds eak = [

b∈ak

Nt(b)

From this fact we can conclude, that the matrix F t has the following properties ∀ i ∈ Ck, k =
1, ..., t− 1

(F t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
∃ l ∈ Ck : (F

t)il 6= 0

By Remark 72 and 2. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1

(F ·t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
∃ l ∈ Ck : (F

·t)il = 1

As before, we can conclude
(f t)i(x) =

Y
j∈Ck

x
�i(j)
j ∀ i ∈ Ck

where �i are nonzero functions
�i : Ck → {0, 1} ⊂ N

Now let m ∈ N be as in Lemma 124. Then by Lemma 124 we have ∀ λ ∈ N

f
(m+λ)t
i (x) =

Y
j∈Ck

xj ∀ i ∈ Ck, k = 0, ..., t− 1
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From the structure of the functions f (m+λ)t and f t and Theorem 125 it is clear that any solution
ξ ∈ Fn

2 of the equation f (m+λ)t(x) = x also solves the equation f t(x) = x. In other words

VF2(f
(m+λ)t(x)− x) ⊆ VF2(f

t(x)− x)

The inclusion
VF2(f

t(x)− x) ⊆ VF2(f
(m+λ)t(x)− x)

follows from the fact f (m+λ)t = (f t)(m+λ). The claim follows.

Corollary 127 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be
strongly connected with loop number t := LGf

(Vf ) ≥ 1. In addition, let T be the period number of
f and s ∈ D(T ). If the phase space of f contains a cycle of length s, then s must divide LGf

(Vf ).

Proof. By Corollary 123 there is an α ∈ N such that

VF2(f
s(x)− x) ⊆ VF2(f

αt(x)− x) (2.20)

Now let m ∈ N be as in the previous Theorem. If α > m set β := 1 otherwise choose β ∈ N such
that αβ > m. Then we have

VF2(f
αt(x)− x) ⊆ VF2(f

αβt(x)− x) (2.21)

and from (2.20) and (2.21) and by the previous Theorem it follows

VF2(f
s(x)− x) ⊆ VF2(f

t(x)− x)

If the phase space of f contains a cycle of length s, i.e. if there are s different points ξ0, ..., ξs−1 ∈
Fn
2 with

f(ξi) = ξ(i+1)mod s

then from ξ0, ..., ξs−1 ∈ VF2(f
s(x)− x) ⊆ VF2(f

t(x)− x) it follows that s ≤ t and s divides t.

Lemma 128 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf

be strongly connected with loop number t := LGf
(Vf ) ≥ 1 and s ∈ N a natural number such that

s ≤ t. In addition, let r ∈ N be such that lcm(s, t) = rs. Then the equation fs(x) = x has exactly
2
t
r solutions in Fn

2 .

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered
according to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the
partition ea0, ...,eat−1 ⊂ Vf of Vf . We consider two cases. First, assume lcm(s, t) < st, i.e. ∃ r ∈ N
with r < t such that lcm(s, t) = rs. Then, by Remark 114 the sets ea0, ...,eat−1 can be arranged in
q := t/r families ea0,eas,ea2s, ...,earsmod tea1,ea1+s,ea1+2s, ...,ea(1+rs)mod t

...eaq−1,eaq−1+s,eaq−1+2s, ...,ea(q−1+rs)mod t
where the vertices in eaj+s and eaj+2s are connected by sequences of length λt + s. Moreover, no
shorter family of this type can be constructed. From these facts we can conclude, that the matrix
F s has the following properties ∀ i ∈ Ck, k = u, u+ s, u+ 2s, ..., u+ (r − 1)s, u = 0, ..., q − 1

(F s)ij = 0 ∀ j ∈ {1, ..., n}\C(k+s)mod t
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and
∃ l ∈ C(k+s)mod t : (F

s)il 6= 0
By Remark 72 and 2. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1

(F ·s)ij = 0 ∀ j ∈ {1, ..., n}\C(k+s)mod t

and
∃ l ∈ C(k+s)mod t : (F

·s)il = 1

Now, applying the isomorphism Ψ we have (see Remark 59)

(fs)i(x) =
Y

j∈C(k+s)mod t

x
�i(j)
j ∀ i ∈ Ck

where �i are nonzero functions

�i : C(k+s)mod t → {0, 1} ⊂ N

As a consequence, for every fixed u ∈ {0, ..., q − 1} and k = u, u + s, u + 2s, ..., u + (r − 1)s any
solution ξ ∈ Fn

2 of the equation fs(x) = x satisfies

ξi =
Y

j∈C(k+s)mod t

ξ
�i(j)
j ∀ i ∈ Ck (2.22)

By Theorem 125 we also know that

ξl = ξi ∀ i, l ∈ Ck, k = u, u+ s, u+ 2s, ..., u+ (r − 1)s (2.23)

Now, if ξi = 1 ∀ i ∈ Cu, by (2.22) and (2.23), it must follow, that ξl = 1 ∀ l ∈ C(u+s)mod t. The same
argument applied r− 1 times lets us conclude ξi = 1 ∀ i ∈ Ck, k = u, u+ s, u+2s, ..., u+(r− 1)s.
If, on the other hand, ξi = 0 ∀ i ∈ Cu, by (2.22) we have that ∃ v ∈ C(u+s)mod t : ξv = 0 and by
(2.23) ξl = 0 ∀ l ∈ C(u+s)mod t. The same argument applied r − 1 times lets us conclude ξi = 0
∀ i ∈ Ck, k = u, u+s, u+2s, ..., u+(r−1)s. Summarizing, since every u ∈ {0, ..., q−1} represents
one of the above q families, there are exactly 2q = 2

t
r solutions of fs(x) = x in Fn

2 .
The second case is when lcm(s, t) = ts. Here, by Remark 114 the sets ea0, ...,eat−1 can be arranged
in one single family ea0,eas,ea2s, ...,eatsmod t
The same argument as used above for a fixed value of u yields that, in this case, the only solutions
of fs(x) = x in Fn

2 are (1, ..., 1), (0, ..., 0) ∈ Fn
2 . Therefore, the number of solutions is equal to

2 = 2
t
t .

Corollary 129 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf

be strongly connected with loop number t := LGf
(Vf ) ≥ 1 and s ∈ N a natural number such that

s ∈ D(t). Then the equation fs(x) = x has exactly 2s solutions in Fn
2 .

Proof. Since s divides t, ∃ r ∈ N : t = rs. Thus lcm(t, s) = t = rs and t/r = s. The claim follows
from the previous Lemma.

Remark 130 In particular, if {1, d1, ..., du, t} ⊂ N is the set of divisors of t in ascending or-
der, then the number of solutions of fs(x) = x in Fn

2 grows monotonically from 21 to 2t for
s = 1, d1, ..., du, t. More generally, if s < t, then lcm(s, t) > s and thus lcm(s, t) = rs with r ≥ 2.
As a consequence of the previous Lemma, for s ∈ {1, ..., t} the number of solutions in Fn

2 of the
equation fs(x) = x takes its maximal value for s = t.
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The next theorem shows that in the Boolean case, period number and loop number coincide,
provided the dependency graph is strongly connected:

Theorem 131 Let F2 be the finite field with two elements, f ∈ MFn
n (F2) a Boolean coupled

monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf

be strongly connected with loop number t := LGf
(Vf ) > 1. Then the period number T of f satisfies

T = LGf
(Vf )

Moreover, the phase space of f contains cycles of all lengths s ∈ D(T ).

Proof. By Corollary 127 the length s of any cycle displayed in the phase space of f divides t, in
particular, it holds s ≤ t. Now let {d0 := 1, d1, ..., du, du+1 := t} ⊂ N be the set of divisors of t in
ascending order. By Remark 130 we know that¯̄̄

VF2(f
di(x)− x)

¯̄̄
>
¯̄̄
VF2(f

dj (x)− x)
¯̄̄
∀ i, j ∈ {1, ..., u+ 1} : i > j

Therefore, the phase space of f indeed contains cycles of length di ∀ i ∈ {1, ..., u+1}. Summarizing
we can say that the the phase space of f only contains cycles of length di ∀ i ∈ {1, ..., u+1}. From
the definition we know T = lcm(1, d1, ..., du, t) and thus

T = LGf
(Vf )

Theorem 132 (and Definition) Let F2 be the finite field with two elements, f ∈ MFn
n (F2)

a Boolean coupled monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph.
Furthermore, let Gf be strongly connected with loop number t := LGf

(Vf ) > 1. In addition, let
s ∈ N be a natural number and denote by Zs the number of cycles of length s displayed by the
phase space of f. Then it holds for any d ∈ N

Zd =

⎧⎨⎩
2d−

j∈D(d)\d
Zj

d if d ∈ D(t)
0 if d /∈ D(t)

Proof. The claim follows immediately from Theorem 131 and Corollary 129.

Remark 133 In particular, if the loop number t = LGf
(Vf ) is a prime number, then the phase

space of f only displays cycles of length t and 1 (fixed points). More precisely

Zt =
2t − 2

t

and
Z1 = 2

2.5.3 The cycle structure of (q − 1)-fold redundant monomial systems
In this subsection we study the cycle structure of (q − 1)-fold redundant monomial systems

with strongly connected dependency graph. For this purpose, let’s recall the definition:

Definition 134 Let Fq be a finite field, f ∈ MFn
n (Fq) a monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. f is called a (q − 1)-fold redundant monomial sys-
tem if there is an N ∈ N such that for any pair a, b ∈ Vf with a recurrently connected to b, the
following holds:

∀ m ≥ N ∃ αabm ∈ N0 : sm(a, b) = αabm(q − 1)
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Remark 135 Note that any Boolean monomial dynamical system f ∈ MFn
n (F2) is (2− 1)-fold

redundant.

Lemma 136 Let Fq be a finite field, f ∈ MFn
n (Fq) a (q − 1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1 and Vf = {a1, ..., an} the numeration of the vertices.
In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered according to (2.19) and
C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the partition ea0, ...,eat−1 ⊂ Vf
of Vf . Then there is an m ∈ N such that ∀ λ ∈ N

f
(m+λ)t
i (x) =

Y
j∈Ck

xq−1j ∀ i ∈ Ck, k = 0, ..., t− 1

Proof. Let F := Ψ−1(f) be the corresponding matrix of f. Let k ∈ {0, ..., t− 1}. By Remark 112
it holds ∀ λ ∈ N eak = [

b∈ak

Nλt(b)

In addition, by Theorem 118 ∃ mk ∈ N such that for any pair of vertices ai, aj ∈ eak and ∀ λ ∈ N
there is a sequence ai Ã(mk+λ)t aj of length (mk + λ)t. Let m0 := max(m0, ...,mt−1) and N ∈ N
as in the previous Definition. Now choose γ ∈ N such that (m0 + γ)t ≥ N and set m := m0 + γ.
From this information we can conclude, that the matrix F (m+λ)t has the following properties
∀ i ∈ Ck, k = 1, ..., t− 1 and ∀ λ ∈ N

(F (m+λ)t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
∃ αil((m+λ)t) ∈ N : (F (m+λ)t)il = αil((m+λ)t)(q − 1)∀ l ∈ Ck

By Remark 72 and 2. and 4. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1 and ∀ λ ∈ N

(F ·(m+λ)t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
(F ·(m+λ)t)il = q − 1 ∀ l ∈ Ck

Now, applying the isomorphism Ψ we have (see Remark 59)

(f (m+λ)t)i(x) =
Y
j∈Ck

xq−1j ∀ i ∈ Ck

Theorem 137 Let Fq be a finite field, f ∈MFn
n (Fq) a (q− 1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1 and s ∈ N a natural number. In addition, letea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered according to (2.19) and C0, ..., Ct−1 ⊂
{1, ..., n} the partition of the set {1, ..., n} induced by the partition ea0, ...,eat−1 ⊂ Vf of Vf . Then
any point ξ ∈ Fn

q showing s-periodicity under f, i.e. f
s(ξ) = ξ, satisfies the following property

ξi = 1 ∀ i ∈ Ck or ξi = 0 ∀ i ∈ Ck

Proof. Let m ∈ N be as in Lemma 136 and u, v ∈ N such that ut = vs. (This is always possible
due to the existence of the lcm(s, t).) Now choose α ∈ N such that αu > m. Then we have
fαut = fαvs and by Lemma 136

fαvsi (x) =
Y
j∈Ck

xq−1j ∀ i ∈ Ck, k = 0, ..., t− 1
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

In particular, for the s-periodic point ξ it holds for each k ∈ {0, ..., t− 1}

fαvsi (ξ) = (fs)αvi (ξ) = ξi =
Y
j∈Ck

ξq−1j ∀ i ∈ Ck

In addition, according to eq. (2.3), zq−1 = 1 ∀ z ∈ Fq\{0}. Therefore, it holds for each fixed
k ∈ {0, ..., t− 1}

ξi = 1 ∀ i ∈ Ck or ξi = 0 ∀ i ∈ Ck

Theorem 138 Let Fq be a finite field, f ∈MFn
n (Fq) a (q− 1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1. Then there is an m ∈ N such that ∀ λ ∈ N

VFq(f
t(x)− x) = VFq(f

(m+λ)t(x)− x)

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered
according to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the
partition ea0, ...,eat−1 ⊂ Vf of Vf . By Remark 112 it holds

eak = [
b∈ak

Nt(b)

From this fact we can conclude, that the matrix F t has the following properties ∀ i ∈ Ck, k =
1, ..., t− 1

(F t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
∃ l ∈ Ck : (F

t)il 6= 0

By Remark 72 and 2. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1

(F ·t)ij = 0 ∀ j ∈ {1, ..., n}\Ck

and
∃ l ∈ Ck : (F

·t)il 6= 0

As before, we can conclude
(f t)i(x) =

Y
j∈Ck

x
�i(j)
j ∀ i ∈ Ck

where �i are nonzero functions

�i : Ck → {0, 1, ...q − 1} ⊂ N

Now let m ∈ N be as in Lemma 136. Then by Lemma 136 we have ∀ λ ∈ N

f
(m+λ)t
i (x) =

Y
j∈Ck

xq−1j ∀ i ∈ Ck, k = 0, ..., t− 1

By Theorem 137 any solution ξ ∈ Fn
q of the equation f (m+λ)t(x) = x satisfies

ξi = 1 ∀ i ∈ Ck or ξi = 0 ∀ i ∈ Ck
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

Now, from the structure of the function f t it is clear that any solution ξ ∈ Fn
q of the equation

f (m+λ)t(x) = x also solves the equation f t(x) = x. In other words

VFq(f
(m+λ)t(x)− x) ⊆ VFq(f

t(x)− x)

The inclusion
VFq(f

t(x)− x) ⊆ VFq(f
(m+λ)t(x)− x)

follows from the fact f (m+λ)t = (f t)(m+λ). The claim follows.

Corollary 139 Let Fq be a finite field, f ∈MFn
n (Fq) a (q−1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1. In addition, let T be the period number of f and
s ∈ D(T ). If the phase space of f contains a cycle of length s, then s must divide LGf

(Vf ).

Proof. By Corollary 123 there is an α ∈ N such that

VFq(f
s(x)− x) ⊆ VFq(f

αt(x)− x) (2.24)

Now let m ∈ N be as in the previous Theorem. If α > m set β := 1 otherwise choose β ∈ N such
that αβ > m. Then we have

VFq(f
αt(x)− x) ⊆ VFq(f

αβt(x)− x) (2.25)

and from (2.24) and (2.25) and by the previous Theorem it follows

VFq(f
s(x)− x) ⊆ VFq(f

t(x)− x)

If the phase space of f contains a cycle of length s, i.e. if there are s different points ξ0, ..., ξs−1 ∈
Fn
q with

f(ξi) = ξ(i+1)mod s

then from ξ0, ..., ξs−1 ∈ VFq(f
s(x)− x) ⊆ VFq(f

t(x)− x) it follows that s ≤ t and s divides t.

Lemma 140 Let Fq be a finite field, f ∈ MFn
n (Fq) a (q − 1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1 and s ∈ N a natural number such that s ≤ t.

In addition, let r ∈ N be such that lcm(s, t) = rs. Then the equation fs(x) = x has exactly 2
t
r

solutions in Fn
2 .

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices and F := Ψ−1(f) be the corre-
sponding matrix of f. In addition, let ea0, ...,eat−1 ⊂ Vf be the t loop equivalence classes ordered
according to (2.19) and C0, ..., Ct−1 ⊂ {1, ..., n} the partition of the set {1, ..., n} induced by the
partition ea0, ...,eat−1 ⊂ Vf of Vf . We consider two cases. First, assume lcm(s, t) < st, i.e. ∃ r ∈ N
with r < t such that lcm(s, t) = rs. Then, by Remark 114 the sets ea0, ...,eat−1 can be arranged in
v := t/r families ea0,eas,ea2s, ...,earsmod tea1,ea1+s,ea1+2s, ...,ea(1+rs)mod t

...eav−1,eav−1+s,eav−1+2s, ...,ea(v−1+rs)mod t
where the vertices in eaj+s and eaj+2s are connected by sequences of length λt + s. Moreover, no
shorter family of this type can be constructed. From these facts we can conclude, that the matrix
F s has the following properties ∀ i ∈ Ck, k = u, u+ s, u+ 2s, ..., u+ (r − 1)s, u = 0, ..., v − 1

(F s)ij = 0 ∀ j ∈ {1, ..., n}\C(k+s)mod t

52



2.5. The cycle structure of monomial systems with strongly connected dependency graph

and
∃ l ∈ C(k+s)mod t : (F

s)il 6= 0
By Remark 72 and 2. of Lemma 39 it follows ∀ i ∈ Ck, k = 1, ..., t− 1

(F ·s)ij = 0 ∀ j ∈ {1, ..., n}\C(k+s)mod t

and
∃ l ∈ C(k+s)mod t : (F

·s)il 6= 0
Now, applying the isomorphism Ψ we have (see Remark 59)

(fs)i(x) =
Y

j∈C(k+s)mod t

x
�i(j)
j ∀ i ∈ Ck

where �i are nonzero functions

�i : C(k+s)mod t → {0, 1, ...q − 1} ⊂ N

As a consequence, for every fixed u ∈ {0, ..., v − 1} and k = u, u + s, u + 2s, ..., u + (r − 1)s any
solution ξ ∈ Fn

2 of the equation fs(x) = x satisfies

ξi =
Y

j∈C(k+s)mod t

ξ
�i(j)
j ∀ i ∈ Ck (2.26)

By Theorem 137 we also know that

ξi = 1 ∀ i ∈ Ck or ξi = 0 ∀ i ∈ Ck, k = u, u+ s, u+ 2s, ..., u+ (r − 1)s (2.27)

Now, if ξi = 1 ∀ i ∈ Cu, by (2.26) and (2.27), it must follow, that ξl = 1 ∀ l ∈ C(u+s)mod t. The same
argument applied r− 1 times lets us conclude ξi = 1 ∀ i ∈ Ck, k = u, u+ s, u+2s, ..., u+(r− 1)s.
If, on the other hand, ξi = 0 ∀ i ∈ Cu, by (2.26) we have that ∃ v ∈ C(u+s)mod t : ξv = 0 and by
(2.27) ξl = 0 ∀ l ∈ C(u+s)mod t. The same argument applied r − 1 times lets us conclude ξi = 0 ∀
i ∈ Ck, k = u, u+ s, u+2s, ..., u+ (r− 1)s. Summarizing, since every u ∈ {0, ..., v − 1} represents
one of the above v families, there are exactly 2v = 2

t
r solutions of fs(x) = x in Fn

q .
The second case is when lcm(s, t) = ts. Here, by Remark 114 the sets ea0, ...,eat−1 can be arranged
in one single family ea0,eas,ea2s, ...,eatsmod t
The same argument as used above for a fixed value of u yields that, in this case, the only solutions
of fs(x) = x in Fn

q are (1, ..., 1), (0, ..., 0) ∈ Fn
q . Therefore, the number of solutions is equal to

2 = 2
t
t .

Corollary 141 Let Fq be a finite field, f ∈MFn
n (Fq) a (q−1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) ≥ 1 and s ∈ N a natural number such that s ∈ D(t).
Then the equation fs(x) = x has exactly 2s solutions in Fn

q .

Proof. Since s divides t, ∃ r ∈ N : t = rs. Thus lcm(t, s) = t = rs and t/r = s. The claim follows
from the previous Lemma.

Remark 142 In particular, if {1, d1, ..., du, t} ⊂ N is the set of divisors of t in ascending or-
der, then the number of solutions of fs(x) = x in Fn

q grows monotonically from 21 to 2t for
s = 1, d1, ..., du, t. More generally, if s < t, then lcm(s, t) > s and thus lcm(s, t) = rs with r ≥ 2.
As a consequence of the previous Lemma, for s ∈ {1, ..., t} the number of solutions in Fn

q of the
equation fs(x) = x takes its maximal value for s = t.
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

The next theorem shows that in the case of a (q−1)-fold redundant coupled monomial dynam-
ical system, period number and loop number coincide, provided the dependency graph is strongly
connected:

Theorem 143 Let Fq be a finite field, f ∈MFn
n (Fq) a (q− 1)-fold redundant coupled monomial

dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly
connected with loop number t := LGf

(Vf ) > 1. Then the period number T of f satisfies

T = LGf
(Vf )

Moreover, the phase space of f contains cycles of all lengths s ∈ D(T ).

Proof. By Corollary 139 the length s of any cycle displayed in the phase space of f divides t, in
particular, it holds s ≤ t. Now let {d0 := 1, d1, ..., du, du+1 := t} ⊂ N be the set of divisors of t in
ascending order. By Remark 142 we know that¯̄̄

VF2(f
di(x)− x)

¯̄̄
>
¯̄̄
VF2(f

dj (x)− x)
¯̄̄
∀ i, j ∈ {1, ..., u+ 1} : i > j

Therefore, the phase space of f indeed contains cycles of length di ∀ i ∈ {1, ..., u+1}. Summarizing
we can say that the the phase space of f only contains cycles of length di ∀ i ∈ {1, ..., u+1}. From
the definition we know T = lcm(1, d1, ..., du, t) and thus

T = LGf
(Vf )

Theorem 144 (and Definition) Let Fq be a finite field, f ∈MFn
n (Fq) a (q−1)-fold redundant

coupled monomial dynamical system and Gf = (Vf , Ef , πf ) its dependency graph. Furthermore,
let Gf be strongly connected with loop number t := LGf

(Vf ) > 1. In addition, let s ∈ N be a
natural number and denote by Zs the number of cycles of length s displayed by the phase space of
f. Then it holds for any d ∈ N

Zd =

⎧⎨⎩
2d−

j∈D(d)\d
Zj

d if d ∈ D(t)
0 if d /∈ D(t)

Proof. The claim follows immediately from Theorem 143 and Corollary 141.

Remark 145 In particular, if the loop number t = LGf
(Vf ) is a prime number, then the phase

space of f only displays cycles of length t and 1 (fixed points). More precisely

Zt =
2t − 2

t

and
Z1 = 2

Example 146 Consider the system f ∈MF 66 (F5) defined as

f1(x) : = x2

f2(x) : = x3

f3(x) : = x4

f4(x) : = x25

f5(x) : = x26

f6(x) : = x1
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2.5. The cycle structure of monomial systems with strongly connected dependency graph

It can be easily shown, that the dependency graph Gf = (Vf , Ef , πf ) of f is strongly connected
with loop number LGf

(Vf ) = 6. It is also clear that f is 4-fold redundant. As a consequence and
by Theorem 144, the period number of f is equal to 6 and the phase space of f displays 9 cycles
of length 6, 2 cycles of length 3, 1 cycle of length 2 and 2 fixed points.

Theorem 147 Let Fq be a finite field, f ∈MFn
n (Fq) a coupled monomial dynamical system and

Gf = (Vf , Ef , πf ) its dependency graph. Furthermore, let Gf be strongly connected with loop
number t := LGf

(Vf ) > 1. If for arbitrary b, c ∈ Vf it holds

s1(b, c) 6= 0⇒ s1(b, c) = q − 1

Then the period number T of f satisfies

T = LGf
(Vf )

and the phase space of f contains cycles of all lengths s ∈ D(T ).

Proof. Let Vf = {a1, ..., an} be the numeration of the vertices. Consider two vertices ai, aj ∈ Vf
(ai is recurrently connected to aj). Then, for any r ∈ N such that there is a sequence ai Ãr aj
there are (q − 1)r different copies of it and we can conclude ∃ αijr ∈ N such that

sr(ai, aj) = αijr(q − 1)

Consequently, f is a (q − 1)-fold redundant coupled monomial dynamical system and the claim
follows from Theorem 143.

Example 148 Let Fq be a finite field and consider the system f ∈MF 77 (Fq) defined as

f1(x) : = xq−14

f2(x) : = xq−15

f3(x) : = xq−14

f4(x) : = xq−17

f5(x) : = xq−16

f6(x) : = xq−13

f7(x) : = xq−11 xq−12

It can be easily shown, that the dependency graph Gf = (Vf , Ef , πf ) of f is strongly connected
with loop number LGf

(Vf ) = 3. Moreover, f satisfies the condition of the previous theorem. As a
consequence and by Theorem 144, the period number of f is equal to 3 and the phase space of f
displays two cycles of length 3 and two fixed points.

Remark 149 The result of the previous theorem is not surprising, since such a monomial system
immediately maps any point ξ ∈ Fn

q into a point f(ξ) ∈ Fn
2 .

The study of the cycle structure of more general classes of monomial systems (with or without
strongly connected dependency graph) remains the subject of mathematical research. Now, we
leave this exciting area to turn our attention to the study of monomial control systems in the next
chapter.
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Chapter 3

Monomial control systems over a
finite field

In the previous chapter, for monomial dynamical systems over a finite field, criteria were
presented by means of which the period number as well as the cycle structure of the phase space
can be determined. As commonly in mathematics, concessions have to be made in order to
obtain strong propositions. Our concessions affect the cardinality of the finite field used and/or
the topology of the dependency graph. Therefore, the class of monomial control systems (to be
defined below) that we will study in depth will be constrained regarding the underlying finite field
and/or the topology of the dependency graph.

When dealing with non-autonomous control systems, control inputs are at one’s disposal which
can be used for controlling the state evolution. Furthermore, equipped with knowledge about
the current state – provided by measurement, for example – the input can be related to an
appropriate function of the state, a so-called (static) control law, in order to synthesize desired
system properties in a feedback control loop. By virtue of a control law the closed-loop system is
rendered autonomous.

Due to the fact that a monomial control system remains monomial under monomial state feed-
back, the resulting autonomous closed-loop system can be analyzed with the methods presented
in the previous Chapter. If the purpose of control is to guarantee certain closed-loop properties
then a natural question is to ask for criteria about the existence of a suitable state feedback, and
subsequently, how this suitable control law can be chosen.

Throughout this chapter, and in contrast to Chapter 1 and Part II of this thesis, we will denote
the elements of the Cartesian product Fn

q as x ∈ Fn
q , neglecting the vector arrow.

3.1 General definitions and control theoretic questions studied

Definition 150 Let Fq be a finite field, n ∈ N a natural number and m ∈ N0 a nonnegative
integer. A mapping

g : Fn
q ×Fm

q → Fn
q

is called time invariant monomial control system over Fq if for every i ∈ {1, ..., n} there exist two
tuples (Ai1, ..., Ain) ∈ En

q and (Bi1, ..., Bim) ∈ Em
q such that

gi(x, u) = xAi1
1 ...xAin

n uBi1
1 ...uBim

m ∀ (x, u) ∈ Fn
q ×Fm

q

Remark 151 In the case m = 0, we have Fm
q = F

0
q = {()} (the set containing the empty tuple)

and thus Fn
q × Fm

q = Fn
q × F0q = Fn

q × {()} = Fn
q . In other words, g is a monomial dynamical

system over Fq. From now on we will refer to a time invariant monomial control system over Fq
as monomial control system over Fq.
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3.1. General definitions and control theoretic questions studied

Definition 152 Let X be a nonempty finite set and n, l ∈ N natural numbers. The set of all
functions

f : X l → Xn

is denoted with Fn
l (X).

Definition 153 Let Fq be a finite field and l,m, n ∈ N natural numbers. Furthermore, let Eq

be the exponents semiring of Fq and M(n × l; Eq) the set of n × l matrices with entries in Eq.
Consider the map

Γ : F l
m(Fq)×M(n× l;Eq)→ Fn

m(Fq)

(f,A) 7→ ΓA(f)

where ΓA(f) is defined for every x ∈ Fm
q and i ∈ {1, ..., n} by

ΓA(f)(x)i := f1(x)
Ai1 ...fl(x)

Ail

We denote the mapping ΓA(f) ∈ Fn
m(Fq) simply Af.

Remark 154 Let l = m, id ∈ Fm
m (Fq) be the identity map (i.e. idi(x) = xi ∀ i ∈ {1, ...,m}) and

A ∈ M(n ×m;Eq) Then the following relationship between the mapping Aid ∈ Fn
m(Fq) and any

f ∈ Fm
m (Fq) holds

Aid(f(x)) = Af(x) ∀ x ∈ Fm
q

Remark 155 Consider the case l = m = n. For every monomial dynamical system
f ∈MFn

n (Fq) ⊂ Fn
n (Fq) with corresponding matrix F := Ψ−1(f) ∈M(n× n;Eq) it holds

Fid = f

On the other hand, given a matrix F ∈M(n× n;Eq) we have

Ψ−1(Fid) = F

Moreover, the map Γ : Fn
n (Fq)×M(n×n;Eq)→ Fn

n (Fq) is an action of the multiplicative monoid
M(n × n; Eq) on the set Fn

n (Fq). It holds namely, that If = f ∀ f ∈ Fn
n (Fq) (which is trivial)

and (A ·B)f = A(Bf) ∀ f ∈ Fn
n (Fq), A,B ∈M(n× n;Eq). To see this consider

((A ·B)f)i(x) = f1(x)
(A·B)i1 ...fn(x)

(A·B)in

=
nY

j=1

fj(x)
(Ai1•B1j⊕...⊕Ain•Bnj)

= (Aid ◦Bid)i(f(x))
= (Aid)i(Bid(f(x)))

= (Aid)i(fB(x))

= (A(Bf))i(x)

where id ∈ Fn
n (Fq) is the identity map (i.e. idi(x) = xi ∀ i ∈ {1, ..., n}). (cf. with the proof

of Theorem 57). As a consequence, MFn
n (Fq) is the orbit in Fn

n (Fq) of id under the monoid
M(n× n;Eq). In particular (see Theorem 57), we have

(F ·G)id = F (Gid) = f ◦ g

where g ∈ MFn
n (Fq) is another monomial dynamical system with corresponding matrix

G := Ψ−1(g) ∈M(n× n;Eq). This means that the set MFn
n (Fq) is also an M(n× n; Eq)−set.
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3.1. General definitions and control theoretic questions studied

Lemma 156 (and Definition) Let Fq be a finite field, n ∈ N a natural number and m ∈ N0
a nonnegative integer. Furthermore, let id ∈ F

(n+m)
(n+m) (Fq) be the identity map (i.e. idi(x) = xi

∀ i ∈ {1, ..., n +m}) and g : Fn
q × Fm

q → Fn
q a monomial control system over Fq. Then there are

matrices A ∈M(n× n; Eq) and B ∈M(n×m; Eq) such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
q ×Fm

q

Where (A|B) ∈ M(n × (n +m); Eq) is the matrix that results by writing A and B side by side.
In this sense we denote g as the monomial control system (A,B) with n state variables and m
control inputs.

Proof. This follows immediately from the previous Definitions.

Remark 157 (and Definition) If the matrix B ∈ M(n ×m; Eq) is equal to the zero matrix,
then g is called a control system with no controls. In contrast to linear control systems (see, for
instance, [106], and in the framework of finite fields, [92]), when the input vector u ∈ Fm

q satisfies

u = �1 := (1, ..., 1)t ∈ Fm
q

then no control input is being applied on the system, i.e. the monomial dynamical system over Fq

σ : Fn
q → Fn

q

x 7→ g(x,�1)

satisfies
σ(x) = ((A|0)id)(x, u) ∀ (x, u) ∈ Fn

q ×Fm
q

where 0 ∈M(n×m; Eq) stands for the zero matrix.

Definition 158 Let Fq be a finite field and n,m ∈ N natural numbers. A monomial feedback
controller is a mapping

f : Fn
q → Fm

q

such that for every i ∈ {1, ...,m} there exists a tuple (Fi1, ..., Fin) ∈ En
q such that

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q

Remark 159 We exclude in the definition of monomial feedback controller the possibility that
one of the functions fi is equal to the zero function. The reason for this is that we want to be able
to use the same formalism developed for monomial dynamical systems in the previous Chapter
(see Remark 31). This convention does not represent an impediment for our goals.

Now we are able to formulate the first control theoretic problem to be addressed in this thesis:

Problem 160 Let Fq be a finite field and n,m ∈ N natural numbers. Given a monomial control
system g : Fn

q × Fm
q → Fn

q with measurable state, design a monomial state feedback controller
f : Fn

q → Fm
q such that the closed-loop system

h : Fn
q → Fn

q

x 7→ g(x, f(x))

has a desired period number and cycle structure of its phase space. What properties has g to fulfill
for this task to be accomplished?

58



3.2. Controller design for Boolean monomial control systems

Remark 161 Note that every component

hi : Fn
q → Fq, i = 1, ..., n

x 7→ gi(x, f(x))

is a nonzero monic monomial function, i.e. the mapping h : Fn
q → Fn

q is a monomial dynamical
system over Fq. As a consequence, the results achieved in the previous Chapter can be used to
analyze the dynamical properties of h. Moreover, the following identity holds

h = (A+B · F )id

where F ∈M(m×n;Eq) is the corresponding matrix of f (see Remark 51), (A,B) are the matrices
in Lemma 156 and id ∈ Fn

n (Fq) (see Corollary 58). To see this, consider the mapping

μ : Fm
q → Fn

q

u 7→ g(�1, u)

where �1 ∈ Fn
q . From the definition of g it follows that μ ∈MFn

m(Fq). Now, since f ∈MFm
n (Fq),

by Remark 51 we have for the composition μ ◦ f : Fn
q → Fn

q

μ ◦ f = (B · F )id

Now its easy to see
h = (A+B · F )id

Besides the results about (q − 1)-fold redundant systems, the most significant results proved
in the previous Chapter concern Boolean monomial dynamical systems with a strongly connected
dependency graph. Therefore, in the next Section we will focus on the solution of Problem 160
for Boolean monomial control systems g : Fn

2 ×Fm
2 → Fn

2 with the property that the mapping

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

has a strongly connected dependency graph. Although the above representation

h = (A+B · F )id

of the closed loop system displays a striking structural similarity with linear control systems and
linear feedback laws, our approach will completely differ from the well known "Pole-Assignment"
method, (see, for instance, [106]).

3.2 Controller design for Boolean monomial control systems

3.2.1 The principle of loop number assignment and first general results

One of the most important results of the previous Chapter is Theorem 131, which states that
the loop number of the (strongly connected) dependency graph of a Boolean monomial dynamical
system completely determines the period number of the system and its cycle structure. In light
of the representation

h = (A+B · F )id
of the closed loop system

hi : Fn
q → Fq, i = 1, ..., n

x 7→ gi(x, f(x))
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3.2. Controller design for Boolean monomial control systems

(and assuming that the dependency graph of h is strongly connected) the question arises as to
how the loop number of the dependency graph of h can be modified by different choices of the
matrix F corresponding to the monomial feedback controller f used. In other words, Theorem
131 tells us that the dynamical properties of h could be engineered through a proper loop number
assignment by means of choosing a suitable matrix F . Of course, the ability to find such an F
will be restricted by the shape of the matrices A and B, as illustrated by the example B = 0, for
which obviously no such F exists. In order to establish which properties A and B must fulfill to
make the loop number assignment possible via a suitable choice of F, we will start investigating
the variation of the loop number of a strongly connected graph when new directed edges are added
to it:

Lemma 162 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial and
t := LG(VG) > 0 its loop number. Furthermore, let G0 = (VG0 , EG0 , πG0) be a strongly connected
digraph such that VG = VG0, EG0 ⊇ EG and πG0(e) = πG(e) ∀ e ∈ EG. Then the loop number
t0 := LG0(VG0) = LG0(VG) of G0 must divide the loop number LG(VG) of G.

Proof. From the definition of loop number it follows immediately

t0 ≤ t

Let VG = {a1, ..., an} be a numeration of the vertices of G. Furthermore, let U := {ai1 , ..., aik} ⊆
VG be the subset of vertices of VG such that there is a closed path aij Ãl(j) aij contained in the
graph G. By Theorem 116 it holds

LG(VG) = gcd(l(1), ..., l(k))

Since the graph G is a subgraph of G0, by Corollary 106 for each j ∈ {1, ..., k} ∃ αj ∈ N such that

l(j) = αjt
0

and thus
t = gcd(α1t

0, ..., αkt
0) = t0 gcd(α1, ..., αk)

From the representation h = (A + B · F )id it is easy to see that the dependency graph
Gσ = (Vσ, Eσ, πσ) of the system (see Remark 157)

σ : Fn
q → Fn

q

x 7→ g(x,�1)

is isomorphic to a subgraph G0h of the dependency graph Gh = (Vh, Eh, πh) of the system h
containing all vertices Vh. Moreover, the bijective correspondence between the sets Vσ and Vh
defines pairs of vertices that correspond to the same variable. In what follows, we won’t make any
distinction between the vertices Vσ and Vh and we will see Gσ as a subgraph of Gh with Vσ = Vh.
Having stated that, we are able to clarify what is feasible when it comes to solutions of Problem
160 in view of the available mathematical results and tools:

Theorem 163 Let F2 be the finite field with two elements, n,m ∈ N natural numbers and g :
Fn
2 ×Fm

2 → Fn
2 a Boolean monomial control system such that the dependency graph of the system

σ : Fn
2 → Fn

2

x 7→ g(x,�1)
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3.2. Controller design for Boolean monomial control systems

is strongly connected. Furthermore, let f : Fn
2 → Fm

2 be an arbitrary (Boolean) monomial feedback
controller, Gσ = (Vσ, Eσ, πσ) the dependency graph of the system σ and Gh = (Vh, Eh, πh) the
dependency graph of the closed loop system

h : Fn
2 → Fn

2

x 7→ g(x, f(x))

Then the loop number LGh
(Vh) divides the loop number LGσ(Vσ).

Proof. By Lemma 156 there are matrices A ∈M(n× n; E2) and B ∈M(n×m; E2) such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
2 ×Fm

2

Let F ∈ M(m × n;E2) be the corresponding matrix of f (see Remark 51). By Remark 161 we
know

h = (A+B · F )id
Therefore, the dependency graph Gσ = (Vσ, Eσ, πσ) of the system σ is isomorphic to a subgraph
G0h of the dependency graph Gh = (Vh, Eh, πh) of the system h containing all vertices Vh. Since
isomorphic strongly connected graphs must have the same loop number, the claim follows from
the previous Lemma 162.

Remark 164 The question as to how the loop number of the dependency graph of h can be
modified by different choices of the matrix F (corresponding to the monomial feedback controller
f used) can now be partially answered: It can be only modified to values contained in the set
D(LGσ(Vσ)) (see Definition 122). In particular, if LGσ(Vσ) is a prime number, it is only possible
to stabilize the system σ by making h a fixed point system via a suitable choice of a monomial
feedback law. If LGσ(Vσ) = 1 then LGh

(Vh) = 1 no matter what feedback law is chosen. In the
next section we will formulate one necessary and sufficient conditions on the matrix B for the loop
number LGh

(Vh) of h to be modified among the possible set of values D(LGσ(Vσ)).

3.2.2 Controllability of Boolean strongly dependent monomial control systems

Definition 165 Let Fq be a finite field and n,m ∈ N natural numbers. A monomial control system
g : Fn

q ×Fm
q → Fn

q such that the dependency graph of the system

σ : Fn
q → Fn

q

x 7→ g(x,�1)

is strongly connected is called a strongly dependent monomial control system.

Definition 166 Let Fq be a finite field, n,m ∈ N natural numbers and g : Fn
q × Fm

q → Fn
q a

strongly dependent monomial control system such that the dependency graph Gσ = (Vσ, Eσ, πσ)
of the system

σ : Fn
q → Fn

q

x 7→ g(x,�1)

has loop number t := LGσ(Vσ) > 1. Furthermore, let f : Fn
q → Fm

q be an arbitrary monomial
feedback controller and Ghf = (Vhf , Ehf , πhf ) the dependency graph of the closed loop system

hf : Fn
q → Fn

q

x 7→ g(x, f(x))

and t0 ∈ D(LGσ(Vσ))\{LGσ(Vσ)} be a divisor of LGσ(Vσ) with t0 < LGσ(Vσ). The system g is
called controllable to loop number t0 if the loop number LGhf

(Vhf ) of hf can be forced to take the

value t0 (see Theorem 163) by means of choosing a suitable monomial feedback controller f.
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3.2. Controller design for Boolean monomial control systems

Definition 167 Let Fq be a finite field, n,m ∈ N natural numbers and g : Fn
q × Fm

q → Fn
q a

strongly dependent monomial control system such that the dependency graph Gσ = (Vσ, Eσ, πσ)
of the system

σ : Fn
q → Fn

q

x 7→ g(x,�1)

has loop number t := LGσ(Vσ) > 1. Furthermore, let f : Fn
q → Fm

q be an arbitrary monomial
feedback controller. The system g is called completely loop number controllable if it is controllable
to loop number t0 for any t0 ∈ D(LGσ(Vσ))\{LGσ(Vσ)}.

Now we introduce some technical definitions that will help us formulate our theorems about
loop number controllability:

Definition 168 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let a ∈ VG be a fixed but arbitrary vertex. The directed distance

d(aÃ b) ∈ N0
from a to any other arbitrary vertex b ∈ VG is defined as the length of the shortest path connecting
a to b. We set d(aÃ a) := 0 ∀ a ∈ VG. Note that the directed distance is not symmetric.

Definition 169 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontriv-
ial. Furthermore, let t := LG(VG) > 0 be its loop number. Consider a fixed but arbitrary loop
equivalence class ec ⊂ VG.The upstream distance from ea to any other loop equivalence class ed ⊂ VG
is defined as

d(ecÃ ed) := min
a∈c
b∈d

(d(aÃ b))

Note that the upstream distance is not symmetric.

Remark 170 By Remark 112 it holds for every loop equivalence class ec ⊂ VG

d(ecÃ ec) = 0
and for two different loop classes ea,eb ⊂ VG

d(eaÃ eb) + d(ebÃ ea) = LG(VG)
Lemma 171 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let t := LG(VG) > 0 be its loop number. Consider three arbitrary loop equivalence
classes ea,eb,ec ⊂ VG. Then there is a λ ∈ N0 such that

d(eaÃ eb) + d(ebÃ ec) + d(ecÃ ea) = λt

Proof. If only two of the three classes are equal we have d(ea Ã eb) + d(eb Ã ec) + d(ec Ã ea) = t,
if all three are equal we have d(ea Ã eb) + d(eb Ã ec) + d(ec Ã ea) = 0. Now assume all three are
different. We distinguish between two cases: d(eb Ã ec) < d(eb Ã ea) and d(eb Ã ec) > d(eb Ã ea) (if
d(ebÃ ec) = d(ebÃ ea), then by Remark 112 it would follow ea = ec) In the first case we have

d(eaÃ eb) + d(ebÃ ec) + d(ecÃ ea) = t

In the second case it holds d(ebÃ ec) = d(ebÃ ea) + d(eaÃ ec) and we have
d(ea Ã eb) + d(ebÃ ec) + d(ecÃ ea)

= d(eaÃ eb) + d(ebÃ ea) + d(eaÃ ec) + d(ecÃ ea)
= 2t
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3.2. Controller design for Boolean monomial control systems

Lemma 172 Let G = (VG, EG, πG) be a strongly connected digraph such that VG is nontrivial.
Furthermore, let t := LG(VG) > 0 be its loop number. Consider three arbitrary loop equivalence
classes ea,eb,ec ⊂ VG. Then there is a α ∈ N0 such that

d(eaÃ eb) + d(ebÃ ec) = d(eaÃ ec) + αt

Proof. By Remark 170 we have

−d(eaÃ ec) = d(ecÃ ea)− t

and thus
d(eaÃ eb) + d(ebÃ ec)− d(eaÃ ec) = d(eaÃ eb) + d(ebÃ ec) + d(ecÃ ea)− t

Now the claim follows by the previous lemma.

Definition 173 Let F2 be the finite field with two elements, n ∈ N a natural number and v ∈ Fn
2

a tuple. The one set of v is defined as

E(v) := {i ∈ {1, ..., n} : vi = 1} ⊆ {1, ..., n}

We will refer to the problem of controllability to loop number 1 as the stabilization problem
and treat it separately (see below).

Theorem 174 Let F2 be the finite field with two elements, n,m ∈ N natural numbers and
g : Fn

2 × Fm
2 → Fn

2 a Boolean strongly dependent monomial control system such that the de-
pendency graph Gσ = (Vσ, Eσ, πσ) of the system

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

has loop number t := LGσ(Vσ) > 1. Furthermore, let A ∈ M(n× n; E2) and B ∈ M(n×m; E2)
be the matrices such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
2 ×Fm

2

(see Lemma 156) and t0 ∈ D(LGσ(Vσ))\{1,LGσ(Vσ)} a divisor of LGσ(Vσ) with 1 < t0 < LGσ(Vσ).
In addition, let Vσ = {a1, ..., an} be the numeration of the vertices and ea1, ...,fan ⊆ Vσ their
corresponding loop equivalence classes. If g is controllable to loop number t0 then B contains a
column Bj different from zero with the property that there is a loop equivalence class eak ⊆ LGσ(Vσ)
such that ∀ s ∈ E(Bj) ∃ αs ∈ N with

1 + d( eak Ã eas) = αst
0

Proof. If g is controllable to loop number t0, there is a monomial feedback controller f∗ : Fn
2 → Fm

2

such that the dependency graph Ghf∗ = (Vhf∗ , Ehf∗ , πhf∗ ) of the corresponding closed loop system

hf∗ : Fn
2 → Fn

2

x 7→ g(x, f∗(x))

has loop number LGhf∗
(Vhf∗ ) = t0. Let F ∗ ∈ M(m × n;E2) be the corresponding matrix of f∗

(see Remark 51). From the representation

hf∗ = (A+B · F ∗)id

and the fact LGhf∗
(Vhf∗ ) = t0 < LGσ(Vσ) it follows that at least one entry (B ·F ∗)il of the matrix

B · F ∗ must be nonzero. If (B · F ∗)il 6= 0, from the definition of matrix product we can conclude
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3.2. Controller design for Boolean monomial control systems

that ∃ j ∈ {1, ...,m} such that Bij = 1 and F ∗jl = 1. As a consequence, f
∗
j (x) =

Q
k∈Ω

xk ∀ x ∈ Fn
2

with ∅ 6= Ω ⊆ {1, ..., n}. Now, consider the column Bj of B. For every s ∈ E(Bj) the expression
(hf∗)s(x) contains the factor f∗j (x) =

Q
k∈Ω

xk ∀ x ∈ Fn
2 . This means that the graph Ghf∗ contains

the edges as → ak, k ∈ Ω. (However, since t0 > 1, no self loop as → as can exist in the graph
Ghf∗ ). Furthermore, consider in the graph Gσ the loop equivalence classes eas, eak ⊆ Vσ, s ∈ E(Bj),
k ∈ Ω. From the cyclic loop equivalence classes structure of this graph (see Remark 112) we know
that for every s ∈ E(Bj) we can construct a closed path as Ãus as in the graph Ghf∗ of length

us = 1 + λst+ d( eak Ã eas)
where λs ∈ N0. Now, since t0 divides t, ∃ c ∈ N : t = ct0. Thus

us = λsct
0 + 1 + d( eak Ã eas)

Moreover, since us is the length of a closed path in the graph Ghf∗ , by Theorem 116 t
0 must divide

us and therefore t0 must divide 1 + d( eak Ã eas) ∀ s ∈ E(Bj) and ∀ k ∈ Ω.

Remark 175 The previous theorem also holds in the case q > 2, if the definition of E(v) is
modified accordingly. However, the control theoretic analysis of non-Boolean control systems would
go beyond the scope of this dissertation.

Theorem 176 Let F2 be the finite field with two elements, n,m ∈ N natural numbers and
g : Fn

2 × Fm
2 → Fn

2 a Boolean strongly dependent monomial control system such that the de-
pendency graph Gσ = (Vσ, Eσ, πσ) of the system

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

has loop number t := LGσ(Vσ) > 1. Furthermore, let A ∈ M(n× n; E2) and B ∈ M(n×m; E2)
be the matrices such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
2 ×Fm

2

(see Lemma 156) and t0 ∈ D(LGσ(Vσ))\{1,LGσ(Vσ)} a divisor of LGσ(Vσ) with 1 < t0 < LGσ(Vσ).
In addition, let Vσ = {a1, ..., an} be the numeration of the vertices and ea1, ...,fan ⊆ Vσ their
corresponding loop equivalence classes. Assume that B contains a column Bj different from zero
with the property that there is a loop equivalence class eak ⊆ LGσ(Vσ) such that ∀ s ∈ E(Bj)
∃ αs ∈ N with

1 + d( eak Ã eas) = αst
0

and, additionally, that among all elements of D(LGσ(Vσ)) the biggest one that divides the numbers
1 + d( eak Ã eas), s ∈ E(Bj) is t0. Then g is controllable to loop number t0.

Proof. Consider the column Bj and the set E(Bj). We define the following monomial feedback
controller bf : Fn

2 → Fm
2

bfi(x) := ½ xk if i = j
1 if i 6= j

∀ x ∈ Fn
2 , i = 1, ...,m

Due to the representation g = (A|B)id we can conclude ∀ s ∈ E(Bj) that the function
gs : F

n
2 ×Fm

2 → F2 depends on the control variable uj . As a consequence and due to the structure
of bf, the closed loop system

h
f

: Fn
2 → Fn

2

x 7→ g(x, bf(x))
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has the following properties ∀ x ∈ Fn
2

(h
f
)i(x) =

½
σ(x)xk if i ∈ E(Bj)
σ(x) if i /∈ E(Bj)

, i = 1, ..., n

Therefore, the dependency graph Gh
f
= (Vh

f
, Eh

f
, πh

f
) is identical to Gσ = (Vσ, Eσ, πσ) except

for the additional edges as → ak, s ∈ E(Bj). It is easy to see that the only closed paths in the
graph Gh

f
are the closed paths in Gσ and the paths as Ãvs as, s ∈ E(Bj) that actually make use

of the edges as → ak, s ∈ E(Bj). A path that makes use of one of the edges as → ak, s ∈ E(Bj)
can only contain one such edge, otherwise the vertex ak would be visited more than once. As a
consequence, the length of such a path satisfies

vs = d( eas Ã fas0) + βss0t+ 1 + d( eak Ã eas) + γst

where s0 ∈ E(Bj) and βss0 , γs ∈ N0. Now, by Lemma 172 ∃ αss0 ∈ N0 such that

vs = d( eak Ã fas0) + αss0t+ βss0t+ 1 + γst

Summarizing, the length of each of those paths satisfies

vs = 1 + λst+ d( eak Ã fas0)
whereas the lengths of the paths in Gσ are multiples of t. Now, since t0 divides t, ∃ c ∈ N : t = ct0.
Thus, we have

vs = λsct
0 + 1 + d( eak Ã fas0)

By hypothesis, t0 divides all 1+ d( eak Ã eas), s ∈ E(Bj). Therefore, by Theorem 116 ∃ α ∈ N such
that

LGh
f
(Vh

f
) = αt0

Were α > 1, then by Theorem 163, LGh
f
(Vh

f
) would be a divisor et ∈ D(LGσ(Vσ)) with et > t0.

Moreover, by Corollary 106 LGh
f
(Vh

f
) would divide vs = λsecet + 1 + d( eak Ã fas0) and therefore

1 + d( eak Ã fas0) as well, a contradiction.
Example 177 (and Theorem) Let F2 be the finite field with two elements, n,m ∈ N natural
numbers and g : Fn

2 × Fm
2 → Fn

2 a Boolean strongly dependent monomial control system such
that the dependency graph Gσ = (Vσ, Eσ, πσ) of the system

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

has loop number t := LGσ(Vσ) > 1. In addition, let Vσ = {a1, ..., an} be the numeration of
the vertices and ea1, ...,fan ⊆ Vσ their corresponding loop equivalence classes. Furthermore, let
A ∈M(n× n; E2) and B ∈M(n×m; E2) be the matrices such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
2 ×Fm

2

and assume ∃ s ∈ {1, ..., n}, r ∈ {1, ...,m} such that

Bij =
1 if i = s and j = r
0 if i 6= s or j 6= r

Then g is completely loop number controllable. To see this, let t0 ∈ D(LGσ(Vσ))\{LGσ(Vσ)} be a
divisor of LGσ(Vσ) with 1 < t0 < LGσ(Vσ). Due to the cyclic loop equivalence classes structure of
the graph Gσ (see Remark 112) it is always possible to find a loop equivalence class eak such that
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1 + d( eak Ã eas) = t0. As a consequence, the jth column Bj of B satisfies the requirements of the
previous theorem. Thus, g is controllable to loop number t0. If we pick a vertex al ∈ eak such that
d(al Ã ak) = d( eak Ã eas), a suitable monomial feedback controller f : Fn

2 → Fm
2 can be

fi(x) :=

½
xl if i = r
1 if i 6= r

∀ x ∈ Fn
2 , i = 1, ...,m

To force the loop number LGhf
(Vhf ) to be equal to one, we could use the monomial feedback

controller f : Fn
2 → Fm

2 defined as

f i(x) :=

½
xs if i = r
1 if i 6= r

∀ x ∈ Fn
2 , i = 1, ...,m

Remark 178 From the previous example we can see that a single control variable (ur) can be
used to completely control the system g. It also becomes apparent from the previous theorems that
the use of too many control variables, (i.e. to many entries of the matrix B are equal to 1) actually
reduces the controllability of the system. This represents a surprising counterintuitive result. As
a consequence, we will develop a loop number assignment algorithm for control systems with one
single control variable appearing in only one equation, i.e. the matrix satisfies B ∈M(n× 1; E2)
and it contains exactly one nonzero entry.

3.2.3 Control synthesis algorithm for Boolean systems with one single control
variable

Let F2 be the finite field with two elements, n ∈ N a natural number and g : Fn
2 × F2 → Fn

2

a Boolean monomial control system. Furthermore, let A ∈M(n× n; E2) and B ∈M(n× 1; E2)
be the matrices such that

((A|B)id)(x, u) = g(x, u) ∀ (x, u) ∈ Fn
2 ×F2

and assume that the matrix B contains exactly one nonzero entry, say Bk1. We will assume that
the system is given and stored using the matrices A and B. The steps of the algorithm are as
follows:

1. Calculate the matrices
A·2, ..., A·n

2. Establish whether the dependency graph Gσ = (Vσ, Eσ, πσ) of the system

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

is strongly connected. This can be accomplished by calculating the reachability matrix (see,
for instance, [44])

R := (I +A+A·2 + ...+A·n−1)

and the value

(R2)11 =
nX

k=1

R1kRk1

The graph is strongly connected if and only if (R2)11 = n (see corollary 5.7a and theorem
5.9 in chapter 5 of [44]). If the graph is strongly connected, proceed to step 3, otherwise
this algorithm is not applicable.
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3. Calculate the loop number LGσ(Vσ) of the graph Gσ = (Vσ, Eσ, πσ). According to the
algorithm described in [23], LGσ(Vσ) is the greatest common divisor of the numbers i with
1 ≤ i ≤ n, such that A·i has at least one non- zero diagonal entry. If LGσ(Vσ) > 1 proceed
to step 4, otherwise the system g is not controllable.

4. Calculate the set D(LGσ(Vσ)). For every element t
0 ∈ D(LGσ(Vσ)), by Theorem 177, the

system g is controllable to loop number t0.

5. Once a desirable t0 > 1 has been picked (we will treat the case t0 = 1 separately), in the
matrix A·(t

0−1) (which was calculated in step 1) we look at the kth column. Any nonzero
entry of the kth column provides a candidate variable for the monomial feedback controller
f : Fn

2 → F2. If, for instance, (At0−1)ik 6= 0, we can set u = f(x) := xi.

6. The closed loop system

hf : Fn
2 → Fn

2

x 7→ g(x, f(x))

has the desired phase space structure dictated by the loop number t0.

Step 1 requires (n − 1)(2n3 − n2) addition or multiplication operations1. In Step 2, the
calculation of R takes (n− 1)n2 addition operations. Moreover, the calculation of (R2)11 requires
n multiplications and n− 1 additions. In step 3, to determine the numbers involved, at most n2
comparisons are needed. The complexity of the greatest common divisor calculation is polynomial
in the β−length or size of the computer representation of the numbers involved (see section 4.1.5
of [53] for the details). These sizes are bounded above by the fact that the numbers involved are
smaller than n+ 1. In step 4, the divisors of LGσ(Vσ) are determined. This step requires integer
number factorization algorithms that are not of polynomial complexity. However, if LGσ(Vσ) is
small, the heuristics used by most computer algebra systems can keep the calculation time in a
reasonable frame. It would go beyond the scope of this dissertation to discuss here integer number
factorization methods. We refer to chapter 5 of [53]. In step 5, at most n comparisons are needed.

Summarizing, if we put aside the factorization step required in Step 4, the complexity of the
algorithm is dominated by the multiple matrix multiplications of Step 1, which is O( n4).

3.2.4 Stabilization of Boolean monomial control systems

In this subsection we provide a characterization of Boolean control systems (not necessarily
strongly dependent) that are stabilizable.

Definition 179 Let Fq be a finite field, n,m ∈ N natural numbers and g : Fn
q × Fm

q → Fn
q a

monomial control system. Furthermore, let f : Fn
q → Fm

q be an arbitrary monomial feedback
controller. The system g is called stabilizable if the closed loop system

hf : Fn
q → Fn

q

x 7→ g(x, f(x))

can be forced to be a fixed point system by means of choosing a suitable monomial feedback controller
f.

Definition 180 Let Fq be a finite field, n,m ∈ N natural numbers and g : Fn
q × Fm

q → Fn
q a

monomial control system. Furthermore, let Gσ = (Vσ, Eσ, πσ) be the dependency graph of the
system

σ : Fn
q → Fn

q

x 7→ g(x,�1)

1See also the analysis of the arithmetic operations in the semiring Eq in Section 2.4.
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3.2. Controller design for Boolean monomial control systems

and Vσ = {a1, ..., an} be the numeration of its vertices. Now we label every vertex ai ∈ Vσ
(corresponding to the variable xi and its update function σi) as critical vertex, if gi depends on
some control variable uj . The resulting graph bGσ is called the labeled state dependency graph of
g.

Theorem 181 Let F2 be the finite field with two elements, n,m ∈ N natural numbers and
g : Fn

2 ×Fm
2 → Fn

2 a Boolean monomial control system such that

σ : Fn
2 → Fn

2

x 7→ g(x,�1)

is not a fixed point system. Then g is stabilizable if and only if for every strongly connected
component C of the labeled state dependency graph bGσ of g with loop number bigger than one
either of the following conditions holds:

• C has a critical vertex.

• C is connected by a sequence to a strongly connected component D, which contains a critical
vertex.

Proof. Let Gσ = (Vσ, Eσ, πσ) be the dependency graph of σ and Vσ = {a1, ..., an} be the
numeration of its vertices. Since by hypothesis, σ is not a fixed point system, by Theorem 73 the
dependency graph Gσ = (Vσ, Eσ, πσ) of σ as well as the labeled state dependency graph of g must
contain nontrivial strongly connected components.
In order to prove that g is stabilizable, we have to prove that we can find a feedback controller
f : Fn

2 → Fm
2 , such that the closed loop system

hf : Fn
2 → Fn

2

x 7→ g(x, f(x))

is a fixed point system. The construction of a suitable f is straightforward if we look at the labeled
state dependency graph of g : If C is a strongly connected component with loop number bigger
than 1 of bGσ, according to the hypothesis, it either contains a critical vertex or it is connected by
a path to a strongly connected component, which contains a critical vertex. In the former case, let
ai be the critical vertex and xi its corresponding variable. The definition of critical vertex tells us
that the function gi actually depends on �u, i.e. there is a j ∈ {1, ...,m} such that gi depends on uj .
Now we can add the edge ai → ai to the labeled state dependency graph of g. This modification
corresponds to setting the function fj(�x) := xi.
Now we will consider the case where C is connected by a path to a strongly connected component,
say D, which contains a critical vertex. Let ak be the critical vertex contained in D and xk its
corresponding variable. Following the same argument as above, we know there is an l ∈ {1, ...,m}
such that gk depends on ul. Now we can add two edges to the labeled state dependency graph of
g, namely, the edge ak → ak and an edge that starts at ak and points to a vertex contained in
the component C, say the vertex as (which corresponds to the variable xs). The edge ak → ak
is not strictly necessary if the component D already has loop number equal to 1. Again, this
modifications correspond to setting the function fl(�x) := xkxs.
We continue this procedure with every strongly connected component of the labeled state depen-
dency graph of g, that has loop number bigger than one. At the end of this process, for some non
empty subset J ⊆ {1, ...,m} the functions ft, t ∈ J will be defined. For the remaining indices in
the set I := {1, ...,m}\J we simply set ft ≡ 1 ∀ t ∈ I.
With the obtained feedback controller f we construct the function hf . The dependency graph of
hf obviously only differs from the labeled state dependency graph of F by the edges that were
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3.2. Controller design for Boolean monomial control systems

added to critical vertices. It is clear that the edges added pursuit the following purposes: Ei-
ther to merge two or more strongly connected components into a bigger one or to force the loop
number of a strongly connected component to be equal to 1. Therefore, every nontrivial strongly
connected component of hf has loop number one and thus, by Theorem 88, hf is a fixed point
system. This shows that the conditions stated in the theorem are sufficient for the control system
g to be stabilized.
To show that the conditions are also necessary, assume that they do not hold. As a consequence,
there is a strongly connected component U of the labeled state dependency graph of g, such that

1. U has loop number bigger than 1.

2. U does not contain a critical vertex.

3. U is not connected by a path to a strongly connected component that contains a critical
vertex.

Let ai1 , ...ait be all the vertices contained in U and consider the corresponding variables
xi1 , ...xit and their update functions σi1 , ...σit . Since U does not contain any critical vertices,
the functions gi1 , ..., git cannot depend on any of the control variables u1, ..., um. Therefore, for
any feedback controller f : Fn

2 → Fm
2 the function hf has the property

(hf )iq = giq ∀ q ∈ {1, ..., t}

Now, assume that by the choice of f the arrows added to the labeled state dependency graph
of g create a strong connection between U and additional vertices outside of U. The sequences
that make that strong connection possible must contain at least one of the new arrows. As a
consequence, a critical vertex c is part of the sequences. Thus, there must be a path from a vertex
in u ∈ U to c. Since, by hypothesis 3, no such path exists in the labeled state dependency graph
of g, there must be a new arrow involved in the path from u to c. Consequently, there is a critical
vertex c0 contained in the path such that there is a shorter path from u to c0. If we repeat this
argument, the path becomes shorter and shorter and eventually we are forced to claim that u is a
critical vertex. This contradicts 2. Summarizing, the dependency graph of the system hf contains
the strongly connected component U which has loop number bigger than 1. By Theorem 88, hf
cannot be a fixed point system.

Remark 182 The proof of this theorem suggests an algorithm to design a feedback controller that
would stabilize a given Boolean monomial control systems, provided the conditions of the theorem
are satisfied. However, we won’t elaborate on the algorithmic aspects of this verification and the
controller design.
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Part II

Reverse engineering time discrete
dynamical systems over a finite field
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Introductory remarks

Since the development of multiple and simultaneous measurement techniques such as microar-
ray technologies, reverse engineering of biochemical and, in particular, gene regulatory networks
has become a more important problem in systems biology . One well-known reverse engineering
approach are the top-down methods, which try to infer network properties based on the observed
global input-output-response. The observed input-output-response is usually only partially de-
scribed by available experimental data.

Depending on the type of mathematical model used to describe a biochemical process, a vari-
ety of top-down reverse engineering algorithms have been proposed [28], [34], [42]. Each modeling
paradigm presents different requirements relative to quality and amount of the experimental data
needed. Moreover, for each type of model, a suitable mathematical framework has to be devel-
oped in order to study the performance and limitations of reverse engineering methods. For any
given modeling paradigm and reverse engineering method it is important to answer the following
questions:

1. What are the minimal requirements on data sets?

2. Can data sets be characterized in such a way that "optimal" data sets can be identified?
(Optimality meaning that the algorithm performs better using such a data set compared to
its performance using other data sets.)

The second question is related to the design of experiments and optimality is characterized in
terms of quantity and quality of the data sets.

[65] developed a top-down reverse engineering algorithm for the modeling paradigm of time
discrete finite dynamical systems. Herein, we will refer to it as the LS-algorithm. They apply
their method to biochemical networks by modeling the network as a time discrete finite dynamical
system, obtained by discretizing the concentration levels of the interacting chemicals to elements
of a finite field. One of the key steps of the LS-algorithm includes the choice of a term order. The
modeling paradigm of time discrete finite dynamical systems generalizes the Boolean approach
[55] (where the field only contains the elements 0 and 1). Moreover, it is a special case of the
paradigm described in [110].

Some aspects of the performance of the LS-algorithm were studied by [52] in a probabilistic
framework.

In this part of the work we investigate the two questions stated above in the particular case
of the LS-algorithm. For this purpose, we developed a mathematical framework2 that allows
us to study the LS-algorithm in depth. Having expressed the steps of the LS-algorithm in our
framework, we were able to provide concrete answers to both questions: First, we found minimal
requirements on a data set based on how many terms the functions to be reverse engineered
display. Second, we identified optimal data sets, which we characterize using a geometric property
called "general position". Moreover, we developed a constructive method to generate optimal
data sets, provided a codimensional condition is fulfilled.

2This framework is described in the next chapter. Since it contains a pure algebraic subject, the reader more
interested in mathematical modelling may skip it without any loss.
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In addition, we present a generalization of the LS-algorithm that does not depend on the choice
of a term order. We call this generalization the term-order-free reverse engineering method. For
this method we derive a formula for the probability of finding the correct model3, provided the
data set used satisfies an optimality criterion. Furthermore, we analyze the asymptotic behavior
of the probability formula for a growing number of variables n (i.e. interacting chemicals). Unfor-
tunately, this formula converges to zero as fast as rq

n
, where q ∈ N and 0 < r < 1. Consequently,

we conclude that even if an optimal data set is used and the restrictions imposed by the use of
term orders are overcome, the reverse engineering problem remains unfeasible, unless experimen-
tally impracticable amounts of data are available. This result discouraged us from including in
this thesis any computational and algorithmic aspects of the term-order-free reverse engineering
method.

In contrast to [52], we focus here on providing possible criteria for the design of specific
experiments instead of assuming that the data sets are generated randomly. Moreover, we do not
necessarily assume that information about the actual number of interactions in the biochemical
network is available.

3We will give a precise definition of "correct model".
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Chapter 4

Excursus: Canonical representatives
for residue classes of a polynomial
ideal and orthogonality

4.1 Some introductory statements

A well known result of B. Buchberger is the existence of the normal form of a polynomial with
respect to a polynomial ideal I in the ring of multivariate polynomials over a field K. This result
follows from the existence of so called Gröbner bases for polynomial ideals. For a given fixed
term ordering, this normal form is unique [66], [15], [14]. In this chapter we present a new way to
calculate this normal form, provided the field K is finite and the ideal I is a vanishing ideal, i.e.
I is equal to the set of polynomials which vanish in a given set of points X. Our method doesn’t
pursue establishing a new, especially efficient, algorithm for the computation of such a normal
form. Rather, the aim of this chapter is to unveil an interesting way to look at this issue based
on the concept of orthogonality.

For orthogonality to apply, we introduce a symmetric bilinear form on a vector space (see, for
instance, [98]). A symmetric bilinear form can be seen as a generalized inner product. Some au-
thors have explored vector spaces endowed with generalized forms of inner products. For example,
we refer to the following papers: [69],[6],[29], [30], [74], [54], [113].

Having defined a symmetric bilinear form, we are able to introduce the notion of orthogonality
and orthonormality. Then we consider the orthogonal solution of a solvable inhomogeneous under-
determined linear operator equation. If one thinks of an inhomogeneous under-determined system
of linear equations in an Euclidean space, the orthogonal solution is simply the solution that is
perpendicular to the affine subspace associated with the system. After going through existence
and uniqueness considerations, we come to the main statement of this chapter, namely, that the
above mentioned normal form can be obtained as the orthogonal solution of a system of linear
equations. That system of equations arises as a linear formulation of the multivariate polynomial
interpolation problem.

Based on our literature research, we believe that the study of polynomial algebras in the
framework of symmetric bilinear spaces (vector spaces endowed with a symmetric bilinear form)
represents a novel approach. Suitable extensions of our method to more general fields (i.e. infinite
fields) could open new possibilities for studying problems in the areas of polynomial algebra, com-
putational algebra and algebraic geometry using functional analytic or linear algebraic techniques.

The concept of orthogonal solution is not limited by monomial orders, as it is the case for
Gröbner bases calculations. In this sense, our method reveals a wider class of normal forms (with
respect to vanishing ideals) in which the normal forms à la Buchberger appear as special cases.

Another application that we will describe in detail in Chapter 5 is the problem of choosing
a particular interpolant among all possible solutions of a highly under-determined multivariate
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4.2. Symmetric bilinear vector spaces and orthogonal solutions of linear equations

interpolation problem. This is related to the study of the performance of the "reverse engineering"
algorithm presented in [65].

The organization of this chapter is the following:
Section 4.2 is devoted to the general definition of symmetric bilinear spaces and orthogonal

solutions of an inhomogeneous linear operator equation. Subsection 4.2.1 covers basic definitions
and properties of symmetric bilinear spaces, in particular, the concepts of orthogonality and
orthonormality are introduced. Subsection 4.2.2 introduces the notion of orthogonal solution of
a solvable under-determined linear operator equation. Existence and uniqueness of orthogonal
solutions are proved and some issues regarding the existence of orthonormal bases are discussed.

Section 4.3 introduces a linear operator called evaluation epimorphism and formulates the
multivariate polynomial interpolation problem in a linear algebraic fashion.

Section 4.4 covers the more technical aspect of constructing special symmetric bilinear forms.
Using that type of symmetric bilinear form will allow us to prove the main result of this chapter
in section 4.5.

Section 4.5 is devoted to the statement and proof of our main result. Namely, that the canonical
normal form of an arbitrary polynomial f with respect to a vanishing ideal I(X) in the ring of
multivariate polynomials over a finite field K can be calculated as the orthogonal solution of a
linear operator equation involving the evaluation epimorphism.

For standard terminology, notation and well known results in computational algebraic geom-
etry and commutative algebra we refer to [25] and [8].

4.2 Symmetric bilinear vector spaces and orthogonal solutions of
inhomogeneous systems of linear equations

4.2.1 Basic definitions

In this subsection we will introduce the concept of a symmetric bilinear form in a vector space.
With this concept it will be possible to define symmetric bilinear vector spaces and orthonormality.
Furthermore, some basic properties are briefly reviewed (cf. [98])

Definition 183 Let V be a vector space over a field K. A symmetric bilinear form on V is a
mapping

h·, ·i : V × V → K

that fulfills the following properties

1. Bilinearity: For all w ∈ V the mappings

h·, wi : V → K

v 7→ hv, wi

hw, ·i : V → K

v 7→ hw, vi

are linear.

2. Symmetry: For all v,w ∈ V holds

hv, wi = hw, vi
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4.2. Symmetric bilinear vector spaces and orthogonal solutions of linear equations

Remark 184 (and Definition) Let V be a finite dimensional vector space over a field K en-
dowed with a bilinear form

s : V × V → K

Further let d := dim(V ). Due to the bilinearity, s is uniquely defined by its values on all possible
pairs (ui, uj) of a given basis (u1, ..., ud) of V. Indeed, after introducing coordinates with respect to
the basis (u1, ..., ud), the value s(v, w) of s on two arbitrary vectors

v =
dP

i=1
xiui

and

w =
dP

i=1
yiui

with coordinate vectors �x, �y ∈ Kd, can be simply calculated as

s (v, w) = �xtS�y

where S is the d× d matrix
Sij := s (ui, uj) , i, j ∈ {1, ..., d}

with entries in K. If the bilinear form s is symmetric, so the matrix S. The matrix S is called the
representing matrix of s with respect to the basis (u1, ..., ud). After fixing a basis (u1, ..., ud) of V, it
is easy to show, that there is a one-to-one correspondence between the set of all symmetric bilinear
forms on V and the set of all d × d symmetric matrices with entries in K seen as representing
matrices with respect to the basis (u1, ..., ud).

Definition 185 A vector space V over a field K endowed with a symmetric bilinear form

h·, ·i : V × V → K

is called a symmetric bilinear space.

Example 186 Every (real) Euclidean space is due to the positive definiteness of its inner product
a symmetric bilinear space.

Definition 187 Let V be a symmetric bilinear space. Two vectors v, w ∈ V are called orthogonal
if

hw, vi = 0

In this situation we write w ⊥ v.

Theorem 188 (and Definition) Let V be a symmetric bilinear space and W ⊆ V a subspace.
The set

W⊥ := {v ∈ V | v ⊥ w ∀ w ∈W}

is a subspace of V and is called the orthogonal complement of W.

Proof. The easy proof is left to the reader.

Remark 189 (and Example) Contrary to the case of Euclidean or unitary vector spaces,
W⊥ ∩W is not always equal to the zero vector space {0}. For instance, consider any finite field
K of characteristic 2 and the finite dimensional vector space K2. Let U be the one dimensional
subspace

U := span(

µ
1
1

¶
)
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4.2. Symmetric bilinear vector spaces and orthogonal solutions of linear equations

Now let the matrix

A :=

µ
1 1
1 1

¶
define the following generalized inner product

h�x, �yi := �xtA�y

Then for any vector �u ∈ U we have¿
�u,

µ
1
1

¶À
=

¿µ
λ
λ

¶
,

µ
1
1

¶À
= (λ, λ)

µ
1 1
1 1

¶µ
1
1

¶
= (λ, λ)

µ
0
0

¶
= 0

This means
U⊥ = U

The well known result
V =W⊥ ⊕W

for an Euclidean or unitary vector space V (⊕ stands for the direct sum) depends on the existence
of orthonormal bases for V. As the above example shows, such bases don’t always exist in the case
of symmetric bilinear spaces.

Definition 190 Let d ∈ N be a natural number and V a d-dimensional symmetric bilinear space
over a field K. A basis (w1, ...wd) of V is called orthonormal if it holds for i, j ∈ {1, ..., d}

hwi, wji = δij :=

½
1 if i = j
0 otherwise

Remark 191 This definition can be extended to symmetric bilinear spaces with countable dimen-
sion, but such spaces are not the object of study in this treatise.

Example 192 Let d ∈ N be a natural number and V a d-dimensional vector space over a field
K. Furthermore let (u1, ...ud) be a basis of V. Then one can construct a symmetric bilinear form
on V by setting

hui, uji := δij ∀ i, j ∈ {1, ..., d}
(see also Remark 184.) Here the basis (u1, ...ud) is obviously orthonormal.

Lemma 193 (and Definition) Let d ∈ N be a natural number and V a d-dimensional symmetric
bilinear space over a field K. Furthermore let (w1, ...wd) be an orthonormal basis of V. Then for
every vector v ∈ V holds

v =
dP

k=1

hv, wkiwk

The field elements hv, wii ∈ K, i = 1, ..., d are the so called Fourier coefficients.

Proof. Since (w1, ...wd) is a basis for V, every vector v ∈ V can be written uniquely in the form

v =
dP

k=1

λkwk

with unique coefficients λi ∈ K, i = 1, ..., d. Now for every j ∈ {1, ..., d} we have

hv, wji =
¿

dP
k=1

λkwk, wj

À
=

dP
k=1

λk hwk, wji =
dP

k=1

λkδkj = λj

76



4.2. Symmetric bilinear vector spaces and orthogonal solutions of linear equations

4.2.2 Orthogonal solutions of inhomogeneous linear operator equations

Definition 194 Let d ∈ N be a natural number and V a d-dimensional symmetric bilinear space
over a field K. Furthermore, let W be an arbitrary vector space over the field K, T : V → W a
not injective linear operator and w ∈W a vector with the property

w ∈ T (V )

Now let m :=nullity(T ) ∈ N be the dimension of the kernel of T. A solution v∗ ∈ V of the equation

Tv = w

is called orthogonal solution, if for an arbitrary basis (u1, ..., um) of ker(T ) the following orthog-
onality conditions hold

hui, v∗i = 0 ∀ i ∈ {1, ...,m}

Remark 195 Let (u1, ..., um) be a basis of ker(T ). Then each arbitrary vector u ∈ ker(T ) can be
written in the form

u =
mP
i=1

λiui

with suitable field elements λi ∈ K. If the orthogonality conditions

hui, v∗i = 0 ∀ i ∈ {1, ...,m}

hold for the basis (u1, ..., um), then we have

hu, v∗i =
¿

mP
i=1

λiui, v
∗
À
=

mP
i=1

λi hui, v∗i = 0

and that means
v∗ ∈ ker(T )⊥

In particular, for any other different basis (w1, ..., wm) of ker(T ) it holds

hwj , v
∗i = 0 ∀ j ∈ {1, ...,m}

Theorem 196 Let d ∈ N be a natural number and V a d-dimensional symmetric bilinear space
over a field K. Furthermore, let W be an arbitrary vector space over the field K, T : V → W a
not injective linear operator and w ∈W a vector with the property

w ∈ T (V )

If ker(T ) has an orthonormal basis, then the equation

Tv = w

has always a unique orthogonal solution v∗ ∈ V.

Proof. Let m :=nullity(T ) = dim(ker(T )) ∈ N be the dimension of the null space of T and
(u1, ..., um) an orthonormal basis of ker(T ). Since w ∈ T (V ), there must exist a solution bξ ∈ V of
Tv = w. For any other solution ξ ∈ V we have

T (ξ − bξ) = T (ξ)− T (bξ) = 0
and therefore

ξ − bξ ∈ ker(T )
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That means that all solutions ξ ∈ V of Tv = w can be written in the form

ξ = bξ + mP
i=1

λiui

with the λi ∈ K, i = 1, ...,m running over all K. In particular, we can construct a very specific
solution by choosing the parameters λi ∈ K, i = 1, ...,m in the following manner

λi := −
D
ui,bξE , i = 1, ...,m

For this solution

v∗ := bξ + mP
i=1
−
D
ui,bξEui

and for every j ∈ {1, ...,m} it holds

huj , v∗i =

¿
uj ,bξ + mP

i=1
−
D
ui,bξEuiÀ = Duj ,bξE+ mP

i=1
−
D
ui,bξE huj , uii

=
D
uj ,bξE+ mP

i=1
−
D
ui,bξE δji = Duj ,bξE− Duj ,bξE = 0

This shows the existence of an orthogonal solution of Tv = w. Now let ev ∈ V be another orthogonal
solution of Tv = w. Again, since

T (v∗ − ev) = T (v∗)− T (ev) = 0
we can write

v∗ = ev + mP
i=1

αiui

with suitable αi ∈ K. From the orthogonality conditions for v∗ and ev we have ∀ j ∈ {1, ...,m}
0 = hui, v∗i =

¿
ui, ev + mP

i=1
αiui

À
= huj , evi+¿uj , mP

i=1
αiui

À
=

mP
i=1

αi huj , uii =
mP
i=1

αiδji = αj

and that means v∗ = ev.
Remark 197 The existence of an orthonormal basis of ker(T ) is crucial for the proof of this
theorem. It is important to notice that in a symmetric bilinear space over a general field K, the
Gram-Schmidt orthonormalization only works if the norm

kvk :=
p
hv, vi

of the vectors used in the Gram-Schmidt process exists in the field K and is not equal to the
zero element. In general terms, the existence of square roots would be assured in a field K which
satisfies

∀ x ∈ K ∃ y ∈ K such that y2 = x (4.1)

Now, if K is finite, then (4.1) holds if and only if Char(K) = 2. To see this, consider

φ : K → K

x 7→ φ(x) := x2

Since K is finite, φ is surjective if and only if φ is injective. If φ is injective, then 1 = −1 since
φ(1) = φ(−1); that is Char(K) = 2. The converse follows from the fact that if Char(K) = 2,
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4.3. Solving the polynomial interpolation problem in PFn(Fq)

then φ is the Frobenius homomorphism, which is - as is generally known - an automorphism.
After fixing a basis (u1, ..., ud) for the vector space V, the question whether hv, vi = 0 for v 6= 0 is
equivalent to the nontrivial solvability in Kd of the following quadratic form

�xtA�x = 0 (4.2)

where A is the representing matrix of h., .i with respect to the basis (u1, ..., ud) (see Remark 184).
In chapter 3, §2 of [67] explicit formulas for the exact number of solutions in Kn of equations of
the type (4.2), where A is a n×n symmetric matrix with entries in a finite field K, can be found.
In accordance with Remark 189, the facts stated above show that in the case of a general finite
field K, orthonormal bases might not exist.

Corollary 198 Let d ∈ N be a natural number and V a d-dimensional symmetric bilinear space
over a field K. Furthermore, let W be an arbitrary vector space over the field K and T : V →W
a not injective linear operator. If ker(T ) has an orthonormal basis, then the equation

Tv = 0

has always the unique orthogonal solution 0 ∈ V.

Proof. The zero vector 0 ∈ V satisfies trivially the equation

Tv = 0

and for any basis (u1, ..., um) of ker(T ) it follows from the bilinearity of the inner product

hui, 0i = 0 ∀ i ∈ {1, ...,m}

Now the claim follows from the uniqueness of the orthogonal solution.

4.3 Solving the polynomial interpolation problem in PFn(Fq)

In this section we define the evaluation epimorphism of a tuple (�x1, ..., �xm) ∈ (Fn
q )

m of points
in the space Fn

q . The evaluation epimorphism allows for a linear algebraic formulation of the
multivariate polynomial interpolation problem. For this section, recall Definitions 21 and 20 and
Corollary 28.

Theorem 199 (and Definition) Let Fq be a finite field and n,m ∈ N natural numbers with
m ≤ qn. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq. Then the mapping

Φ �X : Fn(Fq)→ Fm
q

f 7→ Φ �X(f) := (f(�x1), ..., f(�xm))
t

is a surjective linear operator. Φ �X is called the evaluation epimorphism of the tuple �X.

Proof. The proof of the linearity is left to the reader. Now let �b ∈ Fm
q be an arbitrary vector.

Since m ≤ qn we can construct a function

g ∈ Fn(Fq)

with the property
g(�xi) = bi ∀ i ∈ {1, ...,m}

and that means exactly
Φ �X(g) =

�b
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Remark 200 (and Corollary) Since a basis of Fn(Fq) is given by the fundamental monomial
functions (gnqα)α∈Mn

q
, the matrix

A := (Φ �X(gnqα))α∈Mn
q
∈M(m× qn;Fq)

representing the evaluation epimorphism Φ �X of the tuple
�X with respect to the basis (gnqα)α∈Mn

q
of

Fn(Fq) and the canonical basis of Fm
q has always the full rank m = min(m, qn). That also means,

that the dimension of the ker(Φ �X) is

dim(ker(Φ �X)) = dim(Fn(Fq))−m = qn −m

Corollary 201 Let Fq be a finite field and n,m ∈ N natural numbers with m ≤ qn. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq and �b ∈ Fm
q a vector. Then the

interpolation problem of finding a polynomial function f ∈ PFn(Fq) with the property

f(�xi) = bi ∀ i ∈ {1, ...,m}
can be solved by solving the system of linear equations

A�y = �b (4.3)

where
A := (Φ �X(gnqα))α∈Mn

q

is the matrix representing the evaluation epimorphism Φ �X of the tuple �X with respect to the basis
(gnqα)α∈Mn

q
of Fn(Fq) and the canonical basis of Fm

q . The entries of a solution vector of the
equations (4.3) are the coefficients of the solution with respect to the basis (gnqα)α∈Mn

q
.

Proof. Since Fn(Fq) = PFn(Fq), a solution of the interpolation problem can be found by solving
the equation

Φ �X(g) =
�b (4.4)

for g, where Φ �X is the surjective linear operator

Φ �X : Fn(Fq)→ Fm
q

f 7→ Φ �X(f) := (f(�x1), ..., f(�xm))
t

of the above theorem. After fixing the basis (gnqα)α∈Mn
q
of Fn(Fq) and the canonical basis of Fm

q ,
equation (4.4) implies the following system of linear equations for the coefficients of the solutions
with respect to the basis (gnqα)α∈Mn

q

A�y = �b

where
A := (Φ �X(gnqα))α∈Mn

q

is the matrix representing the map Φ �X with respect to the basis (gnqα)α∈Mn
q
of Fn(Fq) and the

canonical basis of Fm
q . According to Remark 200, the matrix A has full rank and therefore a

solution of A�y = �b always exists.

Remark 202 In the case m < qn where m is strictly smaller than qn we have

dim(ker(Φ �X)) = dim(Fn(Fq))−m = qn −m > 0

and the solution of the interpolation problem is not unique. Only in the case m = qn, that means,
when for all elements of Fn

q the corresponding interpolation values are given, the solution is unique.
In the most common case m¿ qn, one meaningful way to choose one particular solution among
the affine subspace of all solutions is to look for an orthogonal solution, that is a solution that
doesn’t contain any linear combinations of vectors lying in ker(Φ �X). For this purpose we need to
define a useful generalized inner product on the vector space Fn(Fq). In the next section we will
explore this issue.
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4.4 Construction of special purpose symmetric bilinear forms

Let Fq be a finite field and n,m ∈ N natural numbers with m < qn. Further let

�X := (�x1, ..., �xm) ∈
¡
Fn
q

¢m
be a tuple of m different n-tuples with entries in the field Fq and d := dim(Fn(Fq)). Now consider
the evaluation epimorphism Φ �X of the tuple �X. By Remark 200 and due to the fact m < qn, the
nullity of Φ �X is given by

s := dim(ker(Φ �X)) = dim(Fn(Fq))−m = qn −m > 0

Now let (u1, ..., us) be a basis of ker(Φ �X) ⊆ Fn(Fq). By the basis extension theorem, we can extend
the basis (u1, ..., us) to a basis

(u1, ..., us, us+1, ..., ud)

of the whole space Fn(Fq). As in example 192, we can construct a symmetric bilinear form on
Fn(Fq) by setting

hui, uji := δij ∀ i, j ∈ {1, ..., d}
Here the basis (u1, ...ud) is orthonormal and the vectors (us+1, ..., ud) are a basis of the orthogonal
complement ker(Φ �X)

⊥ of ker(Φ �X). Indeed, according to Lemma 193, every vector v ∈ Fn(Fq) can
be written as

v =
dP

k=1

hv, ukiuk

If v ∈ ker(Φ �X)
⊥, then in particular

v ⊥ ui ∀ i ∈ {1, ..., s}⇔ hv, uii = 0 ∀ i ∈ {1, ..., s}

and that means

v =
dP

k=s+1

hv, ukiuk

In other words, the set (us+1, ..., ud) generates ker(Φ �X)
⊥. The vectors (us+1, ..., ud) are as subset

of the basis (u1, ..., us, us+1, ..., ud) of course linearly independent. In particular, this shows that
for the above constructed generalized inner product we have

ker(Φ �X) ∩ ker(Φ �X)
⊥ = {0} (4.5)

In general, the way we extend the basis (u1, ..., us) of ker(Φ �X) to a basis

(u1, ..., us, us+1, ..., ud)

of the whole space Fn(Fq) determines crucially the symmetric bilinear form we get by setting
hui, uji := δij ∀ i, j ∈ {1, ..., d}. Consequently, the orthogonal solution of Φ �X(g) =

�b may vary
according to the chosen extension us+1, ..., ud ∈ Fn(Fq). One systematic way to get a basis of the
whole space Fn(Fq) starting with a basis (u1, ..., us) of ker(Φ �X) is the following: let

(�y1, ..., �ys)
t (4.6)

be the matrix whose rows are the coordinate vectors �y1, ..., �ys ∈ Kd of (u1, ..., us) with respect to
the basis (gnqα)α∈Mn

q
of Fn(Fq). Now we perform Gauss-Jordan elimination on the matrix (4.6),

obtaining the matrix R. Now consider the set B := {�e1, ..., �ed} of canonical unit vectors of the
space Fd

q . For every pivot element rij used during the Gauss-Jordan elimination performed on
(4.6), eliminate the canonical unit vector �ej from the set B. This yields the set B̃. The coordinate
vectors for a basis for the whole space Fn(Fq) are now given by the the rows of R and the vectors
in the set B̃. We call this way of construction of the orthonormal basis for the space Fn(Fq) the
standard orthonormalization. We illustrate the algorithm using an example:
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Example 203 Suppose q = 3, F3 = Z3, m = 4, d = 32 = 9, s = 5 and that after performing
Gauss-Jordan elimination on (4.6) we get the following matrix

R :=

⎛⎜⎜⎜⎜⎝
1 0 z1,3 0 0 z1,6 0 z1,8 z1,9
0 1 z2,3 0 0 z2,6 0 z2,8 z2,9
0 0 0 1 0 z3,6 0 z3,8 z3,9
0 0 0 0 1 z4,6 0 z4,8 z4,9
0 0 0 0 0 0 1 z5,8 z5,9

⎞⎟⎟⎟⎟⎠ (4.7)

(The zi,j ∈ Fq stand for unspecified field elements). Then for the extension of the basis we choose
the following canonical basis vectors

�e3, �e6, �e8, �e9 ∈ Z93
Now we substitute coordinate vectors (�y1, ..., �y5) of the basis (u1, ..., u5) by the rows in the reduced
matrix 4.7 (this step is not strictly necessary, but it will be needed to prove the theorems below)
and get the following coordinate vectors for a basis for the whole space F2(Z3)

( e�y1, ..., e�ys, �ys+1, ..., �yd) := ¡Rt, �e3, �e6, �e8, �e9
¢

In this specific example we use the standard lexicographic ordering on (N0)2 and so we have

M2
3 = {(2, 2), (2, 1), (2, 0), (1, 2), (1, 1), (1, 0), (0, 2), (0, 1), (0, 0)}

and
(g23α(�x))α∈M2

3
=
¡
x22x

2
1, x

2
2x1, x

2
2, x2x

2
1, x2x1, x2, x

2
1, x1, 1

¢
Thus the orthonormal basis (fu1, ..., eus, us+1, ..., ud) of F2(Z3) evaluated at the point �x ∈ Z23 would
be ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x22x
2
1 + z1,3x

2
2 + z1,6x2 + z1,8x1 + z1,9

x2x
2
1 + z2,3x

2
2 + z2,6x2 + z2,8x1 + z2,9

x2x
2
1 + z3,6x2 + z3,8x1 + z3,9

x2x1 + z4,6x2 + z4,8x1 + z4,9
x21 + z5,8x1 + z5,9

x22
x2
x1
1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

t

and the orthogonal solution of Φ �X(g) =
�b is a vector in Span(x22 , x2 , x1 , 1).

In the next section, we will establish the exact relationship between the orthogonal solution of
Φ �X(g) =

�b (using the symmetric bilinear form defined above) and the normal form with respect
to the vanishing ideal I(X). This relationship can be established if the order relation > used to
order the n-tuples in the set Mn

q is a monomial ordering. If, more generally, total orderings on

(N0)n are used to order the set Mn
q , the set of possible orthogonal solutions of Φ �X(g) =

�b can be
seen as a wider class of normal forms (with respect to vanishing ideals) in which the "classical"
normal forms (attached to monomial orderings) appear as special cases.

4.5 Orthogonal solutions of Φ �X(g) =
�b and the normal form with

respect to I(X)

In this section we will show the main result of this chapter: Given a set of points X ⊂ Kn,
an arbitrary polynomial f ∈ K[τ1, ..., τn] and a monomial order >, the normal form of f with
respect to the vanishing ideal I(X) ⊆ K[τ1, ..., τn] can be calculated as the orthogonal solution of

Φ �X(g) =
�b
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where �b is given by
bi := ef(�xi), i = 1, ...,m

The yet undefined notation ef suggests that a mapping between the ringK[τ1, ..., τn] of polynomials
and the vector space of functions Fn(Fq) is needed. That mapping will be defined and characterized
in the first lemma and theorem of this section. After introducing some notation we arrive at an
important preliminary result in Theorem 208, which states how a (particular) basis of ker(Φ �X)
can be extended to a Gröbner basis of I(X). With that result our goal can be easily reached.
Please note that through this section a more technical result stated and proved in the appendix
is used.

Lemma 204 (and Definition) Let K be a field, n, q ∈ N natural numbers and K[τ1, ..., τn] the
polynomial ring in n indeterminates over K. Then the set of all polynomials of the formX

α∈Mn
q

aατ
α1
1 ...ταnn ∈ K[τ1, ..., τn]

with coefficients aα ∈ K is a vector space over K. We denote this set with Pn
q (K) ⊂ K[τ1, ..., τn].

Proof. The easy proof is left to the reader.

Theorem 205 Let Fq be a finite field and n ∈ N a natural number. Then the vector spaces
Pn
q (Fq) and Fn(Fq) are isomorphic.

Proof. After defining the linear mapping

ϕ : Pn
q (Fq)→ Fn(Fq)

g =
X

α∈Mn
q

aατ
α1
1 ...ταnn 7→ ϕ(g)(�x) :=

X
α∈Mn

q

aα
−→x α

the claim follows easily.

Remark 206 (and Definition) The mapping ϕ is defined on the set Pn
q (K) ⊂ K[τ1, ..., τn], but

of course it can naturally be extended to K[τ1, ..., τn] as

ϕ : K[τ1, ..., τn]→ Fn(Fq)

g =
X
α∈Γ

aατ
α1
1 ...ταnn 7→ ϕ(g)(�x) :=

X
α∈Γ

aα
−→x α

where Γ is a finite set of multi indexes. We denote the image under ϕ : K[τ1, ..., τn]→ Fn(Fq) of
a polynomial g ∈ K[τ1, ..., τn] with

eg := ϕ(g) ∈ Fn(Fq)

Definition 207 Let d ∈ N be a natural number, V a d-dimensional vector space over a field
K and F a basis of V. Furthermore, let U ⊂ V be an arbitrary proper subspace of V. Now let
s := dim(U) ∈ N. A basis (u1, ..., us) of U is called a cleaned kernel basis with respect to the basis
F if the matrix (�y1, ..., �ys)

t whose rows are the coordinate vectors �y1, ..., �ys ∈ Kd of (u1, ..., us) with
respect to the basis F is in reduced row echelon form.

For a tuple �x = (x1, ..., xn) we write x := {x1, ..., xn} for the set containing all the entries in
the tuple �x.
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Theorem 208 Let Fq be a finite field, n,m ∈ N natural numbers with m < qn and > a fixed
monomial order. Further let

�X := (�x1, ..., �xm) ∈
¡
Fn
q

¢m
be a tuple of m different n-tuples with entries in the field Fq and s := dim(ker(Φ �X)). In addition,
let (u1, ..., us) be a cleaned kernel basis of ker(Φ �X) ⊆ Fn(Fq) with respect to the basis (gnqα)α∈Mn

q
.

Then the family of polynomials¡
τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
is a Gröbner basis of the vanishing ideal I(X) ⊆ Fq[τ1, ..., τn] with respect to the monomial order
> .

Proof. The idea of the proof is to show that

U :=
¡
τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
generates the ideal I(X) and that for any polynomial g ∈ I(X) the remainder on division of g by
U is zero. According to a well known fact about Gröbner bases (see proposition 5.38 of [8]) this is
equivalent to U being a Gröbner basis for I(X). For this proof, remember that the fundamental
monomial functions (gnqα)α∈Mn

q
are ordered decreasingly with respect to the order > .

Now let g ∈ I(X) ⊆ Fq[τ1, ..., τn] be an arbitrary polynomial in the vanishing ideal of X. Since

(τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn)

is a universal Gröbner basis for I(Fn
q ) (see Theorem 241 in the appendix), there is a unique

r ∈ Fq[τ1, ..., τn] with the properties

1. No term of r is divisible by any of LT (τ q1−τ1) = τ q1, LT (τ
q
2−τ2) = τ q2, ..., LT (τ

q
n−τn) = τ qn.

That means in particular r ∈ Pn
q (Fq).

2. There is a q ∈ I(Fn
q ) such that g = q + r

This means that when we start to divide g by the (ordered) family U we get the intermediate
result

g = q + r

where the remainder r ∈ Pn
q (Fq) and q ∈ hτ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τni = I(Fn

q ). If r = 0, then
we are done and the remainder ḡU on division of g by U is zero. If r 6= 0, then we know from

r = g − q

that r ∈ I(X) (q ∈ I(Fn
q ) ⊆ I(X)) and this is equivalent to

er(�x) = ϕ(r)(�x) = 0 ∀ �x ∈ Fn
q ⇔ er ∈ ker(Φ �X)

Since (u1, ..., us) is a basis for ker(Φ �X), there are unique λi ∈ Fq, i = 1, ..., s with

er = sX
i=1

λiui

Applying the vector space isomorphism ϕ−1 : Fn(Fq)→ Pn
q (Fq) to this equation yields

r =
sX

i=1

λiϕ
−1(ui)
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From the requirement on (u1, ..., us) to be a cleaned kernel basis of ker(Φ �X) now follows for each
j ∈ {1, ..., s}, that the leading term

LT (ϕ−1(uj))

doesn’t appear in the polynomials ϕ−1(ui), i ∈ {1, ..., s}\{j}. Consequently, in the expression
sX

i=1

λiϕ
−1(ui)

no cancellation of the leading terms LT (ϕ−1(ui)), i = 1, ..., s can occur. Therefore, the division
of r =

Ps
i=1 λiϕ

−1(ui) by
¡
ϕ−1(u1), ..., ϕ−1(us)

¢
must yield

r =
sX

i=1

λiϕ
−1(ui) + 0

and the remainder ḡU on division of g by U is zero. As a consequence,

g ∈

τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

®
and since g ∈ I(X) was arbitrary

I(X) ⊆

τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

®
The inclusion 

τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

®
⊆ I(X)

is given by the fact u1, ..., us ∈ ker(Φ �X) and Theorem 241. Summarizing we can say
τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

®
= I(X)

and for every g ∈ I(X) the remainder ḡU on division of g by U is zero. Now proposition 5.38 of
[8] (see also the remarks after corollary 2, chapter 2, § 6 of [25]) proves the claim.

Theorem 209 Let Fq be a finite field, n,m ∈ N natural numbers with m < qn and > a fixed
monomial order. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq, �b ∈ Fm
q a vector, d := dim(Fn(Fq))

and s := dim(ker(Φ �X)). In addition, let (u1, ..., us) be a cleaned kernel basis of ker(Φ �X) ⊆ Fn(Fq)
with respect to the basis (gnqα)α∈Mn

q
, (u1, ..., us, us+1, ..., ud) an orthonormal basis of Fn(Fq) con-

structed using the standard orthonormalization and f ∈ Fq[τ1, ..., τn] a polynomial satisfying the
interpolation conditions ef(�xj) = bj ∀ j ∈ {1, ...,m}

Furthermore, let U ⊆ I(X) be an arbitrary Gröbner basis of the vanishing ideal I(X) with respect
to the monomial order > and v∗ the orthogonal solution of Φ �X(g) =

�b. Then

ϕ−1(v∗) = f
U

Proof. If ϕ−1(v∗) = 0 then v∗ = 0 and

�b = Φ �X(v
∗) = Φ �X(0) =

�0

In this case we also have
f
U
= 0
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and therefore
ϕ−1(v∗) = f

U

Assume ϕ−1(v∗) 6= 0. Since the remainder on division by a Gröbner basis is independent of which
Gröbner basis we use (for a fixed monomial order), the idea of the proof is to show that ϕ−1(v∗)
is the unique remainder on division by the Gröbner basis¡

τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
(see Theorem 208). Now, since ϕ−1(v∗) ∈ Pn

q (Fq), no term of ϕ−1(v∗) is divisible by any of the

LT (τ q1 − τ1) = τ q1, LT (τ
q
2 − τ2) = τ q2, ..., LT (τ

q
n − τn) = τ qn

If terms of ϕ−1(v∗) would be divisible by

LT (ϕ−1(u1)), ..., LT (ϕ
−1(us))

then after division by the family¡
τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
we would have

ϕ−1(v∗) =
sX

i=1

hiϕ
−1(ui) + r (4.8)

where hi, r ∈ Fq[τ1, ..., τn], i = 1, ..., s and either r = 0 or no term of r is divisible by the

LT (τ q1 − τ1), ..., LT (τ
q
n − τn), LT (ϕ

−1(u1)), ..., LT (ϕ
−1(us))

If r = 0, then

ϕ−1(v∗) =
sX

i=1

hiϕ
−1(ui)

and the polynomial ϕ−1(v∗) vanishes on the set X, that is

ϕ(ϕ−1(v∗))(�x) = v∗(�x) = 0 ∀ �x ∈ X

Consequently
�b = Φ �X(v

∗) = �0

and due to the uniqueness of the orthogonal solution

v∗ = 0

But this is a contradiction to our assumption ϕ−1(v∗) 6= 0.
Now if r 6= 0, since no term of r is divisible by LT (τ q1 − τ1), ..., LT (τ

q
n − τn), then in particular

r ∈ Pn
q (Fq). Due to the fact, that (u1, ..., us, us+1, ..., ud) is a basis for Fn(Fq), we can write

er = ϕ(r) =
dX

j=1

λjuj

with unique λj ∈ Fq, j = 1, ..., d. Applying the vector space isomorphism ϕ−1 : Fn(Fq)→ Pn
q (Fq)

to this equation yields

r =
dX

j=1

λjϕ
−1(uj)
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From the requirement on (u1, ..., us) to be a cleaned kernel basis of ker(Φ �X) with respect to the
basis (gnqα)α∈Mn

q
and since the basis extension (u1, ..., us, us+1, ..., ud) has been constructed using

the standard orthonormalization, in the expression

dX
j=1

λjϕ
−1(uj)

no cancellation of the leading terms LT (ϕ−1(uk)), k = 1, ..., s can occur. But r is not divisible by
LT (ϕ−1(u1)), ..., LT (ϕ−1(us)) and that forces

λk = 0, ∀ k ∈ {1, ..., s}

In other words

r =
dX

j=s+1

λjϕ
−1(uj)⇔ er = ϕ(r) =

dX
j=s+1

λjuj

which is equivalent to er ∈ ker(Φ �X)
⊥ (4.9)

From the equation (4.8) we know that

r = ϕ−1(v∗)−
sX

i=1

hiϕ
−1(ui)

and that means er(�x) = v∗(�x) ∀ �x ∈ X

In other words
Φ �X(er) = �b

This together with (4.9) says that er is an orthogonal solution of Φ �X(g) =
�b. From the uniqueness

now follows
v∗ = er⇔ ϕ−1(v∗) = r

Consequently, no term of the polynomial ϕ−1(v∗) is divisible by any of the leading terms of the
elements of the Gröbner basis (see Theorem 208)

G :=
¡
τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
for the vanishing ideal I(X). Now we define the polynomial

h := f − ϕ−1(v∗)

Since v∗ is a solution of Φ �X(g) =
�b and f satisfies the interpolation conditionsef(�xj) = bj ∀ j ∈ {1, ...,m}

we have eh(�x) = ef(�x)− v∗(�x) = 0 ∀ �x ∈ X ⇔ h ∈ I(X)

So we have a polynomial h ∈ I(X) such that

f = h+ ϕ−1(v∗)

By proposition 1, chapter 2, §6 in [25], ϕ−1(v∗) is the unique remainder on division by the Gröbner
basis G. It is a well known fact, that the remainder on division by a Gröbner basis is independent
of which Gröbner basis we use, as long as we use one fixed particular monomial order. Therefore

f
U
= f

G
= ϕ−1(v∗)
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Remark 210 (and main theorem) Let Fq be a finite field, n,m ∈ N natural numbers with
m < qn and > a fixed monomial order. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq, U ⊆ I(X) an arbitrary Gröbner
basis of the vanishing ideal I(X) and f ∈ Fq[τ1, ..., τn] an arbitrary polynomial. Then

f
U
= ϕ−1(v∗)

where v∗ is the orthogonal solution of Φ �X(g) =
�b and �b is given by

bi := ef(�xi), i = 1, ...,m
Remark 211 Let

A := (Φ �X(gnqα))α∈Mn
q
∈M(m× qn;Fq)

be the matrix representing the evaluation epimorphism Φ �X of the tuple �X with respect to the basis
(gnqα)α∈Mn

q
of Fn(Fq) and the canonical basis of Fm

q and S the matrix

Sij :=

gnqαi , gnqαj

®
, i, j ∈ {1, ..., qn}

representing the symmetric bilinear form with respect to the basis (gnqα)α∈Mn
q
. Further let

�y1, ..., �ys ∈ Fd
q be the coordinate vectors of (u1, ..., us) with respect to the basis (gnqα)α∈Mn

q
. Then

the above result states that the normal form f
U
of f with respect to the Gröbner basis U ⊆ I(X)

can be calculated by solving the following system of inhomogeneous linear equations

A�z = �b

�ytiS�z = 0, i = 1, ..., s

In some publications about applications of Gröbner bases (see, for instance, [97]) the so called
set of standard monomials (see Definition 212) is introduced. Therefore, we finish this chapter
including the relationship between the basis of ker(Φ �X)

⊥ and the set of standard monomials:

Definition 212 Let K be a field, n ∈ N a natural number and K[τ1, ..., τn] the polynomial ring
in n indeterminates over K. Further let < be a monomial ordering and I ⊆ K[τ1, ..., τn] an ideal.
Then hLT (I)i denotes the monomial ideal in K[τ1, ..., τn] generated by the leading terms of I and
O(hLT (I)i) the set of all monomials not lying in the monomial ideal hLT (I)i . The set O(hLT (I)i)
is called the set of standard monomials associated to < and I.

Remark 213 Note that the set O(hLT (I)i) has the property that all divisors of an element of
O(hLT (I)i) are also in O(hLT (I)i).

Theorem 214 Let Fq be a finite field, n,m ∈ N natural numbers with m < qn and > a fixed
monomial order. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq, d := dim(Fn(Fq)) and
s := dim(ker(Φ �X)). In addition, let (u1, ..., us) be a cleaned kernel basis of ker(Φ �X) ⊆ Fn(Fq)
with respect to the basis (gnqα)α∈Mn

q
, (u1, ..., us, us+1, ..., ud) an orthonormal basis of Fn(Fq) con-

structed using the standard orthonormalization and I(X) the vanishing ideal of the set X. Then
it holds

O(hLT (I(X))i) =
©
ϕ−1(us+1), ..., ϕ

−1(ud)
ª
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4.5. Orthogonal solutions of Φ �X(g) =
�b and the normal form with respect to I(X)

Proof. It is important to notice that since the ideal I(X) is a vanishing ideal, it contains the
polynomials τ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn (see Theorem 241) and therefore

O(hLT (I(X))i) ⊂ Pn
q (K)

Now consider a monomial m ∈ O(hLT (I(X))i). If we assume ϕ(m) ∈ ker(Φ �X), then it follows
m ∈ I(X) and thereforem ∈ hLT (I(X))i , which is a contradiction to the factm ∈ O(hLT (I(X))i).
Now the relationship (4.5) forces

ϕ(m) ∈ ker(Φ �X)
⊥ (4.10)

Since the standard orthonormalization chooses the vectors us+1, ..., ud among all canonical unit
vectors, the only monomial functions in ker(Φ �X)

⊥ are exactly us+1, ..., ud and it follows from (4.10)

ϕ(m) ∈
©
ϕ−1(us+1), ..., ϕ

−1(ud)
ª

and in general
O(hLT (I(X))i) ⊆

©
ϕ−1(us+1), ..., ϕ

−1(ud)
ª

For the other inclusion, consider any ϕ−1(ui) ∈
©
ϕ−1(us+1), ..., ϕ−1(ud)

ª
. Assuming ϕ−1(ui) ∈

hLT (I(X))i would mean

∃ j ∈ {1, ..., s} s.t. ϕ−1(ui) = hLT (ϕ−1(uj))

with an appropriate monomial h ∈ Pn
q (K). The reason for this is that, according to Theorem 208,¡

τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn, ϕ

−1(u1), ..., ϕ
−1(us)

¢
is a Gröbner basis for I(X) and ϕ−1(ui) ∈ Pn

q (K). As a consequence, the (according to >)
descending ordered polynomial

u := h(ϕ−1(uj)) = ϕ−1(ui) +R

where
R := h(ϕ−1(uj)− LT (ϕ−1(uj)))

would have the property
ϕ(u) = ϕ(h)uj ∈ ker(Φ �X) (4.11)

Since ui arises during the standard orthonormalization process as a canonical unit vector which
is linearly independent from u1, ..., us, the fact (4.11) would mean dim(ker(Φ �X)) > s. Therefore
ϕ−1(ui) ∈ hLT (I(X))i can not hold and we have

ϕ−1(ui) ∈ O(hLT (I(X))i)

i.e. ©
ϕ−1(us+1), ..., ϕ

−1(ud)
ª
⊆ O(hLT (I(X))i)

Remark 215 Since the dimension dim(ker(Φ �X)) of ker(Φ �X) doesn’t depend on the chosen mono-
mial order >, the previous result shows that the number of elements in the set O(hLT (I(X))i) is
an invariant among all monomial orderings. More generally, this statement is true for arbitrary
fields K and arbitrary polynomial ideals I ⊆ K[τ1, ..., τn] with the property |O(hLT (I)i)| <∞ (see
§3 of chapter 5 in [25]).
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Chapter 5

Reverse engineering of time discrete
finite dynamical systems

5.1 Reverse engineering time discrete dynamical systems over a
finite field

5.1.1 Definition of the reverse engineering problem

Reverse engineering is the attempt to infer the law governing a deterministic dynamical system
based on successive observation or measurement of the system’s evolution in time. Generally, if
a real (physical or biological) system is being studied and measured, a modeling paradigm (i.e.,
type of mathematical model used to describe the system studied) has to be chosen by the modeler
([68]) before reverse engineering can be performed.

One well-known reverse engineering approach are the top-down methods, which try to infer net-
work properties based on the observed global input-output-response. The observed input-output-
response is usually only partially described by available experimental data. When the general
structure of the law governing a deterministic dynamical system is known and only parameters of
this law are undetermined, reverse engineering is also called parameter or system identification.
Several methods for parameter identification have been developed, see, for instance, [68].

In the context of deterministic time discrete finite dynamical systems, the reverse engineering
problem can be stated as follows: Given a time discrete finite dynamical system in n variables
F : Xn → Xn and a data set Y ⊆ Xn generated by iterating the function F starting at one or
more initial values, can the function F be reconstructed from the observed time series Y ?

[65] developed a top-down reverse engineering algorithm for deterministic time discrete dy-
namical systems over a finite field. Herein, we will refer to it as the LS-algorithm. The next
subsection describes this specific type of reverse engineering problem and the LS-algorithm.

5.1.2 A short description of the LS-algorithm

In the modeling paradigm described by [65], a biological or biochemical system described by
n varying quantities is studied by taking m consecutive measurements of each of the interacting
quantities. This yields one time series

s̃1 = (s11, s12, ..., s1n), ..., s̃m = (sm1, sm2, ..., smn)

Such series of consecutive measurements are repeated t times starting from different initial con-
ditions, where the length mk of the series may vary. At the end of this experimental procedure,
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5.2. Orthogonality and the reverse engineering algorithm

several time series are obtained: −→
s11, ...,

−→
s1m1

...
−→
sk1, ...,

−→
skmk

...
−→
st1, ...,

−→
stmt

Each point in a time series is a vector in Rn. Time series are then discretized using a discretization
algorithm that can be expressed as a map

D : Rn → Sn (5.1)

where the set S is a finite field of cardinality p := |S| (the cardinality of the field used is determined
during the discretization process). The discretized time series can be written as

−→
dk1 := D(

−→
sk1), ...,

−→
dkmk

:= D(
−→
skmk

), k = 1, ..., t

One fundamental assumption made in their paper is that the evolution in time of the discretized
vectors obeys a simple rule, namely, that there is a function

F : Sn → Sn

such that −→
dki+1 = F (

−→
dki) for i = 1, ...,mk − 1, k = 1, ..., t (5.2)

[65] call F the transition function of the system. One key ingredient in the LS-algorithm is the fact
that the set S is endowed with the algebraic structure of a finite field. Under this assumption, the
rule (5.2) reduces to a polynomial interpolation problem (see Corollary 28) in each component,
i.e. for each j ∈ {1, ..., n}

dk(i+1)j = Fj(
−→
dki) for k = 1, ..., t, i = 1, ...,mk − 1 (5.3)

The information provided by the equations (5.3) usually underdetermines the function
Fj : S

n → S, unless for all possible vectors �x ∈ Sn, the values Fj(�x) are established by (5.3).
Indeed, any non-zero polynomial function that vanishes on all the data inputs

X := {−→dki | k = 1, ..., t, i = 1, ...,mk − 1}

could be added to a function satisfying the conditions (5.3) and yield a different function that also
satisfies (5.3). Among all those possible solutions, the LS-algorithm chooses themost parsimonious
interpolating polynomial function Fj : S

n → S according to some chosen term order. To generate
the most parsimonious function the algorithm first takes as input the discretized time series
and generates functions fj , j = 1, ..., n that satisfy (5.3) for each j ∈ {1, ..., n} correspondingly.
Secondly, it takes a monomial order <j as input and generates the normal form of fj with respect
to the vanishing ideal I(X) and the given order < . For every j ∈ {1, ..., n}, this normal form is
the output Fj of the algorithm.
We also refer to 2.1 in [52] for another rigorous description of the LS-algorithm.

5.2 Orthogonality and the reverse engineering algorithm

The mathematical framework presented here is based on a general result stated in Chapter 4.
This framework will allow us to study the LS-algorithm as well as a generalized algorithm that
does not depend on the choice of term orders.
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5.2. Orthogonality and the reverse engineering algorithm

We start with the original problem: Given a time-discrete dynamical system over a finite field S
in n variables

F : Sn → Sn

and a data set X ⊆ Sn generated by iterating the function F starting at one or more initial values,
what are the chances of reconstructing the function F if the LS-algorithm or a similar algorithm
is applied using X as input time series?1 Since the algorithms studied here generate an output
model G : Sn → Sn by calculating every single coordinate function Gi : S

n → S separately, we
will focus on the reconstruction of a single coordinate function Fi which we will simply call f.We
will use the notation Fq for a finite field of cardinality q ∈ N. In what follows, we briefly review
the main definitions and results stated and proved in Chapter 4:
We denote the qn-dimensional vector space of functions g : Fn

q → Fq with Fn(Fq). A basis for
Fn(Fq) is given by all the monomial functions

−→x α := xα11 · ... · xαn1 where the exponents αi are
non-negative integers satisfying αi < q. The set of all those monomial functions is denoted with
(gnqα)α∈Mn

q
, whereMn

q := {α ∈ (N0)n | αj < q ∀ j ∈ {1, ..., n}} .We call those monomial functions
fundamental monomial functions.

Theorem 216 (and Definition) Let Fq be a finite field and n,m ∈ N natural numbers with
m ≤ qn. Further let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq. Then the mapping

Φ �X : Fn(Fq)→ Fm
q

f 7→ Φ �X(f) := (f(�x1), ..., f(�xm))
t

is a surjective linear operator. Φ �X is called the evaluation epimorphism of the tuple �X.

For a given set X ⊆ Fn
q of data points, the interpolation problem of finding a function

g ∈ Fn(Fq) with the property

g(�xi) = bi ∀ i ∈ {1, ...,m}, xi ∈ X

can be expressed using the evaluation epimorphism as: Find a function g ∈ Fn(Fq) with the
property

Φ �X(g) =
�b (5.4)

Since a basis of Fn(Fq) is given by the fundamental monomial functions (gnqα)α∈Mn
q
, the matrix

A := (Φ �X(gnqα))α∈Mn
q
∈M(m× qn;Fq)

representing the evaluation epimorphism Φ �X of the tuple �X with respect to the basis (gnqα)α∈Mn
q

of Fn(Fq) and the canonical basis of Fm
q has always the full rank m = min(m, qn). That also

means, that the dimension of the ker(Φ �X) is

dim(ker(Φ �X)) = dim(Fn(Fq))−m = qn −m (5.5)

In the case m < qn where m is strictly smaller than qn =
¯̄
Fn
q

¯̄
we have dim(ker(Φ �X)) > 0 and

the solution of the interpolation problem is not unique. There are exactly qdim(ker(Φ �X
)) different

solutions which constitute an affine subspace of Fn(Fq). Only in the case m = qn, that means,

1From an experimental point of view the following question arises: What is the function F in an experimental
setting? Contrary to the situation when models with an infinite number of possible states are reverse engineered
(see 1.2 in [68]), there is a finite number of experiments that could be, at least theoretically, performed to completely
characterize the system studied. In this sense, even in an experimental setting, there is an underlying function F.
The components of this function is what [52] called htrue.
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5.2. Orthogonality and the reverse engineering algorithm

when for all elements of Fn
q the corresponding interpolation values are given, the solution is unique.

If the problem is underdetermined and no additional information about properties of the possible
solutions is given, any algorithm attempting to solve the problem has to provide a selection
criterion to pick a solution among the affine space of possible solutions. The LS-algorithm chooses
the most parsimonious interpolating polynomial function according to some chosen term order. A
more geometric approach to pick one solution would be to select the solution that is perpendicular
(or orthogonal) to the affine space of solutions. As stated in Remark and Theorem 210, the
solution selected by the LS-algorithm is precisely the orthogonal solution. For orthogonality to
apply, a generalized inner product has to be defined on the space Fn(Fq).We finish this subsection
reviewing this concepts (cf. Chapter 4).
The space Fn(Fq) is endowed with a symmetric bilinear form h·, ·i : Fn(Fq) × Fn(Fq) → Fq, i.e.
a generalized inner product. Orthogonality and orthonormality are defined as in an Euclidean
vector space.
For a given set X ⊆ Fn

q of data points, consider the evaluation epimorphism Φ �X of the tuple �X
and its kernel ker(Φ �X). Now, let (u1, ..., us) be a basis of ker(Φ �X) ⊆ Fn(Fq). By the basis extension
theorem, we can extend the basis (u1, ..., us) to a basis

(u1, ..., us, us+1, ..., ud)

of the whole space Fn(Fq). (There are many possible ways this extension can be performed. See
more details below). As in Example 192, we can construct a generalized inner product on Fn(Fq)
by setting

hui, uji := δij ∀ i, j ∈ {1, ..., d}
The orthogonal solution of (5.4) is the solution v∗ ∈ Fn(Fq) that is orthogonal to ker(Φ �X), i.e.
it holds Φ �X(v

∗) = �b and for an arbitrary basis (w1, ..., ws) of ker(T ) the following orthogonality
conditions hold

hwi, v
∗i = 0 ∀ i ∈ {1, ..., s}

The way we extend the basis (u1, ..., us) of ker(Φ �X) to a basis

(u1, ..., us, us+1, ..., ud)

of the whole space Fn(Fq) determines crucially the generalized inner product we get by setting

hui, uji := δij ∀ i, j ∈ {1, ..., d} (5.6)

Consequently, the orthogonal solution of Φ �X(g) =
�b may vary according to the chosen extension

us+1, ..., ud ∈ Fn(Fq). In Chapter 4 a systematic way to extend the basis (u1, ..., us) to a basis
for the whole space is introduced. With the basis obtained, the process of defining a generalized
inner product according to (5.6) is called the standard orthonormalization. This is because the
basis (u1, ..., us, us+1, ..., ud) is orthonormal with respect to the generalized inner product defined
by (5.6).
As shown in Section 4.5 of Chapter 4, using the generalized inner product obtained by applying
the standard orthonormalization, the functions generated by the LS-algorithm are orthogonal
solutions of the polynomial interpolation problem as formulated in (5.4). Under these assumptions
the orthogonal solution is also unique (see Theorem 196).
The standard orthonormalization process depends on the way the elements of the basis (gnqα)α∈Mn

q

of fundamental monomial functions are ordered. If they are ordered according to a term order,
the calculation of the orthogonal solution of (5.4) yields the same result as the LS-algorithm. If
more general linear orders are allowed, a more general algorithm emerges that is not restricted
to the use of term orders. This algorithm can be seen as a generalization of the LS-algorithm.
We call it the term-order-free reverse engineering method. The precise definition of the standard
orthonormalization procedure is stated in Section 4.4 of Chapter 4. In the appendix we summarize
the steps of the term-order-free reverse engineering method.
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5.3 Performance of the reverse engineering method

5.3.1 Questions studied

The mathematical framework developed in the previous subsection will allow us to answer the
following questions regarding the LS-algorithm and its generalization, the term-order-free reverse
engineering method:

Problem 217 Given a function f ∈ Fn(Fq), what are the minimal requirements on a set
X ⊆ Fn

q , such that the LS-algorithm reverse engineers f based on the knowledge of the values
that it takes on every point in the set X?

Problem 218 Are there sets X ⊆ Fn
q that make the LS-algorithm more likely to succeed in reverse

engineering a function f ∈ Fn(Fq) based only on the knowledge of the values that it takes on every
point in the set X?2

Problem 219 Given a function f ∈ Fn(Fq) and an optimal set X ⊆ Fn
q (in the sense of the

previous problem). If the term order used by the LS-algorithm is chosen randomly, can the prob-
ability of success be calculated? If the linear order used by the term-order-free method is chosen
randomly, can the probability of success be calculated?

Problem 220 What is the asymptotic behavior of the probability for a growing number of variables
n?

It is pertinent to emphasize that, contrary to the scenario studied in [52], we do not necessarily
assume that information about the number of variables actually affecting f is available. We will
give further comments on this issue at the end of the conclusions.

5.3.2 Results

Basic definitions and facts

For what follows recall thatMn
q = {α ∈ (N0)n | αj < q ∀ j ∈ {1, ..., n}} . The easy proof of the

following two propositions is left to the reader.

Lemma 221 (and Definition) Let K be a field, n, q ∈ N natural numbers and K[τ1, ..., τn] the
polynomial ring in n indeterminates over K. Then the set of all polynomials of the formX

α∈Mn
q

aατ
α1
1 ...ταnn ∈ K[τ1, ..., τn]

with coefficients aα ∈ K is a vector space over K. We denote this set with
Pn
q (K) ⊂ K[τ1, ..., τn].

Theorem 222 Let Fq be a finite field and n ∈ N a natural number. Then the vector spaces
Pn
q (Fq) and Fn(Fq) are isomorphic via the mapping

ϕ : Pn
q (Fq)→ Fn(Fq)

g =
X

α∈Mn
q

aατ
α1
1 ...ταnn 7→ ϕ(g)(�x) :=

X
α∈Mn

q

aα
−→x α

2A solution to this problem would provide criteria for the design of experiments.
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Definition 223 Let K be a field, n,m ∈ N natural numbers and K[τ1, ..., τn] the polynomial ring
in n indeterminates over K. Furthermore, let g1, ..., gm ∈ K[τ1, ..., τn] be polynomials. The set

hg1, ..., gmi := {h1g1 + ...hmgm | h1, ..., hm ∈ K[τ1, ..., τn]}

is called the ideal generated by g1, ..., gm.

For a tuple �x = (x1, ..., xn) we write x := {x1, ..., xn} for the set containing all the entries in
the tuple �x.

Conditions on the data set

Definition 224 Let f ∈ Fn(Fq) be a polynomial function. The subset of Fn
q containing all values

on which the polynomial function f vanishes is denoted by

V (ϕ−1(f))

where ϕ is the mapping defined in Theorem 222.

The following result tells us that if we are using the LS-algorithm to reverse engineer a nonzero
function we necessarily have to use a data set X containing points where the function does not
vanish.

Theorem 225 Let f ∈ Fn(Fq)\{0} be a nonzero polynomial function. Furthermore let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq, �b ∈ Fm
q be the vector defined by

bi := f(�xi), i = 1, ...,m

and v∗the orthogonal solution of Φ �X(g) =
�b.Then if v∗ = f it follows3

V (ϕ−1(f))c ∩X 6= ∅

Proof. If V (ϕ−1(f))c ∩X = ∅ then by definition of V (ϕ−1(f)), the vector �b would be equal to
the zero vector �0. From Corollary 198 we know that the orthogonal solution v∗of Φ �X(g) =

�0 is the
zero function, thus v∗ 6= f.

Theorem 226 Let f ∈ Fn(Fq)\{0} be a nonzero polynomial function. Furthermore let

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

be a tuple of m different n-tuples with entries in the field Fq, �b ∈ Fm
q be the vector defined by

bi := f(�xi), i = 1, ...,m

and v∗the orthogonal solution of Φ �X(g) =
�b. In addition, assume V (ϕ−1(f))c ∩ X 6= ∅. Then it

holds
v∗ = f ⇔ f ∈ span(us+1, ..., ud)

Proof. The claim follows directly from the definition of orthogonal solution and its uniqueness.

3 If A is a set, Ac denotes its complement
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Remark 227 From the necessary and sufficient condition

f ∈ span(us+1, ..., ud) (5.7)

it becomes apparent, that if the function f is a linear combination of more than d− s = m funda-
mental monomial functions, f can not be found as an orthogonal solution v∗ of
Φ �X(g) =

�b. In particular, if f is a linear combination containing all d fundamental monomial
functions in (gnqα)α∈Mn

q
, no proper subset X ⊂ Fn

q of F
n
q will allow us to find f as orthogonal

solution of Φ �X(g) =
�b (where bi := f(�xi), �xi ∈ X).

Remark 228 It follows from condition (5.7), that it is necessary that a monomial function ap-
pearing in f is linearly independent of the basis vectors u1, ..., us of ker(Φ �X). For this reason, the
set X should be chosen in such a way that no fundamental monomial function (gnqα)α∈Mn

q
is lin-

early dependent on the basis vectors u1, ..., us of ker(Φ �X). Otherwise, some of the terms appearing
in f might vanish on the set X and wouldn’t be detectable by any reverse engineering method,
(as stated in [65]). This problem introduces a more general question about the existence of vector
subspaces in “general position”:

Definition 229 Let W be a finite dimensional vector space over a finite field Fq with
dim(W ) = d > 0. Furthermore, let (w1, ..., wd) be a fixed basis of W and s ∈ N a natural number
with s < d. A vector subspace U ⊂ W with dim(U) = s is said to be in general position with
respect to the basis (w1, ..., wd) if for any basis (v1, ..., vs) of U and any injective mapping

π : {1, ..., (d− s)}→ {1, ..., d}

the vectors
v1, ..., vs, wπ(1), ..., wπ(d−s)

are linearly independent.

It can be shown, that if the cardinality q of the finite field Fq is sufficiently large, proper
subspaces in general position of any positive dimension always exist. The proof is provided in the
appendix.

Now assume that ker(Φ �X) is in general position with respect to the basis (gnqα)α∈Mn
q
of Fn(Fq).

Following the basis extension theorem and due to the general position of ker(Φ �X), we can extend
the basis (u1, ..., us) of ker(Φ �X) to a basis

(u1, ..., us, us+1, ..., ud)

of the whole space Fn(Fq), where {us+1, ..., ud} ⊂ {gnqα}α∈Mn
q
is any subset with d− s elements

of {gnqα}α∈Mn
q
. Now we can construct a generalized inner product on Fn(Fq) by setting

hui, uji := δij ∀ i, j ∈ {1, ..., d}

The advantage in this situation is that there is no bias imposed by the data on the monomial
functions that can be used to extend the basis (u1, ..., us) to a basis of Fn(Fq), i.e. there are no
restrictions on the structure of ker(Φ �X)

⊥. In addition, having this degree of freedom, it is possible
to calculate the exact probability of success of the method based on the number of fundamental
monomial functions actually contained in f . We will give an explicit probability formula in the
next Subsection. For our further analysis we need the following intermediate result, whose proof
is left to the reader:

Lemma 230 (and Definition) Let Fq be a finite field, n, s ∈ N natural numbers with
s ≤ dim(Fn(Fq)). Furthermore, let U ⊂ Fn(Fq) be an s-dimensional subspace. Then the set

V (U) := V (

ϕ−1(u1), ..., ϕ

−1(us)
®
) ⊆ Fn

q

where (u1, ..., us) is any basis of U is independent on the choice of basis and it’s called the variety
of the subspace U.
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Now the following question arises: How should the set X be chosen in order to have ker(Φ �X)
in general position with respect to the basis (gnqα)α∈Mn

q
? For a given natural number s < d :=

dim(Fn(Fq)) the idea is to start from a basis (u1, ..., us) of a vector subspace U ⊂ Fn(Fq) in
general position with respect to the basis (gnqα)α∈Mn

q
. The next step is to calculate the variety

Y := V (

ϕ−1(u1), ..., ϕ

−1(us)
®
) ⊆ Fn

q

We assume Y 6= ∅ and order its elements arbitrarily to a tuple �Y := (�y1, ..., �ym) ∈ (Fn
q )

m, where
m := |Y | . We know from Remark 200 that dim(ker(Φ�Y )) = dim(Fn(Fq))− |Y | = d−m. Now, in
general, for the kernel ker(Φ�Y ) of the corresponding evaluation epimorphism Φ�Y it holds

U ⊆ ker(Φ�Y )

and therefore s ≤ dim(ker(Φ�Y )) = d −m, i.e. m ≤ d − s. Now, the ideal scenario would be the
case ker(Φ�Y ) = U, i.e. m = d − s. A less optimistic scenario is given when U ⊂ ker(Φ�Y ) is a
proper subspace of ker(Φ�Y ). In such a situation, ideally we would wish for ker(Φ�Y ) to be itself in
general position with respect to the basis (gnqα)α∈Mn

q
. This issues raise the following question:

When does there exist a subspace U ⊂ Fn(Fq) in general position with respect to the basis
(gnqα)α∈Mn

q
with dim(U) < dim(Fn(Fq)) that in addition satisfies¯̄

V (

ϕ−1(u1), ..., ϕ

−1(us)
®
)
¯̄
= dim(Fn(Fq))− dim(U) (5.8)

This is an interesting question that requires further research. It is related to whether the subspace
U is an ideal of Fn(Fq), when Fn(Fq) is seen as an algebra with the multiplication of polynomial
functions as the multiplicative operation. In the Appendix we provide examples in which two
subspaces, both in general position, show a different behavior regarding the condition (5.8). We
formalize this property:

Definition 231 Let U ⊂ Fn(Fq) be a subspace and (u1, ..., us) an arbitrary basis of U . U is said
to satisfy the codimension condition if it holds

codim(U) =
¯̄
V (

ϕ−1(u1), ..., ϕ

−1(us)
®
)
¯̄

where codim(U) := dim(Fn(Fq))− dim(U).

A subspace U ⊂ Fn(Fq) in general position with respect to the basis (gnqα)α∈Mn
q
that satisfies

the codimension condition allows for the construction of an optimal set for use with the LS-
algorithm. The set Y := V (


ϕ−1(u1), ..., ϕ−1(us)

®
) (where u1, ..., us is a basis of U) has namely

the property ker(Φ�Y ) = U, i.e. ker(Φ�Y ) is in general position with respect to the basis (gnqα)α∈Mn
q
.

In other words, subspaces in general position that satisfy the codimension condition provide a basic
component for a constructive method for generating optimal data sets. More generally we define:

Definition 232 A set X ⊆ Fn
q such that ker(Φ �X) is in general position with respect to the basis

(gnqα)α∈Mn
q
is referred to as optimal.

Remark 233 (and Definition) Additional study is required to prove whether optimal data sets
exist in general. (See the Appendix for concrete examples.) However, if no optimal sets can be de-
termined, it is still advantageous to work with a data set X that was obtained as
V (

ϕ−1(u1), ..., ϕ−1(us)

®
), where (u1, ..., us) is a basis for a subspace U in general position with

respect to the basis (gnqα)α∈Mn
q
. In this case, at least U ⊆ ker(Φ�Y ) still holds and it might be that

the dimensional difference between U and ker(Φ�Y ) is small. We call such data sets pseudo-optimal.
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5.3. Performance of the reverse engineering method

Probabilities of finding the original function as the orthogonal solution

Theorem 234 Let Fq be a finite field, n,m ∈ N natural numbers with m < dim(Fn(Fq)) =: d.
Furthermore, let f ∈ Fn(Fq)\{0} be a nonzero function consisting of a linear combination of
exactly t fundamental monomial functions and

�X := (�x1, ..., �xm) ∈ (Fn
q )

m

a tuple of m different n-tuples with entries in the field Fq such that X is optimal. Now let �b ∈ Fm
q

be the vector defined as
bi := f(�yi), i = 1, ...,m

s := dim(ker(Φ �X)) = d − m (cf. (5.5)), (u1, ..., us) a basis for ker(Φ �X) and
{us+1, ..., ud} ⊂ {gnqα}α∈Mn

q
an arbitrary subset containing d − s elements. Then the probability

P that the orthogonal solution g∗ of Φ �X(g) =
�b with respect to the generalized inner product

hui, uji := δij ∀ i, j ∈ {1, ..., d}

fulfills f = g∗ is given by

P =

µ
qn − t
qn −m

¶
µ
qn

m

¶ if t ≤ m (5.9)

and
P = 0 if t > m

Proof. Due to the definition of general position, there are exactly

(d− s)!

µ
dim(Fn(Fq))

dim(Fn(Fq))− s

¶
= (d− s)!

µ
d

d− s

¶
= (d− s)!

µ
qn

m

¶
different ways to extend a basis (u1, ..., us) of U to a basis of Fn(Fq) using m = d− s fundamental
monomial functions. If t ≤ m, among such extensions, only

(d− s)!

µ
d− t

d− s− t

¶
= (d− s)!

µ
qn − t
s

¶
= (d− s)!

µ
qn − t
qn −m

¶
use the t fundamental monomial functions appearing in f. Now (5.9) follows immediately. If, on
the other hand, t > m, the number of fundamental monomial functions usable to extend a basis
(u1, ..., us) of ker(Φ �X) to a basis of Fn(Fq) is too small and ker(Φ �X)

⊥ is not big enough to generate
f.

Remark 235 If the elements in the basis (gnqα)α∈Mn
q
are ordered in a decreasing way according

to a term order (the biggest element is at the left end, the smallest at the right end and position t
means counting t elements from the right to the left) an analogous probability formula would be

P =
Number of arrangements that place the mon. functions in f after position s

Total number of arrangements
(5.10)

where an arrangement is an order of the elements of (gnqα)α∈Mn
q
that obeys a term order. (Two dif-

ferent term orders could generate the same arrangement of the elements in the finite set {gnqα}α∈Mn
q
).

So, for instance, if f contains a term involving the monomial function xq−11 ·...·xq−1n , then the above
probability (5.10) would be equal to zero, since every arrangement of the elements in {gnqα}α∈Mn

q

that obeys a term order would make that monomial function biggest. (It is inherent to term orders
to make some monomial functions always biggest). In more general terms, it is difficult to make
estimates about the numbers involved in (5.10). This shows some of the disadvantages of using
term orders.
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5.3. Performance of the reverse engineering method

Remark 236 Since for relatively small n and q the number d := qn is already very large, it
is obvious that one should calculate the asymptotic behavior of the probability formula (5.9) for
d→∞. Indeed, we have with t ≤ m

0 ≤

µ
d− t
d−m

¶
µ
d
m

¶ =

(d− t)!

(d−m)!(m− t))!
d!

m!(d−m)!

=
(d− t)!m!

(m− t)!d!
≤ (d− t)!m!

d!

=
m!

d(d− 1)...(d− t+ 1)
−→ 0 for d −→∞

If we write the amount of data used in proportion to the size d = qn of the space Fn
q , and the

number of terms displayed by f relative to the size qn of the basis (gnqα)α∈Mn
q
, it becomes apparent

how quickly the probability formula converges to 0 for d −→ ∞. So let r := m/d and γ := d − t.
Then we would have

P

rd
=

µ
d− t
d−m

¶
rd
µ
d
m

¶ =
(d− t)!m!

rd(m− t)!d!

=
m(m− 1)...(m− t+ 1)

rdd(d− 1)...(d− t+ 1)
=

rd(rd− 1)...(rd− t+ 1)

rdd(d− 1)...(d− t+ 1)

=
rdrd(1− 1

rd)...rd(1−
t−1
rd )

rddd(1− 1
d)...d(1−

t−1
d )

=
rtdt(1− 1

rd)...(1−
t−1
rd )

rddt(1− 1
d)...(1−

t−1
d )

=
rt(1− 1

rd)...(1−
t−1
rd )

rd(1− 1
d)...(1−

t−1
d )

=
r−γ(1− 1

rd)...(1−
t−1
rd )

(1− 1
d)...(1−

t−1
d )

−→ r−γ for d −→∞

In particular, it holds µ
d− t
d− rd

¶
µ
d
rd

¶ ≈ rt for big d

This expression shows in a straightforward way how big the proportional amount of data should
be in order to have an acceptable confidence in the obtained result. It also shows that for t close
to d the probability is very low and the reverse engineering not feasible. Usually no information
about t is available, so it is advisable to work with the maximal t, namely d−1 or with an average
value for t.

5.3.3 Conclusions

The results we have obtained in the previous section provide guidelines on how to design ex-
periments to generate data to be used with the LS-algorithm for the purpose of reverse engineering
a biochemical network.
The following are minimal requirements on a set X ⊆ Fn

q , such that the LS-algorithm reverse
engineers f based on the knowledge of the values that it takes on every point in the set X :
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5.3. Performance of the reverse engineering method

1. If the LS-algorithm is used to reverse engineer a nonzero function f ∈ Fn(Fq)\{0}, neces-
sarily the data set X used must contain points were the function does not vanish. In other
words, not all the interpolation conditions must be of the type �xi 7→ 0 (Theorem 225).

2. If the LS-algorithm is used to reverse engineer a function f ∈ Fn(Fq)\{0} displaying t
different terms, it requires at least t different data points to completely reverse engineer f
(Remark 227).

3. If f ∈ Fn(Fq)\{0} is a polynomial function containing all pn possible fundamental monomial
functions, no proper subset X ⊂ Fn

q of F
n
q will allow the LS-algorithm to find f (Remark

227).

Our results also make possible the identification of optimal sets X ⊆ Fn
q that make the LS-

algorithm more likely to succeed in reverse engineering a function f ∈ Fn(Fq) based only on the
knowledge of the values that it takes on every point in the set X. Optimal data sets X ⊂ Fn

q

are characterized by the property that ker(Φ �X) is in general position with respect to the basis
(gnqα)α∈Mn

q
(see Definitions 232 and 229). Their advantage is given by the fact that they do

not impose constraints on the set of candidate terms that can be used to construct a solution.
Summarizing we can say:

1. Even though such sets can be constructed in particular examples (see Appendix), further
research is required to prove their existence in general terms.

2. If no optimal sets can be determined, it is still advantageous to work with pseudo-optimal
data sets (see Remark and Definition 233).

Since the identified optimal data sets are sets X ⊂ Fn
q of discretized vectors, in a real appli-

cation, the optimal data set X has to be transformed back to a corresponding set eX ⊂ Rn of real
vectors. This transformation can be performed using an "inverse" function of the discretization
mapping (5.1). This "inverse" function has to be defined by the user, given the fact that dis-
cretization mappings are highly non-injective and by definition map entire subsets Z ⊂ Rn into a
single value �z ∈ Fn

q .
Having characterized optimal data sets, the next step in our approach was to provide an exact

formula for the probability that the LS-algorithm will find the correct model under the assumption
that an optimal data set is used as input. As stated in Remark 235, we weren’t able to find such
a formula for the LS-algorithm. The biggest difficulty we face is related to the use of term orders
inherent to the LS-algorithm. We overcome this problem by considering a generalization of the
LS-algorithm which we call the term-order-free reverse engineering method (see Appendix). This
method not only allows for the calculation of the success probability but it also eliminates the
issues and arbitrariness linked to the use of term orders (see Remark 235). In conclusion, our
results on this issue are:

1. It is still an open problem how to derive a formula for the success probability of the LS-
algorithm when optimal data sets are used as an input and the term order is chosen randomly.
As stated in Remark 235, one of the main problems here is related to the use of term orders
inherent to the LS-algorithm.

2. Let f ∈ Fn(Fq)\{0} be a nonzero function consisting of the linear combination of exactly t
fundamental monomial functions. If the linear order used by the term-order-free method is
chosen randomly, the probability of successfully retrieving f using an optimal data set X of
cardinality |X| = m is given by (see Theorem 234)

P =

µ
qn − t
qn −m

¶
µ
qn

m

¶ if t ≤ m (5.11)
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and
P = 0 if t > m

3. Let d = qn be the cardinality of the space Fn
q . Furthermore, let X be an optimal data set

with cardinality |X| = m and r := m/d (note that 0 < r < 1). Then the asymptotic
behavior of the probability formula (5.11) for d→∞ (i.e. for n→∞) satisfies (see Remark
236) µ

d− t
d− rd

¶
µ
d
rd

¶ ≈ rt for big d

As a consequence of the latter, we conclude that even if an optimal data set is used and the
restrictions imposed by the use of term orders are overcome, the reverse engineering problem
remains unfeasible, unless experimentally impracticable amounts of data are available.

Finally, we comment on one scenario identified in [52]. Specifically, in Conclusion 4(a), [52]
makes the assumption that the wiring diagram of each of the underlying functions is known, i.e.
the variables that actually affect the function f are known. Under this assumption, let k be
the number of variables affecting f. If one could perform specific experiments such that for all
possible values that the k variables can take the response of the network is measured, the function
f would be uniquely determined. In this situation, reverse engineering f wouldn’t imply making
any choices among possible solutions. This raises the question of how many measurements are
needed and how big this data set would be in proportion to the size qn of the space Fn

q of all
possible states the network can theoretically display. The number of measurements needed is qk

and therefore the proportion is equal to

qk

qn
=

1

qn−k

If k is small compared to n (which is generally assumed by [52]), then the proportion would
be conveniently small. In other words, in relative terms, it is worth performing the qk specific
experiments. However, performing qk measurements might still be beyond experimental feasibility.

5.4 Issues related to the discretization of time series

It would go beyond the scope of this thesis to study all the critical issues related to the
discretization4 of real valued time series (see equation (5.1)). However, we finish this chapter
with a short study of the effects of a finer discretization on the output of the LS-algorithm.
We start providing a rigorous analytical one-dimensional (one variable case) counterexample to
the statement, "It follows from results in Green (2003) that for p large enough the result of our
reverse-engineering algorithm does not depend on p; in the sense that the terms in the polynomials
remain the same, possibly with different coefficients." made by [65]. Since the polynomial ring in
one indeterminate differs from polynomial rings in more than one indeterminate in some algebraic
properties, we performed Monte Carlo simulations in the two variable case. These simulations
showed no type of stabilization of the LS-algorithm’s output as the number p of possible states
increases. In reality, the total degree of the polynomial functions seems to grow unrestrainedly.
In the one variable case we begin with a realistic looking source of data: A continuous quantity
that grows monotonically and then stabilizes after a certain period of time (a phenomenon widely
observed in chemical and biochemical reactions). The time series is obtained by periodic sampling
over a time interval, that is sufficiently large to allow for stabilization. In order to simulate an

4Also called quantization, see 1-3 in [83].
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Figure 5.1: The continuous entity and 5 sampled points.

increasing number of possible states, we progressively shorten the sampling period. The period
of the sampling is also chosen in a way such that the total number of sampled points is a prime
number. (If the set of possible states contains a prime number p of elements, it can be endowed
with the algebraic structure of the finite field Fp, which is required by the LS-algorithm). For
any given prime number p the corresponding sampled points can be labeled increasingly from 0
to p− 1. (See Figure 5.1.)

The interpolation conditions for the transition function

F : Fp → Fp

are very simple in this situation, characterized by the transitions

0 7→ 1 7→ 2 7→ ... 7→ p− 1 7→ p− 1

Since no transition is missing, the interpolating function is uniquely determined (see also the
Lagrange Interpolation Formula, Theorem 1.71 in [67]). As the reader can easily verify,

F (x) = (p− 1)
Ã
p−2Y
k=0

((p− 1)− k)−1(x− k)

!
+ x+ 1 ∀ x ∈ Fp

and obviously
deg(F ) = p− 1

Now, the LS-algorithm must return F, given the fact that there is a unique interpolating function.
This shows that, in general, the output of the LS-algorithm does indeed depend on p, no matter
how large p is.

In the two variables case, we use the example of a two dimensional flow converging to a point
in the plane. We attempt to capture the dynamics using the LS-algorithm. The surface

z = h(x, y) := −e(− 3
2
y2+2yx2−x4− 1

2
x2)

has a local minimum at (0, 0).We chose this surface because it is reasonably simple without being
overly symmetric. We modelled flow on this surface using the map (x, y) 7→ f(x, y), where5

f : R2 → R2

(x, y) 7→ (x, y)− 1

10
∇h(x, y)

(See left part of figure 5.2.) To use the LS-algorithm we consider the closed square [−1, 1]× [−1, 1]
and an equidistant rectangular grid of p× p squares on it. Now, the evolution of a square in the
grid is defined by the square which contains the image under f of the middle point of the square
in question (See figure 5.2).
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Figure 5.2: Left: Arrow field representing the flow towards the origin. Center: Discretization grid
for p = 17. Right: Discretization grid for p = 29. In both, 10% of the squares display an arrow
pointing to the square to which it is mapped by the flow.

Figure 5.3: Dependency of the output functions’ total degree on the cardinality p of the finite
field used.

For a given prime number p and the corresponding equidistant grid, we ran the LS-algorithm
allowing for a random sampling of 10% of the squares, i.e. the transition of 10% of the squares
is used as time series for the algorithm. Iterating this process for an increasing prime number
p shows that the total degree of the polynomial functions in two variables generated by the LS-
algorithm keeps growing, showing that the terms in the polynomials do not remain the same (see
figure 5.3). This behavior is also observed if a lower percentage of sampled squares is used as
input time series. The highest prime number p considered (p = 191) was dictated by the value at
which the actual run time for the LS-algorithm becomes too large for any practical application.
As with any mathematical algorithmic method based on discretization, some type of convergence
as the discretization gets finer and finer (i.e. the step size gets smaller) is highly desirable, in
the sense that after a certain degree of resolution, the method is capable of catching essential
properties which won’t vary significantly if the resolution is further increased. Contrary to their
claim, the LS-algorithm doesn’t generally show convergence at the level of the polynomial functions
generated. It might show convergence at the level of the qualitative dynamic properties of the
systems generated, but we have not explored this feature, neither was it scrutinized in [65].

5∇h is the gradient of h, therefore
∇h(x, y) = − (4(y − x2)x− x)e(−(y−x

2)2−x2−y2
2

), (−3y + 2x2)e(−(y−x2)2−
x2−y2

2
)
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Part III

The biological backstory of this thesis
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Introductory remarks

PathSim is a stochastic agent-based model and computer simulation that attempts to model the
interaction between the Epstein-Barr virus (EBV) and the human immune system. As mentioned
in the introduction, in order to better analyze and understand the dynamics of the output of
PathSim, Dr. Laubenbacher suggested to use the average output of PathSim as data to reverse
engineer a deterministic, time discrete dynamical system over a suitable finite field. To this end,
he and some of his graduate students developed the reverse engineering method that we described
and analyzed in Chapter 5. The results obtained after analyzing the reverse engineering method
(see Chapter 5) discouraged the PathSim team from using it. However, in the era of exponentially
growing computer power this is of course not the end of the story. Indeed, multiple computer
simulations of the model and statistical analysis of their output represent a common and powerful
method in scientific research. This type of use of computational tools is not expected to change in
the future, although the rigorous analytical study to assess the dynamical properties of the model
is certainly more reliable than the results of simulations.

Given that this dissertation was written within the academic framework of the PathSim project,
we consider it pertinent to present a brief description of it here. Chapter 6 is devoted to this
description. The author wants to emphasize that the biological model, as well as the agent-based
model described in Chapter 6, were already developed when he joined the PathSim team.

Moreover, since the author was directly involved in the parameter space exploration of Path-
Sim, its resulting biological interpretations and potential biologically relevant insights are also pre-
sented. These results and their discussion constitute Chapter 7. This represents a co-contribution
of this thesis to both the biological and biomedical sciences. However, the author emphatically
acknowledges that the material presented in Chapter 7 is the result of a joint effort within the
PathSim team.

The exposition of this material is intentionally brief and we refer the reader to our publications
[36] and [104] for further details. For the understanding of Part III of this thesis, some basic
knowledge about immunology is required. The interested reader can find an excellent introduction
to this fascinating field in [105].
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Chapter 6

The agent-based model/simulation
PathSim

6.1 A brief description of the biological model of Epstein-Barr
virus infection

Epstein-Barr virus (EBV) is a common human pathogen which infects greater than 90% of
all people by the time they are adults [96],[111]. It is associated with several important diseases,
including cancer. EBV is most commonly transmitted by saliva [48]. After accessing the pharynx,
it starts the infection process on the surface of Waldeyer’s ring, which consists of the tonsils and
the adenoid. Here EBV infects the epithelium and is consequently amplified. It then infects naive
B cells in the underlying lymphoid tissue. EBV uses a series of distinct latent gene transcription
programs, which mimic a normal B cell response to antigen, to drive the differentiation of the
newly infected B cells. During this stage, the infected cells are vulnerable to attack by cytotoxic
T cells (CTLs) [57]. The differentiation process takes place within so called germinal centers that
are formed inside tiny ellipsoidal structures called follicles. Follicles are numerous and distributed
more or less uniformly throughout the tonsils and the adenoid. (For a more detailed anatomical
description of Waldeyer’s ring, see [2], [89].) Eventually, the latently infected B cells enter the
peripheral circulation, the site of viral persistence, as resting memory cells that express no viral
proteins [49] and thus are invisible to the immune response. The latently infected memory cells
circulate between the periphery and the lymphoid tissue [62]. When they return to Waldeyer’s
ring, they are occasionally triggered to terminally differentiate into plasma cells. This is the signal
for the virus to start the lytic program and virus replication [63]. These lytically infected B cells
are again vulnerable to CTL attack [57]. Newly released virions may infect new B cells or be shed
into saliva to infect new hosts, but are also the target of neutralizing antibody.

Primary EBV infection in adults and adolescents is usually symptomatic and referred to as
infectious mononucleosis (AIM). It is associated with an initial acute phase in which a large
fraction (up to 50%) of circulating memory B cells may be latently infected [50]. This induces the
broad T lymphocyte immune response characteristic of acute EBV infection. Curiously, primary
infection prior to adolescence is usually asymptomatic. In immunocompetent hosts, infection
resolves over a period of months into a lifelong persistent phase in which ∼ 1 in 105 B cells carry
the virus [56]. Exactly how persistent infection is sustained is unclear. It is even unclear whether
the virus actually establishes a steady state during persistence or continues to decay, albeit at an
ever slower rate [50]. A diagrammatic version of the biological model is presented in the left panel
of Figure 6.1.
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Figure 6.1: Comparison of the EBV Biological Model and the Computational Model. EBV co-
opts normal B-cell biology to drive infected B-cells into the resting memory state in the peripheral
circulation where they are not subject to immunosurveillance. This process is simplified in the
model by omission of the germinal center differentiation. Upon return to Waldeyer’s ring, infected
memory B-cells may become lytic cells actively producing infectious virus that can either infect
new B cells or be shed into saliva to infect new hosts. The immune system attacks latently
infected lymphoblasts, lyticaly infected B-cells and free virus. In the model, BLats are the target
of "immune" response whenever they sojourn in the "lymphoid tissue". Virs and BLyts are also
engaged. Reproduced from [36] with permission.
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6.2. A brief description of the stochastic agent-based model PathSim

6.2 A brief description of the stochastic agent-based model Path-
Sim

The stochastic agent-based model and computer simulation (PathSim) is a representation of
the biological model described in the previous section. This model omits many features of the
immune system and simplifies those it does contain. A schematic version of both is shown in
Figure 6.1.

PathSim consists of a simulation engine together with user friendly interface that allows for
two- and three-dimensional data display and analysis. The simulation is performed on a graph
that represents the anatomy of Waldeyer’s ring together with abstract compartments for blood
and lymph. Each vertex of this graph represents a small volume of tissue and is connected by
edges to neighboring vertices. Agents can only interact when they are located at the same vertex.
See Figure 6.2.

The graph is three dimensional and models the tissue within Waldeyer’s ring as well as the
geometry of the ring. For ease of construction and manipulation the graph was constructed with
a repeating unit. This repeating unit represents one follicle (see above) and the germinal center
with adjacent interfollicular tissue contained inside it. The unit is made of concentric ellipsoids
(with hexagonal cross-section) covered by hexagonal layers representing the histologic structure.
Additionally, in each unit, there is one vertex representing the high endothelial venule and one
vertex representing the efferent lymph. These are the connections to the "circulatory" and the
"lymphatic" system, respectively. Figure 6.3B provides a three dimensional magnification of this
unit compared to a cross-section of the tissue it represents.

“Blood” “Lymph”

“Lymphoid
Tissue”

“Blood” “Lymph”“Blood” “Lymph”“Blood” “Lymph”

“Lymphoid
Tissue”

“Lymphoid
Tissue”

Figure 6.2: Schematic representation of the grid that models the lymphoid tissue and the two
virtual compartments of blood and lymph. The arrows represent the possible flow directions for
virtual B lymphocites.

Each "tonsil" and the "adenoid" is built on a roughly elliptical floor plan, which is tessellated
with the base units representing the follicles (Figure 6.3A, right). The "tonsils" and the "adenoid"
are interconnected according to their position in the ring.

The anatomical micro-structure of Waldeyer’s ring, i.e. the follicles, is modeled very accurately
in PathSim. However, this level of detail seems disproportionate, since the functional character-
istics of follicles, namely, antigen presentation, T cell help and the subsequent germinal center
maturation are omitted in PathSim.

PathSim’s agent types are Vir, BNaive, BLat, BLyt, TNaive, TLat and TLyt, corresponding to
virus, naive B cells, latently infected B cells, lytically infected B cells, naive T cells, and two types
of activated cytotoxic T lymphocytes (CTLs), one directed against each kind of infected B cell
(CTL latent and CTL lytic). The vertices act as containers for these agents. In the course of a
simulation, these agents undergo creation, aging, interaction, motion, and death.
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At startup, population of BNaives and TNaives are created and used to populate the underlying
graph. These "cells" are distributed randomly throughout the entire "ring". Whenever an agent
is created, it becomes a stochastic individual lifespan. (The numbers of agents created and their
lifespans are governed by parameters which are set at initialization. These and other controlling
parameters are discussed in detail in [104].) A virtual infection is started by creating a population
of Vir and distributing these only on the surface of the "Waldeyer’s ring". The simulation then
advances in discrete time steps. At each step, agents age, interact, move to neighboring vertices,
and undergo certain life cycle events that may be triggered by aging, interaction, or motion. The
population of BNaives in the blood is also replenished whenever it drops. The time step represents
six minutes of real time to accurately reflect interaction and motion rates.

One of the life cycle events induced by aging is death, which happens to Virs and BNaives at
the end of their life-spans. The life cycles of virtual T cells are handled using a simplifying heuris-
tic. TNaives are immortal. These may become virtual CTLs if they are appropriately triggered
(discussed below). Virtual CTLs become again TNaives at the end of their life-spans.

The life cycle of the BLat is slightly more complicated. Its possible fates are to die due to
passage of time, be killed by a TLat, or to become a BLyt. (As described below, they are not subject
to "CTL" regulation while in the "blood" compartment.) The biological signal responsible for
turning latently infected B cells lytic is unknown [63]. PathSim provides three methods by which
BLats may become BLyts. Given the lack of viremia, all three of these methods are associated with
presence in "Waldeyer’s ring" and do not operate while the BLat is in the "blood". One method
is based on the passage of time and is the default setting. The other two (which are similar) are
based on return from the "blood" to "Waldeyer’s ring". These two methods are optional.

When BLyts reach the end of their cycle, they die and burst Virs. The number of Virs
in this burst is determined stochastically within a pre-set range based on laboratory estimates of
burst size. In vivo, virus can also enter the cells of the epithelium and reproduce within them
[84]. While this has not been a major focus of the simulation, the PathSim team has allowed for
continuing production of Vir in the epithelium for some runs. This turns out to have very little
effect on the course of the simulation [36].

The "blood" compartment contains both BNaives and BLats. BNaives are continually supplied
to the "blood" to maintain homeostasis. The infected B cells in the blood compartment in vivo
are resting memory B cells [5], [75] that do not express antigenic proteins [49] and thus escape
immune surveillance. Accordingly, virtual T cells are excluded from the "blood" compartment.
In sum, therefore, aging, "CTL" predation, and initiation of lytic replication for BLat occur in the
"Waldeyer’s ring"; they are not allowed to proceed in the "blood" compartment.

Interactions take place between agents located at the same vertex. Only certain pairs of agents
interact. Vir and BNaives can interact, resulting in replacement of both with one or more BLats.
(More than one new infected BLat would arise as a consequence of proliferation of the freshly
infected B cell post-infection. This proliferation feature is optional and not part of the default
run.) Any infected virtual B cell (BLat or BLyt) and a virtual naive T cell (TNaive) can interact,
thereby converting the TNaive into a virtual CTL (a TLat or TLyt, respectively). Virtual CTLs
can interact with their cognate infected virtual B cells by killing them. T cell memory, antigen
presentation and explicit virus neutralization by antibody are not modeled in PathSim, although
the relatively short lifespan assigned to Virs implicitly reflects the action of neutralizing antibody.
See [104] for more details concerning lifespans.

Each interaction is stochastically governed by two probabilities: the probability that these
two agents encounter each other and the probability that they then interact. The probability that
a Vir infects a BLat is near certainty. On the other hand, there is a rather low probability that
a BLat will activate a TNaive. The encounter probabilities depend on the motion of the agents
within the small volume represented by the vertex at which they reside. These probabilities were
calculated with the help of Monte Carlo simulations based on Brownian motion and neglecting
any chemotaxis effects. See [104] for more details on encounter and interaction probabilities.
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6.2. A brief description of the stochastic agent-based model PathSim

Motion takes place between adjacent vertices in the graph and is carried out stochastically.
The probabilities depend on tissue locations, agent types, and populations. Some of them are zero,
thus preventing certain movements entirely. These probabilities are also used to mimic short-range
effects of chemotaxis. In the absence of chemotaxis, a baseline probability governs the likelihood
of motion to an adjacent vertex. These probabilities were computed by a similar Monte Carlo
simulation to the one used for encounter probabilities.

There is a one-way flow of BNaives and BLats from "lymphatic tissue" to the "efferent lymph" to
the "lymphatic system" to the "blood" compartment to "high endothelial venule" (HEV) and back
to the "tonsil tissue". In particular, the "blood" and the "lymph" are adjacent to, and therefore,
accessible from every section; (see Figure 6.2.) Motion probabilities are used to restrict Vir to
the surface and epithelial layer. Virtual T cells may move through "Waldeyer’s ring" freely, but
are given an incentive to move towards higher concentrations of virtual B cells in a neighboring
vertex. Infected virtual B cells may enter the germinal centers, but BNaives may not. A more
detailed description of allowed motions and their corresponding probabilities is given in [104].
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6.2. A brief description of the stochastic agent-based model PathSim

Figure 6.3: Panel A: Left: Anatomical structure of Waldeyer’s ring. Right: Geometric represen-
tation with hexagonal grid structure of the tonsils and adenoid. Panel B: Left: Three dimensional
magnification of the base unit (with hexagonal cross-section) modelling the follicle and germinal
center. Right: Histologic cross-section of two follicles and germinal centers. Panel A partially
taken from [89]. Panel B reproduced from [104] with permission.
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Chapter 7

Parameter space exploration of
PathSim and its biological
interpretations

7.1 Results of the parameter space exploration

The results presented below were obtained with a default set of parameters (which is described
in detail in [104]) or with certain variations of it. Additional biological implications of these
outcomes and, in particular, the validation of PathSim are discussed in [36]. Here we exhibit the
results of varying either the random seed controlling the stochastic choices during the simulation
or values of the parameters themselves. Figures 7.2-7.6 at the end of this section display graphs
of times series resulting from running the simulation. Figure 7.2, which examines stability with
respect to stochasticity, is the only graph displaying multiple runs for a single parameter set. In
all other figures a single line represents a single simulation run.

7.1.1 Stability and overall behavior

In PathSim, stochastic choices are made by referring to the successive values produced by a
pseudo-random number generator. We claim that a minimum requirement for a simulation such
as PathSim is that it should exhibit stability with respect to stochastic variation in most regimes.
This kind of dependence should only show up in the case where the system is finely balanced
between two differing outcomes. Thus, when the generic situation is simulated, we expect the
overall course of the simulated infection to be independent of initial random seed.

Here we show the results of running PathSim with the default parameter set and twenty
different random seeds. Figure 7.2 illustrates the total population for six of the seven agent types
in multiple runs. (While the total population of TNaives is not shown, the pattern is identical to
the other agents.) The runs are virtually superimposable for all seeds and show the characteristic
biphasic behavior expected of a primary EBV infection with a peak of acute infection followed by
long term low level persistence. Clearly, in the regime which we think best represents the course of
infection, there are no critical dependencies on stochastic variation. In subsequent runs analyzing
sensitivity to parameter variation we assumed that this stability would hold through the range of
parameters tested.

7.1.2 Parameter variation and parameter sensitivity

Our sensitivity analysis focused around variations in the input parameters. We varied these
parameters individually or in related pairs, (e.g., minimum and maximum viral burst size). We
have not explored the parameter space in any systematic way. Our main goal was to bracket
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7.1. Results of the parameter space exploration

physiologically reasonable parameter values and to extend them in either direction to test their
effects on the virtual host-virus system. Our choices were dictated by curiosity about how the
viral burst size, the strength and speed of the adaptive immune response, the roles (if any) of
initial viral dose or ongoing epithelial re-infection and the rate and manner of lytic activation
affect outcomes in EBV infection. We were particularly interested in those factors that contribute
to long-term persistence. Here we focus specifically on burst size, viral response, and activation
of naive cells by lytically infected B-cells.

Burst size

Burst size is controlled by a pair of parameters giving the minimum and maximum number
of Virs produced, with the average burst size found at the mid-point in the range. When a
BLyt bursts, the number of Virs it produces is determined stochastically according to a uniform
distribution on the interval between minimum and maximum burst size. As the average burst
size increases, peak levels of Virs (Figure 7.3A) and BLats (Figure 7.3B) both increase. Above
a certain burst size, the persistent phase after the peak is virtually unchanged except for an
amplification of stochastic effects. Only at very low burst sizes (8 to 10 Virs per bursting cell)
clearance is observed. A burst size of 40 to 60 Virs seems very near the level at which stochastic
effects could make the difference between Virs clearance and persistence. In contrast to BLats, the
peak numbers of BLyts decrease with increasing Virs burst size (See Figure 7.3C). This result is
consistent with the notion that increasing numbers of BLats engender a more aggressive "immune
response", thereby shortening their lifespan. Fewer BLats live long enough to become BLyts.

The default parameter set uses a minimum value of 600 and a maximum value of 1,000.

Proliferation of newly infected B-cells

The biological model described in the previous chapter posits that newly infected naïve
B-cells enter the germinal centers of Waldeyer’s ring where they differentiate into resting memory
B-cells and exit into the peripheral circulation (See Figure 6.1 and [111], [112]). It is not known to
what extent they undergo cell division while in the germinal center, but we believe any proliferation
must be quite limited. Extensive proliferation would likely be detrimental to the survival of the
host. This sort of uncontrolled proliferation is seen in X-linked proliferative disease (XLP), an
X chromosome linked predisposition to fatal acute EBV infection [99] and in patients who are
immunosuppressed who are susceptible to tumors arising from the unregulated proliferation of
EBV infected B cells. That these tumors are rare suggests that uncontrolled proliferation is a
rare event, even in the immunosuppressed. (For a more detailed discussion of this issue see [111],
[112].) To examine the implications of allowing newly infected BLat cells to proliferate, we tested
three different amplification factors for newly infected "cells" in the simulation (1, 2 or 3 rounds
of cell division, resulting in 2, 4 or 8 daughters) before allowing them to exit "Waldeyer’s ring"
and enter the "blood" compartment. There were some changes in the pattern of resolution of
the acute phase (small oscillations, especially at the highest amplification), but qualitatively the
overall dynamics were not different from those of the default case where there is no amplification
of newly infected "cells". As the degree of proliferation increased, not surprisingly, we observed
higher numbers of BLats throughout the simulation and a shift in the peak of the BLats population
to later times, likely resulting from a delay in the ability of "CTLs" to catch up with the more
rapidly expanding BLats (Figure 7.4A and 7.4B). Not surprisingly perhaps, the overall trend
suggested that more extensive proliferation would overwhelm the virtual host consistent with our
idea, expressed above, that extensive proliferation could not be tolerated. This is a particularly
interesting area to investigate in the context of EBV associated cancers.

As the degree of proliferation of newly infected BLats rises, the number of BLyts drops (Fig-
ure 7.4C). TLyts follow an identical pattern of dropping as proliferation increases (Figure 7.4D).
Again, this result is consistent with the notion that increasing numbers of BLats engender a more
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aggressive "immune response", thereby shortening their lifespan. Fewer BLats live long enough to
become BLyts and the lower numbers of BLyts lead to the creation of few TLyts.

Immune response to infected B-cells

PathSim uses a very simplified model of T-cell activation. When a TNaive encounters either a
BLat or a BLyt there is a chance that it is activated to become a TLat or a TLyt respectively. The
probability governing this outcome is the activation rate. Clearly, this process subsumes a large
number of actual biological events, all of which have their own kinetics. The default activation
rates are 0.015 for TLat and 0.035 for TLyt. When a TLat or a TLyt encounters its cognate infected
"B-cell", there is a probability that this encounter results in killing that infected "cell". We refer
to this probability as its kill rate. The activation and kill rates are set separately for latents and
lytics. Default values for the kill rate are 0.3 and 0.6, respectively. Varying either the activation
rate for TLats (Figure 7.5A) or the kill rate for TLats (Figure 7.5B) results in a monotonic change
in peak infection, with maximal peak infection corresponding to minimal activation or kill rate.
At very high levels of either activation or kill, clearance is observed. At the lowest level of each,
the populations of virtual infected cells do not appear to go down to low level persistence observed
in the default setting. This state of the simulation can be interpreted as long lasting acute illness
that normally would cause the patient’s death. Figure 7.5 illustrates trends when these rates are
varied independently.

In contrast to TLats, varying the activation and kill rates for TLyts has no appreciable effect on
either BLats (Figures 7.5C and 7.5D) or BLyts (not shown). Perhaps this is because the numbers
of BLyts are generally so small that few of them are actually killed by TLyts before they disappear
at burst.

Lytic reactivation of BLats

Little is known about the signal which causes latently infected B-cells to exit the memory state
and become lytic [63],[11]. In PathSim’s default parameter set, this state change occurs due to the
passage of time in the latent state, i.e., at the end of its life, there is a 60% probability that a BLat
simply dies but a 40% probability that it will initiate lytic replication of Virs. However, we have
experimented with two additional methods of triggering lytic replication of Vir designed to mimic
this unknown biological signal and applied them to a small fraction of the returning BLats. In
the simplest version, returning from the blood to Waldeyer’s ring causes a small, user-determined
fraction of BLat cells to automatically turn into BLyts. This fraction is termed the alpha parameter.
The second version is inspired by Thorley-Lawson’s application of Lanzavecchia’s ideas about
homeostasis of the memory compartment to EBV [63],[11]. In this case, a small, user-defined
fraction of returning BLats spontaneously divides, each one in this fraction producing one BLat
and one BLyt. We term this fraction the Lanzavecchia parameter. (In the default run, both the
alpha parameter and the Lanzavecchia parameter are set to zero.) When either simulated signal
is “received” by as few as 0.15% of returning BLats, a significant change emerges in simulated
disease progression. Both panels in Figure 7.6 illustrate that at values above 0.050% (red), the
number of virtual infected B cells in the low level persistence phase begins to increase steadily. By
0.16% (orange), the initial peak phase does not resolve normally. Increasing this value to as little
as 0.26% causes the virtual infected cells to overwhelm the virtual uninfected B-cell population.

We also observe that these two simulated signals produce indistinguishable results (Figure
7.6). The equivalence of these two parameters is not unexpected, given that the critical factor
is the sharp rise in BLat numbers, while the small increase in BLyts is negligible. This behavior
could provide insight into rare fatal EBV infections.
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7.2 Discussion

PathSim is the first simulation of EBV infection that is accurate enough to describe many
aspects of the infection. Implemented at the level of cells and lymphoepithelial tissue, it contains
sufficient detail to generate new biological insights and allow further investigation of the mechanism
of infection [36]. Moreover, it sharpens the understanding of specific issues and suggests new
experimental investigations.

The exploration of the parameter space of PathSim helps us understand what features of the
simulation are critical for the observed outcome. Consequently, we can identify features that are
very robust and features that are actually fine-tuned. If the real biological counterpart of such
a feature is also robust (as suggested by the simulation), this robustness could contribute to the
homeostasis observed in many biological systems. On the other hand, if the biological counterpart
of such a feature is also fine-tuned, the simulation could be unveiling a very powerful intervention
mechanism.

The homeostasis observed in biological systems protects them from (bounded) random per-
turbation, at least in physiological regimes. PathSim is a stochastic simulation and thus also
experiences random fluctuation. The exact course of each simulation depends on the values pro-
duced by a random number generator. For this to be a usable simulation of living processes, it
should also be stable in most regimes. Figure 7.2 demonstrates that this sort of stability is indeed
observed in the simulation. However, it is not hard to imagine unstable situations, both in vivo
and in silico. For example, when there are very few infected cells, small random fluctuations may
mean the difference between persistence and clearance. Such a state lives on or near a stochastic
border between differing outcomes. In a deterministic system one can find a well-defined border
between the basins of attraction for different outcomes. In the presence of random fluctuations,
this border may become a region in which different outcomes are likely and unpredictable. We
consider these boundaries interesting from a therapeutic viewpoint since they represent the states
in which a small intervention could produce a large change in outcome.

We have identified one parameter whose value has a very dramatic impact on outcome,
namely the fraction of BLats which are turned lytic immediately upon return from the "blood" to
"Waldeyer’s ring" (alpha parameter, Figure 7.6). The simulation suggests that the value of this
fraction in vivo is a fine-tuned constant. One possible explanation of this fine-tuned value could
be of evolutionary nature: Consider what happens if a mutation in the EBV virus arises in which
this rate drops. A virion with this mutation produces fewer copies of itself within the infected
individual and thereby decreases its opportunities for transmission. This will act to take the mu-
tant gene out of the gene pool. On the other hand, a mutation which raises this rate might result
in host death, removing both that EBV genome and the host from further procreation. While
it has been suggested that this strategy may be quite effective for an acutely replicating virus
that jumps quickly from host-to-host [40], it would be counter productive for a virus like EBV
that uses persistence as a way to maximize infectious spread. Thus, overall, there is evolutionary
pressure on the virus to prevent this rate from either rising or falling, and there is pressure on the
host to keep it from rising. In this way, selection acts as a fine calibration mechanism of this rate.

We would like PathSim to give us insight into therapeutic targets for drug development.
Consider a drug which suppresses viral replication. How effective would such a drug need to be to
induce clearance? Our investigation of the effects of Virs burst size may provide some guidance
about the drug efficacy required for complete clearance. Interpretation of these results, however,
depends on information about EBV which we do not yet possess. Figure 7.3B shows persistence
at a burst size around 40 and clearance at a burst size around 10. At some value between 40 and
10, we should see runs on the stochastic boundary described above. Let us assume this occurs
at a burst size of 25. Now let y be the average number of viral particles that a lytically infected
B-cell produces. Not every virus produced is a working virus. In addition, some of the viruses
are likely to be neutralized by circulating antibodies. So, from each viral burst, only an average
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effective number z ≤ y of viruses is viable. The drug’s job is to reduce the number of viable
virions produced to a maximum of 25 per burst. Therefore, the proportion Deff of the effective
viral burst that the drug must actually kill to reduce the value z to 25 obeys the inequality

Deff ≥ 1−
25

z

The plot of this formula (see Figure 7.1) reveals that Deff grows very quickly and that for values
of z ≥ 350, the drug must already be more than 90% effective.

Figure 7.1: Dependency of the required antiviral drug effectivity on the average effective viral
burst. It has been estimated that a lytically infected B-cell produces approximately 1,000 viral
particles [1]. Thus, the plot range is 25 ≤ z ≤ 1000.

These numbers are not conclusive. We have set the burst size at the beginning of each run.
In reality, the drug would be administered after onset of symptoms, say, around day 50 (see [36]).
It is hard to know whether this fact makes it easier to achieve clearance because the immune
system has already mounted a response, or harder because the virus has established itself in the
peripheral circulation.

We doubt that PathSim represents an optimal balance of the opposing quests for simplicity
and accuracy that any scientific model faces. Nevertheless, as we have argued in [36], PathSim
models many clinically observed features. Given PathSim’s simplifications, this resemblance is
striking and invites the question of what factors are responsible. We believe it is generic features
of the rule set that produce the overall dynamics.

At the simplest level, PathSim exhibits a mix of positive and negative feedback between the
different agent populations. We have a two-step process (latents and lytics) in which the infected
virtual B-cells act to increase the populations of virtual CTLs and the virtual CTLs then act to
decrease the populations of infected B-cells. Linked to this process are the mechanisms by which
the Vir acts to increase its own population by going through the Vir- BLat - BLyt —Vir cycle with
amplification at the last step.

We regard this dynamic as a sort of generalized predator-prey system: The agents Vir, BLat
and BLyt can be seen as three different developmental forms of one prey. The BNaives can be seen
as another prey, that the Virs need to feed on in order to grow into the "adolescent" form of a
BLat. The BLyts are the mature individuals capable of producing offspring. The TNaives are the
predators. A TNaive determines its life-long "eating habits" according to its first successful "tast-
ing" of a BLat or a BLyt. In this view, PathSim is a spatially distributed, stochastic predator-prey
system with the blood compartment acting to conceal part of the prey population. (This analogy
is not exact. For example, production of “predators” is not proportional to their population.)

Mathematical study of predator-prey systems goes back to Lotka and Volterra [47]. Their
model is a mean field model, that is, it does not take into account spatial distribution and those
effects can be profound, as has been demonstrated in systems that are literally composed of
predators and prey that modify their behaviors in response to various prevailing conditions [90].
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Mobilia et al. [76][72] have studied spatially distributed, stochastic predator-prey systems. This
rich area of study provides a general context for understanding some of the features of PathSim.

In summary, we do not believe that PathSim has yet evolved to the point where it reliably
produces answers, but it is already quite effective at framing questions. Its major contribution is
its ability to generate global insights and motivate further experimentation, while suggesting new
avenues for future development.
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Figure 7.2: PathSim Stability with Respect to Stochastic Variation. Here we illustrate that
multiple values of the random seed (here n = 20) yield nearly identical results in terms of total
agent numbers. Six of the seven agent types are plotted. Virtual Naive T-cells (omitted) exhibit
the same behavior. Reproduced from [104] with permission.
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Figure 7.3: Effects of Variation of Viral Burst Size. (A) Peak levels of free Virs rise in response to
increases in Virs burst size. Each line represents a single run for each parameter value. The range
shown in the legend indicates the minimum and maximum Virs burst size, with the average burst
size at the mid-point. The initial Virs dose was the same for all runs. (B) The number of BLats
rises in response to increasing the Virs burst size. Only with the lowest burst size (8-10 viruses,
red) is actual clearance observed. Above about 120 Virs per burst, the low level persistence
phase is virtually identical except for random fluctuations. (C) In contrast, BLyts numbers drop
in response to increases in Virs burst size, likely due to fewer BLats surviving to become lytic.
Reproduced from [104] with permission.
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Figure 7.4: Effects of Cell Division after Initial Infection. Panels A and C illustrate the effects
of allowing 1 (red), 2 (green), or 3 (blue) rounds of "cell" division immediately following initial
infection on the numbers of BLat and BLyt, respectively. While BLat populations grow, BLyt
populations actually shrink. Cognate virtual CTLs show parallel behavior. Reproduced from
[104] with permission.
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Figure 7.5: Responses of BLats to Changes in "CTL" Parameters. Varying TLat activation rate
(A) or kill rate (B) or TLyt activation rate (C) or kill rate (D) results in the changes illustrated
above in BLat populations. Increasing either the activation or kill rate of TLatS decreases the BLats
ultimately resulting in clearance at the highest values of either of the two parameters, while for
TLyts increasing these two parameters has no significant effect on the BLat population. The legend
indicates the probability of the event (activation or kill, respectively), where 1.0 corresponds to
100%. The default values for activation are TLat=0.015 and TLyt=0.035, while those for killing
are TLat=0.30 and TLyt=0.60. Reproduced from [104] with permission.
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Figure 7.6: Lytic Reactivation Rate Strongly Determines Infection Outcomes. Very small changes
in the reactivation rate lead to profoundly different outcomes. Panel A shows the effect of varying
the alpha parameter which controls the fraction of BLats that commence lytic replication im-
mediately upon return to the tonsils. Panel B depicts the results of changing the Lanzavecchia
parameter which determines what fraction of BLats divide upon return to the tonsils, thereby
producing one BLyt and one BLat. These two parameters produce nearly identical results and
are the most sensitive in PathSim. Each curve is labeled with the value of the parameter that
produced it and represents a single run. Reproduced from [104] with permission.
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Appendix A

Appendix for Section 2.2

A.0.1 The Grothendieck group G((Eq,⊕)) of the commutative monoid (Eq,⊕)
The following construction appears in §7 of [64]. The idea is to construct an Abelian group

G(M) in the concisest possible way out of a commutative monoid M . According to §7 of [64], the
so called group1 G((Eq,⊕)) of the commutative monoid (Eq,⊕) is defined as the set of congruence
classes of Eq ×Eq with respect to the following equivalence relation

(x, y) ∼ (x0, y0)⇔ ∃ t ∈ Eq : x⊕ y0 ⊕ t = x0 ⊕ y ⊕ t

This set is endowed with the binary operation

(x, y) + (x̃, ỹ) := (x⊕ x̃, y ⊕ ỹ) (A.1)

For the sake of completeness, we provide here the proof that G((Eq,⊕)) is indeed an Abelian
group. The proof is written for the specific monoid G((Eq,⊕)), although the arguments of course
apply to any commutative monoid.

The operation (A.1) is well defined. To see this, consider (x0, y0) ∈ (x, y) and (x̃0, ỹ0) ∈ (x̃, ỹ).
By the definition of ∼ we have ∃ t ∈ Eq : x⊕y0⊕ t = x0⊕y⊕ t and ∃ t̃ ∈ Eq : x̃⊕ ỹ0⊕ t̃ = x̃0⊕ ỹ⊕ t̃.
Consequently,

x0 ⊕ y ⊕ t⊕ x̃0 ⊕ ỹ ⊕ t̃ = x⊕ y0 ⊕ t⊕ x̃⊕ ỹ0 ⊕ t̃

which is equivalent to

(x0 ⊕ x̃0)⊕ (y ⊕ ỹ)⊕ (t⊕ t̃) = (x⊕ x̃)⊕ (y0 ⊕ ỹ0)⊕ (t⊕ t̃)

implying
(x0 ⊕ x̃0, y0 ⊕ ỹ0) ∼ (x⊕ x̃, y ⊕ ỹ)

Then it follows
(x0, y0) + (x̃0, ỹ0) = (x0 ⊕ x̃0, y0 ⊕ ỹ0) = (x⊕ x̃, y ⊕ ỹ)

Moreover, it is easy to see that (0, 0) is the neutral element and it holds

(0, 0) = (x, x) ∀ x ∈ Eq

Consequently, the inverse element of any (x, y) is (y, x). Now we prove particular properties of the
group G((Eq,⊕)) :

It holds
(0, 0) ∼ (0, q − 1) and (0, 0) ∼ (q − 1, 0) (A.2)

1Many authors refer to this group G(M) as the Grothendieck group of a commutative monoid M. [64] defines
the Grothendieck group using generators and relations within the free abelian group generated by M. It can be
shown that both constructions are isomorphic.
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To see this, consider any t ∈ Eq\{0}. By 4. of Lemma 39 we have

redq(q − 1 + t) = redq(t)

and by definition
(q − 1)⊕ t = t

which is equivalent to
0⊕ (q − 1)⊕ t = 0⊕ 0⊕ t

and to
0⊕ 0⊕ t = (q − 1)⊕ 0⊕ t

Furthermore, it is simple to verify that

(1, 0) ∼ (2, 1) ∼ (3, 2) ∼ ... ∼ (q − 1, q − 2)
(2, 0) ∼ (3, 1) ∼ (4, 2) ∼ ... ∼ (q − 1, q − 3)
(3, 0) ∼ (4, 1) ∼ (5, 2) ∼ ... ∼ (q − 1, q − 4)

...

(q − 2, 0) ∼ (q − 1, 1)

and

(0, 1) ∼ (1, 2) ∼ (2, 3) ∼ ... ∼ (q − 2, q − 1)
(0, 2) ∼ (1, 3) ∼ (2, 4) ∼ ... ∼ (q − 3, q − 1)
(0, 3) ∼ (1, 4) ∼ (2, 5) ∼ ... ∼ (q − 4, q − 1)

...

(0, q − 2) ∼ (1, q − 1)

as well as

(k, 0) ¿ (j, 0) for k, j ∈ {1, ..., q − 1} with k 6= j

(0, k) ¿ (0, j) for k, j ∈ {1, ..., q − 1} with k 6= j

Now consider a monoid homomorphism

h : (Eq,⊕)→ G((Eq,⊕))

If h(1) = (0, 0) then h is noninjective, since h(0) = (0, 0) (by definition). If we assume h(1) 6= (0, 0),
then from the above considerations we can follow ∃ k ∈ {1, ..., q − 2} such that

h(1) = (k, 0) or h(1) = (0, k)

Thus, since h is a homomorphism, we have

h(x) = (redq(xk), 0) or h(x) = (0, redq(xk)) ∀ x ∈ {2, ..., q − 1}

Consequently, if redq(xk) 6= q − 1 ∀ x ∈ {2, ..., q − 1}, h maps the set {1, ..., q − 1} into a set
of cardinality |{1, ..., q − 2}| = q − 2, in other words, h is not injective. On the other hand, if
redq(yk) = q − 1 for some y ∈ {2, ..., q − 1}, then by equation (A.2) we have

h(y) = (0, 0)

Summarizing, we can state that any monoid homomorphism h : (Eq,⊕) → G((Eq,⊕)) must be
noninjective.
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Appendix for Section 2.4

B.0.2 The preprocessing algorithm

We start with the definition of monomial dynamical system according to [23] and [23]:

Definition 237 Let Fq be a finite field. A map f : Fn
q → Fn

q is called a monomial dynamical
system over Fq if for every i ∈ {1, ..., n} there exists a tuple (Fi1, ..., Fin) ∈ En

q and an element
ai ∈ {0, 1} ⊆ Fq such that

fi(x) = aix
Fi1
1 ...xFinn ∀ x ∈ Fn

q

In order to use the algorithm described in Section 2.4 to determine whether such a monomial
dynamical system is a fixed point system we need to preprocess the system in the sense of Remark
31. To accomplish this task algorithmically, we add an element −∞ to our exponents semiring
Eq. (See Definition 29 and Theorem 43.):

Eq := Eq ∪ {−∞}

The arithmetic with this new element is as follows

a⊕−∞ = −∞⊕ a = −∞ ∀ a ∈ Eq

a •−∞ = −∞ • a = −∞ ∀ a ∈ Eq\{0}
0 • a = a • 0 = 0 ∀ a ∈ Eq

The addition is due to the additive "absorption property" of −∞ obviously associative. The same
holds for the multiplication, since both 0 and −∞ show the multiplicative "absorption property"
(although 0 wins over −∞). With this rules we are already able to multiply pairs of matrices
with entries in Eq. With this extended exponents set we can represent the monomial dynamical
systems defined above as follows:

Definition 238 Let Fq be a finite field. A map f : Fn
q → Fn

q is called a monomial dynami-
cal system over Fq if for every i ∈ {1, ..., n} there exists a tuple (Fi1, ..., Fin) ∈ En

q or a tupel
(Fi1, ..., Fin) ∈ {−∞}n such that

fi(x) = xFi11 ...xFinn ∀ x ∈ Fn
q

Now we describe the preprocessing algorithm: Given a monomial system f ∈ MFn
n (Fq) and its

representing matrix F ∈M(n× n;Eq)

1. Initialize L1 := 0 and L2 := 0 and an array v of length n to zero.

2. For k from 1 to n do L2 := L2 + 1 and v[k] := 1 if and only if Fk1 = −∞.
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3. Compare L1 and L2. If L1 = L2 or L2 = n, construct the matrix

F 0 ∈M((n− L2)× (n− L2);Eq)

by deleting the kth row and the kth column of F for all k s.t. v[k] = 1. Then return F 0 and
stop. If L1 < L2 and L2 < n, calculate the product F ·2, set F := F ·2 as well as L1 := L2
and go to step 2.

4. If the returned matrix F 0 is the empty matrix (L2 = n) we can conclude that the system f
is a fixed point system with (0, ..., 0)t ∈ Fn

q as its unique fixed point (see Remark 31). If F
0

is not the empty matrix, the corresponding lower dimensional system f 0 := Ψ(F 0) needs to
be analyzed with the algorithm described in Section 2.4.

Step 1 implies n + 2 initializations. Step 2 of the algorithm requires n comparisons, at most
n additions and at most n assignments. There are 2 comparisons in step 3. Each matrix mul-
tiplication in step 3 takes 2n3 − n2 addition or multiplication operations1 in Eq. There is one
initialization after each matrix multiplication. The worst case scenario is given when every time
the algorithm performs step 3, the set L1 grows by one element, forcing the algorithm to perform
n−1 matrix multiplications. The construction of the matrix F 0 requires a number of comparisons
and assignments that is obviously bounded above by 2n2. Summarizing, the worst case complexity
of the algorithm is bounded above by

B(n) := (n+ 2) + n(3n) + n2 + (n− 1)(2n3 − n2 + 1) + 2n2 = 2n4 − 3n3 + 6n2 + 4n+ 1

Since

lim
n→∞

B(n)

n4
= 2

we can conclude B(n) ∈ O( n4).
It is pertinent to emphasize that this preprocessing algorithm represents a primitive first attempt.
Since the matrix multiplications dominate the complexity of the algorithm, it seems meaningful
to try to reduce the complexity of the multiplication. Indeed, the rows with entries −∞ are
preserved during the multiplication, i.e. those rows do not need to be calculated. In addition, if
the first element of a row in the product matrix is equal to −∞ we know that all the remaining
elements of that row are going to be equal to −∞ as well. As we can see, there are possibilities
of improvement. However, for the purposes of this thesis, we are satisfied with a first working
algorithm of polynomial complexity.

1See also the analysis of the arithmetic operations in the semiring Eq in Section 2.4.
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Appendix C

Appendix for Section 4.5

Lemma 239 Let K be a field, n ∈ N a natural number, K[τ1, ..., τn] the polynomial ring in n
indeterminates over K and > an arbitrary monomial order. Then for each natural number m ∈ N
and each i ∈ {1, ..., n} it holds

τmi > τm−1i > ... > τ i > τ0i (C.1)

Proof. For each possible monomial order > and for each i ∈ {1, ..., n} it holds

τ i > τ0i = 1

Now, applying the translation invariance of the order > we get that for each natural number
m ∈ N

τmi > τm−1i

Therefore using the transitivity of > we conclude

τmi > τm−1i > ... > τ i ∀ m ∈ N, i ∈ {1, ..., n}

Theorem 240 Let Fq be a finite field and n ∈ N a natural number. Then the family of polyno-
mials

(τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn)

is a basis for the vanishing ideal
I(Fn

q ) ⊆ Fq[τ1, ...τn]

Proof. The inclusion
hτ q1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τni ⊆ I(Fn

q ) (C.2)

is given by the fact that in the finite field Fq we always have

aq = a ∀ a ∈ Fq

Now let f ∈ I(Fn
q ) be a polynomial in the vanishing ideal of F

n
q and > any monomial order. From

the inequalities C.1 it follows for >

LT (τ qi − τ i) = τ qi ∀ i ∈ {1, ..., n}

After division of f by (τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn) we can write f as

f =
nP
i=1

hi(τ
q
i − τ i) + r
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where hi ∈ Fq[τ1, ...τn], i = 1, ..., n and r ∈ Fq[τ1, ...τn] is the remainder. Assume r 6= 0. We
know that no term in r is divisible by (τ q1, τ

q
2, ..., τ

q
n) . As a consequence, each term of r must be

of the form
aτα11 ...ταnn with αj < q ∀ j ∈ {1, ..., n} and a ∈ Fq

and we can write r as
r =

X
α∈Mn

q

aατ
α1
1 ...ταnn

with suitable aα ∈ Fq, α ∈Mn
q . Now, since f ∈ I(Fn

q ) and r = f −
Pn

i=1 hi(τ
q
i − τ i) we have

r ∈ I(Fn
q )

This means the polynomial function

er : Fn
q → Fq

�x 7→ er(�x) := X
α∈Mn

q

aα
−→x α

vanishes on all points of Fn
q . Since the fundamental monomial functions (gnqα)α∈Mn

q
are linearly

independent (see Lemma 26), it follows

aα = 0 ∀ α ∈Mn
q

Therefore, the polynomial r must be zero and we have

f =
nP
i=1

hi(τ
q
i − τ i)

As a consequence
I(Fn

q ) ⊆ hτ
q
1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τni

This result together with the inclusion (C.2) proofs the theorem.

Theorem 241 Let Fq be a finite field and n ∈ N a natural number. Then the family of polyno-
mials

(τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn)

is a universal Gröbner basis for the vanishing ideal

I(Fn
q ) ⊆ Fq[τ1, ...τn]

Proof. It follows from the inequalities C.1 for all possible monomial orders

LM(τ qi − τ i) = τ qi ∀ i ∈ {1, ..., n}

As a consequence, for the least common multiple (lcm) of LM(τ qj − τ j) and LM(τ qi − τ i), i 6= j
it holds

lcm(LM(τ qj − τ j), LM(τ
q
i − τ i)) = lcm(τ

q
j , τ

q
i ) = τ qjτ

q
i ∀ i, j ∈ {1, ..., n} with i 6= j

and for the S-polynomial of τ qj − τ j and τ qi − τ i, i 6= j we have

S(τ qj − τ j , τ
q
i − τ i) = τ qi (τ

q
j − τ j)− τ qj(τ

q
i − τ i) = τ qjτ i − τ qi τ j ∀ i, j ∈ {1, ..., n} with i 6= j

Let’s divide S(τ qj − τ j , τ
q
i − τ i) = τ qjτ i − τ qi τ j by (τ

q
1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τn) . Let without loss

of generality
τ qjτ i > τ qi τ j ⇔ LT (τ qjτ i − τ qi τ j) = τ qjτ i
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Then we get after the first division step the remainder

−τ qi τ j + τ iτ j

Now we know from the inequalities (C.1) after translation by τ j

τ qi τ j > τ iτ j ⇒ LT (−τ qi τ j + τ iτ j) = −τ qi τ j

so we can continue the division process and we get the remainder

−τ qi τ j + τ iτ j − (−τ j)(τ qi − τ i) = 0

By the previous theorem
I(Fn

q ) = hτ
q
1 − τ1, τ

q
2 − τ2, ..., τ

q
n − τni

And so, by Buchberger’s S-pair criterion (see Theorem 6 of chapter 2, §6 in [25]),

(τ q1 − τ1, τ
q
2 − τ2, ..., τ

q
n − τn)

is a universal Gröbner Basis for I(Fn
q ).
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Appendix D

Appendix for Sections 5.2 and 5.3

D.0.3 Examples of vector spaces in general position and the codimension con-
dition

Example 242 Let n = 2, q = 2 and consider the vector space F2(F2) an its basis
(g22α)α∈M2

2
= (x1x2, x1, x2, 1) ordered according to the lexicographic order with x1 > x2. Fur-

thermore let U := span(x1x2 + x1 + x2 + 1). The basis vector u1 := x1x2 + x1 + x2 + 1 has the
coordinates (1, 1, 1, 1)t with respect to the basis (g22α)α∈M2

2
. Therefore, U is in general position

with respect to (g22α)α∈M2
2
. It is easy to verify¯̄

V (

ϕ−1(u1)

®
)
¯̄
=

¯̄
{(x, y) ∈ F22 | xy + x+ y + 1 = 0 mod 2}

¯̄
= |{(0, 1), (1, 0), (1, 1)}| = 3
= 22 − 1 = codim(U)

As a consequence, the set X := {(0, 1), (1, 0), (1, 1)} constitutes an optimal data set to reverse
engineer any function f ∈ F2(F2) displaying no more than 3 terms. If the term-order-free reverse
engineering method is used, the probability of successfully retrieving a nonzero function displaying
1 term would be

P =

µ
22 − 1
22 − 3

¶
µ
22

3

¶ =

µ
3
1

¶
µ
4
3

¶ = 3

4
= 0.75

For a function displaying 2 terms P = 0.5 and 3 terms P = 0.25.

Example 243 Let n = 2, q = 3 and consider the vector space F2(F3) an its basis
(g23α)α∈M2

3
= (x21x

2
2, x

2
1x2, x1x

2
2, x

2
1, x1x2, x

2
2, x1, x2, 1) ordered according to a total degree term or-

der with x1 > x2. Furthermore let U be the 8-dimensional subspace of F2(F3) generated by

U := span(x21x
2
2 + x21x2, x

2
1x2 + x1x

2
2, x1x

2
2 + x21, x

2
1 + x1x2, x1x2 + x22, x

2
2 + x1, x1 + x2, x2 + 1)

The coordinate vectors of the generating vectors are

bu1 := (1, 1, 0, ..., 0)tbu2 := (0, 1, 1, 0, ..., 0)t
...bu8 := (0, ..., 0, 1, 1)t
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By calculating the determinant of the matrices

Aj :=

⎛⎜⎜⎜⎜⎜⎝
but1but2
...but8
etj

⎞⎟⎟⎟⎟⎟⎠ , j = 1, ..., 9

(where ej is the jth canonical unit vector of F93), one can easily show that U is in general position
with respect to (g23α)α∈M2

3
. To determine the set V (


ϕ−1(u1), ..., ϕ−1(u8)

®
), we start solving the

three last equations given by
x22 + x1 = 0
x1 + x2 = 0
x2 + 1 = 0

⇔
x22 = −1
x1 = 1
x2 = −1

This system of equations has no solution in the set F23. Therefore

V (

ϕ−1(u1), ..., ϕ

−1(u8)
®
) = ∅

Consequently, U does not satisfy the codimension condition and thus does not yield an optimal
data set.

D.0.4 Existence of vector subspaces in general position

The basic idea of the proof is to treat the problem over the real numbers and then construct
a solution over finite fields based on the existence of a solution over the real numbers. This last
step takes advantage of the density of the rational numbers in the set of real numbers.

We recall the definition of general position for vector spaces over a finite field:

Definition 244 Let W be a finite dimensional vector space over a finite field Fq with
dim(W ) = d > 0. Furthermore, let (w1, ..., wd) be a fixed basis of W and s ∈ N a natural number
with s < d. A vector subspace U ⊂ W with dim(U) = s is said to be in general position with
respect to the basis (w1, ..., wd) if for any basis (v1, ..., vs) of U and any injective mapping

π : {1, ..., (d− s)}→ {1, ..., d}

the vectors
v1, ..., vs, wπ(1), ..., wπ(d−s) (D.1)

are linearly independent.

It can be easily shown that if the linear independence condition (D.1) holds for one basis of
U , it holds for every other basis of U.

Now we will construct an s-dimensional subspace U ⊂W in general position with respect to a
given basis of W , where s is an arbitrary natural number with s < d. For this purpose we will find
the coordinates with respect to the basis (w1, ..., wd) of a basis of U. We denote the coordinates
sought as follows

�ξ1 =

⎛⎜⎝x1
...
xd

⎞⎟⎠ ,�ξ2 =

⎛⎜⎝xd+1
...

x2d

⎞⎟⎠ , · · · ,�ξs =

⎛⎜⎝x(s−1)d+1
...

xsd

⎞⎟⎠
The next step is to count all different injective mappings π : {1, ..., (d − s)} → {1, ..., d} as
π1, ..., πN . For each πi we consider the coordinate vectors �ξ1, ...,�ξs, �eπi(1), ..., �eπi(d−s) with respect
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to the basis (w1, ..., wd) , where �ej is the jth canonical unit vector of Fd
q . Now, for i = 1, ..., N we

define the determinant functions

Dπi : Rsd → R

�x 7→
¯̄̄
�ξ1, ...,�ξs, �eπi(1), ..., �eπi(d−s)

¯̄̄
where �ej is seen as the jth canonical unit vector of Rd. The linear independence condition (D.1)
is equivalent to

Dπi(�x) 6= 0

Due to the structure of
³
�ξ1, ...,

�ξs, �eπi(1), ..., �eπi(d−s)
´
and by the Leibniz determinant formula

we know that Dπi are nonzero polynomial functions in the variables x1, ..., xsd and therefore
nonzero analytic functions in Rsd with an infinite radius of convergence, (in particular, continuous
functions). Consequently, no Dπi can be identical to zero on any open subset of Rsd. By the
continuity of Dπ1 we know that there is a non-empty open subset O1 ⊆ Rsd such that Dπ1 |O1 6= 0.
Using the same argument we know that there is a non-empty set O2 ⊆ O1 open in Rsd such that
Dπ2 |O2 6= 0. After applying this argument N times we identify a non-empty open subset ON ⊆ Rsd

such that Dπi |ON
6= 0 ∀ i ∈ {1, ..., N}. Since the set Qsd is a dense subset of Rsd, there is a point

�y ∈ ON with rational entries, i.e. yl ∈ Q ∀ l ∈ {1, ..., sd}. Let

�y = (
a1
b1
, ...,

asd
bsd
)t

and c :=
Qsd

k=1 bk. Since �y ∈ ON , we knowDπi(�y) 6= 0 ∀ i ∈ {1, ..., N}. By the rules of determinants
we also know

Dπi(c�y) 6= 0 ∀ i ∈ {1, ...,N}

Moreover, c�y has integer entries, i.e. cyl ∈ Z ∀ l ∈ {1, ..., sd}. For a sufficiently large prime number
p, the entries cyl can be seen as elements of the finite field Fp of integers modulo p. Therefore, the
values cyl ∈ Fp, l = 1, ..., sd can be used as the coordinates with respect to the basis (w1, ..., wd)
of a basis for an s-dimensional subspace U ⊂ W in general position with respect to the basis
(w1, ..., wd) of W, a vector space over the finite field Fp.

D.0.5 The term-order-free reverse engineering algorithm

The input of the term-order-free reverse engineering algorithm is a set X ⊆ Fn
q of m ≤ qn

different data points, a list of m interpolation conditions

�xi 7→ bi, xi ∈ X

and a linear order > for the elements of the basis (gnqα)α∈Mn
q
of Fn(Fq), (i.e. the elements of the

basis are ordered decreasingly according to > ). The steps of the algorithm are as follows:

1. Calculate the entries of the matrix

A := (Φ �X(gnqα))α∈Mn
q
∈M(m× qn;Fq)

representing the evaluation epimorphism Φ �X of the tuple �X with respect to the basis
(gnqα)α∈Mn

q
of Fn(Fq) and the canonical basis of Fm

q .

2. Calculate a basis �y1, ..., �ys ∈ Fd
q of ker(A).

3. Extend the basis �y1, ..., �ys of ker(A) to a basis (�y1, ..., �ys, �ys+1, ..., �yd) of Fd
q using the standard

orthonormalization procedure. (See Section 4.4 in Chapter 4).
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4. Define a generalized inner product h., .i : Fd
q → Fq by setting

h�yi, �yji := δij ∀ i, j ∈ {1, ..., d}

and calculate the entries of the matrix S defined by

Sij := h�ei, �eji , i, j ∈ {1, ..., qn}

where �ej is the jth canonical unit vector of Fd
q .

5. The coordinate vector with respect to the basis (gnqα)α∈Mn
q
of the output function is obtained

by solving the following system of inhomogeneous linear equations

A�z = �b

�ytiS�z = 0, i = 1, ..., s

The steps described above represent an intelligible description of the algorithm and are not
optimized for an actual computational implementation.
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[19] D.L. Chao, M.P. Davenport, S. Forrest, and A.S. Perelson. A stochastic model of cytotoxic
t cell responses. Journal of Theoretical Biology, 228(2):227—240, 2004.

[20] M. Cohn, R. Langman, and J. Mata. A computerized model for self -non-self discrimination
at the level of the th (th genesis) i. the origin of primer effector th cells. International
Immunology, 14:1105—1112, 2002.

[21] M. Cohn, R. Langman, and J. Mata. A computerized model for the self-non-self discrimi-
nation at the level of the th (th genesis) ii. the behavior of the system upon encounter with
non-self antigens. International Immunology, 15(5):593Ű609, 2003.
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