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Chapter 1

Introduction

Integrated circuits (ICs) are part of our daily live as theg the hearts of MP3 players, cell
phones, personal digital assistants (PDAs), laptops, aBad ears have a high number of
integrated circuits. Also the industry mainly depends degnated circuits in different appli-
cations, ranging from simulations of complex processes amfframe computers to ef cient
control of production lines.

The history of integrated circuits started around 1960, nvaealog components were
integrated on a piece of silicon for the rst time. In 1971tdhpresented the 4004, the rst
microprocessor of the world with about 2300 transistorstht time this thesis was written,
integrated circuits can have billions of transistors. Heniotegrated circuits are today mostly
called VLSI circuits, with VLSI standing for very large seaintegration. This enormous
complexity of integrated circuits can only be handled if tireuits are designed not by hand,
but by algorithms, executed on computers. The usage of sutiputer algorithms in order
to design integrated circuits is called electronic desigtomation (EDA).

In the year 1965, Gordon Moore [Mo065] detected that the remnlof transistors in
an integrated circuit is doubling every 18 months (apprateety). Still today, Moore's law
is valid [SEM], which means that the complexity of integdat@rcuit is steadily growing.
Therefore, fast and ef cient algorithms are necessarytierEDA of future circuits.

1.1 Electronic Design Automation

Starting from the idea of a circuit, electronic design audtion is done in several steps [SY95,
Lie06], as shown in Figure 1.1. In each step, the descrigifdhe circuit is re ned. After all
steps, the circuit can be fabricated.

The rst step of EDA is to specify the circuit. Here, the maeatures like performance,
functionality, and physical dimensions are de ned. Amadngghers, also decisions on the
architecture have be done, e.g., which type of processavhah kind of memory the circuit
should use. After this, the circuit is described as a belaniodeled at system level using a
hardware description language like VHDL or Verilog. The ngbep is logic synthesis, which
rst transforms the behavior description of the circuitord register transfer description. At
register transfer level, the circuit mainly consists of attol unit and a data path. The data
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Figure 1.1: Design Flow of Integrated Circuits
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path includes registers and functional blocks like arittiolegic units. Moreover, the data are
described as bit vectors. Based on the register transfeehodthe circuit, the logic synthesis
constructs the gate level description then. At gate leved, dircuit consists of gates like
inverters, and-gates, or-gates, ip- ops, etc. The gatesmselves consists of transistors. The
data are described as single bits. After logic synthesesgtte level description of the circuit
is simulated, and different speci cations are veri ed, gipe maximal clock frequency. If the
speci cations are not met, the logic synthesis is done adéthe circuit is working correctly
at gate-level, layout synthesis is done next. The main stElpgout synthesis is placement of
the gates, and routing of the nets, which interconnect thesgélowever, prior to placement,
oorplanning is invoked to determine the positions of th® Ipins, the dimensions of big
gates, and the dimensions of the chip. Due to the high nundiegates, placement itself
is done in two steps: global placement and nal placementriiguglobal placement, the
gates are roughly spread on the chip. Final placement thaowes the remaining overlap,
aligns the gates to a given row/grid structure. There, dBfié design rules are considered,
like minimal distances between the gates. This thesis ptes®vel approaches for global
and nal placement. After the gates are placed, the netschvhiiterconnect the gates, are
routed. After routing, the polygon level of the circuit isaehed, i.e., the circuit is described
only by polygons now. At polygon level, the circuit is simtéd again, and it is checked if all
given speci cations are met. If not, the EDA is started fromeypous steps, and if necessary,
it is even started again with logic synthesis. At the end oAEe lithography masks are
created, and the circuit is fabricated using these masks.

1.2 Types of Integrated Circuits

Figure 1.2 displays different types of integrated circuisged today. Each circuit type re ect
one design style. The differences between them is mainlyyghe of gates, and how they
are implemented on the “die”. “Die” here means the piece ld®i which implements the
circuit.

1. Mask-Programmable Gate-Arrays/Sea-of-Gates
The dies of mask-programmable gate-arrays and the diesaebfsgates have prefab-
ricated transistors, aligned in a regular pattern. To imy@at circuits with such dies,
the gates of the circuit are broken down to transistors Tdten, the gates as groups of
transistors are assigned (placed) to the prefabricatedistrs of the die. The routing
is done in metal layers, either in channels between theistams (mask-programmable
gate-arrays), or above the transistors (sea-of-gates).

2. Field-Programmable Gate-Arrays (FPGA)
The die of a FPGA is completely prefabricated, and consisésregular matrix of pro-
grammable logic blocks and interconnect blocks. PlacemiefRPGAs means to assign
gates of the circuit to the logic blocks of the FPGA. Routisglone by con guring the
interconnect blocks.

3. Standard Cell Circuits
The die of a standard cell circuit is not prefabricated. Tineuit is implemented with
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Figure 1.2: Different circuit types

gates all having the same height but different widths. Suategyare called standard
cells. Placement of standard cell circuits means to alignctls to a row structure.
Today, routing of standard cell circuits is done mostly abtive standard cells using
various routing layers.

4. Macro Cell Circuits

Similar to standard cell circuits, the dies of macro celtuits are not prefabricated.
Macro cell circuits consists of a few, but complex macro kke.g., memory blocks,
arithmetic units, or even processor cores. Today, theseanate often so called intel-
lectual property (IP) cores. IP cores are purchased andraikable at different descrip-
tion levels: system level (in VHDL or Verilog), at gate-léyver even at polygon level.
Considering placement, there are two types of macros. Safros have a xed area
but are free in the aspect ratio (relation between width aidht). Hard macros have
xed widths and heights. Therefore, placement of circuiifwgoft macros means not
only determining the position of the macros, but also theeasgatio.

5. Mixed-Size Circuits
Mixed-size circuits consist of a few macros and a high nunabetandard cells. This
circuit type is mostly used today.

Figure 1.3 shows two modern design styles based on stateeedst circuits: (a) mixed-
size, and (b) macro cells. Due to the high number of standaltsl these cells are represented
as “black clouds” around the gray macros in Figure 1.3 (a)e fitacro cell circuit depicted
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in Figure 1.3 (b) represents the widely used System-on-(3m&) design style. There, each
macro can represent one system, e.g., processor core, ldackeor network stack.

(a) Mixed-Size (b) Macros (SoC)

Figure 1.3: Two modern design styles.

1.3 Placement

Placement is one important step of the EDA ow (see Figurg,which highly affects the
quality of a circuit. The input of placement is the circuitsdebed at gate-level. This means
that the circuit consists of gates, and the gates are imaesxied by nets. In the rest of the
paper, the gates are called modules. Placement is to detetihre positions of the modules,
while considering different objectives and constraintéie Tundamental constraints are that
the modules do not overlap, and that all modules are locatddrnvthe chip area. Here, it
should be noted that today, the chip area is mostly given byrptanning. An additional
constraint of placement is for example to align the modwesivs or to a grid structure. The
main objective of placement is to minimize the total wirgjén i.e., to minimize the sum of
the lengths of all nets. This objective is used because withinémal wirelength, the circuit
Is easy to route, the maximal clock frequency is high, andotheer consumption is low. In
summary, placement can be formulated as to solve the fallpwroblem.

Placement Problem:

Place all modules such that
all relevant objectives (e.g., total wirelength) are ogiand
all constraints (e.g., no overlap) are met.
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Chapter 2

State of the Art

Although the placement problem proposed in the previous@esounds easy, it is a combi-
natorial problem, which is known to be a NP-complete prob]&d79, Don80, SB80, Len88,

Len90]. This means, there exists no algorithm up to datechvholves the problem optimal
with polynomial runtime complexity. In the extreme casd,fedsible placements have to
be inspected, in order to nd the optimal placement. Withlimils of modules (which is the

number of modules in modern VLSI circuits), the number offbke placements is quite high,
i.e., the runtime is not practicable.

Hence, to get good solutions in polynomial runtime, the @haent problem is solved by
heuristics. One traditional method is to use two steps facginent: global and nal place-
ment. In global placement, the modules are spread roughtherchip, with few overlap
remaining. In nal placement, the overlap is removed, anel thodules are aligned to the
grid/row structure. This thesis covers novel solutionskioth placement steps. In the fol-
lowing, the state-of-the-art in global placement is desaxli rst, including different aspects
as net models and routability optimization. Second, thieest&the-art in nal placement is
presented.

2.1 Globhal Placement

Global placement means to spread the modules roughly orhtperesulting in a placement
with few overlaps. In the previous decades, different athors for global placement were
developed. They differ mainly in the way how the wirelengshminimized, and how the
modules are spread on the chip. Figure 2.1 categorizegeaffféechniques, and lists the
names of different state-of-the-art placers. Some of theseniques are able to spread the
modules without any overlap on the chip. However, they arstmstopped if there is only
little overlap remaining. This overlap is removed in nagglement then.

2.1.1 Greedy Placement

Placers based on greedy methods have in common to modifyea gtart placement over a
sequence of iterations, and accept only better placementsding to their cost. Here, the
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Figure 2.1: Different placement techniques and names dadwsuplacers.

start placement can be random, and the cost is mainly a catntinof wirelength and over-

lap. Due to the fact that only better placements are accepregdy placers are likely to
get stuck in a local minimum, i.e., they will probably not rile optimal solution. In prin-

ciple, greedy placers modify the placement by permuting uhex] either just two modules
[HK72, Shu75, Sch76, Bla85a, Bla85b, CP80, IKB83, KP77, H@JA or three and more

modules [HWA76, Got79, Got81]. However, only for circuitsthvjust a few modules, all

possible modi cations can be tested. For bigger circuitdymeighboring modules can be
permuted in practicable runtime. Therefore, heuristicsengkeveloped to decide which mod-
ules are best to permute [Qui75, HWA76, Got79, Got81]. Thénmdaawback of greedy

placers is that they only do a local optimization of the ptaeat. Thus, they highly depend
on the start placement.

2.1.2 Cluster-Growth

Placers based on cluster-growth iteratively cluster newdues around already placed mod-
ules. Here, the rst placed modules can be random. The glyaté cluster-growth placers
can be viewed as bottom-up: starting from some placed meduotere and more modules
are placed, until all modules are placed. The decision, wmodules are clustered, is done
based on a cost function representing the wirelength andhttaule overlap. Placers using
this method are for example [SU72, HK72, Shu75, Sch76, HWA®77, Got79, Got81,
DK87, LM90, Mul90, YK92, KK92, Lee93, SSL93]. These appes have good results for
small circuits, but degrade with increasing numbers of nheslper circuit. This problem is
due to the local view of the method, and due to the high depes®len the start placement.

2.1.3 Min-Cut Placement

In contrast to the bottom-up strategy of cluster-growthcpta, placers based on min-cut
are following a top-down technique. Here, the placemena amed the circuit are recur-
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sively partitioned. In doing so, parts of the circuit areigssd to parts of the placement
area. The recursive process is done until each module igreessito a unique part of the
placement area, which results in a placement with no or jttkt bverlap. The partition-
ing of the circuit is driven by minimizing the wirelength. lorinciple, this is achieved
by minimizing the number of nets cuj ( min-cut) by a partition. However, partitioning
a circuit is a NP-hard problem [SH86]. Therefore, differdeuristics were developed for
this task [KL70, SK72, FM82, GB83, Kri84, Saa93, LLLC96, D&Y DD96a, KAKS97,
AHK97, CLL* 97, ACH" 97]. Beside the improvement in partitioning the circuite thar-
titioning of the placement area was also improved. The rsh4tut placers divided the
placement area in two parts (bi-partitioning) in each stiejhe recursive placement process.
[Bre77a, Bre77b, Cor79, Lau79, SH80, BH83, DK83, DK85, LDA#n88, SC88]. Later
on, four parts [SK87, SK88, Apt90, HK97], and even eight pgsan89, Vij89, ML90] were
used. Modern min-cut placers are for example Capo [RI%, Dragon [TYCO05], and Feng-
Shui [AOL" 05].

2.1.4 Stochastic Placement

Stochastic placers combine the wirelength and the modwddayvin one cost function, and
minimize this cost function with stochastic methods. Sastlt methods means to create
randomly sets of placements in a sequence of iterationshdrend, the placement with the
lowest cost function is chosen as the result. Stochastimeptacan easily extend the cost
function in order to consider different objectives or varscconstraints. Moreover, stochastic
placers are able to escape from local minima, and are everi@lid the optimal solution for
the placement problem. However, stochastic optimizatioganeral needs a lot of samples
(placements), and thus, stochastic placers are only pedodé for circuits with a low number
of modules. In principle, there are two main methods of shstic optimization: simulated
annealing and evolutionary algorithms.

Simulated Annealing

Simulated Annealing [KGV83] follows the annealing processnetallurgy: a hot metal is
cooled (over time) such that in the end, it is most perfece(orystal, no defects). As an
optimization method, Simulated Annealing starts with driteatry start con guration (place-
ment). Over the iterations, new con gurations are creatdlomly by so called “moves”. A
move for a placement can be to choose randomly a module, astthtaye randomly its loca-
tion. Each new con guration is given a cost, and a decisiomagle if the new con guration
is accepted, and thus replaces the best-so-far con guralibis decision is done based on the
cost of both con gurations, and based on the current temiperaThe temperature is high at
the start, and is decreasing over the iterations. As a resatse con gurations are accepted
at the start of the optimization process, in order to escapa focal minima. At the end, only
better con gurations are accepted. The method of decrgabia temperature affects highly
the quality of the solution [Whi84, HRSV86, LD88, BKT93].

The authors of [RSV85, vLA87, Sec88, OvG89, AK89] showed gimulated anneal-
ing is able to nd the global optimum. Moreover, the basic @i®ns of the optimization
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techniques are easy to implement. Hence, this techniquevergigopular for placement in
the past [SSV85, NSS85, SSV86, WL86, Sec88, WLL88, MFNK9%BMK96]. However,
the number of con gurations necessary to nd the optimunr@ases dramatically with the
complexity, i.e., the number of modules per circuit. Theref different heuristics were used
along with simulated annealing to cope with the increasiagiper of modules per circuit
[MG88, HCC92, SKK 93, SS95, SW97]. A typical representative of a stochastcenl is
Timberwolf [SS93]. Today, simulated annealing is rarelgdiso place circuits with millions
of modules.

Evolutionary Algorithms

Evolutionary algorithms use mechanisms inspired by biiglaigevolution: heredity, mutation,
selection, and survival of the ttest. In placement, evaogary algorithms start by creating a
set of random placements. In an iterative process, newiplects are created based on current
placements (heredity), and based on random changes (onjtaihen, the new placement
are selected according to their cost. Over the iteratidms better placements survive, and
at the end, a good placement is found. In principle, the baparations of evolutionary
algorithms are simple, and the optimization can be run ialpgusing numbers of computers.
However, the runtime is still high for modern circuits. Ewtbnary algorithms for placement
are presented in [CP86, CP87, KB89, SM90, KB91, RR96, EK97].

2.1.5 Analytical Placement

Analytical placers are based on an analytical cost functidrich is continuous and in most
cases differentiable. The minimum of the analytical costfion is determined by numerical
optimization. Mostly, the cost function represents theal@ngth, and sometimes it is a com-
bination of wirelength and overlap. Depending on the costfion, analytical placers can be
subdivided in linear, quadratic and non-linear placers.

Linear Placement

Linear placers are using a linear cost function, and rembeentodule overlap by linear
constraints between the modules. This gives a linear pnogktowever, such programs have
a high computational complexity. Hence, linear placers [WM87, HWM86, WM88, JK89,
RCO06] can only be used for circuits with a low number of moduléhe analytical cost
function in linear placement can be non differential (euging the absolute value function).
In all other analytical placement approaches, the costtimmes differentiable.

Quadratic Placement

All quadratic placers represent the wirelength in a quacicist function :

1 X

= 5 W X X)2+ Wy (i )2 (2.1)
iij
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pi = (X;Y;) is the position of modulé. is the sum of the weighted quadratic Euclidean
distances between pairs of modulesdj). The pairwise connections are called two-pin
connections. To represent the wirelength by two-pin cohiaes in , a net model is neces-
sary in quadratic placement. Next Section 2.3 gives an @a&rgn net models in general, and
on state-of-the-art net models for quadratic placementoAgst others, this thesis presents a
novel net model for quadratic placement.

Representing the positions of alN movable modules in vectorp =
(X1 X251 XN Y1 Yas iYn ) T, the sum notation of the quadratic cost function (2.1) can be
represented in a matrix-vector notation:

= %pTCp + p'd+ const (2.2)

Matrix C represents the connections between movable modules, athar dere ects the
connections between movable and xed modules. Fixed madate for example 1/0O pins
(input/output pins). By minimizing , quadratic placers obtain the module positipnith
minimal netlength, which is the optimal placement. Sincaimizing just the netlength re-
sults in a lot of module overlap, quadratic placers need datkto reduce the overlap. De-
pending on this method, quadratic placers can be subdividedhree categories: based on
eigenvalues, based on partitioning, and based on forces.

Eigenvalue-Based Quadratic Placement

Quadratic placers based on Eigenvalues assume that alllesoahe movable, i.ed = 0 in
(2.2). To reduce the module overlap, and to spread the medume¢he placement area, these
placers are using the constrajmtp = const Combining this constraint with the quadratic
cost function by Lagrangian relaxation gives a new function, whose mimmisi found by
setting its derivative (with respect ¢ andy;) to zero. This results iCp p = 0, which

is similar to determining the Eigenvalues and EigenveatdS. Then, the module positions
are given by the Eigenvectors with the lowest Eigenvaluaegervalue quadratic placers are
for example [Hal70, Ott82a, Ott82b, FYSK83, Bla85a, Bla8bK86]. Since computing
Eigenvalues and Eigenvectors is complex, quadratic pdduased on this technique are rarely
used to place state-of-the-art circuits with millions ofantes.

Partitioning-Based Quadratic Placement

In order to reduce the module overlap, partitioning-basgatigatic placers divide recursively
the circuit and the placement area, and assign parts ofriti@tdio parts of the placement area.
In contrast to min-cut placers, which use a similar techeifqu placement, partitioning-based
guadratic placers minimize a quadratic cost function irhestep of the recursive placement
process. In quadratic placement based on partitioninfgrdifit techniques are used to par-
tition the placement area, to partition the circuit, and ¢ddnthe modules in the placement
region to which they are assigned.
The authors of [WWM82, Wip85] presented a placer, which pices the modules by

minimizing the quadratic cost function, and then assignslufes to placement regions us-
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ing a technique similar to min-cut. In [CK83, CK84], a methedlescribed, which recur-
sively partitions the placement area in two regions. In dgaation of recursion, the posi-
tions of the modules are used to partition the circuit, andssign the modules to placement
regions. To place the modules in one region, the modulesebther regions are xed,
and linear constraints (center-of-mass constraints) seel to spread the modules. PROUD
[TKH88a, TKH88c, TKH88b] is similar to this technique, bubet not utilize linear con-
straints. To spread the modules in one region, the xed meslwf the other regions are
projected to the border of the current region. With the remir, the placement regions, and
the number of modules assigned to them are continuoushedsicry. By placing only the
modules in one region, and xing all other modules, the piaeat problem is solved more
and more locally. This will decrease the quality of the siolut In contrast to this, Gor-
dian [KSJ88, KSJ89, Kle89, KSJA91] places all modules coeatly in all iterations of
the recursive partitioning process. The partitioning iveln by the module positions. To
hold the modules, which are assigned to one placement reigiahis region, Gordian uses
center-of-mass constraints. GordianL [SDJ91, Sig92] oues the method for partitioning
the placement area, and introduces weights in the quad@gidfunction, which are used for
linearization the quadratic wirelength.

BonnPlace [Vyg97, BS05], and hATP [NRAG6] partition the placement area in four re
gions in each step of recursive placement process. A mittrnag- ow is used to partition
the circuit, and to assign modules to placement regions.old the modules in their place-
ment regions, BonnPlace and hATP use center-of-mass agrtstrand so called “terminals”.
These terminals arise while cutting the nets by partitignin other words, the terminals con-
nect two nets of two partitions, which where formerly one inedne partition. The terminals
are located at the border between two partitions, are tleatexed modules, and results in
that the modules in each placement partition stay withirpa@dition. In addition, with the
xed terminals, each placement partition can be placed ameatly using different CPUs.
This improves runtime, but advanced methods for positigiine terminals are necessary in
order to prevent a decline in the placement quality.

In general, partitioning quadratic placers are able to@laodern circuits in reasonable
runtime. Since they reduce the module overlap by partitignand mostly ignore the module
dimension here, they are problematic if the modules areftérént dimension like in mixed-
Size circuits.

Force-Directed Quadratic Placement

The two-pin connections used in (2.1) for the quadratic ¢osttion can be viewed as
elastic springs. This creates a spring system, amelpresents the total energy of the spring
system. The derivative of is the “net” force, created by the springs;et = Cp + d. Setting

this force to zero gives the module positions with minimaleMngth, which equals the equi-
librium state of the spring system. In other words, the gysjn.e., the two-pin connections,
of quadratic placement create a force, which attracts théubes. Force-directed quadratic
placers utilize an additional fordé,qq to spread the modules on the placement area. This
spreading is done in a sequence of placement iterationsh Eration starts with a given
placement. Then, an additional force is determined. Sgttie sum of the net force and the



2.1. GLOBAL PLACEMENT 13

additional force to zero results in a system of linear equnsti This system can be solved
ef ciently with respect top. At the end of each placement iteration, the modules aresgdlac
to the positions described Ipy

Different approaches exist for the additional forces. ICYF#67], the additional force is
modeled in that all modules are repelling each other. Howdvis results in a high number of
additional forces. To reduce the computational complexittyer approaches utilize repelling
forces only between unconnected modules. In [Sca71, QQ@BF9, AJK82, JJA83, Kird4,
For87, Jus87], the repelling force is constant over theadis# between the not connected
modules. In [FCW67, QB79, Kir82, Waw88], the repelling feiis reciprocal to the distance.
Another modi cation is to model the overlaps between the mled rather than the modules
themselves as the source for the repelling force. In [Sc&hL,75, Rob83, SD85, SB87,
AA88, KKM91] overlaps between modules are repelling eadtent The overlap between
modules and the border of the placement region is modeled@W67, Shu75, KKM91] as
the source for the repelling force. In [Joh87], the triaragian of the placement area based on
the module positions is used to determine a force, whichesisrehe modules on the placement
area.

Modern force-directed quadratic placers like Eisenmaapjsroach [EJ98, Eis99, Obe05],
FDP [VKV04, VKO05a, VKO05b, KV06], FAR [HMS02b], mFAR [HMSO05FastPlace [VCO05,
VPCO06, VPCO07], and RQL [VNAOQ7], have in common to use the distribution of the modules
on the placement area to determine one additional force peluta. This force drives the
modules away from high density regions towards low den&ityans. The above mentioned
modern force-directed placers differ in the way how the tiddal force is implemented, i.e.,
in the way how the force is determined and modeled. Sincehb&s presents a force-directed
placer, details and differences of modern force-directadgys are described in the following;
Figure 2.2 gives an overview.

Placer Controlling Force| Spreading/Perturbing Force
Hold Force Move Force

Eésﬁg?&n,”é% 5 Const. Force, Potential

FastPlace, RQL Fixed Points, Bin Utilization

FAR Fixed Points Const. Force, Potential

mFAR Fixed Points Fixed Points, Bin Utilization

Kraftwerk Const. Force Target Points, Potential

Figure 2.2: Implementation of the additional force in madéarce-directed quadratic placers=DP
uses two more forces, but they are not necessary to spreaddtieles on the chip. A dark gray box
means that heuristics are necessary. A light gray box meansdntrollability.

Eisenmann's approach is based on the idea that modules sitevgly charged, the place-
ment area is negatively charged. Thus, the modules repbl @her, and the modules are
attracted by the placement area. The distribution of theggdsaon the placement area is used
to determine an electrostatic potential. For each modutbe gradient of the potential is
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determined, and the gradients are accumulated in the additforce over the placement it-
erations. The additional force in Eisenmann's approachadeted as constant force, i.e., the
force does not depend gn

Using a constant force is one way to model a force. Another twaypodel a force is to
use xed points (each located gt), and connect each module to its xed point by an elastic
spring having the strengty. This spring creates the force then.
FFP™9 =si(pi p i) (2.3)

The authors of [HMS02b] showed that using xed points are aegalization of using a
constant force, and they showed that xed points controlglaement better than constant
forces do. In principle, the controllability is improveddzseise each module is moved at most
to its xed point in each placement iteration. Using a constfmrce, the movement is not
limited.

FDP is similar to Eisenmann's approach in that the gradiehtke potential are accumu-
lated in a constant force to spread the modules on the chigddition, FDP used two forces
to stabilize the placement algorithm, and to improve thénegth. These two forces are mod-
eled by xed points in FDP. Similar to Eisenmann's approa€EAR utilizes an electrostatic
potential to determine a force, which spreads the moduléseanhip. This additional force is
modeled as a constant force. Instead of accumulating tleagimg force over the iterations,
FAR uses a second additional force for each module to cotiteoplacement process. This
force is modeled by xed points and is determined by achigvorce equilibrium at the start
of each placement iteration. The main difference betweeR &Ad mFAR is that mFAR uses
a local bin utilization to determine the spreading force] Hre spreading force is modeled by
xed points. Using a local bin utilization, the spreadingde has a local view, as the force
of one module depends only on the surrounding modules. Itrastrto this, the (spreading)
force in Eisenmanns' approach, FAR, and FDP has a global viewthe force of one module
depends on all modules. This is because the force is baseatential formulation there, and
the potential represents all modules.

Instead of accumulating one additional force over the plead iterations, or using two
additional forces, FastPlace and RQL are using a differesthod to spread the modules. In
each placement iteration, a local bin utilization is deteed similar to mFAR. The addi-
tional force for one moduleis then determined as follows. Modulés temporary placed to
the position determined by the local bin utilization. Théde viewed as a local diffusion
process. Then, the force is determined, which holds madaiéts temporary position. After
that, modula is put back to its original position. After determining theédational force for
all modules, the new positions for all modules are obtainesditing the sum of the net force
and the additional force to zero. The additional force is eted by xed points. In FastPlace,
the xed points are located at the border of the placemenbreg RQL uses a location be-
tween the border and the module position. In addition, RQldutates the additional force,
which means that for some modules, the additional forceriengd. With this, the modules
are reordered during placement, which can improve the mgtie On the other hand, the
convergence of the placement algorithm can be harmed.

In summary, xed points are widely used in modern force-diesl quadratic placers. The
locations of the xed points are all determined in that a #is given. This force is to be
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represented by the spring connection between each moddlgsaxed point. In this case,
where the force is given, a good heuristic is necessary tailguitable locations of the
xed points. This is a well-known critical problem of usinged points [HMS02b, HMSO05,
VNA*07].

i 1
L NE (2.4)

In (2.4), the forces; of modulei is given, and the module is locatedt i.e.,p; = p?.
If the strengths; of the spring is too low, the xed pomt; is too far away from the module
positionp?, and the force is modeled like a constant force, resultifiguncontrollability. If
the strengtls; is too high, the xed point is too near to the module, and thelole movement
is highly limited. Thus, all modern force-directed plagersing xed points, rely on heuristics
for good values of;. The force-directed quadratic placer Kraftwerk, as presgin this
thesis, also uses xed points (called “target points”), thoes not depend on critical heuristics.
Rather, the locations of the target points are directly igivg the gradients of an electrostatic
potential. In other words, not the force is given, but thealtan of the target points. In
Kraftwerk, two forces are used: a moving force, modeled bgdapoints, and a hold force,
modeled as a constant force. The constant hold force doe®date controllability of the
placement process, but enforces the convergence.

Nonlinear Placement

Nonlinear placers are based on a nonlinear cost functiorghwil even not quadratic. Plac-
ers based on nonlinear cost functions have appeared in¢batrgears, after developing an
ef cient representation of the wirelength by a log-sum-dxpction [NDS01]. The major
drawback of nonlinear placers is that nonlinear numerigainoization takes high runtimes.
Nonlinear placers differ mainly in the way how the module e is removed.

Density-Driven Nonlinear Placement

Density-driven nonlinear placers are using the distritnutof the modules on the placement
area (i.e., the module density at various points) to deteenai nonlinear function, which
represents the module overlap, and which is continuous #festeshtiable. This function is
combined with the wirelength function in a total cost functi and the total cost function
is minimized by nonlinear numerical optimization. In thigyy the modules are iteratively
spread over the placement area. Examples for densityrdriealinear placers are APlace
[KW05a, KRWO05], mPL [CCSO05], and NTUPIlace [CJbBE].

Nonlinear Placement Based on Pseudo Nets

Nonlinear placers based on pseudo nets are using additms®ldo” nets (one for each mod-
ule). This is similar to the xed point approach used in fowbieected quadratic placement.
Minimizing the wirelength of the nets and the pseudo netsntiodules are spread iteratively
over the placement area. In each placement iteration, WdA#107] is using a min-cost-
max- ow to assign modules to placement regions. Then, tleei@s nets are created between
each module and the center position of the placement regiahiich the module is assigned.
In other words, and considering force-directed quadra@acegment, the xed points of the
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pseudo nets are determined by a min-cost-max- ow approactaastu. Other nonlinear
placers using pseudo nets are not known up to now.

2.1.6 Warping Placement

Placers based on warping start with an initial placemerd,ae using approaches of com-
putational geometry to deform the placement area, and tlaysnm the modules indirectly.
The deformation of the placement area is driven by miningzhre wirelength and the mod-
ule overlap. Placers based on warping are for example [XMER®RO07, CS07]. To obtain
the initial placement, warping placers usually follow grettt placement and minimize the
guadratic wirelength.

2.2 Multilevel Approach

To place “large” circuits, i.e., circuits with a high numbafr modules, some placement ap-
proaches are following a hierarchical approach. Min-caicpts, placers based on cluster-
growth, and some partitioning placers are per se hieraathiecause not all modules of the
circuit are placed simultaneously in all placement itenagi.

A general hierarchical approach to cope with “large” citstis the multilevel approach,
which can be used for all placement techniques. Starting the “ at” circuit, which consists
of all modules, the modules are clustered over a few levaiadihe coarsening phase. Then,
the coarsest circuit is placed. In the re nement phase, thegment of the previous level
is used as input, the clusters are declustered, and the reemet” circuit is placed. The
re nement is done until the at circuit is placed. Since ordgme placement iterations are
spent in each level of re nement, and in particular only sateeations for the at circuit,
the runtime decreases with the multilevel approach. Howedhe major drawback of the
multilevel approach, and of all hierarchical approachegeaneral, is that a good heuristic is
necessary to partition or cluster the circuit. This is beeaaptimal partitioning is an NP-
hard problem [SH86]. In addition, using a hierarchical agmh, the placement problem is
solved more locally then using a at approach, where all mMedware placed concurrently in
all placement iterations.

2.3 Net Models

The previous sections described different techniques liegbe placement problem. The
general objective of the placement problem is to minimizetttal length of all nets. This

objective is used because a placement with minimal netheisgtsually optimal also in other

objectives like area consumption, routability, timingn@gh of the critical path), etc. This

section describes how to measure the length of one net. Ttexenet is represented by
graphs, different net metrics are shown, and net modelsssacgfor quadratic placement are
presented.
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2.3.1 Graphs and Metrics

In principle, one arbitrary net consists bf pins, and each pin = 1;2;:::;N is located
at (xi;yi). The property of a net is that all its pins must have the sareetr&d potential.
Consequently, all pins of one net must be connected by a Wiseag graph theory, the pins
are nodes, and the connections between the nodes are répcebyg edges (each connecting
two nodes), or by a hyperedge (each connecting two or moresjod

el

(a) Hyperedge (b) Clique (c) Minimum Spanning Tree

%
o
oo @
Height

(d) Star (e) Steiner Tree () Half perimeter wirelength
(HPWL)

Figure 2.3: Different net models.

Figure 2.3 shows different net models. The hyperedge neeimad displayed in Figure
2.3(a), consists of one hyperedge, connecting all pins @figt. All other net models are
using two-pin connections to represent the net. There, ®aeipin connection, i.e., each edge
e = (i;] ) between two ping andj, is associated a cost, and the cost represents the distance
between both pins. Using the Manhattan norm, which is basgdst using horizontal and
vertical wires, the distance between both pingis x;j+jy; Y;j. Inthe quadratic Euclidean
norm, the distance i&;  x;)?+(yi Y;)?. This quadratic norm is used in the next section
addressing net models for quadratic placement.

The clique net model (see Figure 2.3(b)) uses all possileiv connections of one net.
The number of two-pin connections@5 N (N 1). The minimum spanning tree model
[Pri57], which is displayed in Figure 2.3(c), is driven byingga minimal set of edges, whose
total costis minimal. Here, there ae 1 number of edges. However, the construction of the
minimum spanning tree needs some runtime, and the runtimglexity is more tharO(N )
[Eis97]. The star net model (see Figure 2.3(d)) uses ondiaddi star pin, which is located
in the center of the net, and connects each pin with the star Pphis results inN edges,
and the runtime complexity i©(N). The Steiner tree net model, as shown in Figure 2.3(e),
uses several additional pins, and is driven by connectihgias by horizontal or vertical
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edges only. In the minimal Steiner tree, the edges are cheisemthat the total cost of all
edges is minimal. Finding such an optimal Steiner tree issknto be a NP-hard problem
[GJ77]. However, there exist numbers of algorithms, whidd a near-optimal Steiner tree
in practicable runtime [Han66, Hwa79, Ser81, CRS88, HVYWORSZ94, Chu04]. Since
routing of a net is similar to constructing the minimal Stgiree, the routed wirelength,
i.e., the wirelength after routing, is best approximateddngth of the minimal Steiner tree.
However, routing is more complex than just constructingrtirimal Steiner tree, as more
things have to taken into account in routing. For examplerehs only a limited number
of routing tracks available in a chip, which limits the resms for routing. Or not only the
wirelength is to be minimized in routing, but also the numbikvias.

The half-perimeter wirelength (HPWL), as illustrated irg&ie 2.3(f), is rather a metric
for the netlength, than a net model. Here, “half-perimetagans the half-perimeter of the
smallest rectangle enclosing all pins of the net. The widtthis rectangle is given bw =
maxx; minx;, and the height is given blf = maxy; miny;. Then, the HPWL is
w + h. The HPWL equals the length of the minimal Steiner tree fds m@th two or three
pins [Han66]. For nets with four and more pins, the HPWL iswadpbound. Since most
of the nets of a circuit are two and three pin nets, the HPWLnigfcient estimation of
the length of the minimal Steiner tree [Chu04], and consetiyet is an ef cient estimation
of the routed wirelength [Ser81, SKAS88]. Here, ef cientams that the HPWL offers low
runtime and good approximation.

2.3.2 Net Models for Quadratic Placement

Quadratic placement is based on two-pin connections, andnizing a quadratic cost func-

tion (2.1), which represents the sum of the quadratic lengththe two-pin connections.

Since the runtime complexity of determining suitable two-ponnections is practicable in

the cliqgue and the star net model, these net models are usidyvin quadratic placement.

Traditionally, the weights of the two-pin connections asedito linearize the quadratic length,
and to approximate the quadratic cost function to the HPWtrime

Considering one net witiN pins, a weight ofl=N in the clique net model adapts its
guadratic costs to the cost of the corresponding star neehiS@y92, VCO05]. Hence, clique
and star net model can be used interchangeably. The authpfgg97, BS05] use an addi-
tional weight of1=N 1 for each net, in order to prevent that nets with a high numbpirs
are dominating the quadratic cost function. In [SDJ91, 3jgte additional weight for each
net is2=N, and a linearization weight for each two-pin connectiongsdj in order to adapt
the quadratic cost to the HPWL.

Since the clique and the star net models have different cterstics, and both can be
used concurrently, there is a trade-off between both netetsd@&J98, Eis99, VCO05]. The
cligue net model has no additional star pin, but a complexfit®(N ?) in the number of two-
pin connections. The star net model introduces one additistar pin per net, but has only
O(N) two-pin connections. To minimize the quadratic cost fumttin short runtime, the
number of two-pin connections, and the number of pins shbalds low as possible. In an
average circuit, most of the nets have two or three pins, &tslwith a high number of pins
are rare. Hence, the clique model is used for small netsfaoenets with a about six or less
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pins, as the number of two-pin connections is reasonabke rer big nets, the star net model
is used, as the number of two-pin connection is low here, hachtimber of additional star
pins is reasonable. Using clique and star net models cagatlyrin a circuit gives the hybrid
clique/star net model.

The authors of [BS05] propose a net model suitable for pamnittg quadratic placers,
which is based on the star net model, but introduces additjgins (so called “terminals”) for
those nets, which cross the border of two placement parstitn [OJ04a, Obe05], a method
is described, which integrates the minimal Steiner tre&équadratic cost function. This is
used to obtain better timing-driven placements. Howeweeminining a minimal Steiner tree
is time consuming.

This thesis presents a new net model, which accurately septe the HPWL in the
guadratic cost function. Compared to a hybrid clique/seamnodel, the new net model offers
better placements in lower runtime.

2.4 Routability-Driven Placement

In the layout synthesis of an integrated circuit, the moslalee placed rst, and the nets are
routed then. These are two separate steps, mostly done byifferent computer programs.
Placement traditionally targets to minimize the total Waregyth, which in general improves
routability. However, the placed circuit may not be rouggbbecause there are so called
“congested regions” on the chip, where too many wires aressary to route the nets than
routing tracks are available. In other words, the routingndad, created by the nets, exceeds
the routing supply, given by the routing layers. Due to suchgested regions, the circuit
has a high routed wirelength, or is even not routable. Tloeegbesides minimizing the total
wirelength, placement has to be driven by routability, ilhiceans to remove the congestions
during placement. To do routability-driven placement, ppvoblems have to be solved. First,
a fast and accurate method to estimate the congestionsdassay. This is because the exact
informations about congested regions would be given afietimg, but routing itself takes
enormous runtime. Second, the congestion estimation hagdgrated effectively in the
placer. This thesis presents novel solutions for both gmoisl Therefore, the state-of-the art
in congestion estimation and in the integration in placemedescribed next.

2.4.1 Congestion Estimation

Assuming a constant routing supply, congestion estimati@ans to estimate the routing
demand. Most published methods to estimate the routing deue using a grid structure to
divide the chip area into a number of bins, and estimate th#rmg demand in each bin.
Based on the bounding box of one net, i.e., the smallestngl@d&nclosing all pins of one

net, the authors of [[EC94] presented a simple method tonas#i the routing demand in one
bin: the routing demand of one net in one bin depends on theap/between the bounding
box of the net and the bin. Another simple technique to edérttee routing demand in one
bin is to use the pin density within this bin [BR02, ZD02]. Adeiy applied technique to
estimate the routing demand is to use a routing model, whiotiels possible routes of each
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net. The number of possible routes crossing the border oh aebects the routing demand
in the bin. In most approaches based on routing models, 4pulthets are broken down into
two-pin connections by using a minimum spanning tree. Thargach two-pin connection,
different routes with different number of bends are model&tie authors of [LKS02] use
all possible routes for each two-pin connection. This pholisic routing model is improved

in [KX03, SZJ06] by adjusting its result to the result obtdnby routing. The authors of
[WBGO04] state that one- and two-bend routes are enough taehibd routing demand. In

[PCO6], a fast global router is proposed, which uses diffefgteiner Trees to model the
possible routes of each net. In [YKS01, YKS02, HMS02a], tleeximal routing demand of a
circuit is estimated based on Rent's Rule [LR71]. Anothehteque to estimate the routing
demand is the analysis of the distribution of the number ¢$ per bin [WYESOQO].

2.4.2 Integration in Placement

Estimating the routing demand in an ef cient way is the rség to optimize routability dur-
ing placement. The second step is to integrate the estimatithe routing demand in the
placement algorithm, in order to remove the congestionstanchprove routability. Since
the congested regions are characterized that the routimguale of the nets is higher than the
supply by the routing layers, there exist two main approadioeoptimize routability. The
direct approach reduces the routing demand in congestéshsegand the indirect approach
increases the routing supply in congested regions. Thengstupply can be increased, be-
cause modules block some routing layers, and with a lowerutecdensity, more free space
is available in the routing layers. The routing demand caddigeased by replacing modules,
such that the nets connected to the modules are moved o obtigested regions. The direct
approach is often used as a post-process to tune an alreachdptircuit for routability. A
post-process utilizing Simulated Annealing is descrilmeiEC94, HMS02a, WS99]. A ow-
based method is presented in [WYS00, WS00]. Linear progragis used in [LWHO3].

The indirect approach to optimize routability is mostly dskiring placement. In [HYHO1,
BRO02], a quadratic placer is described, which in ates megduih congested regions. The
authors of [PBS98] present a quadratic placer, which reslncedule density in congested
regions by growing these regions. In [YCSO03], a min-cut ptas shown, which allocates
white space, i.e., reduces module density, in congestedngduring top-down placement.

In the following, routability optimization in state-of-¢hart placers is described. mPL
[LXK ™04, LXK* 07] is a multilevel analytical placer based on non-lineairaation. mPL
estimates the routing demand based on a two-pin conneatigting model developed in
[CCPY02]. Routability is optimized in global placement bywng certain modules out of
congested regions in order to reduce the routing demaneé.tHar nal placement, a white
space allocation (WSA) method is used, which is based ongiely partitioning the place-
ment area, and shifting the cut lines according to the rgutiemand. Thus, mPL utilizes
the direct approach during global placement, and the intlapproach after wards in detailed
placement.

ROOSTER [RLMO06], as a feature of Capo 10, is a min-cut pladére placer models
nets by Steiner trees [Chu04], and estimates the routingaddrby a probabilistic routing
model [WBGO04]. The cut lines are shifted during global ptaeait based on the routing de-
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mand. During nal placement, the WSA method of [LXK4] is used. Therefore, ROOSTER
applies the indirect approach to optimize routability.

APlace [KWO05b] is a multilevel analytical placer based on+iaear optimization. APlace
estimates the routing demand by a probabilistic routing eh@X03]. Routability is opti-
mized during global placement by decreasing module demsitpngested areas, i.e., by the
indirect approach.

2.5 Final Placement

The global placement approaches proposed in Section Z2adpne modules roughly on the
chip, while considering different objectives like totalrelength and routability. After global
placement, nal placement is done. Final placement itsetfsists mostly of two consecutive
steps: legalization and detailed placement. In legabrnathe remaining overlap of the global
placement is removed, and the modules are aligned to a rowidisgucture if necessary.
In detailed placement, the legal placement is improved shiahthe total wirelength is fur-
ther reduced, or more complex objectives like design for ufi@acturing (DFM) [GKPO5] or
design for yield (DFY) [ABD 07] are considered. The common approach in detailed place-
ment is to use small sliding windows in order to capture a lawnber of modules (about
10 modules), and to do different transformations on thiso$etodules. For example, single
modules are rotated, pairs of modules are exchanged, oraglules in the set are permuted
[CKMO0O0, CX06, LXK* 07, PVCO05, RPAQ7]. In [KTZ99, BV00], a detailed placement ap-
proach suitable for standard cell circuits is describeder&éhthe modules in each row are
placed such that their total HPWL netlength is minimizede ©hdering of the modules is not
changed here.

Since this thesis describes new approaches for legalizatiis section focuses on the
state-of-the-art techniques for legalizing a global phaeat. To preserve the global placement
as far as possible, the common objective of legalizatiow isibve the modules as little as
possible. While most global placement approaches can déaliiferent circuit types like
standard cell circuits, macro cell circuits, and mixed streuits, legalization approaches
differ in the circuit type for which they are applicable. Ehilifference in legalization is
because of the different “design rules” for each circuigtyfo, the modules of FPGA circuits,
and the modules of sea-of-gates circuit have to aligned tadastructure. The modules of
standard cell circuits have to be aligned to rows. And the uheslof macro cell circuits have
not to be aligned to rows. These design rules are mostly eghduring global placement as
the modules are spread just roughly on the placement arezauBe of the difference in the
application of the legalization approaches, the moduleglabal placement are now called
standard cells, or macros. In the following, state-of-dneapproaches for legalizing standard
cell circuits are proposed. Most of the approaches are gpticable for FPGA circuits, and
for sea-of-gates circuits. In addition, modern methodsdgalizing macros are described. In
Chapter 7, novel approaches for legalizing these two ditgpes are presented.
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Figure 2.4: Global and legal placement of standard cells.

2.5.1 Legalization of Standard Cell Circuits

Figure 2.4 displays a global and legal placement of a (veai§istandard cell circuit. Various
approaches exists for legalizing standard cell circuitsmiho [DJA94] is based on network
ow, shreds cells into subcells and rows into places. Hellesubcells and all places have the
same height and width. The subcells are placed, i.e., asjigmplaces by solving a min-cost-
max- ow. The authors of [BV04, BPV04] present a similar methas Domino, but assign
sets of modules to row regions by a min-cost-max- ow. Fracél Cut [YKM® 03] is a two
stage approach: rst the cells are assigned to rows by dyaanmagramming, then the cells
of each row are packed from left to right. The authors of [KMIRAIso present a two stage
approach: rst the cells are assigned to the rows by heuggttell juggling, then the cells
of each row are placed by nding a shortest path in a graph. ¢MelMfHLOO] uses a greedy
heuristic to move cells from over owed bins to under capadiins in a ripple fashion based
on total wire length gain. Diffusion based placement migrats presented in [RPAV05] to
remove cell overlap. In [LRAPQ7], computational geomesryised to spread the cells, and to
align them to rows. NRG [SW97] uses simulated annealingggalization.

Tetris [Hil02] is a fast greedy heuristic, which is used wideé XK * 07, KWO05a, KLA" 04],
for example. In [LKO3] a similar approach to Tetris is debed. Tetris sorts the cells rst,
and legalizes one cell at a time then. Legalizing one celbizedby moving the cell over the
rows, and within the rows by moving the cell over free placésis movement is done until
the nearest free place is found. Once a cell has been ledailizeill not be moved anymore.
This results in a high total cell movement during legaliaati

2.5.2 Legalization of Macros in Mixed-Size Circuits

In pure macro circuits, which consist only of macros, legjalj can be driven by minimiz-
ing the area consumption, rather than the macro movemerch Bgalization of macro cir-
cuits can be done for example with shape-functions [Ott&313$, sequence-pairs [MFNK95,
MFNK96], or B*-trees [CCWWO00, WC04, cCY®7].

However, mixed-size circuits consist of a few macros, anitlons of standard cells. Fig-
ure 2.5 displays a global and a legal placement of such a rsiidcircuit. To respect the
standard cells, the macros of mixed-size circuit have t@bellzed such that their total move-
ment in minimized. In Figure 2.5(b), the macros are legdllirethis way.

Different approaches exist for legalizing macros in mixsgzk circuits. The authors of
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(a) Global Placement (b) Legal Placement for Macros

Figure 2.5: Legalization of macros in mixed-size circuitSray rectangles represent macros, black
clouds represent the standard cells.

[CCYO03, VPCO06] are using a low-temperature Simulated Atingapproach in combination
with sequence-pairs. Although Tetris was introduced indievious section as a legalization
approach for standard cell circuits, it can also be usedfgalizing macros [KLA 04, CX06].

A direct approach to minimize the movement of the macrosdpiggalization is to use linear
programming (LP) [Vyg97, CX06, RC06]. Here, the objectigethe total movement, and
linear constraints between all (or almost all) pairs of noacassure that the macros do not
overlap. In detail, two macros are not overlapping, if thstaince between the center posi-
tions of both macros is large enough, either in x-directi@nin y-direction. Consequently,
one constraint per macro pair in the LP is enough to assutétith macros do not overlap.
However, the direction (x or y) of the constraint in uencégtobjective of minimal move-
ment. Different approaches exist to optimize the direcodnthe constraints. The authors
of [Vyg97] utilize a branch-and-bound optimization apprba In [CX06], the initial direc-
tions of the constraints are determined based on the gldaeément. Then, a min-cut like
technique is used to change some constraints from x- togetilim, or vice versa.
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Chapter 3
This Thesis

This thesis presents novel approaches for quadratic plkacgoth for global placement and
for legalizatiort. All these approaches are driven by minimizing a quadratist éunction,
which results in low runtime. In global placement, the totaklength is minimized, while in
legalization the total movement is minimized. In the follog, different enhancements of the
new quadratic placement approaches are summarized.

3.1 “Kraftwerk”: Force-Directed Quadratic Placement

The force-directed quadratic (global) placer “Kraftwerls presented in this thesis, is char-
acterized by the following enhancements over other folicected quadratic placement ap-
proaches:

The placement is represented in a general demand-andyssygiem. Therefore, dif-
ferent circuit types are supported, e.g., standard celuds, macro cell circuits, mixed-
size circuits, and circuits with xed modules. In additidhe demand-and-supply sys-
tem is used to optimize the routability of a placement.

The additional force is separated into a hold force and a faree. This is new com-
pared to Eisenmann's approach, FDP, FastPlace, and RQLlsobuwhat similar to
FAR and mFAR.

Both additional forces are implemented in a novel and syatenwvay. The move force
is modeled by target points, and the locations of the targiitp are directly determined
by the gradient of the potential of the demand-and-supp$yesy. The hold force is
modeled as a constant force, and decouples each placesratibih from its preceding
iteration.

Compared to other placement approaches, no heuristiceeasssary in Kraftwerk to
determine the locations of the target points. In addititwe, target points enforce the
control of the module movement. Since the potential reprtssall modules, and the

1Some content of this thesis is pre-published in [SJ06, SBI@rb, SSJ08a, SSJO8b].
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potential gives the target points of the move force, the nfovee has a global view.
This means that the move force of one module depends on allilesdFurthermore,
the constant hold force does not reduce controllability,emiorces convergence.

As a result of the systematic force implementation, Krafineonverges such that the
demand is adapted further to the supply in each placemeatiga. This in principle
means that the module overlap is reduced in each iteratitv@ cbnsequence of the
convergence is a fast, robust, and stable placement dlgurln this thesis, the conver-
gence is analyzed in theory and demonstrated by experithrestats. In addition, the
stability is shown by experimental results.

A at placement approach is followed, which means that theaptete circuit is consid-
ered in each placement iteration. Compared to a multileppt@ach, no heuristic for
partitioning or clustering the circuit is necessary in tta placement approach, and the
solution space is not narrowed.

“Bound2Bound” Net Model

Besides a force-directed quadratic placer, this thess @lesents the new “Bound2Bound”
net model, which can be used universally in all quadraticgiga. The advantages of the
Bound2Bound net model are:

Exact representation of the half-perimeter wire length \F in the quadratic cost
function. Based on experimental result in routabilityveén benchmark suites, the
HPWL is an ef cient metric for the routed wire length.

Compared to the cliqgue net model, the number of two-pin cotioies is lower.
Compared to the star net model, no additional star pins amedaced.

Based on experimental results, the Bound2Bound net motlkdbwer runtime and
better netlength than a hybrid clique/star net model.

3.3 Routability-Driven Placement

An important objective for global placement is to optimipatability. For this, two problems
have to be solved. First, an ef cient estimation of the catgms based on routing demand
is necessary. Second, an effective integration of the ciiggeestimation in the placer is
needed. Solutions for both problems are presented in tag@sh

3.3.1 “RUDY”: Routing Demand Estimation

The advantages of the routing demand estimation called “RU®as follows:

No grid structure is necessary, which means the placemeatianot divided into bins.
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No routing model is used, which means the estimation is iaddpnt of the router.
The estimation is accurate.

The runtime is low.

3.3.2 Integration in Placement

The enhancements of the presented integration of RUDY ifteak are:
Straight-forward integration by extending the demand-anpply system of Kraftwerk.

Concurrent reduction of the routing demand and incremerthefrouting supply in
congested regions.

One parameter models the characteristics of the router.

3.4 “Abacus” and “Puzzle”: Legalization

In addition to novel global placement techniques, inclgdamet model and routability opti-
mization, this thesis also addresses new approaches faidieg standard cell circuits, and
for legalizing macros in mixed-size circuits. The enhanerta over other legalization ap-
proaches are as follows:

The total quadratic movement is minimized. Other approsehe targeting the linear
movement. Using the quadratic norm, the placement withmmahimovement is found
in low runtime.

The relative order of the macros/standard cells is preserVbis means that considering
two macros/standard celssandb, with a left of bin the legal placement, themwas
left of bin the global placement.

“Abacus” determines the legal placement of standard cellading ef cient dynamic
programming.

“Puzzle” determines the legal placement of macros by qu&doeogramming. In ad-
dition, Tabu Search approach is used to determine if two asaare made overlap-free
in X-direction, or in y-direction.
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Figure 4.1: Circuit with hyperedges (a) and two-pin coniuet (b).

Chapter 4
Bound2Bound Net Model

Placement in general is based on the gate-level descripfitime circuit. This means, the
circuit consists of modules (sbt ), the modules have pins (92), and the pins are connected
by nets (seN ). Each pinp 2 P is located at xj"; y5" . Representing each net by one
hyperedge gives the circuit as shown in Figure 4.1(a). Irdoatéc global placement, the nets
are modeled by two-pin connections. This modeling is dona lmgt model, and results in
that each net 2 N is represented by a sEt of two-pin connections, as displayed in Figure
4.1(b). One two-pin connectiom= ( p; g connects pirp andg. The sum of the weighted
guadratic Euclidean lengths of all two-pin connectionsgithe quadratic cost function

1 X X

5 Wx;pq(xgin Xgin)Z + Wy;pq(ygin ygin)Z (4_1)
Xn2N e=(p;a)2En

= nx + (4.2)

n2N

ny

This cost function can be separated in x and y-direction and in single netsthecost .
is the cost of neh in x-direction. In the following, the focus is on,.
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4.1 Clique/Star Net Model

Traditionally, the clique net model, or the star net models®d in quadratic placement.
The clique net model utilizes all possible two-pin connaasi of a net. The star net model
introduces an additional star pin per net, and connects gaabf the net to the star pin. With
P pins in netn, the clique is equivalent to the star in the quadratic cdéshd clique cost is
scaled withl=P [LO73, Sig92, VCO05]. Due to this equivalence of both net medie focus
is on the clique net model in the following. The quadratictaighe clique net is:

16 o
nx — 5 Wx;pq(xgm XE'”)Z (4.3)
p=1 g=p+l

Different approaches exist for the connection weighg,. GordianL [SDJ91, Sig92] uses the

following technique:

GordianL — iz 4 (4'4)

X;pq PP jXBin Xginj
The rst factor 1=P adapts the clique model to the star model. The second fas®radjusts
the number of connections of the clique to the number of commeas in the corresponding
spanning tree. With the factdex, Xgj, the quadratic distance between both prendq
is linearized.

The (quadratic) clique length (4.3) is just one metric fag tietlength. The ideal metric
for the netlength would be the routed wire length, as deteechiafter nal routing. However,
placement is done iteratively, and in each iteration, tiheudi would have to be nal routed,
which would take enormous CPU time. Experiments for rouitgbiriven placement (see
Section 6) reveal that the half-perimeter wire length (HPWéLa very ef cient metric for the
netlength. The HPWL [Pt of the netn is de ned by the widthw,, and heighth, of the
smallest rectangle, which enclosesm# 1;:::; P pins of the net:

Wy = max(xB")  min(xt") hy, = max(yd")  min(yE") (4.5)

HPWL = w,, + h, (4.6)

Using GordianL's connection weight (4.4), the approxiroaterror between the quadratic
clique length , and [FWtis displayed in Figure 4.2. For two-pin nets, GordianL's ap-
proach results in no approximation error. This is due to #wdr 4 in the last enumerator in
(4.4). However, with increasing pins per net, the approxiameerror increases. On average,
the approximation error is about 30%, and is too high to rete HPWL precisely in the
guadratic cost function.

An unpublished approach of Eisenmann uses the followinggimaonnection weight:

WEisenmann: lg 10
xpa PP 10+ w,

(4.7)

Figure 4.2 shows that the average approximation error sfdabproach also depends on the
pins per net, and is increasing with the number of pins per hetaddition, Eisenmann’s
approach has a higher approximation error than Gordiargfs@ach.
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Figure 4.2: Approximation error between the quadratic ¢osttion and HPWL, depending on the
number of pins per net, and using different approaches ®ctmnection weightvy.,q. The statistic
is based on 5.6 million nets of the ISPD 2005 contest bendhmate.

In summary, there is a high approximation error betweenghgth of the clique net model
and the HPWL, independently of different approaches forcthrenection weights,.,q. The
basic problem of the cliqgue model is that there are connestlmetween inner pins, which
contribute to the clique length but which are ignored in tHeM metric; the HPWL is just
the distance between the boundary pins. This problem oflitn@ecnet model is demonstrated
in Figure 4.3(a). Here, boundary pins are those with thedsgbr lowest coordinate; all other
pins are inner pins. The star net model suffers from the saasi Iproblem as the clique net
model: there are two-pin connections, which contributéntoleéngth of the star net, but which
are ignored in the HPWL metric.

Boundary pins No inner two-pin connections, just
. Iclne\r pins ' connections to the boundary pins.
@ : S Q@ ' :
: A/ S o : : —0
1 \'4 b4 1 1 : 1 1 O :
: Q : : : - : o .
' . N q 1 : ,!\ b 4 1 :
| [I—l :] | ; @ . i ;
! T/ > X s> X
u Inner pin '
0 connections Wn 0 Wn

(a) Clique (b) Bound2Bound

Figure 4.3: Traditional clique net model and the new Bourml2®l net model.



32 CHAPTER 4. BOUND2BOUND NET MODEL

4.2 Bound2Bound Net Model

The new Bound2Bound net model is based on the idea to rembweal two-pin connec-
tions, and to utilize only connections to the boundary pis.example of a Bound2Bound
net model is displayed in Figure 4.3(b). The new net modellmaderived from the clique
net model. However, its connection weigybﬁf,‘g| for one two-pin connection is different:
g 0 if pin p and ping are inner pins
wE2B = 2 1 (4.8)

xpa . . . else
P K

With this connection weight, the quadratic cost functior8j4f the net is exactly the HPWL
in x-direction:

1XD B2B /., pin piny 2
nxo T 5 Wipg(Xp Xq') (4.9)

p=1 g=p+1

1 2 h pin pin X pin pin X pin pinI

= 551 X1 Xy o+ X1 Xgo o+ Xy Xq (4.10)

q=3 g=3

1

= 5wt (P 2w] (4.11)

= W, (4.12)

In (4.10), the linearizatiofi=jx5" x"j is multiplied with the quadratic distan¢el™ x5")?,
which gives the linear distangep™  x§"j. Furthermore, all possible two-pin connections are
separated in a connection between the two boundary pins L;q = 2), in connections
between the “left” boundary pin 1 and inner piqs< 1;q 3), and in connections between
the “right” boundary pin 2 and inner pinp (= 2;q 3). The inner two-pin connections
(p 3;q > 3) are not considered as they have a connection weight of 2e8p. (Withw,, =

xP" xB" (4.11)is given. Atlast, (4.12) expresses that the quanitast function is exactly

the HPWL in x-directionw,. Using similar operations for the y-direction, in can bewho
that the Bound2Bound net model represents exactly the HRMHei cost function , of each
net. Thus, the approximation error is zero in the Bound2Booet model (independently of
the number of pins per net), which is shown in Figure 4.2.

4.3 Comparison

With P the number of pins in one net, the clique net model resuls5nP (P 1) two-pin
connections. In the star net model, there Rrievo-pin connections. The new Bound2Bound
net model give (P 2)+ 1 two-pin connections. Hence, for a two-pin net, the star net
model has the most two-pin connections, and the clique nefefrttas the same number of
two-pin connections as the Bound2Bound net model. In a thre@et, all three net models
are equivalent in the number of two-pin connections. Footider nets, the clique net model
has the most two-pin connections — with a complexityaffP?). The Bound2Bound net
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model has a linear complexity in the number of two-pin conio&s, and has more two-pin
connections than the star net model.

In an average circuit, most of the nets have two or three @ind,nets with lots of pins
are rare. Based on such a circuit, the number of two-pin cctiores is about 75% lower
in the Bound2Bound net model than in the clique net model. flinéme for minimizing
the quadratic cost function depends mainly on the numbers of two-pin connections and the
numbers of pins. Considering the characteristics of triueliand the star net model, there is
a trade-off between both net models in an average circus9@i For small nets (nets with a
small number of pins), the clique net model is better, as rbit@dal star pins are necessary
here. For big nets, the star net model is better, as the nuofbivo-pin connections is
lower here. The disadvantage of increasing the number afwith the additional star pins is
accepted here, because there are just a few big nets in aagavarcuit. Compared to such a
hybrid usage of the clique model and the star net model, thaeu of two-pin connections
is about the same as in the Bound2Bound net model. Howeveadditional star pins are
introduced in the Bound2Bound net model.

Table 4.1 shows experimental results comparing the Bound@8 net model with the
hybrid clique/star net model. The results represent legdgments, and are obtained with
placer “Kraftwerk”. Kraftwerk is described in the next ctieys. In the hybrid clique/star net
model, GordianL's (4.4) and Eisenmann’s (4.7) approachHhertwo-pin connection weights
are used. To obtain the best CPU times for the hybrid cliqaefset model, all nets with
up to six pins are modeled as cliques; the remaining nets adeled as stars. The new
Bound2Bound net model offers the best results in HPWL and @R. Eisenmann's ap-
proach increases the HPWL by about 8%, and the CPU time byt 468t. Using GordianL's
approach, the HPWL is increased by about 7%, and the CPU siinereased by about 17%.
The Bound2Bound net model has the best HPWL, because it sadalrately the HPWL in
the quadratic cost function. The Bound2Bound net model agoivest CPU time, because
no additional star pins are used here.

Bound2Bound  GordianL Eisenmann
Circuit | HPWL | CPU | HPWL | CPU | HPWL | CPU
adaptecl 82.43| 262| 87.96| 303| 87.63| 321
adaptec2 92.85| 349| 99.63| 403| 98.54| 385
adaptec3 227.22| 713| 239.97| 852 | 239.05| 745
adaptec4 199.43| 709| 212.31| 829| 213.32| 721
bigbluel| 97.67| 407 | 104.81| 484 | 107.23| 441
bigblue2| 154.74| 559 165.27| 590| 165.60| 606
bigblue3| 343.32| 2070 | 370.00| 2367 | 389.58| 2220
bigblued | 852.40| 4147 | 942.06| 5491 | 958.44| 4758
Average | 1.000| 1.00| 1.073| 1.17| 1.084| 1.10

Table 4.1: Comparison between the new Bound2Bound net nauklitwo approaches (GordianL
and Eisenmann) for the connection weights in a clique/stamodel. Results are normalized to the
Bound2Bound net model.
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4.4  Approximation Error depending on Module Movement

In quadratic placement, a net model is used at the start bfdacement iteration to represent
the netlength in the quadratic cost functionTo linearize the quadratic length, the net model
utilizes the connection weightg,.,. There,w,.,q depends on the pin positions, and thus on
the module positions. After the connection weights arerdateed, the quadratic cost function
is minimized by numerical optimization, and the modulesraced to the minimum. During
minimization, i.e., during the module movement, the comimacweights are not changed.
Consequently, there is an inherent approximation ertmetween the quadratic cost function

and the HPWL at the end of each placement iteratiors. the approximation error at the
start of the placement iteration, i.e., right at the poinewehthe net model is applied. Based
on the statements in the previous section,0 in the Bound2Bound net model.

Figure 4.4 shows the change in the approximation error= |  /y depending on the
average module movement and three approaches: the Bound2Bound net model, and using
the hybrid clique/star net model with GordianL's and Eisemm's approach for the connec-
tion weights. An exact de nition of is given with (5.25) in the next chapter. Figure 4.4
demonstrates that in general, increases with the module movement. Moreover, there is no
essential difference in the three approaches. Hence, thed2Bound net model, which sepa-
rates the pins in inner pins and in boundary pins based onith@ogitions before minimizing
the quadratic cost function, does not run into signi cantidems after the pin positions are
changed. In addition, Figure 4.4 demonstrates that thedbwe and consequently the best
placements, are achieved if the modules are moved as btppessible during each placement
iteration. This is of interest in Section 5.8 addressinggtality control.

Ficanmann /
E
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Change in Approximation
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Figure 4.4: Change in approximation error due to module muwa for different net models. Results
are based on the bigbluel circuit of the ISPD 2005 contesthmeark suite. Module movement is
normalized to the those movement, which gives a good tréfdbetween runtime and quality (see
Section 5.8).
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Figure 5.1: Circuit with two-pin connections and differgygometrical information.

Chapter 5

Kraftwerk: Force-Directed Quadratic
Placement

Before describing the details of Kraftwerk, the basics chdyatic placement are presented
rstin the chapter.

5.1 Quadratic Placement

Placement in general is based on a gate-level descriptitimeagircuit, and quadratic place-
ment in particular is based on that each net is representéadspin connections. Figure 5.1
displays a circuit description applicable for quadratiag@ment. In other words, in quadratic
placement, the circuit consists of a 8&t of modules, a sa® of pins, and a sdE of two-pin
connections. One two-pin connectierr (p; g 2 E connects pirp with pin g. The setE of
two-pin connections represent the nets, and is obtaineglyiag a net model to each net of
the circuit. Compared to Figure 4(b) of previous sectioncdesg net models for quadratic
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placement, the gure above displays additional geometrformation necessary for place-
ment. So, modulen 2 M is characterized by its widthv,,, its heighth,,, and its center
position(Xm; Ym). The placement area, i.e., the chip area, is described byidts wg, and
its heighthenip. Similar to previous section, pip2 P is located at positio(x?™; yg‘“).
In quadratic placement, the length of all nets is represemi¢he quadratic cost function
, the sum of the weighted quadratic Euclidean lengths ofadtpin connections:

X

Wx;pq(xgin Xgin)z + Wy;pq(ygin ygin)Z (5_1)
e=( p;q)2E

1
2

Placement determines the positions of all modules, sudhttieanetlength is minimal.
In quadratic placement, the quadratic cost functiois minimized. However, depends in
(5.1) on the pin positions, and not on the module positiorendé, a transformation from pin
position to module position is necessary. To do this trams&dion, the function (p) = m
maps the pirp 2 P to the modulem 2 M , according to the relation between moduoieand
pin p:
PIM (p) = m: pinp 2 P belongs to modulen 2 M (5.2)

The pin offse(xg“; ygﬁ) (see Figure 5.1) describes the difference between the raqadsition
and the pin position:

Xgﬁ - Xgin X ygﬁ: ygin Yim (5.3)

Using (5.2) and (5.3), the pin position is described by thegiffset and the corresponding

module position:

=X X Y=Y @ v (5.4)

Placement also separates the modules in movable and xexl beeause only the positions
of the movable modules have to be determined by placemeetpd$itions of thé1 movable
modules are represented in veckoior x-direction, and in vectoy for y-direction:

(X1;X2; X35 125 X )T (5.5)
(Y Y2 yaiiym)' (5.6)

X
y

Using (5.2), (5.4), (5.5), and (5.6), the quadratic costfiom represented as a sumin (5.1),
can be transformed in a matrix-vector notation:

1 1
= éxTCXx +x7d, + éyT C,y +y'd, + const (5.7)

MatricesC, andC, represent the connectivity between movable modules, aotbre,
andd, re ect the connections between movable and xed modulestalle steps to create
the matrices and the vectors are described later on. If trerao modules xed, matriceS,
andC, are positive semide nite [Hal70]. With some modules xetietmatrices are positive
de nite [KV06]. In both cases, is convex, and its minimum is obtained by setting its rst
derivative to zero. The rst derivatives in x- and in y-ditean are described by the nabla
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operators , andr :

@ @. @'
r« = ; v 5.8
" @x @x' " @x (5:8)
@ @ . @ '
ry = — = = 5.9
g @y @y T @y &9
Using these nabla operators, the derivatives of x- and y-direction are given:
r« = Cyx+d, (5.10)
ry = Cyy+d, (5.11)
Setting these derivatives to zero gives two systems of liegaations:
cCx+d, = 0 (5.12)
C,y+d, = 0 (5.13)

Solving these systems with respecixt@andy gives the module positionsandy with min-
imal netlength. (5.12) and (5.13) demonstrate thahdy are determined separately. More-
over, both directions (x and y) or obtained similarly. Hente focus is on the x-direction in
the following. The y-direction is obtained analogously.

5.2 Creation of Matrix C, and Vectord,

This section describes how mati&, and vectord, of the quadratic cost function (5.7)
are created. Using (5.2) and (5.3), the cost function inrgadion , can be written in sum
notation, depending on the module positionsi = 1;2;:::;;M + F. M is the number of
movable modules, anfd the number of xed modules.

1 X

=2
e=( p;0)2E

f fiy 2
Wipg(X () Xp' X (@ * Xg) (5.14)

The cost of one two-pin connection is given by:

_ Wy f ff 2
x;pq = X2pq X @ Xp X (7T Xq (5.15)

With this cost, the sum notation of (5.14) can be rewritten:

X
X = X;pq (5.16)
e=(p;q)2E
The matrix-vector notation of, is:
1
x = =X'C,x + x"d, + const (5.17)

2
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Vectorx represents the x-position of tf movable modules (5.5). Matri€, = [c]is a
two-dimensional matrix wititM rows andM columns.c,;; is the entry ofC, in rowi and
columnj . Vectord, =[d.]is a column vector wittM entries.d; is the entry ofd, in row
i

The creation ofC, and vectod, is described at best by using the derivative of

r« x=Cyx+d, (5.18)
A small part of the system of linear equation (5.18) lookglik
o 1 0 10 1 0 1
@—% A o A o B Xi dy:i
: x = : ST : : + : (5.19)
oF SR S W X Oy

The i-th row in this system of linear equations (5.19) repras the derivative of , with
respect tok;. In the sum notation (5.16), this derivative is:
@ X @
—~_ X = D X’pq (5.20)
@x e=(p;q)2E @x
Depending on, p, andg, the derivative of the cost ofy.,q of one two-pin connectioe =
(p:9) is: 8
@x = Wpa(X (g xS xi + x§M) i i
"0 else

(p)
() (5.21)

Using all of this, the contribution of one two-pin connect®= ( p; g to the matrixC, and
vectord, is as follows (with the substitution=(p) andj = (Q)):

1.i;j M, which means that both moduleandj are movable.
The diagonal entries,;; andc,; of the matrix are increased by,.,q, and the off-
diagonal entries,;; andc,; are decreased bw,.q. The entryd,; of vectord, is
increased byv,,pq( x5"+ x3"), and the entry,; is decreased byipq( x5+ x51).

2.i M”™j>M ,which means that modulés movable angl is xed.
The entryc,; of the matrixC, is increased byvy.,q. In the vectod,, the entryd,;; is
increased byv,pg( X5 X () + x5M).

3.i>M 7~ M, which means that modulds xed andj is movable.
The entryc,; of the matrixC, is increased byv,.,q. In the vectod, , the entryd,; is
decreased byypq(X ) X3+ x5M).

4.i>M " j>M ,which means that both moduleandj are xed.
Matrix C, and vectod, do not change.
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To create matrib)C, and vectod,, both are initialized with zeros rst. Then, the contri-
bution of each two-pin connectiom2 E, as described above, is consideredCip andd, .
This gives the matrixC, and the vectod, .

Based on the creation of the matflx , different properties o€, can be deduced:

1. The matrixC, is symmetric.
2. The diagonal entries of matriX, are all non-zeros, and are all positive.

3. The off-diagonal entries of matr®, are mostly zeros, and if not, they are negative.

w
4. The matrix is weak diagonal dominant, i.e., forial 1;:::; N: JCi ] 1 Cii -
j=17j6i
5. Using the Bound2Bound net model, the number of non-zeepends about linearly
on the number of movable moduldks. Hence, the matrixC, is highly sparse. This
property was analyzed using different circuits of varioesthmark suites.

Because of these properties, the system of linear equabid2)(can be solved very ef -

ciently by numerical approaches, e.g., with the conjuggielient approach [You03]. Thus,
the module positions are determined in low runtime, whica main advantage of quadratic
placement, compared to other placement approaches likdimear placement or min-cut
placement. Details of solving a system of linear equatisagpeesented in Section 5.12.2.

5.3 Force-directed Quadratic Placement

In quadratic placement, the cost.,q (5.15) of one two-pin connectioa = ( p;d can be
interpreted as the energy of an elastic spring, which is spametween both pinsandg. In
other words, each two-pin connection corresponds to oriagpAll two-pin connections of
one circuit create a spring system, whose total energy iquldratic cost function, (5.16).
Since the derivative of the energy with respect to x (or yhesfoorce in x (or y) direction, the
derivative of , is called the “net” force:

Fre'=r, v=C/.x+d, (5.22)

The name “net” force is because this force is created by tlepiw connections, and the
two-pin connections represent the nets. The net force isosatro in (5.12) and (5.23), to
obtain the equilibrium state of the spring system, i.e., stege with minimal energy. This
corresponds to the placement with minimal netlength.

Fret= 0 (5.23)

With just the net force acting on the modules, the modulestxmngly attracted, which
results in a lot of module overlap. Mostly, the modules amecemtrated in the center of the
chip. This is displayed in Figure 5.2 (a). Force-directeddyatic placers utilize an additional
force to spread the modules on the chip, and this is done iguesee of placement iterations.
Two placement iterations are shown in Figure 5.2 (b) and (c).
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(a) Initial placement with minimal (b) After iteration 5 (c) After iteration 10
netlength

Figure 5.2: Placement with minimal netlength (a), and piaeets at certain placement iterations (b)
and (c). In each placement iteration, forces are applieddeenthe modules and to reduce the overlap.

Previous sections described quadratic placement in geflérafollowing sections presents
the novel force-directed quadratic placement approadeac&raftwerk”. Kraftwerk is based
on separating the additional force into two fundamentatdésyr and both forces are imple-
mented in a systematic way. The result of Kraftwerk's systeenforce implementation is
an advanced convergence for various circuits, even for metdinces of macro cell circuits,
where the placement area provides only few free space. br etbrds, Kraftwerk can place
many different, and sometimes challenging circuits. Thilis,a robust placer. Later on, the
convergence will be analyzed in theory and based on expataheesults. Since Kraftwerk
needs only a few placement iterations to spread the moduolgegplacement area, Kraftwerk
is a fast placer.

5.4 Geometry

Before going into details on Kraftwerk's force implemeindat some geometric properties are
described now. They are of interest, because they are usgalntly in the remaining thesis.
The geometric properties of omenodule is shown in Table 5.1.

(x%y9 Position at the start of a placement iteration

(Xi; yi) Position at the end of a placement iteration

( Xi; Vi) Change of the position x; = x; % y, =y, y’
wi; h; Width, height

Amod,i =w, h; | Area

Omod.| Individual density, used in the module demand

Table 5.1: Properties of one modulePosition means the center position of the module.
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The total module area moq 1tiS the sum of the areas of &f movable and xed modules.

N+ F
Amod,tot= Amod,i (5.24)
i=1
The average module movemenis:
1 X ;
= M ( Xi; Vi) (5.25)

i=1

Here,j j means the Euclidean norm.
Table 5.2 summarizes the geometric properties of the chgre Ht should be noted that
the term “chip” and “placement area” are used interchaniyealthis thesis.

(Xchips Yehip) Position of the lower left corner
Wehip; Nehip Width, height
Achip = Wehip hchip Area

Table 5.2: Properties of the chip.

In the tables above, it is assumed implicitly that the moslaled the chip are rectangular.
This is done for simplicity. However, in Kraftwerk, the mdds and the chip can have any
shape, even circles are possible. Assuming rectangulactste, a rectangle functioR is
suitable to represent the modules and the chip in the twedgional space x-\R is one for
all points(x; y) within a rectangle, and zero outside. The rectangle is de Imgits lower left
corner(xy;yi), its widthw, and its heighh.

1 f0 x x w0 vy vy h

RO Y; Xu; yis w; h) = 0 else

(5.26)

The rectangle functiolR can be used to compute different geometrical properties. aSo
module distributiorV (x; y) is de ned by:

I\X+F
Viy)=  Rxy;x? Wy Bowghy (5.27)
i=1

V re ects at point(x; y) the number of module rectangles covering this point. HeYi¢®; y)

is the “local module density” at poir{i; y). In contrast to this, the term “module density”
means the ratio between the total module #ggqy wrand the placement aréay,,. The term
“module overlap” represents the are®; of the union of all modules, normalized to the
total areaA noq 10:0f all modules:

Al

Amod,tot

(5.28)
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A is determined similar to Klee's measure problem in two disiens [Kle77]. Based on
V(X;y), the areaA; of the unions of all modules is calculated by:

2 2
Al = L(x;y)dxdy with ! (xy)=
1 1

1 ifv(xy) 1 (5.29)
0 else '

If there is no overlap between the modules, t#gn= Amods and = 0 . If the circuit
consists of a high number of modules, all of which are smallimension and are concentrated
somewhere on the chip, thég Amod.tos @nd 1.

5.5 One Placement Iteration

Based on one placement iteration, the systematic forceeinghtation of Kraftwerk is de-
scribed in the following. First, a formal description is giy, and then an illustration of the
forces is presented. The module positions in each placeieeation are denoted as follows:
the vectorx° represents the starting positions, the vestaepresents the new positions, and
the vectorx is the change of position:

x =x x° (5.30)

55.1 Move Force

The move force moves the modules in the current placementiie, in order to reduce the
module overlap, and to spread the modules over the chip. Trdae the move force, the
placement is represented in generic demand-and-suppagmsiss. In principle, the modules
create the demarid %™ and the placement area creates the supgty.

D(x;y) = D%*™(x;y) DSP(x;y) (5.31)

The demand-and-supply system has to be balanced, i.entdgral over the demand has to
equal the integral over the supply. This is necessary totati@pdemand completely to the

supply.
PPY A 2 A A

DM (x;y) dxdy = DSUP(x;y) dxdy (5.32)
1 1 1 1
Using the rectangle functioR (5.26), the demand of one modules:

DM (X Y) = dmoai R X;y;x2 Wiy0 Dowgh (5.33)
The module deman %" for all M movable and= xed modules is the sum of all single
module demand® 4o

MK+ F
D den(x;y) = D 2o (x; ) (5.34)

i=1
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For simplicity, the individual module densit,.q,iiS set to one here. Hence, there is no dif-
ference between the module demdn ™ (x; y) and the module distributio¥ (x; y) (5.27).
Section 5.10 presents an advanced approach for sa@dling in order to remove unwanted
halos around large each modules. Here, “halo” means freeesfs@e Figure 5.7). In the
module demand (5.34), there is no fundamental differented®n small or large modules,
or between xed or movable modules. Thus, it can be used toceplarious circuit types like
standard-cell circuits with millions of small modules, radesize circuits with small and big
modules, and circuits with xed modules.

Besides a module demand, a module sufipyis necessary for the demand-and-supply
system. In the simplest case, the whole placement areade®supply for the modules:

D ool (X;Y) = dsup R(X; Y3 Xenip: Yehip: Wenip; Nenip) (5.35)
The module supply density,, is determined by (5.34) and (5.32):
MPF

dmod,i Amod,i

Oeyp = —-% 5.36
sup Achip ( )

Using (5.35), the modules are spread over the whole placearea. Section 5.11 presents
an advanced approach for the module supply, in order to dgresamodules according to a
user-given module density. With this, the modules are nogagpover the whole placement
area, but can be placed tightly, which reduces the netlength

The module demand-and-supply syst®mpqis the module demand %™ minus the mod-
sup.

ule supplyD ;o4
Dmoa(%;¥) = Dped (6 Y)  Dpaa(y) = D(x;y) (5.37)

To place the modules overlap-free on the chip, the moduleaderand-supply system is used
for D. However, the generic demand-and-supply sysiroan be extended by additional
demand-and-supply systems. For example, it can be extémdéue routing demand-and-

supply system, in order to optimize routability during patent. This is described in Section
6.4.D can also be used to optimize the temperature pro le of a cBipO@b, Obe05)].

The generic demand-and-supply systém(5.31), and thus the module demand-and-
supply systenD ,q (5.37), is interpreted as a charge distribution, and thegehdistribution
creates an electrostatic potentiaby Poisson's equation:

@ @

@?(+ @3 ( x;y) D(x;y) (5.38)
Section 5.12.1 gives details on computing the potentidlhe usage of a potential is similar to
Eisenmann's placement approach [EJ98, Eis99, Obe05]. t#mwibere, a “constant” force is
used, and the force is accumulated over the placemenidesatin contrast to this, Kraftwerk,
as presented in this thesis, models the move force withttamjats and spring connections.
Consequently, the move force dependsxgrand is not a constant force. In addition, a hold
force is used in Kraftwerk, in order to decouple each plag@nteration from the previous
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one. Consequently, no force accumulation is necessaryrési of this new force modeling,
the placement algorithm has an advanced convergenceof&c# analyzes the convergence
of Kraftwerk in theory and based on experimental results.

Back to the move force. For modulethis forceF,°*®is created by a spring connection
between the module and its target point

)[nove: Wi (Xi Xi) (539)

The target poink; is determined by the starting module positidrand the negative gradient
of the potential .

_,po @
Xi =X gyl % y) xSy (5.40)

Based on the move force, which depends via the target poith@potential (5.39) and
(5.40), and the potential represents the demand-andysgyptemD (5.38), Kraftwerk is
driven by adapting the demand-and-supply sysi2mw; in (5.39) is the spring constant of
the move force, and is denoted also as the weight of the mage.fo; affects the distance a
modulei is moved during one placement iteration: with a hwghthe move force of module
i pulls a lot on its module, and the module will be moved a lorggadice. The opposite is true
for a smallw;. Using target points for the move force, the modules can beechat most up
to their target point during one placement iteration. Herlse module movement is limited.
Moreover, the movement limit is decreasing continuoushirdkie placement iterations. All of
this enforces Kraftwerk's convergence. To represent theeriorce (5.39) in a matrix-vector
notation, the weights of the move force are collected in thgahal matrixC, :

C, = diag(w;) (5.41)
The gradients of the potential are collected in the vector

.
_ @ @ ..@ 5.42)

X @x x§yd) @X Sy T @X (x§ yY)

All target points are represented in the vector x° «- Therefore, the move forde}°
in matrix-vector notation is:
FRoe=Cyi(x x ) (5.43)

5.5.2 Hold Force

To spread the modules iteratively on the chip, the move fmeesed. However, besides the
move force, the net force is acting on the modules to minirthizenetlength. Thus, the net
force has to be compensated at the start of each placemextiote Otherwise, the modules
collapse back to the initial placement, where the netlerggthinimal, but the modules overlap
a lot. The compensation of the net force is done by the holcefoand the hold forcg o
equals the negative net force:

Frod =" (C x%+d,) (5.44)
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Using only the hold force as one additional force, the moslw@l not collapse back, but
stay at their position in the current placement iterationother words, the change in module
position x is zero. This can be shown bifet+ Fd =0, C,x =0, x =0.1t
should be noted here that the hold force equals the net folgead the start of the placement
iteration, where the modules are locatea &tMoreover, the hold force is a constant force, as

it does not depend ox.

The result of the hold force is that each placement iteras@ecoupled from the previous
one. Therefore, the placement algorithm can be restartedyateration, and the engineering
change order (ECO) is supported best. For example, aftergjaing the circuit, and thus
introducing module overlap, the placement process candiarted from the last placement,
in order to remove the introduced module overlap. Hencepkagement process needs not be
started from scratch, which saves a lot of runtime. Secti@p8esents experimental results
of the ECO feature of Kraftwerk.

| ] B ] ] ]
(a) Starting placement (b) Hold force

e

(d) Demand-and-systei (e) Potential (f) Target points, move force

Figure 5.3: lllustration of one placement iteration. Thentners in the big arrows represent the se-
quence of the steps, taken in each placement iteration. iy@nlacement with modules and nets.
(b) Hold force to preserve the placement of (a). (d) Demamdtsupply system. (e) Potential. (d) and
(e) are density plots with white color representing low dignand black color high density. (f) Move
force, created by springs between the modules and theettpaints. (c) Resulting placement (sum of
the net, move, and hold force is zero). The target pointsepeesented by crosses in (c) and (f).
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5.5.3 lllustration

Previous sections described in a formal way how the moveefarad the hold force are de-
termined, and how they are modeled. This section presenthkiatration of one placement
iteration, particularly of the forces.

The placement iteration starts with a given placement, leach modulé is located at
(x%y9. Figure 5.3 (a) displays such a placement. Ignoring the rfaree, only the net force
is acting on the modules and attracts them together. To cosape for this, the hold force is
used, which preserves the given placement. The hold foreedisplayed as arrows in Figure
5.3(b).

Based on the module positions, the demand-and-suplystem is created, which repre-
sents the local module density. Figure 5.3 (d) shbwa the given placemenD is treated as
a charge distribution, which creates an electrostaticrg@ke via Poisson's equation. Such
a potential is displayed in Figure 5.3(e). Comparihgn Figure 5.3 (d) with the potential
in Figure 5.3 (e) reveals that the potentiacan be viewed as a smoothed representation of
the demand-and-supply systddn Moreover, in regions wherP is low, the potential is
low, and vice versa.

The gradients of the potential, evaluated at the positidriee modules, determine the
target points. The target points are displayed as crossegure 5.3(e). The move force is
created by spring connections between the modules andténgat points. With the springs
to the target points, the modules are moved away from higkitleregions (black regions in
5.3(d) and (e)) towards low density regions (white regionS.B(d) and (e)).

Hence, three forces are acting on the modules in each plaxtetemtion: the net force,
the hold force, and the move force. These forces move the lagduntil the sum of the forces
is zero. The placement, where the sum of all three forcesrtg zethe resulting placement
of one placement iteration. Figure 5.3(f) displays the Itesy placement. Comparing Figure
5.3(c) with (f) shows that the modules are moved towardsdihget points. In addition, the
modules are spread more over the placement area, and thdentaveulap is reduced.

5.6 Core of Kraftwerk

In summary, three forces are used by Kraftwerk in each placenteration: the net force
Fret and two additional forces: the move forE&°"® and the hold forcé="°. Setting the
sum of the three forces to zero (5.45) gives the core systdmezr equations (5.46) used in
Kraftwerk's iterative placement process.

FQet'*' F)r(nove_l_ FQOId =0 (5_45)

c,+C, x = C, , (5.46)

Solving (5.46) with respect tox , and updatinge®by x gives the new module positioxs
in the current placement iteration. Details on solving §.dre described in Section 5.12.2.
Based on (5.46), Kraftwerk has three degrees of freedonst, Rlve cost function , rep-
resented inC,. Second, the demand-and-supply syst@mrepresented in ,. Third, the
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weights of the move forcey;, represented i€, . Kraftwerk is very exible and utilizes the
degrees of freedom to optimize different objectives (likBWL netlength and routability),
and to control the quality of placement.

5.7 Overview of the Placement Algorithm

Algorithm 1: Global placement algorithm “Kraftwerk”.

/Il Start with given placement
1 while Module overlap 20%do

2 Determine demand-and-supply systBx(x;y);
3 Calculate potential x;y) based oD (x;y) and Poisson's equation (5.38);
4 Apply net model;
/I In x-direction (similarly in y-direction):
5 begin
6 CreateC,, C,,and ,;
; Solve C,+C, x = C, ,wrt X ;
8 Update module positionsby x ;
9 end
10 Call quality control,
11 end

I/l Next step: nal placement (legalization and detailed g@anent)

Algorithm 1 displays the iterative global placement algjum of Kraftwerk. The global
placement starts with a given placement. This can be a plkcewnf a previous run of
Kraftwerk, but with additional module overlap introducedg., after gate sizing the placed
circuit. Or, the placement is run from scratch, i.e., it mrgtd with the initial placement. For
the initial placement, all modules are placed at the cerftéteochip, and the quadratic cost
function (5.7) is minimized over a few iterations (about ve). In eatdration, a net model
is applied to represent the netlength in

In global placement, the modules are spread iterativelyherchip. Each placement iter-
ation starts with determining the demand-and-supply syfe(line 2), and computing the
potential (line 3). Then a net model is applied to determine the weighthe two-pin
connections and to represent the netlength in the quad@gidunction (line 4). After that,
all elements of the core system of linear equations (5.4653atermined (line 6). Then, (5.46)
is solved with respect tox  (line 7), and the module positions are updated (line 8). &hes
three steps (line 6-8) are done for x- and y-direction. Atehd of each placement iteration,
a quality control procedure is called, in order to adjustweghts of the move force. The
global placement is stopped if the module overlafb.28) is below a certain limit, e.g., below
20%

After global placement, nal placement is done. Here, thedules are legalized rst,
which means that the remaining overlap is removed, and thautae are aligned to rows/grid
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structure if necessary. Considering the remaining ovesfagbout 20%, the legal placement
is obtained quickly (about 5% of the runtime of global plaest), and the netlength increase
by about 1%. Chapter 7 presents new approaches for legahz#tfter legalization, detailed
placement can be used to improve the legal placement.

5.8 Quiality Control

The weightsw; (i = 1;2;3;:::;M) of the move force (5.41) are one degree of freedom of
Kraftwerk. They are utilized to control the iterative gldipdacement process, and to control
the quality of placement. The weight of modulei is initialized at the beginning of the
global placement process according to:

Amod,i 1
Aug M (5.47)
Aag represents the average module area, ings the number of movable modules. With
the factorAmqg,=Aavg the move force (5.39) of moduleis proportional to its module area
Anmodic Consequently, the big modules are moved faster/furtheam #mall modules, and the
small modules have to be moved less to obtain an overlap feeement. This improves the
netlength, particularly in mixed-size placements, whemsnof the modules are small, and

where most of the nets interconnect small modules.

Based on Rent's rule [LR71], with increasild, there are more connections between
movable modules than connections to xed modules (e.g.d ¥© pins). Hence, by mini-
mizing the netlength, the movable modules are more comitaeith increasindgvl . Thus, in
the initial placement, the module overlap is higher, andseguently the gradients of the po-
tential are higher. Consequently, the target points (5.40) aradagway from the modules.
To preserve the same move force as with srivh)lthe weights of the move force are scaled
with 1=M in (5.47).

To control the quality during the placement process, theatttaristics presented in Sec-
tion 4.4, and demonstrated in Figure 4.4 are used. Thergwhich is the inherent change in
the approximation error between the quadratic cost functiand the real objective, depends
mainly on the module movement To obtain a high quality placement, i.e., a placement with
good netlength, should be as low as possible. Hence, good placements amadhwith
alow . To control , the weightsw; of the move force are used. This is done because with a
low w;, the target points attract the modules less, resulting awenhodule movement. The
opposite is true for a higty;. However, with a low , a high number of placement iterations
are necessary to spread the modules over the chip. Congbgueegh quality placements
need a high CPU time, and vice versa. Thus, there is a trddeetfeen quality and run-
time, and this trade-off is controlled by the user in settrtgrget module movemenst. The
regulation of the module movementaccording to the target movement is done by the
quality control procedure then. This procedure is callethatend of each placement itera-
tion (see Algorithm 1), and is implemented as follows. Fitse average movementof all
modules is calculated. Then, a scale factas determined based onand +:if < 1,
then > 1;if > t,then < 1, else = 1. Figure 5.4 shows a suitable function

()=1+tanh(In( t=)).
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Figure 5.4: Scale factor depending on module movementand the target module movemen.

After the scale factor is determined based onand t, the weightsw; of the move force
are multiplied with :

Wi Wi (548)
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Figure 5.5: Trade-off between runtime and quality based on Numbers in brackets represent the
number of placement iterationsy is normalized to the average module dimension. Resultsased
on six circuits of the ISPD 2005 contest benchmark suite.

Figure 5.5 displays the trade-off between runtime (CPU Yiared quality (netlength in
HPWL). The trade-off is achieved with the presented qualdwtrol, and is determined by
the user parametery. With a low 1, the number of iterations is high, which results in a
high CPU time. Though, the netlength is low then, i.e., thaligypis good. With a high t,
the CPU time is low, but the netlength is high. To choose abléttarget movement;, the
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average module dimension is a good reference. The expdaihresults presented in Section
8 are obtained with + being around this reference.

5.9 Convergence

Kraftwerk is driven by adapting the demand-and-supplyeydd. Due to the systematic
force implementation, the placement algorithm converge ghat the demand is adapted
further to the supply in each placement iteration. In ppiei this means that the module
overlap is reduced in each iteration. This section addseise convergence of Kraftwerk.
First, the convergence is analyzed in theory. Then, theagance is demonstrated by exper-
imental results.

5.9.1 Theory

The following theoretical analysis of the convergence isdobon various assumptions. It is
intended as a motivation for the presented force implentiemtaTo analyze the convergence
in theory, an approximation of the position change, of modulei during one placement it-
eration is needed rst. Since the matfix, is diagonal dominant, it can be approggimated with
a diagonal matriXA, = diag( xi). Using the Frobenius matrix norfEjjg = ﬁzl eﬁ
and different circuits, the relative error betwe€r and its approximatiod , is on average
about 12%. Hence, the approximation is valid, anditktie equation of the system of linear
equations (5.46) is approximated by:

@

(xi+ W) X Wi @x o9 (5.49)
With ; = ﬁ (5.49) becomes:
@
XN ki@ ey Ot (5:50)

Analogous results are obtained for the y-direction. To nthkefollowing formulas simple, it
isassumed that,; =1 and ; = 1. Later on itis described that both variables can have any
values of (5.50). The position change ; of modulei during one placement iteration is:

= r 551
Vi (x%y9) I ( )

;
r represents the two-dimensional nabla operatff; &

Now, itis assumed that the demand is created by small elen(ewgt, by the modules), the
demand elements are moved by the move force, and the chapgsitbn of the -th element
is p ;. The supply is not moved during one placement iterationeBas these assumptions,
the change of demandD g™ in one regionR during one placement iteration is determined
next. Like in charge conservation, there is no creation s lof demand. Thus, the change
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of demand DgMin regionR is the ow of the demand across and inside the bound@iy
during one iteration:
jofel
D™= DZR(t)dt (5.52)
tn

Each placement iteration can be assigned a certain timeastdghe current placement itera-
tion starts at time = t, and ends at timée= t,.;. The ow of the demand? ar(t) at timet
is created by the demand elements moving inside the rdgiantimet.

X
D&A(t) = Aid p in (5.53)
i2@R

The demand elementis de ned by the ared; and the densityl;, and both properties have
positive values. According to (5.51), the position change; of the demand elemeitis

r ;. The vectom; points outside the regioR, has a length of one, and is normal to the
boundary@R Thus, the productp ;n; represents the normal component of the position
change, and is positive if the vectpr ; points outside the regidR. Since the ow inside the
region is needed in (5.52), there is a negative sign befasim in (5.53). Assuming that all
vectorsr  crossing the boundar@ Rooint outside (or inside) in the regid®, then (5.53) is
nally transformed to:

I

DENty= () r dn with () O (5.54)
@R

If some vectors , which are crossing the bounda@ R point outside of the regioR and
some inside, then further statements on the convergencerdgrbe made if the demand
elements are moved an in nite small distance. This wouldmtéat an ini nite high number
of placement iterations is necessary to spread the demasrdtioy supply, which results in
impracticable runtime. However, in all performed expenmsg the demand elements are not
moved an in nite small distance, and the convergence to amsal adapted demand-and-
supply system is given in about 25 placement iterations. ceethe assumption about the
vectorsr  crossing@ R made to obtain (5.54), is valid. To obtaim ; in (5.51), it was
assumedthat,; =1 and y; =1.1f0< ,; < landO< ; < 1, then (t)in (5.54) will
be smaller, but still non-negative. R

Using Poisson's eqyation (5.38) in the regl@mlth rr dxdy = g D dxdy, and
Gauss' integral theorem fdn = 1 f dxdy, (5.54) ylelds:

Z
DEMt)= (1) Ddxdy with (t) O (5.55)

R

Inserting (5.55) in (5.52) gives the main equation of theveongence analysis:

Z @+
Ddm= A Ddxdy with "= (t)dt 0 (5.56)
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The extreme case, whefds zero, and hence the demand in one redraoes not change, is
given for example if the regioR is too large. This extreme case is neglected in the following
The main equation of the convergence analysis (5.56) descthat the demand in the region
R will decrease during one placenggnt iteration(@™ < 0), if the integral of the demand-
and-supply in the region is positive{D dxdy > 0). According to (5.31), this integral is
positive, if the demand is greater than the supply. Theegf.56) describes that the demand
will decrease in the regioR, if the demand is greater than the supply there. Similahg, t
demand in the region will increase, if the demand is smallantthe supply. Consequently,
(5.56) expresses that the demand is adapted further to gysin an (arbitrary) regiorR
during each placement iteration. If the whole placemerd e&¢he union of such regions, then
the demand of the whole placement is adapted further to thplypuauring each placement
iteration.

Therefore, Kraftwerk converges such that the demand istaddprther to the supply in
each iteration. And this convergence is based on using a®&woisotential (5.38), target
points (5.40), and a constant hold force (5.44).

5.9.2 Experimental Results

The previous section analyzed the convergence based aratiffassumption. However,
these assumptions may not always be ful lled in reality. Bumerous experiments on sets
of different benchmark suites revealed that Kraftwerk @vges also in practice. Hence,
Kraftwerk is robust and it can place various circuits. Fgbr6 represents the results of one
typical experiment. Here, a circuit with 0.2 million smallovable modules and some big
xed modules is placed over a few placement iterations.

The standard deviationp of the demand-and-supply systdd) as displayed in Figure
5.6(a), is a suitable metric for the convergence:

Z1 Z1
(D(xy)  p)® dxdy (5.57)

The lower p is, the better is the adaption of the demand to the supplgeSimaftwerk adapts
the demand further to the supply in each iteratiog should decrease continuously over the
iterations. Exactly this effect is illustrated in Figuréga). Acnip in (5.57) represents the area
of the chip. The average, of the demand-and-supply system is by de nition (5.32) zero
Figure 5.6(a) shows also thap is bound from below, and this lower bound is almost
reached at iteration 25. This means, the demand-and-sapglgm is almost adapted there.
The lower bound of p can be computed by assuming that all modules are placecpvizde
on the chip. If the densitied of all modules equal the supply density, then the lower bound
is zero. Otherwise, the lower bound of, is greater than zero. The circuit represented in
Figure 5.6 (a) has a supply density of about 0.45, and almbstalules have a density of
1. This results in a lower bound o, of about 0.45. If the module demand-and-supply is
represented i, then with a decrease of, the module overlap (5.28) is also decreasing
continuously. This behavior of is demonstrated in Figure 5.6(a). Moreoveris about 2%
at the last iteration.
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Figure 5.6: Demonstration of Kraftwerk's convergence lbase the smooth and continuous progress
of some characteristic parameters. Circuit: adaptecleof$PD 2005 contest benchmark suite.

The parameter, displayed in Figure 5.6(b), represents the average lesfgtie potential's
gradient . There,j | means the Euclidean norm.

1 M
M

rOXY) ey (5.58)

i=1

The continuously decreasing standard deviatigrof the demand-and-supply systddnre-
ects that the peaks iD are reduced more and more. As the potentiakepresent® by
Poisson's equation (5.38), the average lengtf the potential's gradient is also decreasing
continuously, as displayed in Figure 5.6(b).

Using (5.50), the module movement of moduli@ x-direction is limited by the gradient
of the potential in x-direction:

X0 g Y e (559
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Thus, the average module movemens limited by

X
= Mi ( xi; w)' (5.60)

i=1
This relation between and is demonstrated in Figure 5.6(b). Moreover, the progress of
has three characteristics.is small in the rst placement iteration as the weights of thegyet
pointsw; are initialized with a small value (5.47). Then,is increasing and is around the
target movement because of the quality control described in Section 5.8erAftacement
iteration 20, is continuously decreasing as it reached its upper linaihd is continuously
decreasing over all placement iterations.

Figure 5.6(c) shows that the netlendthis continuously and steadily increasing up to
around placement iteration 20. This is because the modulement is almost constant
around 1 in these iterations. Theh, increases with a lower rate and is almost not changing
after iteration 30. This is also due to the module movementwvhich is decreasing after
iteration 20 and has a very low value after iteration 30.

In summary, Figures 5.6(a), (b), and (c) demonstrate theargence of Kraftwerk based
on the the smooth and continuous progress of some chasdittgrarameters. Particularly,
the parameter p, as a suitable metric for the convergence, is continuoustrahsing. In
addition, the global placement, as represented in theseegus stopped at around iteration
25, because the module overlaps below 20% there. Another useful termination criterion is
the value of p.

5.9.3 Limitations

Some limitations of the convergence of Kraftwerk should beed here. First, if two modules
are exactly on top of each other, i.e., their module pos#ion;y;) are identical, then they
must have different adjacent modules. Otherwise, thetieally stacked modules are moved
always in the same way, and the overlap between them will @aseimoved. However, in all
of the experiments, such critically stacked modules wetadetected. Another limitation of
Kraftwerk is the number of placement iterations necessagbtain the completely adapted
placement. Such a placement is described®heing equal to its lower bound, which means
there is no module overlap. In theory, this number of itemaiis in nite. This is because
each moduleé has to move a certain distancein the whole placement process, in order to
remove all module overlap. Though, the module movementadse@desing over the placement
iterations (execept the rst ones). Hence, the requirethdise ; is only reached in an in nite
number of iterations. However, Kraftwerk is a global plaeerd it is stopped if the placement
is almost adapted, e.g., if the module overlap is below 20B&s€ almost adapted placements
are obtained in about 25 placement iterations.

5.10 Advanced Module Demand

In Section 5.5.1, the individual module density,q; of the module demand is set to one for
simplicity. Usingdmoegi = 1 results in a halo, i.e., free space, around each module.ré=igu
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5.7(a) demonstrate such halos, particularly around tlgeelarodule at the center. This halo
is not wanted, because the small modules are “pushed away’tfee large module, which
increases the netlength. A better placement with no halorareéhe large module is shown
in Figure 5.7(b). This placement is achieved by scating; ; down for large modules. This
section describes details about this approach for prevguoimwanted halos.

(a) Withdmegi= 1: halo aroundthe large module.  (b) With scaling dowrdmeg,i no halo.

Figure 5.7: Impact of scaling down the module densifysq ; for large modules. Global placements
are displayed here.

The reason for the halos is the potentigland thus the demand-and-supply system
Section 5.9.1 demonstrates with (5.56) that the demand @gi@mR will change until the
demand equals the supply in this region. Hence, after thieagjlslacement iterations, each
modulei is in an “exclusive” regiorR;, and in this region, the demand is balanced by the
supply. With a module supply density af,, an individual module densitgy.q;, and a
module area\ 4, the exclusive regioR; of modulei has the areér;:

AR;i = d(;nOdlAmodl (5.61)
sup
In Figure 5.7(a)fsyp = 0:5anddmegi = 1. Thus,Ar; =2 Aneg,, and the exclusive region
for the large module in the center is quite big. Consequetitbre is a halo around the large
module. To prevent the haldy.q;has to be scaled down depending on the modulefsga;

A good approach fodmg is:

a if Amod,i <A large

Alarge
m (1 dsu[) + dsup else

There, the individual module density,qq i Stays one for small modules {oq,i < A jarge). This
conserves the halos around small modules, as these halog@ssary to spread the small
modules on the placement area. For large modWlesdi  Alarge), dmod,i IS Scaled down
with increasing module are@nqq; In addition, dnegi is bound from below by the supply
densityds,, Otherwise, the placement algorithm would not convergencan overlap-free
placement. A good value for the reference afegqe used in (5.62) iH0A. With Ay
denoting the average module area. Figure 5.7(b) demoestita¢ result of scaling down the
individual module densitdmnog,iby (5.62). Here, the halo around the large module is removed.

Omod,i = (5.62)
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5.11 Advanced Module Supply

In Section 5.5.1, the whole placement area provides suplthe modules. This results in
that the modules are spread on the whole placement areapas & Figure 5.8 (a). The
module density equals the chip utilizatiarthen.

Amods mov
u )

Achip Amods, xed (5'63)
Anmods,moviS the total area of all movable moduldsy.qgs, xeqiS the total area of all xed mod-
ules, andAq, is the chip area. Prior to placement, the chip area is detertnby oorplan-
ning. Thus, the chip area is xed during placement. To lovirer netlength, it may be allowed
to pack the modules with a higher density thanFigure 5.8 (c) demonstrates the effect that
with increasing module density, the netlength decreaseis. SEction presents an approach to
control the module density.

(@) (b)

1.35
A\ //
~ 1.3 \ /
< 1.25 /
c \ /
=T 1.2
o
c o /
g_g 1.15 )4
[T T
@ 1.05
S A
1 09 <
0.95 :
0.5 06 0.7 0.8 09 1 (d)

Module Density (td)
(c)

Figure 5.8: Control of the module density. Module densitgtpl(a), (b), and (d) represent a low
density with white color and high density with black colorhél'big black rectangles represent xed
big modules. Based on a circuit with 0.2 million small mowabiodules and some big xed modules.

Since Kraftwerk adapts the demand to the supply, and the le®de represented in the
demand, the supply can be used to control the module deBsisgd on an user given module
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target densityd, the creation of the module supply is done in two steps (sgar€i5.9). First,
an initial module supplyD ;o it (X; ¥) with the valuetd is created at each poifx; y) where
the module demand is greater zédde™(x;y) > 0. Second, an additional module supply
D o acd(X; ¥) With the valuetd is created around the initial module supply. The additional
module supply is needed to get a balanced demand-and-ssysigm (5.32). The sum of the
initial and additional module supply gives the module sypfl oi = Dot t Dmodadd If

(5.62) is used for the module demand, tligp, = td.

y y Drf]lér()j,iniégr))(; y)=td
D dem(x. y) >0 Dmod,add(X; y) = td

mod

(a) Module deman@® gem (b) Module supplyD so@

mod

Figure 5.9: Creation of the module supfy, = D 8 i+ Do aqqbased on the module demand
D,9eM This controls the module density to ti&

Since the potential is solved numerically, the potentialakulated on a grid structure.
The demand-and-supply system is also represented by atguictise. The grid structure
divides the placement area in a number of bins. Hence, thestejms described above to
create the module supply can be done by using the bins. Fesinitial module supply is
created in each bin where the module demand is greater zeocon8, the additional module
supply is created iteratively around the bins, where thigininodule supply was deposited.

5.12 Implementation Details

This section covers different implementation details dlmmmputing the electrostatic poten-
tial ( x;y) and how to solve the core system of linear equations (5.4€getly.

5.12.1 Calculation of the Potential

The target points (5.40) of the move force are determinedhieygradient of the potential
( x;y¥). The potential( x;y) itself is given by the demand-and-supply systerfx; y) and
Poisson's equation (5.38):

—+ — (xy)= D(xYy) (5.64)
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One approach to calculate the potenijak; y) is to use a Greens functi@(x; y) = In ( x? + y?)
in combination with a convolution:

(xy)=k D(x;y)?G(x;y) with k= const (5.65)

The convolution can be solved by the Fourier TransformaWit80]. For a computer algo-
rithm using numerics, the Discrete Fourier Transforma(ibRT) is applicable. This means
that the demand-and-supply syst@mhas to be discretized. The discretization is done by
overlaying the placement area with a grid structure, rgsglin a number of bins. The av-
erage value oD in a bin gives the discrete value in this bin. Based on Nyg8isinnon
sampling theorem [Nyg28], the maximal bin dimension hasadalf of the minimal module
dimension. However, witiN the number of modules, the number of bins would®@ ?),
which results in an impracticable computational complexi@ased on experimental results,
the bin dimension can be reduced to about the average modunsion, without loss in
quality. With this, the number of bins (N ), thus the computational complexity is practi-
cable, and depends linearly on the numieof modules.

Since the DFT results in periodic functions, the grid stowetfor discretization needs to
be twice as big as the placement area in each direction (x)aridis increases the number of
bins, and thus increases the runtime to calculate the pateat faster numeric approach to

compute the potential is to transform the Laplace opera% + @% into nite differences

[HW76]. Here, the demand-and-supply system has to digeettas described above, too.
However, the grid structure needs not be enlarged in eaectchn. Hence, the runtime is
lower compared to the DFT approach. Using nite differendég potential is determined by
solving a system of linear equations. There, the systemixmaiwf special kind, namely it has
a band structure. This means that all entries of the matexaar the diagonal. Such a system
of linear equations is solved ef ciently by a geometric nigiid method like DIMEPACK
[KWO1].

5.12.2 Solving the System of Linear Equations

The core of Kraftwerk is to solve the system of linear equati¢6.46) with respect tox

in each placement iteration. Adding to x° gives the new module positionsin each
placement iteration. By substitutir@, + C, = A and C, = b, the system of linear
equation is:

X

A X =b (5.66)

The matrixA has similar properties as the matix, (see Section 5.2)A is symmetric,
positive de nite, and highly sparse. Compared to the matsikich is used in solving Pois-
son's differential equation (see previous Section 5.12A1has no band structure, i.e., the
off-diagonal entries are not always near the diagonal. dfoee, geometric multigrid meth-
ods like DIMEPACK are not applicable to solve the system pééir equations (5.66). An
ef cient method to solve (5.66) is the conjugate-gradigdG( approach [YouO03]. This is an
iterative approach, and in each solving iteration, a matagtor multiplicationA r is exe-
cuted. The runtime of the CG approach depends mainly on thtsxrwector multiplication,
and on the number of solving iterations. The number of sglviarations can be lowered
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by using preconditioning matrices. An ef cient preconditimatrix is based on the diagonal
entries ofA . The runtime of the matrix-vector multiplication dependsyongst others, on the

arithmetic precision (single or double precision). Singe&6) is solved for the change

in the module positions, single precision is suf cient. $ldecreases the runtime of solving
(5.66) by a factor of two, compared to double precision, Wwhiould be necessary if (5.66) is

solved for the absolute module positionsAmongst others, this single precision arithmetic
gives the fast runtimes of Kraftwerk.
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Chapter 6

Routablility-Driven Placement

(a) RUDY of a circuit (b) Exact routing demand (c) Module density

Figure 6.1: Routing demand estimation RUDY (a), exact maqutiemand (b), and module distribution
after routability-driven placement (c). White color repeats low density, and black color high density.
Results are based on the circuit ibm12e of IBM-PLACE 2.0 bemark suite.

The layout synthesis of a circuit means to place the moduidgbe® chip, and to route the
nets, which connect the modules. These two steps (placeandnbuting) are done consec-
utively, mostly by different computer algorithms. To olstdhe best results, routing must be
considered during placement. This is called “routabitityjwven placement”, and this chapter
presents new approaches for it. In detail, a circuit may leakegh routed wirelength, i.e., a
high wirelength after routing, or the circuit may even notrbatable, because of “congested
regions”. Congested regions are regions on the chip, wherentuch wires are necessary to
route the nets, than routing tracks are available there.tHarovords, in congested regions,
the routing demand, created by the nets, exceeds the rostipgly, given by the routing
layers. Consequently, routability-driven placement nsetanremove the congestions during
placement. To do this, two problems have to be solved. FEirsgccurate and fast estimation
of the routing demand is necessary. The most precise intfommabout the routing demand
would be given by routing, but routing can not be performedrduthe iterative placement
process, because of the enormous runtime of routing. Seto&douting demand estimation
must be integrated in the placer to optimize routabilityisidhapter addresses both problems.
First, the ef cient routing demand estimation called “RUDM presented. After that, the
integration of the routing demand in the placer Kraftwerléscribed.

61
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6.1 RUDY: Ef cient Routing Demand Estimation

This section presents RUDY, which is a novel and ef cientraation of the routing demand.
First, the routing demand of one net2 N is described, and then the routing demand of a
complete circuit is presented. In general, one mebnsists of several pins. The positions
of the pins determine the “net rectangle”, which is the sesllectangle enclosing all pins.
Amongst others, Table 6.1 describes the geometric pregseofi the net rectangle. This rect-
angle has the lower left corner located ®@tetn ; Ynetn), @ Width ofwe,, and a height offipeqp, -
The product of width and height gives the a®a., Independent of the net rectangle, net
n has the wirelength.,. L, can be the routed wirelength, i.e., the wirelength aftetingu
However, routing takes some runtime. To estimate the rgutiemand in low runtime, it
is better to use an estimation of the routed wirelengthLfpr A suitable estimation is the
half-perimeter wirelength (HPWL), which is the widif,e, plus the heighte, of the net
rectangle.

(Xnetn; Ynetn) Position of the lower left corner
Whetn hnetn W|dth, h6|ght

Anetn= Whetn Nnetn | Area

L, Wirelength

Table 6.1: Properties of one netand in particular of its “net rectangle”.

The routing demand estimation technique RUDY is based oi#geto assume a uniform
wire densitydyen Within the net rectangle of each net. There, the acronym RUBR\ds
for RectangulatJniform wire Densitr. The RUDY of one net is displayed in Figure 6.2. In
principle, the wire density,ie , Of Netn is the ratio between the wire arég,. » and the net
areaA.enr The wire area is the product of the wirelendth and the wire widthp. The wire
width p is the average wire-to-wire pitch of process technologggdus fabricate the circuit.

_ Awire,n — I—n p

wire,n —
Anet,n Whetn hnetn

d

(6.1)

The routing demanﬁ)r?,ﬁ’{‘n of one netn using RUDY is the wire density. n inside its
net rectangle, and zero outside. Using the rectangle fom¢&.26), the RUDY of one net is:

D oot (6 ¥) = dwiren RO Y: Xnetns Ynetn; Whetn; Dnetn) (6.2)
The routing deman® M of all N nets, i.e., the RUDY of a circuit, is the sum of all net

routing demand® dn :

X
DdM(x;y)= DI (xy) (6.3)

n=1

6.2 Characteristics of RUDY

Figure 6.1 shows different density plots. The exact routiegnand, displayed in Figure
6.1(b), is given after routing, and describes at pdity) the number of wires, covering
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Net rectangle with uniform wire density dyjre n:

- o=,
i 4. - Wire area).
b N T Net area
'.-: : - 0 8coogpooooons )
hnetn : : '---: :----I
L E________: :...-.'.',', _
IR : '=='  Wire lengthL, :
--------- — i« Wire widthp
(Xnetn ; ynetn) —0 -e-!

Wnetn

Figure 6.2: Routing demand estimation RUDY of one met

this point. The comparison between the estimated routimgaghel using RUDY (see Figure
6.1(a)) and the exact routing demand (see Figure 6.1(b)pdstrates that RUDY estimated
very precisely regions with high routing demand (high wiendity), as well as regions with
low routing demand (low wire density).

Figures 6.1 (a) and (b) give a graphic comparison betweenRbM2l the exact routing
demand. In the following, a more precise comparison baseore characteristic parameters
is given. Moreover, not only RUDY is compared with the exaitmg demand, but also the
quality of two other estimation techniques is analyzed, elgrthe approach called “RISA’
[[EC94], and the approach of Westra et al. [WBGO04]. To do theparison, the chip is
overlayed with a ne grid structure, which results in a numbgbins. In each bin, the exact
routing demand, and the three estimated routing demandteéeemined. These four routing
demands in bin are represented iNwacli], r'ruovi], rrisa, andrwesidi], respectively. For
each routing demand, the averaggen> over allN bins is computed:

1 X o
<dem> = 17 [<dem> [i] with dem= exact, RUDY, RISA, or Westra (6.4)
i=1

The average errorgo for each estimation technique is then given by:
Ermor(€S) = <est exact With est= RUDY, RISA, or Westra (6.5)
Table 6.2 shows that RUDY has the best average error, Wesjparoach has a higher average

error, and the average error of RISA is far too high.

To obtain the standard deviation of the errgf,,, the routing demand of each estimation
technique is scaled such that the average error is zero:

Feeso 1] Feess [ —22  with  est= RUDY, RISA, or Westra (6.6)

<est>
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The standard deviation of the errog; is:

1 X . . .
Z.o(es)= —— (r<est [i] rexac{l])2 with est= RUDY, RISA, or Westra

N 1
i=1
(6.7)
In (6.7), the factorl=(N 1) is used instead af=N, in order to address the unbiasedness
[And74]. However, in the evaluated circuits, the numbkrof bins is hundred and above,
hence there is no big difference betwedeN and1=(N 1).

In Table 6.2, the standard deviation of the erref,, of the three estimation techniques
are all about the same. Westra's approach is the best, RI8#eisorst, and RUDY in the
middle between them. In the runtime necessary to obtairoihing demand, RUDY is as fast
as RISA. Westra's approach needs about 10 times more runfimebtain the exact routing
demand, i.e., to route the circuit, takes about factor 40066emuntime.

| | RUDY | RISA | Westraetal.| Exact |

eror | 0.013| 200653 0.939 —
Error 0.144 0.153 0.130 —_
CPU 1.00 1.00 10.66| 3800.00

Table 6.2: Comparison of RUDY and other approaches to estitiie routing demand. The exact
routing demand, as given by routing the circuit, is used aference for gror and gror. Statistic is
based on all circuits of the IBM-PLACE 2.0 benchmark suite.

In summary, RUDY is a fast and accurate routing demand estimapproach. In con-
trast to other approaches, RUDY needs no grid structure. gFigestructure used above to
determine the estimation error is because RISA and Westpgisoach rely on it, and because
of numerical reasons: the continuous routing demand of Rt be discretized by bins
in order to compute the estimation error on a computer. Inteohgd RUDY does not use a
routing model to describe possible routes of each net. Gtpproaches like Westra's tech-
nique are using such routing models, and are tting the pmkes of the routes to the results
obtained by routing. Using such routing models results iepethdency between the routing
demand estimation technique and the router. RUDY is notdase routing model, and thus
RUDY estimates the routing demand independently of thesrout

6.3 Routing Supply

Besides the routing demand, there is also a routing supplg.rduting supply is given by the
routing layers of the chip. Based on the rectangle functtoq), the routing supply is:

Dr?)lljjrg (X; y) = dr%lfﬁ R(X; Y, Xchips Yehips Wehips hchip) (6.8)

Routing obstacles (e.g., xed macros) are excluded frontdling supply. The routing sup-
sup

ply densityd,; is determined by considering a balanced demand-and-ssgptgm (5.32).
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If there are no routing obstacles, the routing supply dgnsit

P N
_1 Qyiren A
dr%lfﬁ: n=1 Ywire,n net,n (6.9)
Achip

6.4 Integration in Kraftwerk

sup

The routing deman® 2" (6.3) and the routing suppl® o.; (6.8) give the routing demand-
and-supply system o

Diout (X;Y) = DEM(xy)  Dak(X:y) (6.10)

To drive placement by routability in Kraftwerk, its demaadd-supply syster® (5.38) has
to be a combination of the module demand-and-supplyq (5.37) and the routing demand-

and-supplyD rout:
D (X; Y) = (l Wrout)Dmod (X; Y) + WroutDrout (X; y) (6-11)

In Kraftwerk, the demand, which is created by the modulestaednets in (6.11) now, is
adapted to the supply, which is given by the chip. Therefémaftwerk's approach for
routability-driven placement can be viewed as placing treates and the net rectangles
concurrently on the chip.

The routing weightwv,o,: in (6.11) represents the degree of routability optimizatiwith
Wrout = 0, routability is ignored, and withv,,: = 1, just routability is optimized, ignoring
the placement of the modules. The optimal,,, which gives the lowest routed wirelength,
depends on the circuit and the router. For one circuit andgoren routerw,,, is determined
by the golden section search method [Kie53]. This is a nurakoptimization method, which
evaluates the routed wirelengtiVL for certain values ofv,, and iteratively re nes the
interval, in,which the minimum ofWL is located. The interval is re ned by using the golden
ratio(1 + 5)=2, in order to have best convergence speed. To evaf\ditefor one value of
Wiout, the circuit is placed withv,o,;, and the resulting placement is routed.

Figure 6.3 displays the dependency of some parameters goutieg weightw,,,;. One
parameter is the standard deviation of the routing demaygd which is calculated by:

L 2124 .
ot = Ddem(X; y) rout dx dy (6-12)

rout — rout
Acip 1 1

out IS the average value d@ eM(x;y). Other parameters are the netlength and the routed
wirelength. The dependency of these parametens,gpare as follows:

1. u decreases with increasing routing weight,.. This means that the peaks in the
routing demand are reduced more and more. Thus, also thagalédmand in congested
regions is reduced.

2. The netlength measured in HPWL or RSMT (rectilinear Steminimal tree) increases
with increasing routing weighw,q.
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Figure 6.3: Dependency of some parameters on the routinghiwej,,:. Results are based on ibm0Qle
of the IBM-PLACE 2.0 benchmark suite.

3. There is a trade-off between netlength ang, resulting in an optimal routed wire-
length. For the circuit used in Figure 6.3, the optimg},; is 0:28.

Based on these characteristics, which are demonstratadune6.1, some statements can be
derived:

1. Kraftwerk reduces the routing demand in congested ragidhis is demonstrated by a
decrease of ;o With increasingw;oyt.

2. Kraftwerk increases the routing supply in congestedomg)i This can be shown by
comparing the wire density plot in Figure 6.1(b) with the matdensity plot in Figure
6.1(c). In congested regions, where the wire density is,Higgnmodule density is low.
Since modules block some routing layers, a low module dgmsitongested region
means more routing supply there.

3. The HPWL is an ef cient estimation of the routed wire lelngtThis is because the
HPWL correlates to the routed wire length as good as the RSMdth does. However,
the HPWL is much faster determined than the RSMT [Chu04].

To validate the statement that the HPWL is an ef cient estioraof the routed wire
length, four estimation techniques for the routed wiretengere tested: HPWL, RSMT
(length of rectilinear Steiner tree), RMST (length of minim spanning tree), and RISA
[[EC94] (estimating the length of one net by a function dep)eg on the HPWL and the
number of pins). The four different estimation techniquesenintegrated in RUDY and in
the quadratic cost function. The integration in RUDY was done by using the estimated
wirelength inL,,. The integration in was done by using the Bound2Bound net model, and
scaling the connection weights of each net by the ratio bextvilee estimated wirelength and
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the HPWL. The results of the four estimation techniques amrsarized in Table 6.3, and
are based on all circuits of the IBM-PLACE 2.0 benchmarkesuffll four techniques do not
differ much in the routed wirelength and the number of videe difference is below 0.2%.
However, HPWL has the lowest runtime for placement, ancefloee is an ef cient estimation
of the routed wire length.

HPWL | RSMT | RMST | RISA
rWL | 1.0000| 0.9989| 0.9988| 1.0005
Vias | 1.0000| 0.9993| 0.9984| 1.0005
CPU Place 1.00 1.29 1.08| 1.00
CPU Route 1.00 1.02 0.98| 1.00

Table 6.3: Results of different techniques to estimate ¢luweed wirelength (rWL) during placement.
“CPU" is the runtime, either for placement, or for routing.hd routing demand is estimated with
RUDY, placement is done with Kraftwerk. Results are norgelito the results of HPWL. Based on
all circuits of the IBM-PLACE 2.0 benchmark suite.

Two principle problems of estimating the routed wirelengtiould be pointed out. First,
almost all estimation techniques represent each pin asrd pothe x-y plane. In routing,
each pin is represented by a rectangle, called “pin sitefs dlference can result in that the
estimation of the routed wirelength is higher than the exaated wirelength. For example,
imagine a two-pin net, where both pin sites almost touch etior. Hence, connecting both
pins sites needs almost no wire. In contrast to this, commgdtoth pin points, which are
located typically in the center of each pin sites, needs marelength. A second problem
of estimating the routed wirelength is that routing conssdée interaction (overlapping) be-
tween the nets. In contrast to this, traditional estimat&mmniques consider one net at a time,
and ignore the interaction between the nets. This resuliisanthe estimation of the routed
wirelength is lower than the exact routed wirelength.

At last, the results presented in this chapter (see Tabla®®2Table 6.3) can be sum-
marized as follows: it is suf cient to use RUDY for estimagithe routing demand, and it is
suf cient to use the HPWL for estimating the routed wirelémg Other techniques may be
a bit better, but consume much more runtime. Considerintptolity-driven placement, the
placement with optimal routed wirelength is obtained infilw@rk by adjusting one parame-
ter: Wyt
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Chapter 7

Legalization

Placement of circuits is done in two consecutive steps:ajlabd nal placement. In global
placement, the modules are spread roughly on the chip, wbitsidering different objec-
tives like wirelength and routability. The previous chaptdescribe Kraftwerk, which is a
fast global placer based on force-directed quadratic pi@ce. Final placement itself consists
also of two steps: legalization and detailed placementaliegtion means to remove the re-
maining module overlap of a global placement, and to aligmntimdules to rows if necessary.
Detailed placement is performed after legalization, antiéssecond step of nal placement.
In detailed placement, different objectives are furthgpiaved, for example total wirelength,
or more complex objectives like design for yield (DFY), osag for manufacturing (DFM).

This chapter presents novel approaches for legalizatioetail2d placement is not ad-
dressed in the following. To preserve the global placemsrfanas possible, the common
objective of legalization is to minimize the module movemen the following, two legal-
ization approaches based on minimizing the quadratic memtrare presented. With the
quadratic norm, the minimum is found quickly. The rst legaltion approach “Puzzle” deals
with legalizing macros. “Abacus” is the second legalizatapproach, which focuses on le-
galization standard cells. The separation between maostandard cells is necessary here,
because standard cells must be aligned to rows, and mactosvitweover, there are mil-
lions of standard cells in a modern circuit, while there arst p few (about hundreds) macros.
Thus, legalizing macros can be done with exhaustive appasadn contrast to this, legalizing
standard cells must be done quickly, concerning the runpierestandard cell.

Table 7.1 summarizes some properties of one modyeacro or standard cell). Both
legalization approaches (Puzzle and Abacus) refer to thesgerties. The properties are
similar to those shown in Table 5.1, which is used in globakcpment. Howevel(x?; y9
is the position of modulé in the global placement now, artg;;y;) the position in the legal
placement. In detail, there are two meanings of “positida macros, it refers to the center of
the macro, and for standard cells, it refers to the lowerdefher of the cell. This difference
is made because it simpli es the later given problem forrtiales. w; andh; presented in
Table 7.1 are the dimensions (with and height) of modulBhe weighte of a module is for
example the area of the module, or the number of pins locadtdgtanodule.

In the next sections, the term “movement” is used with sdvenams: (7.1) is the quadratic
Euclidean movement, (7.3) is the Euclidean movement, (8.2)e Manhattan movement.

69
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| Property | Explanation

(x%y9 Position in global placemen
(Xi; ¥i) Position in legal placement
w;: h; Width, height

e Weight (e.g. number of ping)

—

Table 7.1: Properties of modulgmacro or standard cell).

Moreover, these are total movements, i.e., they are the gutmeanovements of all mod-
ules. In addition, the movement of each module is weighted.pby The proposed quadratic
programs optimize (7.1), or (7.2) in combination with lingation weights. The quality of
a legal placement is measured by (7.3). These differencédseimorms are made, because
the quality is best measured in the Euclidean norm (7.3)bbth other norms are best to
minimize with numerical optimization.

X
Quad;Euclid — € [Xi XiO]2 + [Yi yﬂz (7-1)

Manhattan = € (i Xioj + ]y y|(]) (7.2)

Euclid = e; (xi xP2+(yi y)? (7.3)
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7.1 Puzzle: Macro Legalization

This section presents “Puzzle”, which is a fast legalizatpproach for macros. Macros are
modules with various dimensions. Figure 7.1 (a) display®baj placement of macros. Two
legal placements are shown in Figure 7.1 (b) and (c).

5

3

(a) Global Placement

1 TN = l\
2 i 4 5 1 \

(b) Legal Placement (constraint direction based on place- (c) Legal Placement (with constraint
ment) direction optimization)

Figure 7.1: Global placement of macros (a), and two legatgatzents of macros (b) and (c). The
movement of each macro is displayed by an arrow. The stafieoftrow re ects the position in the

global placement, and the end of the arrow re ects the pasitn the legal placement. There, position
refers to the position of the center of the macro. The totalenment in (c) is about 25% lower than in

(b).

The legalization of macros can be formulated by the follapyguadratic program (QP):

R
min e we i X+ wyily yP (7.4)
QP: =1
st. Ap b (7.5)
The objective (7.4) is similar to (7.1), and represents tha sf the weighted quadratic Eu-
clidean movements of aNl macros.w,; andw,; are used to linearize the quadratic move-
ment. Since all weightse(, wy.; , andw.; ) are positive, the objective is convex. The constraint
(7.5) assures that there is no overlap between the macresvédtorp re ects the legal posi-
tions of all macros, separated in x and y-direction:
P = (X1; X2, Xn: Y1, Vi :::;yN)T (7.6)

In general, two macros andj do not overlap, if either the distance in x-direction, or the
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distance in y-direction is large enough. This constraimkascribed by:
. .1 . 1
Xio Xl 5 (Wi+w) _ jyi Yl é(hi + ) (7.7)

In the rest of this section about Puzzle, the following isuassd for two indeces andj : if
the macros andj are located afx?; y) and(x?; y) in the global placement, thérand] are
chosen suchtha® x{andy? y). Based on this, (7.7) is transformed to:

1 1
Xi X E(Wi+Wj) _ Y Y é(hi+hj) (7.8)

With this, the relative order of the macros is preserved. theowords, if macra is right of
(above of) macrg in the global placement, then the ordering between bothosasithe same
in the legal placement. The constraints shown in (7.8) catidseribed by the matrix-vector
notationAp b for all macros. However, there is a * between the x- and y-constraint,
which means that two macros must be overlap &éeerin x or in y-direction. In other words,
a decision on the constraint direction (x or y) must be made,tand the decision in uences
highly the movement of the macros during legalization. Igufe 7.1 (a), the decision is done
based on the global placement. In Figure 7.1 (b), the indiggisions are re ned (optimized)
by Tabu Search [GL97]. Comparing 7.1 (a) with 7.1 (b) demm@tss that this “constraint
direction optimization” results in a lower total movemerittbe macros. In the following,
some general aspects are described rst, and then detatlsnstraint direction optimization
are presented.

7.1.1 Construction of Matrix A and Vector b

The matrix-vector notatioAp b, used in (7.5), represents in each row one constraint (7.8).
In the following, the construction of matri&k and vectob is described. MatriXA has entry

ay in row k and columri. Vectorb has entnh, in row k. First, A andb are initialized with
zeros, and an index variablkeis initialized with 1. Then, all pairs of macros are considered.
One pair(i; j ) contributes tA andb as follows:

1. If the constraint direction is x, theh andb are updated by:
ai aqtl,a; ay Landh b+ Z(wi+w).

2. If the constraint direction is y, thel andb are updated by:
ai+N  ai+n Tl agen  &j+n 1, andby b<+%(hi+hj)-

3. The index variablé is increased by one:
k k+1.

7.1.2 Initial Legalization

Algorithm 2 shows how the initial legal placement is obtain&irst, the macros are placed
to the positiongx?; y9 of the global placement (line 1). Then, some iterations areedline
2-8). In each iteration, the direction (x or y) of the consita is determined based on the
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placement (line 3). Next section describes this importéep of Puzzle. With the determi-
nation of the constraint direction, the matrix-vector rimta of the overlap-free constraint
Ap Dbisgiven. Then, the quadratic program (7.4) s.t. (7.5) iselusing some lineariza-
tion iterations (line 4-7). With the linearization, the Maitan movement (7.2) is optimized.
At the end, a new placement with no overlap is obtained. Basezkperimental results, about
3 linearization iterations are enough.

Since the constraint direction is decided based on a platgisred the constraint direction
gives a new placement (via the quadratic program), bothsstégtermination of constraint
direction and solving the quadratic program) are executetsecutively for some iterations.
This is done in the “for” loop in line 2-8 in Algorithm 2. The ¢ is done until convergence,
which means, the loop is executed until the quadratic pragtaes not change the positions
of the macros anymore. Based on experimental results, &umydes for the loop are enough.

Algorithm 2 : Initial macro legalization

1 Initialize (xi;y) (X% y9);

2 for some iterationslo

3 Create constraints based on placenfefty;) ) Matrix A and vectob;
4 for some linearization iteratiorso

5 Wi 5% xJ w15y v

6 Solve QP (7.4) s.t. (7.9) new positiongXx;;V;);

7 end

s end

7.1.3 Constraint Direction based on Placement

One important step of Puzzle is to determine the directioor(x) of each constraint. In the
following, it is described how the direction of the constitabetween two macrosandj is
decided based on a placement. There, the decision is dryemoling both macros as little
as possible. The two macros are locate@xaty;) and(X;;y;). Two properties,; and
can be computed:

1

i = Xi X E(Wi"'Wj) (7.9)
1

vi = Yio ¥ 5(hi+hy) (7.10)

These properties re ect the distance between both macnolsje dimensions of both macros.
In detall, if »; < O, the macros are overlapping in x-direction; §f; < 0, they are overlap-
ping in y-direction. In both cases, ,; and ; isthe amount of overlap in each direction.
Consequently, if.; > ., then the movement for both macros to an overlap-free plaoém
is lower in x-direction, than in y-direction. This exactlyvgs the decision of the constraint
direction: if .j; > ., then the constraint direction is x, otherwise it is y. Thexidion
is not made for overlapping macros only, but for all pairs aiams. In other words, there
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will be constraints between all pairs of macros. This is ssaey for the convergence of Al-
gorithm 2. Otherwise, macros, which were made overlap fne@ke iteration (see line 2-8 in
Algorithm 2), have no constraint in the next iteration. Ceqsently, they will collapse back
and will overlap again, which is not wanted.

Determining the constraint direction as described aboveimzes just the movement
between two macros. It does not minimize the total moveméailanacros. Hence, the
initial constraint direction can be good, but need not to pinoal.

7.1.4 Optimization of Constraint Direction

This Section describes the complete approach called “BYyazhich is a novel method for
macro legalization. The total movement is minimized by qatid programming. The initial
constraint directions are determined by the placementu Bearch is used to optimize the
constraint directions, in order to minimize the total mowarn

Before presenting Puzzle, some aspects are to be notedAlgbrithm 2, describing the
determination of the initial legal placement, convergeshsihat the QP solved in line 4 does
not change the placement anymore. In such a placement, dheressential” constraints,
where two macros are abutting, i.e., there is no free spaveslea the macros. These essential
constraints have=" instead of “ ” in (7.8). All other constraints with*” are not active.
Hence, the legal placement, obtained by Algorithm 2, isattarized by essential constraints.
The set of essential constraints, in combination with teections, is called “con guration”,
and describes a legal placement; Tabu Search acts on thegei@ions. In the following,
the terms “con guration” and “legal placement” are usecenchangeably.

Algorithm 3 describes Puzzle, and the application of Tabar&e The algorithm starts
with an initial con guration (line 1), and optimizes iterag¢ly the con guration (line 4-28). In
each iteration, the neighboring con gurations of the catreon guration are evaluated (line
9-17). Each neighboring con guration is created by chaggime direction of one essential
constraint (line 10). Neighboring con gurations, whiclean the tabu-list, are ignored (line
18). Two special neighboring con gurations are saved: the with the best cost (line 20),
and the one with the worst cost (line 21). After evaluatingnaighboring con gurations,
the current con guration is compared with both saved neaglrig con gurations. If the best
neighboring con guration has a better cost than the curcentguration, then this neighbor-
ing con guration is used as the new current con guratiom€i25). With this approach, Tabu
Search is a greedy optimization method. However, if all hbaing con gurations have a
worse cost than the current con guration, then the worstgoration is used as the new cur-
rent con guration (line 26). With this technique, Tabu Sdahas a “hill-climbing” ability,
and local minima can be escaped. At the end of each optiraizégration, the new current
con guration is appended in the tabu-list (line 27). Witlstmethod, con gurations are only
visited once.

The optimization iterations are done until a stopping cigte is triggered (line 28). Suit-
able stopping criterions are for example a maximal numbé#eaddtions, or a maximal increase
in the cost, i.e., a maximal difference in the best cost sarfarthe current cost. At the end of
Tabu Search, the best con guration is found in the tabuassthe con guration with the low-
est cost (line 29). This best con guration represents tha egal placement with a minimal
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total movement (line 30).

Algorithm 3: Puzzle: macro legalization with constraint directioniopzation.

© 0 N o o b W N P

=
N RO

13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Do initial macro legalization (see Algorithm 2);
Initialize tabu-list;

Determine costey,;

repeat

Save positions(%i; 1)  (Xi;Vi);
Coest 1

Cworst 1 ;
foreach essential constraimto

Change direction;
Restore position&x;;yi)  (Ri;¥);
for some placement iteration®
Create constraints based on placen{&nty;), consider direction of the
changed essential constra)ntMatrix A and vectoib;
for some linearization iteratiorco
Wi I5xi xJowyi 15y v
Solve QP (7.4) s.t. (7.9) new positiongx;;Vy;);
end
end
if new con guration is not in tabu-lighen
Determine cost;
if ¢ < cpestthen Save this con guration and positions as bests; C;
if ¢ > cyorst then Save this con guration and positions as WoGlyst  C;
end
Change direction;
end
if Chest< Ccur then Restore best positions and con gurati@q,,  Cpest
elseRestore worst positions and con guratian,:  Cworst,
Append cost,,, con guration, and positions in tabu-list;

until stopping criterion triggered ;
Scan tabu-list for best cgstBest positions;
Put macros to best positions;

Two details of Tabu Search about the constraint directicim@pation are left to cover.

First, the determination of the cost of one con guratioe, ,i.of one legal placement. A suit-
able cost is the total weighted Euclidean movement of allrosbetween the global place-
ment and the legal placement, as described by (7.3) ajth= . The second and more
interesting detail is how a neighboring con guration isated. This is done in line 9-17 of
Algorithm 3. Starting from the current con guration, theréction of one essential constraint
is changed (line 9). All macros are put back to the positidrte® current con guration (line

10). In line 11-17, the neighboring con guration (i.e., theighboring legal placement) is
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determined similar to the initial legal placement, as dégct in Algorithm 2. However, the
constraint directions are created based on the placementaind considering the direction of
the changed essential constraint (line 12). If the changedrgial constraint is between the
macrosi andj, then the constraint direction is not chosen based,gn(7.9) and y.;; (7.9)
(see Section 7.1.3). Rather, the direction is the same adirkaion of the changed essential
constraint. The constraint direction between all othermosis chosen based og; and . .

Figure 7.2 demonstrates the hill-climbing abilities of Uigbearch. Here, the cost of the
current con guration in each optimization iteration is pligyed. The cost represents the total
movement of all macros between the global placement aneé s placement, as formulated
in (7.3). Each con guration is a legal placement. In Figurg, The cost of the initial con g-
uration is rather high. Then, Tabu Search starts to changedhstraint directions. Hence,
the cost sinks over two optimization iterations. In itevatthree, the cost increases. Hence, a
“hill” in the cost function is climbed. After the hill, the &b in iteration four is lower. At the
end, the cost increases, and the Tabu Search is stoppedioitegiour represents the best legal
placement.
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Figure 7.2: Minimization of the movement by optimizing thenstraint directions with Tabu-Search.

7.1.5 Comparison

Using the linearization weights,; andwy.; in combination with some linearization iterations
(see Algorithm 2 and 3), the quadratic program (7.4) s.t5)(finimizes the total linear
movement, i.e., the Manhattan movement (7.2). The quadpatigram can be solved for
example with OOQP [GWO03]. Instead of using the quadratigmm and some linearization
iterations, a similar result (placement) is obtained byfttl®wing linear program (LP):

. R . .
min e (xi xJ+jyi yd) (7.11)
LP: =
st. Ap b (7.12)
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Here, only the objective (7.11) changed. The constrairit)7is similar to (7.5). The linear

program can be solved for example with GLPK [GGL]. This sacipresents some exper-
imental results demonstrating that using the quadratignarm with linearization iteration

gives similar placements, but in lower runtime than usinigedr program. The problem with
linear programming is that the absolute movemeant xJ can not be minimized directly.

Moreover, two auxiliary variables;, x;, and four additional constraints are necessary:

minjx; x%) minX; x, st x, X X XXX X %X x° (7.13)

This increases the numbers of variables and constrainteibP compared to the QP. Thus,
the LP needs more runtime to solve the same problem. Fig@rdigplays the complexity of
both approaches. Here, a global placement of a circuit withouthousand macros is legal-
ized. Different numbersl of macros are selected to be legalized, and all the selecaedos
are overlapping each other in the global placement. Excampesminor glitches for small
N, the quadratic program is always faster (lower runtimenttiee linear program. More-
over, the computational complexity of the quadratic progia better than those of the linear
program. Considering the quadratic program, the average-computational complexity is
( N?2) for the initial placement. Applying the Tabu Search for agtiing the constraint di-
rections, the complexity i§ N288). Using linear programming, the complexity {s N %),
and ( N371), respectively.
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Figure 7.3: Runtime versus number of macros. QP: quadratigram, LP: linear program, init:
initial placement, TS: applying Tabu Search for constrdirgction optimization. Based on one global
placement of a circuit with up to 911 macros.

Table 7.2 summarizes detailed results of Puzzle using atiagsirogramming and using
linear programming. The results are based on the same ghtda@ment and the same cir-
cuit as used in Figure 7.3, which describes the computdtmoraplexity. In the following,
the term “movement” means the total weighted Euclidean mm&re of all macros between
the global placement and the legal placement, as descrip€d.®) withe; = e. Using
quadratic programming, and based on the initial legal press®, Puzzle improves with Tabu
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Search the movement by about 30%. Moreover, the improvedesag not decline with in-

creasing numbers of macrds. Hence, the Tabu Search approach is successful. Replacing

the quadratic program and the linearization iteration il equivalent linear program gives
about the same results in the movement. However, the runtirabout factor four higher
then.

Quadratic Program Linear Program
Initial Tabu Search Initial Tabu Search
N CPU Avg CPU Avg | Impr| CPU Avg CPU| Avg
# Macros| [s] Mov [s] Mov | [%] [S] Mov [s]| Mov
20 0.01| 25421 1.86| 20446|19.57| 0.01| 25387 1.51| 20664
50 0.06| 39219 39.04| 28207/28.08 0.09| 39215 37.63/ 28811
100 0.22| 57541 302.43 39030/ 32.17| 0.48| 58175 588.29 39914
150 0.48| 64321 926.49| 42352/ 34.16] 1.36| 64372 3142.14 41022
200 0.72| 72653 2063.36 47585/ 34.50] 3.65| 73790 6479.32 49644
300 1.88| 79369 6791.02 49145/38.08| 11.00] 83860 32497.5Q 55960
500 6.77|113492 27044.4Q 71326|37.15| 28.52| 120090 timeout n.a.
911 20.29| 238151 114673.00 173397, 27.19| 167.09/ 232337 timeout| n.a.
Average:| 1.00f 1.00 1.00, 1.00 3.86| 1.01 2.51] 1.03

Table 7.2: Results of Puzzle (with quadratic programmiegglizing one global placement of a circuit
with up to 911 macros. “Avg Mov” means the average Euclideawementj jjo=N (7.3). “Impr’ is
the improvement in the movement between initial placemadtadter applying Tabu Search.

In summary, the results shown in Figure 7.3 and in Table 7ahstrate that using
guadratic programming in combination with some linear@aiteration is better than using
the equivalent linear program. Better means the runtimeviget and the total linear move-
ment is equivalent. For circuits with some macros, Tabu @eean be used to improve the
macro movement signi cantly. However, for circuits with idred or more macros, Table
7.2 shows that Tabu search is not applicable due to the higinra. To cope with this, two
approaches can be used. First, not all macros are legaligbdPwzzle, but only big macros.
This decreases the numbérof macros, for which Puzzle is applied to. The remaining rascr
can be legalized with Tetris [Hil02] (see Section 7.3). Theand approach is to stop global
placement when the module overlap is rather low (e.g., 5%g,ret at 20% overlap. Based
on such a global placement, the initial decisions for thestamt direction, which are made
based on the global placement, are quite good. Tabu Seallahotvimprove the movement
much here. Thus, Tabu Search needs not be applied, and tia¢legal placement is suf -
cient. However, with more iterations spent in the globaktplaent, global placement takes
more runtime. In addition, in mixed-size circuits, the stard cells are moved farther during
global placement, resulting in a higher netlength. Henlee,second approach in applying
global placement longer is only applicable for circuits,i@éhconsist only of macros.
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7.2 Abacus: Standard Cell Legalization

Previous Section 7.1 described Puzzle, a novel approaddh@s quadratic programming
and Tabu Search to legalize macros. This section describasus, a new method based on
guadratic programming and dynamic programming to legaitamdard cells. In contrast to
macros, standard cells all have the same height, and haeedtiagined to the rows of the chip.
In addition, in modern circuits, the number of standardscislilsome decades greater than the
number of macros. In Figure 7.4 (a), a global placement ofdsed cells is displayed. Figure
7.4 (b) shows the legal placement obtained by Abacus.

5 6 2 _[x8

: 4h - Lo v 7
= 35

(a) Global Placement (b) Legal Placement

Figure 7.4: Global and legal placement for standard celtee Movement of each cell is displayed by
an arrow. The start of the arrow re ects the position in thelgll placement, and the end of the arrow
re ects the position in the legal placement.

In case that the circuit has standard cells and macros, gssraed that the macros are
legalized rst, for example by using Puzzle. Furthermoys, which are blocked (e.g., by
macros) have to be sliced into new rows, such that all new eo@$0t blocked anymore.

Algorithm 4 : Abacus: legalization of standard cells.

1 Sort cells according to x-position;
2 foreachcelli do

3 Coest 1

4 foreachrow r do

5 Insert celli into rowr;

6 PlaceRowr (trial);

7 Determine cost;

8 if C < Cpest theN Cpest = C, Mpest = I';
9 Remove cell from rowr;
10 end

11 Insert Celli to row r pest;

12 PlaceRow pest ( Nal);

13 end

Algorithm 4 describes Abacus. First, the cells are sortezbating to their x-position
(line 1). Then, the cells are legalized one at a time (lin€8R-The legalization of one cell
i is done by moving it over the rows (line 4-10). In each row, ted is inserted according
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to its x-position in the global placement (line 5). Then,d&Row” (line 6) places all cells
of the row such that their total movement is minimal and theyreot overlapping. PlaceRow
is described in the next section. After PlaceRow is called, dost of the new position of
celli is determined (line 7), e.g., by the movement of cddetween its position in the global
placement and its new position in the current row. At lasg ¢elli is removed from the
current row (line 9). After the cell is moved over the rows, it is inserted into the best row
(line 11). The best row is the row with the lowest cost (line Buring the movement of the
celli over the rows (line 4-10), i.e., during the trial mode, theulés of PlaceRow are treated
as temporary positions, which means that the cells are radliyrsnoved to these positions.
Hence, the best row needs to be placed again (line 12), amdghks of PlaceRow are treated
as the nal legal positions. This means, the cells are alstydéced to these positions. Since
one cell at a time is legalized, and the cell is placed to thst bmv, Abacus is a greedy
algorithm. However, already legalized cells within the soave moved (by PlaceRow), which
improves the total movement.

Different issues should be noted here. First, the sortinthefcells according to their x-
position can be done either in increasing order or in deangawder. Both directions should
be tested because the results of each direction can beediffand the best result should
be used. Experiments showed that the difference in the nota&lement between both sort
directions is abou0:5%. Another issue is that each cell need not be moved over ak row
of the chip (line 4-10). Rather, each cell is rst moved to thearest row (according to the
global position) and then moved above and below this row. daah row, a lower bound of
the cost is computed by assuming that the cell is only moveticedy. If the lower bound
exceeds the minimal cost of an already found legal positioery the movement of the cell
over the rows can be stopped. This method limits the movemelytto some rows and
improves the CPU time of legalization drastically. At lastshould be noted that the cells
are inserted into the rows in order of their x-position in giebal placement. Since the cells
are processed according to their global x-position (lir®,linserting a cell into a row means
either to append the cell as the last cell in the row (if somedcreasing order), or as the rst
cell (if sorted in decreasing order).

7.2.1 PlaceRow

The core of Abacus is to optimize the total quadratic movernoéall cells within one row.
This optimization is called PlaceRow, and it is used seuvaras for each cell during legal-
ization (see Algorithm 4). In the following, PlaceRow is deled.

In PlaceRow, it is assumed that the row hMasstandard cells, indexed frofinto N, . Table
7.1 shows the different properties of one delGiven is the position (of the lower left corner
of the cell) in the global placeme?; y9, the widthw;, and the weighg,. The weight can
be for example one, the area of the cell, or the number of ditissocell. The cells in the row
are sorted according to their global x-position, ix¢., x? ;. PlaceRow determines the legal
x-positionx; of each cell. The legal y-positioy is obtained beyond PlaceRow by moving
the cell over the rows (see line 4-10 in Algorithm 4). Basedt®se de nitions, PlaceRow is
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described by the following quadratic program:

. r 2
min Xi X 7.14
oP: - & [Xi |0] ( )
st Xi Xi1 W 1=2;:5N, (7.15)

The objective (7.14) describes the total, weighted, andiglmovement of all cells between
the global positiorx? and the legal positior;. Moreover, the objective is convex, since all
weightse are positive. Furthermore, the objective is similar to {ivith N = N,,e; = e,
and since all cells in the row have the same y-positypr; y°. The constraint (7.15) assures
that there is no overlap between the cells. In addition, trestraint preserves the relative
order of the cells, i.e., cedl is placed left of celbif ais left of bin the global placement.

The quadratic program of PlaceRow (7.14) s.t. (7.15) islaintd the quadratic program
of Puzzle (7.4) s.t. (7.5). However, PlaceRow does notzetiinearization weights, because
it is called several times for each cell, and using lineaitreweights would mean to increase
the number of calls. In addition, PlaceRow does not optirthizeconstraint direction, but all
constraints between the cells in one row have to be in x-timec

Similar to the quadratic program of Puzzle, the quadratagpam of PlaceRow (7.14)
s.t. (7.15) can be solved with OOQP [GWO03] for example. Havesolving quadratic pro-
grams with “ ” constraints is time consuming in general. If the same smiubf the quadratic
program (i.e., the same legal placement) is found by equadihstraints, then the quadratic
program is solved quite fast by solving one linear equatibime situation that equality con-
straints are suf cient is given if all cells of one row are #ing in the legal placement. There,
two cells are “abutting” if there is no free space betweemtlie the legal placement. With
only equality constraints, (7.15) is transformed to:

)T( 1
Xj = X1+ W 1 =250 N, (7.16)
k=1
Inserting (7.16) in the objective of (7.14) gives a quadréatinction, only depending Ox;.
The minimum of this function is obtained by setting its dative with respect tx; to zero,
which gives: " "
X Xir X1 "
e xs exi+ e x° w, =0 (7.17)
{2} —=f—=
e q

Table 7.3 shows the iterative calculation &fW, and§, which depends only on given
properties of the cellsx’, w;, ande. Executing the iterations up o= N,, & is the total
weight of allN, cells, and# is the total width of allN, cells. §is used in (7.17), and gives
the optimal positiorx; of celli = 1:

&x, =0 xlzg (7.18)

Using (7.16), the optimal positions of the remaining cellsi(= 2;:::; N;) in the row are
determined. At this point, the quadratic program, and tHasdRow, is solved based on one
linear equation (7.18) — assuming equality constraints.
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| Init [ lteration (i = 1;2;::;N;) |

e=0 [& e+eq
=0 |q a+e[x) W]
W=0|Ww &+w

Table 7.3: Iterative calculation.

7.2.2 Implementation by Dynamic Programming

However, the equality constraints, which are used to ol§#ailB), are just allowed for abutting
cells, and not in general for all cells in one row. Therefaanethod is necessary to detect
clusters of cells, where all cells in the clusters are abgttand the clusters themselves do not
abut. The optimal position of a cluster is found then by sui\i7.18) for this cluster. Here it
should be noted that (7.18) is obtained by assuming thaeldlic= 1;:::; N, in the row are

in one cluster. The clustering method, and solving PlaceBpwynamic programming are
shown in this section. The properties of one clustare summarized in Table 7.4. ¢ IS
the rst cell in the clusterc, andni,sc is the last cell in the cluster. N¢ysc IS the number of
cells in clusterc. X¢usc IS the left x-position of clustee, eyusc represents the total weight of
the cells in the cluster, andw,s. is the total width of the cluster.

| Property | Explanation |
N st First cell of the cluster
Niastc Last cell of the cluster
N ciusc Number of cells in the cluster,
Neusc = Niaste Nistic +1
Xclusc Optimal position (lower left corner
€clusc Weluse; Geuse | Values similar to Table 7.3.
€clusc Total weight
Welusc Total width
Qklusc=Clusc Optimal position

Table 7.4: Properties of cluster

Algorithm 5 shows the implementation of PlaceRow by dynaprmgramming. The al-
gorithm starts in line 1-13 with iteratively clustering tlells, and determining the optimal
position of each cluster. Here, the cells 1;:::; N, are processed in increasing order (line 1)
according to their global x-positioxf, i.e.,x? x° ;. In other words, the cells are processed
from “left” to “right”. If cell i is the rstcell, orif it does not overlap with the last clus{éne
3), then a new cluster is created containing theic@ihe 4-8). Otherwise, the ceilis added
to the last cluster (line 10), and the last cluster is resefgicollapsed with its predecessor
cluster (the next left cluster) as long as the clusters aezlapping (line 11, and line 27-36,
respectively). During the clustering, the iterative cétion of ey ysc, Weiuse, aNdGusc IS done
in line 24-26, which is similar to Table 7.3. The optimal gasi X.sc Of clusterc is deter-



7.2. ABACUS: STANDARD CELL LEGALIZATION 83

Algorithm 5. PlaceRow: places all cells in one row optimally, i.e., witmimal total movement. Solves
(7.14) s.t. (7.15).

/I Determine clusters and their optimal positiong,sc:
1 fori=1;::;N,; do

2 ¢ Lastcluster;
/I First cell or celli does not overlap with last cluster:

3 if i =1 0or Xcuse + Wewse ~ XP then
4 Create new clusteg,
5 INit clusc; Weluse; Gelusc tO Z€ro;
6 Xclusc Xio;
7 Nistic i
8 AddcCell(c; i);
9 else
10 AddcCell(c; i);
11 Collapse();
12 end
13 end

/I Transform cluster positionsgysc to cell positionsx;:
14 i 1;
15 for all clustersc do
16 X = X¢(C€);
17 fori  Njasec do
18 Xi X
19 X X+ wg
20 end
21 end
22 Function AddCell(c; i):
23 Njastc i;

24 €clusc €cusc T €,
25 Qelusc Qeluse + € (X? Welusc);
26 Welusc Weluse + Wi,

27 Function Collapse():
Il Place clusterc:
28 Xclusc Qelusc=€luscs
/I Limit position betweeRmin andXmax  Welusc
29 if Xcuse < X min then Xcuse = Xmin;
30 if Xcluse > X max  Weluse then Xeuse = Xmax  Welusc;
/I Overlap betweenr and its predecessaf?:
31 c® Predecessor af
32 if cPexistsand Xcjusco + Welusco > X cluse then
Il Merge clusterc to ¢

33 for i = N yst:c t0 Njasye do AddCell(c® i);
34 Remove clusteg;

35 Collapse¢9);

36 end

mined in line 28. This is similar to (7.18). In line 29 and 3tk fposition of a cluster is limited
such that the left cornetqysc is right of the starting positiol,, of the row, and the right
cornerxeusc + Wensc IS left of the ending positioR .« of the row. In line 14-21 of Algorithm
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5, the optimal positions; of all cells are determined based on the optimal positiongs. of
the clusters to which the cells belong. After that, PlaceRowd the quadratic program (7.14)
s.t. (7.15) are solved.

The described dynamic programming approach for PlaceRagtisal in the result, be-
cause the clusters, which are formed during the algorithme péaced to their optimal posi-
tions (see line 28). Moreover, each cluster consists onboftting cells, because a cell (or
a cluster) is clustered with its left neighbor, only if theyeaverlapping (line 32-35). As a
consequence, the clusters themselves do not abut.

7.2.3 Worst-Case Computational Complexity

The worst-case complexity of PlaceRow is given by the nurobealls to function “AddCell”
(line 22-26). AddCell is called once for each cell (line 8 df). During recursive collapsing,
AddCell is called overall at most 1 times for celli (line 33). This extreme situation
represents that all cells are in one cluster at the end. TAddCell is called maximal
times for celli. AddCell itself has constant rlyntime. With, the number of cells in one
row, the worst-case complexity of PlaceRow i#\';l i = O(N?2). Another critical part for
the complexity of PlaceRow is line 18-19. However, this gaexecuted only once per cell,
which alone would give onl¥D(N,) for PlaceRow.

Based on the complexity @(N ?) for PlaceRow, the worst-case computational complex-
ity of Abacus (Algorithm 4) can be analyzed. With the number of cells in the circuit, the
“foreach loop” in line 4-10 of Algorithm 4 is calletl times. WithR the number of rows,
one “foreach loop” haR cycles. In each cycle, PlaceRow is called. With at midstells in
one row, the complexity of PlaceRow is limited Q(IQE). Since all of this is executed in a
nested way, the worst case complexity of AbacuS(sl R N‘f).

To obtain a complexity of Abacus, which just depend$\orapproximations foR andK
are necessary. Assuming that the standard cells arg qita@ane width and height), and the
chip area is also quadratic, the nuerb_er of ronRis = N. The upper bound for the number
of cells in one row is the san®@; N . This gives the complexity of Abacus I6y(N #°).

7.2.4 Average-Case Computational Complexity

Figure 7.5 displays the runtimes of legalizing various witg with Abacus. N represents
the numbers of standard cells per circuit. The results Witk 10° are based on the IBM-
PLACE 2.0 benchmark suite [YCSO02], the other results aretbas the ISPD 2005 contest
benchmark suite [NAV05] and on the ISPD 2006 contest benchmark suite [DES]. With t
almost linear average-case computational complexity dfl 1'1°), Abacus can easily cope
with future circuits having an increasimg. Moreover, the worst-case complexity©fN %)
shown in the previous section is not reached by experiments.

7.2.5 Comparison

Tetris [Hil02] is similar to Abacus in that the cells are smtaccording to their position rst,
and then legalized one at a time then. Next Section 7.3 pie3etris. The main difference
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Figure 7.5: Average computational complexity of Abacus.

between Tetris and Abacus is that cells, which are legakres, are not moved anymore in
Tetris. In contrast to this, Abacus applies PlaceRow whena\cell is moved to a row, and
PlaceRow places all cells within a row such that there tasi@aldgatic movement is minimal.
Consequently, Abacus moves already legalized cells dleiggization. Therefore, the total
movement of the cells during legalization is supposed toolaeet in Abacus than in Tetris.
Here, and in the following, movement is determined by (7.8hwe; = 1, which means
the movement is the (unweighted) Euclidean movement ofelie between global and legal
placement. Figure 7.6 shows the histogram of the moveméat p€rfect histogram would be
a peak with a relative frequency of one at a movement of zepresenting that all cells are not
moved. However, the cells in the global placement are ogpitey and are not aligned to the
rows. Therefore, the cells are moved during legalizatioam@ared to Tetris, the histogram
of the movement using Abacus is better, the cells are mowstHied the peak is nearer to zero
movement. The average movement is about 30% lower in Ab&eunsih Tetris.
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Figure 7.6: Movement histogram of Abacus and of Tetris. Bamseibm12e of the IBM-PLACE 2.0
benchmark suite. Movement is normalized to the averagertiioe of the cells.

7.3 Tetris

In this thesis, there are some references to the legalizapproach Tetris [Hil02]. Therefore,
this approach is presented shortly in the following. As iSetian be used for macros and
for standard cells, the term “module” is used below instebthmcro” or “cell”. Based on
design rules, Tetris assumes that a grid structure existighagives a set of available x- and
y-positions. For example, the available y-positions axeigiby rows, and the available x-
positions are given by the minimum feature size of the teldgy which is used to fabricate
the circuit. Algorithm 6 describes Tetris. First, the moskilare sorted according to their
positions (line 1). Then, the modules are legalized one imea (line 2-13). The legalization
of one module is done by moving the module over the chip according to thdaha x and y
positions (line 4 and 5). If modulets at the current positiorfx; y), i.e., the module does not
overlap with already legalized modules, then the cost of plaisition is determined (line 7).
For example, the cost is the movement of modletween global placement and the current
position(x;y). Or the cost is the length of the nets adjacent to moduldter the movement
of modulei over the chip, the module is placed to the best legal positioa 12). The best
legal position is the one with the lowest cost (line 8).

One advantage of Tetris is the simple implementation. Oatufe of Tetris that can be
viewed as an advantage or as an disadvantage, is that thea@aler of the modules is not
preserved. This means, if modudeis left of (or above of)b in the legal placement, then
modulea could have been right of (or below dfjin the global placement. As a consequence,
the legal placement obtained with Tetris can have a lower HRMtlength than the legal
placements obtained with the previous presented appreashacus and Puzzle. However,
both latter approaches preserve the relative order of theduhes, and thus preserve the global
placement better than Tetris. The main disadvantage ofsTistthat once a module is le-
galized, it will not be moved anymore. Compared to Abacuss tésults in a higher total
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Algorithm 6 : Tetris: greedy legalization.

Sort modules according to x-position;
foreach modulei do
Coest 1
foreachx do
foreachy do
if modulei ts at (x;y) then
Determine cost;
if C < Chest then Cpest = C, Xpest = X, Ybest = Y;
end
end
end
Place module to (Xpest; Yoest);
end

© 00 N o o b~ W N

=
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movement of all modules during legalization (see Secti@b5j. This, in combination with
not preserving the relative order, results in that the dighacement is not very well pre-
served in Tetris. Consequently, the legal placements ioddavith Tetris have a higher routed
wirelength than the legal placement obtained with Abacas &ection 8.3).
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Chapter 8

Experimental Results

This chapter demonstrates the high quality and extremelyrimtime of the presented ap-
proaches for global placement, including routabilityioptation, and for legalization. The
results of various benchmark suites are shown. All resutdegal placements, and all run-
times report the total runtime of the complete placement. oo obtain the results, the

following placement ow is used:
1. Global placements are obtained by “Kraftwerk”.
2. Nets are modeled in global placement by the “Bound2Bouad’model.

3. Routability is optimized during global placement by oaing the routing demand
estimation approach “RUDY” in Kraftwerk.

4. Legalization of global placement is done depending orcitoelit type and on the ob-
jective of placement:

(a) Standard cells in routability-optimized placementslagalized with “Abacus”.
(b) Big macros in mixed-size circuits are legalized with ZRle” using Tabu Search.

(c) All macrosinthe oorplacement circuits are legalizediw'Puzzle” without Tabu
Search. There, oorplacement means there are about thdasaEmodules with
various dimensions, the dimensions are all xed, and the uexlhave to be
placed overlap-free within a given placement region.

(d) In benchmark suites, where the quality is measured in HP¥tlength and not
in routed wirelength, standard cells are legalized withi$g¢Hil02]. This is done
because Tetris can optimize the HPWL netlength during izg@bn. However,
the movement of the standard cells is much higher then. Hmtes is not used
for legalization a routability-optimized global placemen

(e) The remaining small macros in mixed-size circuits agaleed with Tetris. This
is done because Puzzle in combination with Tabu Search veoumsume too much
runtime. Tetris is much faster here, however, the movemeémnh® macros in-

creases.

89
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5. Detailed placement is used to improve the netlength ofapal placement. A simple
and greedy approach is used here: single modules are rptatpdirs of neighboring
modules are exchanged. In addition, the modules in eachn@placed such their total
HPWL netlength is minimal by using an approach similar to ggB, BV0O]. There,
the alignment of the modules to the rows, and the orderingp@fhodules within the
rows is not modi ed.

Since global placement is the rst step in the placement awd determines mainly the
result, the complete placement ow as presented above witlénoted as “Kraftwerk” in the
rest of this chapter.

All benchmark suites are placed on an AMD Opteron 248 machiite 8 GB RAM
running at 2.2 GHz. The memory usage of the biggest benchimadow 4 GB. On average,
about 80% of the total runtime is spent in global placemehe femaining 20% are spent in
legalization and detailed placement. Moreover, most matof global placement is used to
solve the systems of linear equations: (5.46) for x-diggtand a similar one for y-direction.
Since both directions can be solved concurrently, the twt) €Bres of the AMD Opteron
could be used, which would give a speedup of almost two. Hewdw have comparable
runtime, this was not done.

To compare the runtimes with other published runtimes, tinéimes are scaled according
to the SPEC CPU2000 benchmark [Cor]. This scaling factdrlveinoted as “CPU scaling”
in the following. All HPWL netlengths, and all routed wirelgths are expressed in meters.
The runtimes are denoted by “CPU” and are in seconds.

In all benchmark suites, the chip area of the circuits, aedtletrics to measure the qual-
ity of a placer are given. Mostly, the HPWL netlength or thateml wirelength are used as
quality metrics. However, the ISPD 2006 contest benchmaitke §SP06] uses various qual-
ity metrics, and the most important one considers routgiaind runtime. Most benchmark
suites were introduced in publications. However, two oimth@amely the ISPD 2005 and
2006 contest benchmark suites [ISP05, ISP06], were intedlin two international place-
ment contests, and various academic teams attended thresstso The circuits of the contest
benchmark suites were given by the IBM corporation and sgremodern integrated cir-
cuits.

In the following, two key features of Kraftwerk are demoastd rst: stability and sup-
port of the engineering change order. After that, resultvafous benchmark suites are
presented.

8.1 Stability

One important feature of Kraftwerk is the stability of the@ément algorithm. A placement
algorithm is stable, if for a small change in the input (iie.the circuit), the output (i.e.,
the placement) changes also just a bit [ANVYO05]. Today, $ctenges in the circuit arise
frequently during the design ow. After running the wholesiign process for the rst time,
important speci cations like maximal clock frequency arakiated based on the placed and
routed circuit. Mostly, the speci cations are not met, ahd tircuit is modi ed, for example
by sizing some gates [BJ90], or by inserting buffers [vG98jter these small changes in
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the circuit the design process is restarted and placemggrisermed again. These cycles
in the design ow are executed until all speci cations aretm&o have convergence in the
design ow, the placement algorithm must be stable and ttenghs in the placement must
be low. Therefore, stability is as important for a placemagorithm as giving high quality
placements [ANVYO05].

In [ANVYO05], different stability metrics are presented. Amgst others, the stability is
measured by the change of the pin positions between tworpktes A and B. Placement A
is obtained based on the original circuit, and placementdbtained based on the gate-sized
circuit, i.e., based on the changed circuit. (ef;y”) be the position of pin in placement
A, and(xB;yB) be the position of pin in placement B. For each nat2 N , the geometric
center position is also give(x4,; x4,) and(x&,; y&,), respectively. For one netwith P pins,
indexed fromlto P, the perturbatio , is determined as follows [CSO07]:

Poxg HiivY YA T Y Yo (8.1)

The perturbatioD, is zero, if the pin positions are the same in A and3B. is also zero, if
the relative position between the pins and the geometritecgof each net do not change,
i.e., x& x4 = xB x& . Hence, the loweb, is, the smaller are the changes in the
placements, and the more stable is the placement algor@amsidering all nets of a circuit,
the average oD, can be considered, the root mean square (RM3) gfor the maximum
of D,. In Table 8.1, these metrics for one test case, and usingreift placers are presented.
The test case is based on the circuit bigbluel of the ISPD 266fest benchmark suite. The
circuit is changed by doubling the width of randomly choserduies, either of 10% of all
modules, or of 20% of all modules. The results of Morph andcCaie taken from [CSO07].
The results in Table 8.1 demonstrate that Kraftwerk is staicause the perturbationin,
is very low compared to other placers. Both other placersrfi@and Capo) have a higher
perturbation, which ranges between factor two higher, ufatbor seven higher. Here, it
should be noted that in particular, the placer Morph targegbility [CS07]. Moreover, other
results than presented in the table below are not availae$07].

With the excellent stability of Kraftwerk, this placemempaoach is suitable to be used
in the everyday design process, and supports best the gemes of the design process and
achieving timing closure.

Change in Kraftwerk Morph Capo

input HPWL|Avg|RMS Max|HPWL| Avg|RMS Max|HPWL| Avg|RMS Max
10% 101.01 175/1047/413,610 106| 634]3590/1,010,000 116{1190| 9870|3,490,00(
20% 104.02 183/ 1577/701,873 109| 645/3740/1,180,000 120{1200| 9080(2,880,00(
Average 1.00/1.00| 1.00f 1.00f 1.053.57| 2.90 2.06| 1.14 6.68 7.59 6.27

Table 8.1: Results representing stability. The valuesénctiiumns “Avg”, “RMS”, and “Max” repre-
sent the average, root mean square, and maximum in net ipetiturD .
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8.2 Engineering Change Order

The previous section describes that changes in the circaiipart of the everyday design
ow. The changes arise, because a placed circuit does not atlegpeci cations like max-
imal clock frequency or area consumption. To meet the spation, the circuit is changed
slightly, which is called Engineering Change Order (ECOJ}his section. After ECO, the
circuit needs to be placed again. To speed up the designgsopkacement is not executed
from scratch, but from a previous given placement. Thisiseatvaluates the ECO feature
of Kraftwerk. The experiments are based on the circuit highlof the ISPD 2005 contest
benchmark suite. In the rst run, the original circuit is p&d, and global placements at dif-
ferent placement iterations are saved. In the second rencitbuit is modi ed and placed
again, either from scratch, or starting with the saved dlglecements of the rst run. The
circuit is modi ed by randomly choosing 10% of all moduelsydaby doubling the width
of these modules. Table 8.2 displays the results of the senom There, the placement
quality, measured in HPWL netlength, does not change sogmtly. However, the runtime
(CPU) is decreasing drastically. For example, the runtimenore than 80% lower, if the
modi ed circuit is not placed from scratch, but from the lagten global placement of the
rst run (given at iteration 25). Thereby, the placement lifyachanges only by about 0.5%.
Therefore, Kraftwerk supports ECO best, mainly becausbé@hbld force, which decouples
each placement iteration from the previous one. Consety ém placement process can be
restarted easily at any placement iteration.

| Mode | HPWL | CPU |

From scratch 101.01| 435
With iteration 5 0.17% | -40%
With iteration 10| 0.28% | -51%
With iteration 15| 0.26% | -69%
With iteration 20| 0.28% | -78%
With iteration 25| 0.49% | -82%

Table 8.2: ECO feature of Kraftwerk. After gate sizing a gitcthe placement process is restarted,
either from scratch, or with a placement of the previous gtaent run.

8.3 IBM-PLACE 2.0 Benchmark Suite

The IBM-PLACE 2.0 benchmark suite [YCS02] consists of sxteircuits (ilbm03e/h-ibm06e/h
do not exist) with up to 68k modules and 68k nets. The qualfifylacement is measured in
the routed wirelength and in the number of vias. Hence, thasroutability-driven benchmark
suite. The routing is done with Cadence WarpRoute 2.3.38Bjrasiudes nal routing.

Table 8.3 shows the results of Kraftwerk and of other stét#r@-art placement approaches.
The results of ROOSTER, mPL, and APlace are taken from [RM@5ihg a CPU scaling of
0.91. Compared to other placement approaches, Kraftwdeisofesults with the lowest
routed wirelength and the lowest number of vias. The difieeeto the other placement ap-



8.3. IBM-PLACE 2.0 BENCHMARK SUITE 93

proaches ranges from 0.4% to 11%. In addition, Kraftwerkdigines faster for placement
than ROOSTER. Runtimes of other placers are not availabletebVer, the placements of
Kraftwerk are routed in the lowest runtime. The routing dietplacements needs between
40% and 300% more runtime. In addition, all placements oftiserk are routable, i.e., there
are no routing violations. In summary, the results of TabRd@monstrate the ef ciency of
Kraftwerk using RUDY for estimating the routing demand digrglobal placement, and using
Abacus for legalization.

In Table 8.4, a comparison between Abacus and Tetris folilgen is given. The re-
maining placement ow of Kraftwerk is not changed. The résgshown in the columns “Aba-
cus” are the same as the result shown in the columns “KralfiwerTable 8.3. Compared to
Tetris, Abacus reduces the average movement of the celisgliegalization by about 30%,
demonstrating that the global placement is better predeirvébacus. Consequently, the
routed wirelength, and the number of vias are decreased dytdl§s if Abacus is used. Us-
ing Abacus, the runtime of the complete placement proceisgisased on average by about
6.6%; with Tetris, the runtime is increased by 0.5%. In sumym@bacus gives better results

than Tetris and increases the runtime not signi cantly.

Circuit

Kraftwerk

ROOSTER

mPL

APlace2

CPU
Place

CPU
Rout]

rwL

# Vias

CPU
Placs

CPU
Rout]

rwL

# Vias

CPU
Rout]

rwL

# Vias

CPU
Rout]

rwL

# Vias

ibmOle
ibmO1h

16
15

297
354

0.678
0.673

118487
119710

246
242

382
546

0.718
0.725

122873
124063

600
600

0.718
0.691

123064
213162

7207
6606

0.790
0.732

158646
161717

ibm02e
ibm02h

39
32

364
387

1.840
1.977

253027
265587

672
660

546
600

2.000
1.978

256155
262022

600
710

1.821
1.897

250527
260455

491
764

1.846
1.973

254713
268259

ibm07e
ibmO7h

105
102

551
591

3.559
3.601

469384
483191

1347
1314

710
1037

3.953
4.091

470104
489067

1147
1420

4.129
4.240

492947
516929

928
1255

3.975
4.141

500574
518089

ibm08e
ibmO8h

132
141

844
715

3.993
3.926

559984
567249

2096
2063

873
1037

4.231
4.240

559010
577879

1256
1420

4.372
4.280

579926
599467

983
983

3.960
3.960

595528
595528

ibm09e
ibm09h

140
127

582
493

2.877
2.890

484327
487189

1455
1424

600
600

3.200
3.205

473605
480961

938
1037

3.319
3.454

488697
502742

600
655

3.095
3.102

502455
512764

ibm10e
ibm10h

175
169

871
890

5.660
5.692

759409
761935

2312
2292

1146
1419

6.420
6.544

755673
781897

1638
1801

6.553
6.474

777389
799544

1256
1529

6.178
6.169

782942
801605

ibmlle
ibm11lh

172
177

670
650

4.319
4.28]

629705
629790

1920
1878

819
873

4.746
4.716

613437
625654

1201
1365

4.917
4.912

633640
660985

983
1310

4.755
4.818

648044
677455

ibml12e
ibm12h

189
191

1371
1516

8.344
8.351

923900
941797

2745
2691

1638
2129

9.333
9.282

930397
942551

3112
2730

10.185
9.724

995921
976993

1747
2730

8.599
8.814

921454
961296

Average

1.00

1.00

1.000

1.000

14.04

1.36

1.097

1.004

1.92

1.117

1.080

4.04

1.072

1.078

Table 8.3: Results in the IBM-PLACE 2.0 benchmark suiteeans there are some routing violations.
“rWL”" is the routed wirelength. “# Vias” means the number dds.
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Abacus Tetris
CPU Move| CPU : CPUMove| CPU _
Circuit Leg Route WL #Vias Leg Route WL\ # Vias

ibmOle| 0.790.913 297/0.678118482 0.1211.073 292/0.680120198
ibmO1h| 0.881.175 354/0.67311971Q 0.21]1.707) 361/0.679121424
ibm02e| 2.430.721] 364/1.840253027 0.17/0.888 311/1.859253170
ibm02h| 2.06/0.854 387|1.977/265587 0.27/1.296 472/2.056 271696
ibmO7e| 6.440.542 551/3.559469384 0.46/0.753 584/3.595473695
ibmO7h| 8.66/1.000 591/3.601/483191 1.08 1.488 6813.705491398
ibm08e| 8.750.569 844/3.993559984 0.450.752 640/4.038568458
iIbm08h| 9.57/0.579 715/3.926567249 0.52/0.927 732/3.989573271
ibm09e| 9.800.618 582/2.877/484327 0.47/0.956 488/2.901488415
ibm09h| 8.730.620 493/2.890487189 0.651.009 510]2.932490594
ibm10e| 11.230.543 871/5.660759409 0.650.808 898/5.715764847
iIbm10h| 11.350.542 890/5.692761935 0.67/0.823 919|5.738 768437
ibmlle| 12.520.536 670/4.319629705 0.580.794 680/4.348633766
ibm11h| 13.07/0.554 650/4.281/62979Q0 0.730.879 723/4.32363342]
ibm12e| 11.160.535 13718.34492390Q 0.64/0.748 1211/8.409 930654
ibm12h| 11.360.541 1516/8.351/941797 0.66/0.794 1371/8.38494165]
Average|6.6%" |1.000 1.001.000 1.0000.5%" |1.456 0.9951.012 1.010

Table 8.4: Results in the IBM-PLACE 2.0 benchmark suite. @arison between Abacus and Tetris
for legalization. “CPU Leg” is the runtime of legalizatiofi.means the ratio between the runtime of
legalization and the runtime of the complete placementgsec‘Move” is the average cell movement
during legalization, normalized to the average cell dinem®f each circuit. “rWL” is the routed
wirelength. “# Vias” means the number of vias.

8.4 ISPD 2006 Contest Benchmark Suite

The ISPD 2006 contest benchmark suite was introduced intamattional placement contest
[ISPO6] and consists of eight circuits with up to 2.5 millimovable modules. The quality of a
placer is measured based on three parameters: the netlarffWL, the CPU factor and an
over ow factor. The over ow factor is zero if the given uppkmit dy, for the module density
is respected everywhere on the chip. Thus, the over ow faégtocombination with a low
d.p, should assure routability. The CPU factor is derived fréw lbgarithmic ratio between
the placer's CPU time and the median over the CPU times oflatigos, which completed
this benchmark suite. For example, a CPU factor of —4% (+4%6)asents that the placer's
CPU time is two times smaller (greater) than the median CRig tiThe three parameters are
combined in three quality metrics: HPWL, HPWL+Over ow, aktPWL+Over ow+CPU.
The last quality metric considers routability and runtinmelavas deciding in the placement
contest. In the following, all three quality metrics are maitized to the best values published
in [ISPO6].

Table 8.5 shows the detailed results of Kraftwerk. The lowraw factor of 1.87%
demonstrates that Kraftwerk respects the upper laigitof the module density very well.
Therefore, the control of the module density (with= d,), described in Section 5.11, is
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very effective. The very low CPU factor of —9.35% revealst thtimes of Kraftwerk are
more than four times smaller than the median runtime. Toinlkee CPU factor, the runtimes
of Kraftwerk are scaled in Table 8.6 (a) with 0.86, since #suits of [DES] (which are used
for normalization) are based on a different machine.

Table 8.6 summarizes the results of Kraftwerk and of othatestf-the-art placers. The
results of NTUPlace3 are taken from [CJ66], using a CPU scaling of 1.1. The results of
FastPlace3 are taken from [VPCOQ07], and the CPU scaling isTh@ results of RQL are taken
from [VNA™ 07] with a CPU scaling of 1.2. For other placers, the origireeults [ISP06]
of the placement contest are used. Unfortunately, theremanmintimes available of RQL.
Based on the CPU factor, Kraftwerk is the fastest placer. ofding to the main quality
metric HPWL+Over ow+CPU, Kraftwerk is the best placer. NPlace3 is the second best
and has a 3.9% higher value in this quality metric. Ignoring €CPU factor and using the
quality metric HPWL+Over ow, Kraftwerk is the fourth besNTUPlace3, RQL, and mPL6
are 4.1%, 3.0%, and 2.9% better, respectively. Unfortupatieere are no recent results of
FastPlace3 in HPWL and HPWL+Over ow available. The samealtdtue for recent results
of RQL in HPWL+Over ow+CPU.

In summary, Table 8.6 reveals that Kraftwerk offers excgllesults in extreme low run-
time. The same holds true for the original results of Kraflwm the placement contest.
The presented results demonstrate the ef ciency of varfeatures of Kraftwerk. For ex-
ample, using the Bound2Bound net model to express the HPWeénggh accurately in the
cost function, or using the advanced methods for the modereashd and module supply to
prevent halos around large modules and to control the mathirisity.

Score
HPWL+
HPWL+
Circuit HPWL Over ow CPU CPU | HPWL Over ow Over ow+
factor factor CPU
adaptec5| 433.84| 3.606%| 1618 -9.35%| 1.071 1.032 0.939
newbluel| 65.92| 0.415%| 603 —8.38%| 1.057 1.043 0.956
newblue2| 203.91| 1.286%| 508 | —10.00% 1.033 1.082 0.975
newblue3| 278.51| 0.382%| 526| —10.00% 1.018 1.067 0.961
newblue4| 304.24| 1.709%| 1553 —8.63%| 1.068 1.033 0.945
newblue5| 548.38| 2.694%| 2622 —-9.50%| 1.109 1.054 0.957
newblue6| 528.59| 1.702%/| 2579 —-9.89%| 1.048 1.036 0.936
newblue7| 1126.58| 3.155%/| 4828 —-9.06%| 1.053 1.051 0.958
Average 1.869% -9.35% | 1.057 1.050 0.953

Table 8.5: Results of Kraftwerk in the ISPD 2006 contest herark suite. As required in this
benchmark suite, the CPU factor is limited tdl0%. The “raw” CPU-factors are —13.50% and —
10.98%, respectively.
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Score
HPWL+
Placer Overow | CPU HPWL SCZ:II(;\-/FV Over ow+
factor factor CPU

Kraftwerk 1.87%| —9.35%| 1.057 1.050 0.953
NTUPlace3 6.26 % | —2.61%| 0.976 1.007 0.990
RQL 6.80 % n.a. %, 0.981 1.018 n.a.
Fastplace3 na.| —8.17 % n.a. n.a. 1.040
mPL6 1.36 % 1.58% | 1.035 1.020 1.040
mMFAR 2.71%| —-0.12%)| 1.108 1.107 1.108
APlace3 3.83% 5.31%| 1.097 1.107 1.165
Dragon 0.12%| —5.90%| 1.331 1.300 1.232
DPlace 9.32% | —4.54%| 1.343 1.414 1.364
Capo 0.32% 2.69% | 1.375 1.344 1.385

Table 8.6: Results of various placers in the ISPD 2006 cobesschmark suite.

8.5 ISPD 2005 Contest Benchmark Suite

Similar to the previous presented benchmark suite, the 138@b contest benchmark suite
[ISPO5, NAV" 05] was also introduced in an international placement &infehe suite con-
sists of eight circuits with up to 2.2 million movable modsieThe quality of placement is
measured by the HPWL netlength. Routability is ignored cletey in this benchmark suite.
Table 8.7 depicts the results of Kraftwerk and other st&tiwe-art placers. The results of
NTUPIlace3 are taken from [CJH6], using a CPU scaling of 1.1. The results of FastPlace3
are taken from [VPCO07], and the CPU scaling is 1.2. The resnfitRQL are taken from
[VNA ™ 07] with a CPU scaling of 1.2. The results of other placerstaken from [KRWO05].
Unfortunately, in [KRWO05], there are no detailed runtimeslished, and no results for the
circuits adaptecl and adaptec3 are published. On averagéwerk is as good as Fast-
Place3 in netlength, but two times faster. Compared with RQhaftwerk has a 5.38% higher
netlength, but is more than three times faster. Comparel MitUPlace3, Kraftwerk has a
2.2% higher netlength, but is more than three times fastelatiRe to APlace2, Kraftwerk has
a 3.5% higher netlength, but is almost fourty times fastezcakding to the netlength of the
remaining other placers, Kraftwerk is between 2.7% and 3@%&h Hence, the results in the
ISPD 2005 contest benchmark suite benchmark show thatvigdtis a fast placer, which
offers comparable results in the HPWL netlength. The opesstijon here is how relevant a
low HPWL netlength is, if routability is not considered. metISPD 2006 contest benchmark
suite, which is successor of the ISPD 2005 contest benchsuites, routability is considered
by setting an upper limit for the module density. ResultdefiSPD 2006 contest benchmark
suite are presented in the previous section.
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Circuit

Kraftwerk

FastPlace3

RQL

NTUPlace3

APlace

MFAR

Dragon

mPL5

Capo

HPWL|CPU

HPWL]CPUHPWL]

CPUHPWL| CPU HPWL

HPWL

HPWL

HPWL

HPWL

adaptec

1 82.43

262

79.3§

353

77.82

751

80.93

883

n.a

n.a

n.a

n.a

n.a

adaptec

P 92.85

349

93.0§

559

88.51

1247

89.85

904

87.31

91.5

94.72

97.1

99.71

adaptec

27.22

713

217.8(

2275

210.96

2405

214.2(

1944

n.a

n.a

n.a

n.a

n.a

adaptec

4199.43

709

201.36

1411

188.86

2096

193.74

!

2325

187.65

190.84

1 200.88§

200.94

1 211.25

bigbluel

97.67

407

95.68

604

94.98

1160

97.28

1675

94.64

97.70

102.39

) 98.31

108.21

bigblueZ

154.74

)

559

155.1(

1380

150.04

2261

152.2(

3352

143.82

168.7(

159.71

1 173.22

172.3(

bigblue3

343.32

2070

379.88

4642

323.09

) 4864

348.48

6256

357.8¢9

379.95

380.45

369.66

382.63

852.4(

bigblue4

4147

832.889

6862

797.66

12410

829.146

11308

833.21

876.28

903.9¢

904.14

1098.76

D

[Average] 1.004 1.00 1.0042.00 0.959 3.17 0.979 3.4§ 00967 1.02§ 104§ 1.053 1.128

8.6

Table 8.7: Results in the ISPD 2005 contest benchmark suite.

ICCAD 2004 Mixed-Size Benchmark Suite

The ICCAD 2004 mixed size benchmark suite [ACdR] consists of eighteen circuits with
up to 200k movable modules. The number of macros is about 40@ipcuit. Table 8.8
summarizes the results of Kraftwerk and of other placersis benchmark suite. Results
of FDP are taken from [VKO5b] with a CPU scaling of 1.1. Reswt APlace2 and mPL5
are taken from [CJHO6] with a CPU scaling of 1.1. Results of NTUPlace3 are takemf
[CJH" 06], using a CPU scaling of 1.1. Kraftwerk is the fastest @ta@nging from 3.52 faster
than NTUPlace3 up to 24 times faster than APlace2. In the HRa&tlength, Kraftwerk
is 1.0%, and 5.3% better than mPL5, and FDP, respectivelyngaoed to APlace2, and
NTUPlace3, Kraftwerk has a 0.5%, and 1.8% higher netlemgtipectively. The results in the
ICCAD 2004 mixed size benchmark suite demonstrates thdtweek is a fast placer, which
offers good results. With these results, also the ef cientyifferent features of Kraftwerk
are shown. Amongst others, using a move force proportiantié module area, the macros
are moved away from the standard cells, and standard cellmaved a small distance during
global placement, which improves the netlength. Using Ruzth Tabu Search, big macros
are legalized with minimal total movement.

8.7 IBM-HB™ Floorplacement Benchmark Suite

The IBM-HB* oorplacement benchmark suite [NARMOG6] consists of seeent circuits,
and is derived from the same benchmark suite (IBM/ISPD'@8}he ICCAD 2004 mixed
size benchmark suite. However, the IBM-HBircuits do not have standard cells, but consist
of about 1000 macros with various dimensions. The dimemssainthe macros are xed,
and the placement area is given. Therefore, this benchnugkk is called “ oorplacement”

in [NARMO6, RAPMO6]. Since a big part of the placement areadgsupied by just a few
macros, and there is little free space in the placement Hreajrcuits are considered as hard
instances in [NARMOG6]. In addition, only results of SCAMREaavailable in [NARMOG6].
Other placers produce invalid placements, in which somerosaaverlap, or not all macros
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Kraftwerk FDP NTUPlace3 APlace2 mPL5
HPWL | CPU | HPWL | CPU| HPWL | CPU | HPWL | CPU| HPWL | CPU
ibm01 2.24 11 2.42| 145 2.17 33 2.14 381 2.22 91
ibm02 4.90 27 5.11| 284 4.63 63 4.65 872 4.68| 264
ibm03 6.61 24 7.08| 337 6.65 72 6.71| 1015 6.86| 300
ibm04 7.63 29 7.69| 317 7.21 89 7.57 977 7.69| 261
ibm05 9.79 33 n.a.| n.a. 9.66| 160 9.69 766 | 10.09| 130
ibm06 6.11 40 6.20| 389 5.94 95 6.02 967 6.16| 520
ibmQ07 10.42 52| 10.57| 607 9.90| 219| 10.00| 1296 9.96| 692
ibm08 12.97 85| 13.30| 719| 12.29| 235| 12.50| 1484| 11.92| 1133
ibm09 11.98 71| 13.30| 713| 12.00| 213| 12.13| 1837| 13.15| 1363
ibm10 30.15| 232 | 30.70| 924| 28.49| 351| 28.83| 2649| 29.36| 1654
ibm11 17.59| 107 | 18.41| 950| 17.54| 336| 18.67| 3814| 17.87| 1071
ibm12 31.42| 124 | 36.46| 1472| 32.07| 332| 33.42| 3663| 33.43| 1419
ibm13 22.48| 147 | 23.60| 1175| 22.16| 536| 22.80| 3845| 22.52| 1079
ibm14 35.13| 308 | 37.84| 2185| 35.36| 1274 | 35.92| 4723| 34.99| 1588
ibm15 4758| 468 | 47.69| 2468| 45.38| 1251 | 46.81| 5419| 50.88| 4989
ibm16 54.17| 527 | 61.27| 2792| 57.59| 1595| 54.53| 6109| 55.21| 6200
ibm17 66.63| 474 | 69.45| 3577| 66.73| 2123| 65.67| 6635| 66.96| 2131
ibm18 42.36| 609 | 44.88| 4369| 41.58| 2874 | 41.99| 10925| 43.99| 2477
Average | 1.000| 1.00| 1.056| 9.02| 0.982| 3.25| 0.995| 23.93| 1.010| 9.67

Circuit

Table 8.8: Results in ICCAD 2004 mixed size benchmark suite.

are within the placement region. In contrast to this, alicptaents of Kraftwerk (and of
SCAMPI) are valid. Compared to SCAMPI, Kraftwerk has a 14%dyeHPWL netlength,
and is about eight times faster. In Kraftwerk, the legal@ais done with Puzzle (without
using Tabu Search). Hence, the excellent results of Krakhmethis benchmark suite reveals,
amongst others, the ef ciency of Puzzle. In addition, theufess demonstrate that Kraftwerk
is a robust placer, which can even place such hard instances.

8.8 Average-Case Computational Complexity

Figure 8.1 displays the runtimes of Kraftwerk versus the ber\ of movable modules. The
results are obtained by placing the ISPD 2005/2006 contgstimark suites. The average-
case computations complexity i6 N1*), and thus nearly linear. Hence, Kraftwerk can
easily cope with future circuits having an increasemem in



8.8. AVERAGE-CASE COMPUTATIONAL COMPLEXITY

Kraftwerk SCAMPI
HPWL | CPU | HPWL | CPU
ibm-HB" 01 2.83 10 3.4 68
ibm-HB* 02 5.88 25 8.0| 154
ibm-HB* 03 9.23 16 9.5| 115
ibm-HB* 04 | 10.02 18 12.3| 158
ibm-HB* 06 | 10.76 12 11.0| 187
ibm-HB* 07 | 14.93 16 15.7| 110
ibm-HB* 08 | 21.01 22 20.5| 207
ibm-HB*09 | 17.50 18 22.2| 200
ibm-HB* 10 | 45.71 53 55.2| 351
ibm-HB* 11 | 25.77 23 27.8| 159
ibm-HB* 12 | 51.29 43 67.6| 447
ibm-HB* 13 | 34.85 23 42.2| 231
ibm-HB* 14 | 63.08 42 66.4| 295
ibm-HB*15 | 92.36 46 88.2| 414
ibm-HB* 16 | 95.62 54| 106.2| 337
ibm-HB* 17 | 148.16| 99| 152.7| 424
ibm-HB* 18 | 74.44 53 77.8| 211

Average 1.000| 1.00| 1.140| 7.99

Circuit

Table 8.9: Results in IBM-HB oorplacement benchmark suite.

10000

1000

CPU time (in seconds)

100
100000 le+06

N: Number of movable modules

Figure 8.1: Average-case computational complexity of Kvafk.
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Chapter 9

Conclusion

Integrated circuits play an important role in industry, andour daily life. To cope with
the complexity, and to lower the design time, integrateduits are designed by computer
algorithms today. This design process is called EDA (etextr design automation), and
consists of several consecutive steps. One key step isytbetlaynthesis, as it highly affects
the quality of the circuit. Starting from a gate level deption, layout synthesis means to
place the modules (placement) and to route the nets (rquikiter this, the polygon level is
reached, and the circuit can be fabricated.

This thesis presents novel approaches for all main stepsoément. Each step is driven
by expressing the objective in a quadratic cost functionctvican be minimized ef ciently.
During global placement, netlength and routability ardraed. Legalization then removes
the remaining module overlap of global placement and tarjeg¢ module movement. The
key features of the placement approaches presented irh#sstare as follows:

Kraftwerk is a global placer. It is driven by a generic demamdi-supply system, and
utilizes two forces to spread the modules over the placerassd. Both forces are
determined and modeled in a systematic way. As a conseguéraféverk converges

such that the demand is adapted further to the supply in dackmpent iteration, which

in principle means that the module overlap is reduced in @éatement iteration.

Due to the generic demand-and-supply system and the systefoece modeling,
Kraftwerk is versatile, robust, stable, and fast. Versatilecause of the demand-and-
supply system, different placement types are supportey, (standard cell circuits,
macro cell circuits, mixed-size circuits, and circuitslwiked modules). Furthermore,
various objectives (e.g., routability) can be considereaddition to minimal netlength.
Kraftwerk is robust, because it successfully places eved imstances of placement,
e.g., placing some big modules in a narrow placement areaftwerk is stable, be-
cause for small changes in the circuit, the changes in theepiant are also small.
Kraftwerk is fast, because the runtime is extremely low.

The Bound2Bound net model enables the accurate represeraéthe HPWL netlength
in the quadratic cost function. Consequently, the obtapladements are excellent in
the HPWL netlength. In addition, experiments on routapititiven placement reveal
that the HPWL metric is a suf cient estimation of the routettelength.
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RUDY is fast and accurate routing demand estimation approkgs integrated in the
demand-and-supply system of Kraftwerk, in order to optamautability of a circuit
during global placement.

Puzzle is a legalization approach, suitable for macro ¢elids. For each overlapping
macro pair, the overlap is removed either in x or y directibnitially, the directions are
determined based on a given placement. In addition, Tabrclsé&aused to optimize
the directions, and thus to reduce the movement of the macnaisg legalization.

Abacus is a fast and greedy legalization approach, appiidabalign standard cells
to a given row structure. Cells within one row are placed bpaipic programming.
Already legalized cells are moved, which reduces the totaleament of all cells.

The presented experimental results demonstrate that Swilded placement approaches
give high quality placements in extremely low runtime. Wéth almost linear average-case
computational complexity, the approaches are applicalvlufure circuits with an increasing
complexity.
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