Technische Universitdt Miinchen
Institut fiir Astronomische und Physikalische Geodésie

Inter-technique combination based on
homogeneous normal equation systems
including station coordinates,

Earth orientation and troposphere parameters

Daniela Thaller

Vollstindiger Abdruck der von der Fakultét fiir Bauingenieur- und Vermessungswesen

der Technischen Universitit Miinchen zur Erlangung des akademischen Grades eines
Doktor-Ingenieurs (Dr.-Ing.)

genehmigten Dissertation.

Vorsitzender: Univ.-Prof. Dr.-Ing. Ligiu Meng
Priifer der Dissertation:
1. Univ.-Prof. Dr.phil.nat. Markus Rothacher, Technische Universi-
tat Berlin
2. Univ.-Prof. Dr.-Ing. Dr. h.c. Reinhard Rummel
3. Hon.-Prof. Dr.-Ing. Hermann Drewes

Die Dissertation wurde am 02.01.2008 bei der Technischen Universitdt Miinchen eingereicht
und durch die Fakultét fiir Bauingenieur- und Vermessungswesen am 10.03.2008 angenom-
men.






Abstract

Nowadays it is widely accepted that the space-geodeticitgabs Global Positioning System (GPS), Very
Long Baseline Interferometry (VLBI) and Satellite Laserm8eg (SLR) can contribute valuable informa-

tion to improve the understanding of the system Earth, aljhathe capability to contribute to the various

parameters describing the system Earth varies betweemt¢haitues. Thus, the different potentials of the
techniques call for a combination of all single contribngadn order to fully exploit the strengths of each

space-geodetic technique and to overcome the techniqegfispyeaknesses by a strong contribution of at
least one of the other techniques. The studies describédsithiesis take a closer look on the station coordi-
nates, the troposphere parameters and on the Earth oibenparameters (EOP), i.e., polar motion, Univer-
sal time UT) and nutation.

As regards the station coordinates, all three techniquesibate to their determination. It is demonstrated
that mainly the VLBI and SLR sites benefit from the interhieiue combination as their single-technique
solutions are weaker than a GPS-only solution. Howeves, shiown that weakly determined GPS sites can
be stabilized, too, if there is a strong contribatfrom a co-located VLBI or SLR site.

Only GPS and VLBI sense the tropospheric influence in theesawaly, so that troposphere parameters are
estimated only for the GPS and VLBI sites. The inclusion & ttoposphere parameters into the combina-
tion yields time-series of zenith delay (ZD) and horizorgeddient parameters that are fully consistent with
the common reference frame. For the first time, a combinatiothe troposphere parameters has been car-
ried out, and the benefit of combining the troposphere ZDodlbcated GPS-VLBI sites could be demon-
strated. Due to the correlation of the ZD with the statiorghgia combination of the ZD can stabilize the
determination of the height coordinates. This stabil@ais most prominent if the local tie (LT) for the cor-
responding co-location is missing.

A stabilization of the coordinate estimates similar to tifea seen for the combination of the ZD could not
be shown for the combination of the troposphere gradientsveer, it is demonstrated that the common
treatment of troposphere gradients together with the seried reference frame can give valuable informa-
tion about the discrepancy between the LT and the coorduliffeyences derived from the space-geodetic
techniques, thus, offering an independent evaloatfdhe LT information.

Concerning the EOP, the capabilities of the three techsique different: VLBI is the only technique to de-
termine the nutation angles abiI in an absolute sense, whereas the satellite-techniquesataess only to
the time-derivatives, i.e., the nutation rates and lenfttag (LOD). However, these time-derivatives, espe-
cially from GPS, carry valuable information that can stiakilthe VLBI estimates. It is demonstrated that the
combination of GPS-deriveldOD and VLBI-derivedUT andLOD quantities leads to a time-series of piece-
wise linearUT that is clearly more stable than the VLBI-only ¢iseries.

A similar stabilization can be shown for the time-seriesha>t-pole andy-pole coordinates if the contribu-
tions of all three space-geodetic techniques angolgeneously combined.

Contrary to other inter-technique combination studies, gblar motion andJT parameters are set up as a
piece-wise linear polygon with functional values every himstead of only a daily resolution. However, the
sub-daily resolution of polar motion induces a correlati@tween a retrograde diurnal term in polar motion
and the nutation angles. Studies regarding the theory sfcitrirelation and how to handle it when estimat-
ing sub-daily polar motion together with nutatioe &ncluded in the thesis.

Furthermore, it is demonstrated that the common estimatidhe terrestrial reference frame and EOPs can
be employed to identify a mismatch between the local tieesknd the estimated coordinate differences at
co-located sites. Thus, the EOPs offer another indeperalertiation of the LT values, as mentioned al-
ready above for the troposphere gradients.

For the studies described in this thesis, it is of vital intpnce that continuous observations are available
for all observation techniques. Therefore, the so-call&@NT campaigns of the International VLBI Service
for Geodesy and Astrometry (IVS) are well-suited. Such sp@@ampaigns with continuous VLBI observa-
tions for several days are initiated from time to time in grtbledemonstrate the full capabilities of VLBI.
The studies described in the thesis at hand are based ondhedek CONT campaign scheduled in Octo-
ber 2002, named CONTO2.



Zusammenfassung

Heutzutage ist es allseits anerkannt, dass die geodatisRaemverfahrenGlobal Positioning System
(GPS),Very Long Baseline Interferometi)’LBI) und Satellite Laser RangingSLR) wertvolle Beitrage
liefern, um das System Erde besser verstehen zu konnemdils sind die Fahigkeiten der einzelnen Ver-
fahren hinsichtlich der Bestimmung verschiedener Parameie das System Erde beschreiben, unterschied-
lich. Die unterschiedlichen Potentiale der einzelnen &emén erfordern eine Kombination aller Einzelbei-
trage, um einerseits die Starken jedes Beobachtungsyenighollstandig auszunutzen, und um andererseits
die spezifischen Schwachen einzelner Verfahren durcheitegken Beitrag mindestens eines weiteren Be-
obachtungsverfahrens wett zu machen. In der vorliegendbgritAliegt das Augenmerk auf Analysen der
Stationskoordinaten, der Troposphéarenparameter undrderientierungsparameter (EOP), welche die Pol-
bewegunglniversal TimgUT) und die Nutation umfassen.

Alle drei Beobachtungsverfahren kénnen zur BestimmungSdationskoordinaten beitragen. Es wird deut-
lich, dass hauptséachlich die VLBI- und SLR-Stationen vameeiKombination profitieren, da deren indivi-
duelle Lésungen schwacher sind als eine reine GPS-Ldsuleydiigs kdnnen auch schwach bestimmte
GPS-Stationen durch einen stabilen Beitrag eindokierten VLBI- oder SLR-Station stabilisiert wesnal

Nur GPS und VLBI sind von der Troposphére in gleicher Art undi¥€ beeinflusst, so dass Troposphéaren-
parameter nur fur die GPS- und VLBI-Stationen geschatzdemr Aus einer Kombination einschlief3lich
der Tropospharenparameter resultieren Zeitreihen dposgharischen Verzégerung in Zenitrichtung (ZD)
und horizontaler Gradienten, die vollstdndig konsisteiitdam gemeinsamen Referenzrahmen sind. Eine
Kombination der Troposphéarenparameter wurde zum erstémliviengefihrt, und der Vorteil einer Kombi-
nation der ZD fiur ko-lokierte GPS-VLBI-Stationen konntefgereigt werden. Aufgrund der Korrelation
zwischen ZD und Stationshdhe kann die Hohenkomponentéaimme ZD-Kombination stabilisiert werden.
Diese Stabilisierung ist am deutlichsten, wenn“tdlecal Ti¢' (LT) fir diese Ko-lokation fehlt.

Fur die Kombination der Tropospharengradienten ist eiabidierung der geschatzten Koordinaten wie es
fur die ZD-Kombination der Fall ist, nicht zu erkennen. Esdiiedoch gezeigt, dass durch die gemeinsame
Schatzung von Tropospharengradienten mit dem terresémisReferenzrahmen wertvolle Information Gber

die Diskrepanz zwischen den LT-Werten und den Koordinatimmdnzen aus den geodétischen Raumver-
fahren gewonnen werden kann, so dass eine unalgiediBgaluierung der LT-Werte mdglich ist.

Die Starken der drei Beobachtungsverfahren hinsichtlehEDP-Schéatzung sind verschieden: VLBI kann
als einziges Beobachtungsverfahtéh und die Nutation in ihrem absoluten Wert bestimmen, wahciad
Satellitenmessverfahren nur die zeitliche Veranderulsg, utationsraten und Tageslang&), bestim-
men konnen. Allerdings sind diese zeitlichen Veranderangesbesondere aus GPS-Schéatzungen, ein wert-
voller Beitrag zur Stabilisierung der VLBI-Schatzung. Emhkte gezeigt werden, dass die Kombination von
LOD-Beitragen aus GPS muT- und LOD-Beitragen aus VLBI zu einer kombiniertdsiT-Zeitreihe fuhrt,

die deutlich stabiler ist als eine reine VLBI-Zeitreihen&ighnliche Stabilisierung konnte fur did?ol- und
y-Pol-Zeitreihen gezeigt werden, falls die Beitradjer drei Raumverfahren homogen kombiniert werden.

Im Gegensatz zu anderen Kombinationsstudien wurden di@&alinaten undJT nicht nur mit einer tagli-
chen Auflésung geschatzt, sondern als stlickweise lindawlygon mit Stitzwerten alle Stunde. Allerdings
hat die sub-tagliche Auflésung fir die Polkoordinaten gfmerelation zwischen einer retrograd-taglichen
Polbewegung und den Nutationswinkeln zur Folge. Die vgdiale Arbeit beinhaltet Studien zur Theorie
dieser Korrelation und Methoden, wie sie gehandhabt wekden, wenn man sub-tagliche Polkoordinaten
zusammen mit der Nutation schatzen mochte.

Aulerdem wird gezeigt, dass das gemeinsame Schatzen vesttischem Referenzrahmen und den EOPs
dazu verwendet werden kann, um eine Diskrepanz zwischehTi&derten und den geschatzten Koordina-
tendifferenzen zu identifizieren. Somit bieten die EOR=shen den oben bereits erwahnten Troposphéaren-
gradienten, eine weitere unabhangige Evaluierungbomikeit der LT-Werte.

Fir die Studien, die in dieser Arbeit beschrieben werdergstssentiell, dass kontinuierliche Beobachtun-
gen fur alle Beobachtungsverfahren verfigbar sind. Désbiald die sogenannten CONT-Kampagnen des
International VLBI Service for Geodesy and AstroméiiS) bestens geeignet. Derartige spezielle Kampa-
gnen mit kontinuierlichen VLBI-Beobachtungen tiber meréage werden von Zeit zu Zeit durchgefihrt,
um die maximal mdglichen Fahigkeiten von VLBI aufzuzeigBie Studien in der vorliegenden Arbeit be-
ruhen auf Daten der zwei-wdchigen CONT-Kampagn®©ktober 2002, genannt CONTO02.
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1 Introduction

Nowadays it is widely accepted that the space-geodetimtqubs Global Positioning System(GPS), Very
Long Baseline Interferometry (VLBI), Satellite Laser Rargy(SLR), Lunar Laser Ranging (LLR) and Dop-
pler Orbitography and Radiopositioning Integrated by Beag€DORIS) can contribute valuable information
to improve the understanding of the system Earth. Just tdiarethe most important contributions: the es-
tablishment and maintenance of a highly accurate teraeg¢stnd celestial reference frame, the monitoring of
the Earth's rotation axis w.r.t. these reference framescomtribution to observe and study the status of the
atmosphere, the determination of the low-degree sphdrarahonic coefficients of the Earth's gravity field
and the determination of the orbits of many satellites. Tdieeme in Table 1.1 summarizes those parameter
groups related to the system Earth to which the space-geddehniques can contribute. It becomes clear
from this matrix that the capability to contribute to theieais parameters varies between the techniques. To
give some examples, the capability of VLBI to determine a&sehl reference frame (CRF) with long-term
stability is unique. The same is true for monitoring the tiota(i.e., the movement of the Earth's rotation
axis w.r.t. the CRF) and the daily rotation of the Earth (il&I'1-UTQ in an absolute sense and with long-
term stability. In contrary, an inertial-like referencessym given by the satellite orbits assures stability only
for short time spans (due to deficiencies in the orbit madpli so that the satellite techniques GPS, SLR
and DORIS can only contribute the time-derivatives of thatian angles anddT1-UTC The dynamics of
the orbits allow that the gravity field of the Earth can beedetined from observations of the satellite tech-
niques, although the determinability is restricted to the-tegree spherical harmonic coefficients, whereas
VLBI is a purely geometrical technique and, thus, is not dedo the Earth's gravity field. After explaining
some of the differences, the attention should also be dravimase parameter types accessible to all obser-
vation techniques, namely the terrestrial reference frafR¥) and the polar motion (i.e., the motion of the
Earth's rotation axis w.r.t. the TRF). The only differenbesween the techniques concerning these common
parameter types must be seen in the strength ahtlitytof their contributions.

All'in all, the different potentials of the techniques cail fa combination of all single contributions in order
to fully exploit the strengths of each space-geodetic tegleand to overcome the technique-specific weak-
nesses by a strong contribution of at least one of the otlebniques. Unfortunately, the potential of an in-
ter-technique combination is not yet fully exploited andesal topics still have to be studied. In order to
achieve a better understanding of the inter-technique ocwtibn, the studies within this thesis can be char-
acterized by the following topics that will be eaipled in more detail afterwards:

- The detailed alignment of the a priori models and parangtgadn used in the analyses of the
space-geodetic observations enables a combination baskdnsogeneous normal equation sys-
tems.

- The inclusion of all relevant parameters into the combara(i.e., station coordinates, Earth orien-
tation parameters (EOP) and troposphere parameters)sattbaonsider the correlations between
them correctly.

- A combination of the site-specific troposphere paraméteperformed and its impact on the com-
bined solution is quantified.

- The sub-daily resolution for the EOP entails a correlatietween the nutation angles and a retro-
grade diurnal polar motion term. As the behavior concertiiigjcorrelation is different for VLBI
and the satellite-techniques, theoretical consideratanmd simulation studies are devoted to this
topic.

- As continuous VLBI observations are available for the timparsof CONTO02, this data set is well
suited to demonstrate that the combination of GPS-deriv@d and VLBI-derivedUT1-UTCand
LOD estimates is worthwhile.

The combination studies for this thesis are restricted t& GA.Bl and SLR. The third microwave tech-
nique, i.e., DORIS, has not been included in the studiespagh it would be an additional contribution to
the troposphere parameters. But the first two basic ideasiomed above contradicted the inclusion of DO-
RIS: The combination bases on normal equation systems (MiDjvere generated with standardized com-
mon a priori models and the parameterization for all commemameters was unified. Those solutions (resp.
NEQSs) that are commonly available (e.g., via the IERS) dofualfill all the processing standards defined



Page 6 1 Introduction

for this thesis and do not include all desired parametersh Suharmonization of the analysis requires a
software package at hand where the common processing stianzin be implemented. Unfortunately, this
was not the case for DORIS (and LLR, too).

One may ask, why such a high priority has been given to the twaization of the processing standards.
There is no doubt that a homogeneous processing of all dathda@ntire time span is indispensable if long
time-series of geodetic parameters (e.g., EOP or tropospgdaameters) should be analyzed. As the analy-
sis strategies steadily improved during the years, thegd®are visible in the routinely generated solutions
as jumps or different levels of quality. This implies thatull fe-processing of all observations using the
best analysis strategy is required to get homogeneoussimes of geodetic parameteiSt¢igenberger et
al., 2009. In the same way as changes in the analysis strategy areasedscontinuities within a time-se-
ries, these discrepancies are present in the time-serjgarameters derived from solutions that base on dif-
ferent analysis strategies. As the combination in thisishiesdone on the normal equation level, all differ-
ences in the analysis of the observations related to theoa pnodels cannot be handled and corrected in
the combination. The differences propagate into the estidhparameters and will be averaged in the com-
bined solution, so that a rigorous combination is not pdssdmymore Drewes, 200Y. Considering this
background, it is clear why we strove for consistency of thalysis of the single-technique observations to
the extent possible. In principle, the same procedure iBeappy Yaya (2002andCoulot et al. (2007)with

the main difference that they analyzed all techniques vhithsame software package, whereas two different
software packages have been used for generating the NEQ@sigahesis, namely OCCAMT(tov et al.,
2007 and the Bernese GPS Softwabac¢h et al., 200y

Table 1.1:Different characteristics of the space-geodetic techegjooncerning the determination of geo-
detic parameters (original version by RothachelQ20

Parameter type VLBI GPS SLR DORIS LLR

CRF Quasar positions X

Orbits (satellites, moon) X X X X
EOP Nutation X X

Nutation rates X X X X X

UT1-UTC X

LOD X X X X X

Polar motion X X X X X
TRF Station positions X X X X X
Gravity field | Geocenter X X X

Low-degree X X X X
Atmosphere = Troposphere X X X

lonosphere X X X

To a certain extent, an inter-technique combination isaglyedone since several years. Within the Interna-
tional Earth Rotation and Reference Systems Service (IER8)official products for the EOP result from a
combination of the individual contributions by the spaemdetic techniquesgambis, 2004 However, this
combination is restricted to the EOP only so that the cotimda with all other parameter types, especially
the TRF, are ignored. For a long time, the International 8srial Reference Frame (ITRF) was generated
as an inter-technique combination as well, but fully indegent from the EOP. The separate treatment of
TRF and EOP evoked steadily increasing differences in tigmmlent: Space-geodetic solutions for actual
epochs correctly aligned to ITRF2008Itamimi et al., 2002show a bias of about 0.2 mas in tiigompo-
nent of polar motion compared to the official IERS EOP sefgee e.g.Dill and Rothacher, 2008 Only
since a few years, developments were initiated towards armomnireatment of station positions and EOP in
multi-technique solutions. A first step towards this priaee marked the IERS SINEX Combination Cam-
paign Angermann et al., 20Q3vhere the appropriate procedures and combination mettmdd be devel-
oped based on a dedicated test period of one year of datadén tar carry these more experimental studies
over into a routine processing, the IERS Combination Pitojdet (CPP) was initiated in 200R6thacher

et al., 2005. Results out of these two campaigns are documented in,Tagller and Rothacher (2003\n-
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germann et al. (2006)inally, it was decided within the IERS that the ITRF congiigns should no longer
be restricted to the station positions but should includeE®P as well. Therefore, the latest realization,
called ITRF2005 is the first official IERS solution where both groups of aareters have been treated to-
gether and, thus, yield a time-series of EOP théilly consistent with the ITRF.

Unfortunately, other parameters than station positiomsE@P listed in Table 1.1 (e.qg., troposphere param-
eters, CRF, orbits, gravity field coefficients) are not getsidered within the IERS combinations. The stud-
ies within this thesis extend the groups of parameters tieatraated together: Troposphere parameters de-
termined by the microwave techniques are additionallyudet. Thus, the results presented hereafter are
the first with consistently combined TRF, EOP and troposplparameters. Initial results out of this kind of
studies were published ikriigel et al. (2007)but restricted to a combination of GPS and VLBI. The stud-
ies presented there already revealed that the solutiorfiteefiem a combination of the troposphere param-
eters. For the studies presented in this thesis, SLR wasi@ulaly included. Due to the fact that the influ-
ence of the troposphere on SLR observations can be modetedadely enough, the contribution of SLR
can help to decorrelate the station coordinates and thespbere parameters determined by GPS and VLBI
for sites co-located with SLR. Furthermore, the usabilityhe troposphere parameters to detect discrepan-
cies between the geometrical local ties and the coordindterehces determined by the space-geodetic
techniques will be demonstrated.

One further comment must be added regarding the parametdusieéd in the combination studies for this
thesis. Contrary to the standard solutions provided by tladyais centers of the space-geodetic techniques,
the pole coordinates and universal time have been estimatld high temporal resolution, i.e., one hour.
The sub-daily resolution allows to validate the resultimgetseries w.r.t. a model derived from satellite al-
timetry (i.e., the sub-daily ERP model suggested by the IERS8ventions 2003, seldcCarthy and Petit,
2004 instead of relying only on the official time-series prositiby the IERS (e.g., IERS-C04, IERS Bulle-
tin A, seeGambis, 200¥that base on the same space-geodetic data and, thus, dudiynimidependent. The
drawback of setting up the pole coordinates with a sub-da#plution and estimating corrections to the a
priori nutation model IAU2000NIathews et al., 200&imultaneously, is the presence of a one-to-one corre-
lation between the nutation corrections and a retrogradendi term in polar motion. Theoretical consider-
ations dealing with this correlation are included in thisdis and studies based on simulated observations as
well as real VLBI observations illustrate the impact of difint methods to handle this singularity. In the
case of the satellite techniques, three additional degrefreedom due to a common rotation of all orbital
planes are involvedHefty et al., 200R In former studies devoted to sub-daily ERP done by, #lgrring

and Dong (1994pr Watkins and Eanes (1994he diurnal and sub-diurnal terms of interest were set up ex
plicitly as unknowns so that the one-to-one correlation aasided. However, in this case, the periods of
the signals of interest have to be exactly known in advanceitais assumed that nothing else than these
terms are present in the time-series of ERP. The studiesmexs hereafter use a different approach: Polar
motion (andUT1-UTQ is estimated as a time-series represented by a pieceinese polygon and the cor-
relation is handled by a special constraint that blocks @&tsograde diurnal term in polar motion so that
such a type of signal will be part of the nutatamgle estimateBfockmann, 1997

Unfortunately, it is difficult and in most cases does not maknse to derive sub-daily ERP from SLR obser-
vations, but the main benefit from the inclusion of SLR inbh@ tombination is thought to be relevant for
TRF-related issues rather than for Earth rotation.

In order to demonstrate the potential of VLBI to impact thenbination of the techniques, the time span for
CONTO02 was chosen here, as continuous VLBI observatiorigatEfrom a homogeneous network allow a
better determination of the estimated parameters than \deBkions that base on changing networks and
have gaps of a few days between the individual sessions. difténaous availability of VLBI is of special
importance as one goal of this thesis is to demonstrate thaimdbination of GPS-derivedOD and VLBI-
derivedUT1-UTC/LODis worthwhile and yields a time-series of piece-wise lingdrl-UTCvalues that is
more stable than the VLBI-only time-series. This is in castrto the statements by other authors, dray

et al. (2005)or Gross (2000)that there is no method to rigorously combine the contrimst of VLBI and

the satellite techniques for universal time. However, adtudies presented hereafter base on datum-free
normal equation systems including free satellite orbhig, WT1-UTC time-series derived from integrated
LOD values delivered by GPS and SLR is free to align to the absolalue ofUT1-UTCthat is given by

1 http://itrf.ensq.ign.fr/ITRF _solutions/2005/ITRFZRPhp
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VLBI, and the high short-term stability dfOD (especially the GPS-derived values) result in a combined
time-series of universal time that is more stabétthe VLBI-only time-series.

Summarizing the main specialties of the studies preserdsghfter, the combination bases on homogeneous
datum-free normal equation systems, and the parameierizas well as the a priori models have been
aligned for the analysis of the GPS, VLBI and SLR observatidturthermore, troposphere parameters are
consistently combined together with the TRF and EOP for itls¢ time, and, finally, it is demonstrated that

a combination of VLBI and the satellite techniques is pdssibr all five parameters describing the Earth's
orientation and rotation.

As the combination studies base on normal equation syst€hapter 2gives the mathematical background
for the handling of NEQs including all manipulations thag ased within the studies, e.g., transformation of
a priori values and different types of constraining. Thecgpgeodetic techniques themselves are character-
ized inChapter 3in order to visualize the differences and similarities begw the techniques that have to be
considered when performing an inter-technique combina@dapter 4is dedicated to the data sets that are
used besides the observations of the space-geodetic qeesnihemselves, namely the local ties for con-
necting the networks and water vapor radiometer and mdtepeal data for validating the troposphere pa-
rameters. In addition, the characteristics of the CONT08agn are explained in more details. General as-
pects about the processing of the GPS, VLBI and SLR obsensfior CONT02, some aspects related to
the combination and methods used for validating the regufiarameters are summarizeddhapter 5 The
theoretical studies on the correlation between a retragdagnal polar motion term and the nutation angles,
mentioned already before, are includeddhapter 5.3 Finally, Chapter 6summarizes the results for the es-
timated parameters, starting with the analysis of the sitgthnique solutions followed by the combined so-
lutions. Some concluding remarks and an outlookuather studies are given @hapter 7



2 Least squaresadjustment theory

This chapter summarizes the mathematical principles tieainagportant for understanding the data process-
ing algorithms used for this thesis. Starting with the vikelbwn Gauss-Markoff model, several aspects of
the parameter estimation process are introduced, e.guneder transformations, parameter pre-elimination,
application of a priori constraints, stacking of normal afjon systems and expansion of normal equations.
Extensive explications of the least squares adjustmeprtytie given inKoch (1988)andNiemeier (2002)
For geodetic applications, especially using the Globaltwosng System (GPS) and thHgernese GPS Soft-
ware (Dach et al., 200¥, a summary of the basic least squares adjustment formatabe found inBrock-
mann (1997pr in Mervart (2000)

2.1 Gauss-M ar koff model

Generally speaking, a set ofunknown parametepswill be estimated using a set afindependent observa-
tions6. Each observation must be mathematically expressedfunction of the unknown parameters:

0 = f(x) . (2.1)

Usually the observations are derived from measurementstbanfluenced by various error sources so that
the relationship (2.1) cannot be fulfilled exactly. If alndom errors corrupting the observations are accu-
mulated in a vector of residuals the vector of observation® can be separated into the original observa-
tions, denoted witl, and the residuals:

0=o0+v. (2.2)
Hence, the basic equation (2.1) is rewritten as:
o+ v = f(x). (2.3)

This expression is known as the observation equation. Irt oazes the functionf (x ) is not linear w.r.t.

the parameters to be estimated. But for the Gauss-Markodfeiv linear relationship is required. The lin-
earization of (2.3) is obtained by a first-order Taylor esrexpansion using the a priori valud® for the
unknowns and by estimating only small correctiahsto these a priori values. The so-called Jacobian ma-

trix or first design matrixA is composed of all first order derivatives of the functibrix ) w.r.t. the esti-
mated parameters evaluatedc@t

of
o+ v = f(x0) + a_x|x=xo - AX
o+ v=f(x0)+ A - AX : (2.4)
Introducing the vectdras reduced observations or 'observed — computed'
| = o — f(x0) (2.5)
the above equation reads as
v=A-Ax—I (2.6)

denoted 'equation of residuals'. To be able to solve thigesysthe least squares adjustment method de-
mands the minimization of the (weighted) square sfithe residuals:

v P v > min - (2.7)
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The weighting of the observations and their residuals isndkto account by the matri, which is often a
diagonal matrix (i.e., if the observations are uncorreatesing the standard deviations of the observations

o; and the a priori standard deviation of unit weigh, , so that the main diagonal elementshoare de-

. (‘70)2
P(i,i)=|—] - (2.8)

The requirement for the least squares adjustmer i&ads to the so-called system of normal eqoati

fined by

ATPA - Ax = AP (2.9)
where
N=A" P A (2.10)
denotes the normal equation matrix, and
b= A" P I (2.11)

is the vector of the right-hand side.
It can easily be seen how the unknowns are defioed the system of normal equations (2.9):

Ax = N1 . p. (2.12)

In the case of a linear relationship (2.3) between obsematand parametersA x is identical tox, hence,
(2.12) directly gives the adjusted parameters. If a liresdion (2.4) had to be performed, however, the un-
knowns A x represent only an improvement for the a priori val®@s Thus, the original parameters are
given by

X = x0 + Ax . (2.13)

After computing the residuals according to (2.6), the mined weighted square sum can be derived and di-
vided into two parts:

-
VV Pv=(A-Ax—1) P(A-Ax—1)=...=1"P1l—AX b - (2.14)
The first part, i.e.,| T P |, only depends on the observations, whereas the second.partdix' b, is in-
fluenced by the solution. Consequently, for computing tleéggiwted square sum of residuals (2.14) in a com-
bination of datum-free normal equation systems, ohlyp | has to be known from the single input normal

equation systems, whereas the second part is ddriwe the combined solution itself.
The square sum of residuals leads to the a postesidance of unit weight:

-
. v PV
0—02 = . (2.15)
n—u
Using the law of error propagation, the covariamegrix of the estimated parameters is

_ o~ 2 -1
Q, =0, N1, (2.16)
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In the case of a linearization, the a priori valugsused must be good enough so that an approximation with
a first order Taylor series expansion is justified. If thésynot be guaranteed, an iteration is needed using the
estimated parameters as new a priori values isubsequent step.

Starting from these basic formulas for the least squarassadgnt, several manipulations of the system of
normal equations can be carried out. Some operations teatmgortant for the derivation of the results in
this thesis are outlined in the following sections.

2.2 Scaling of normal equation systems

In principle, the scaling of a normal equation system isteaiby, depending on the definition of the observa-
tion of unit weight. Therefore, the scaling can be changdtiaut influencing the results. Switching from an

old scaling given by the variance factog, to a new scalingrnewz, the factor for the re-scaling of the nor-

mal equation is the ratio of both variance factors:

o
s = ”eV; (2.17)
Toid
Then, the re-scaled system of normal equationdeaterived easily:
s*N-x=s'b . (2.18)

Of course, the square sum of residuals gddp | must be re-scaled as well by multiplying them with the

scaling factos.

This very simple manipulation is used in the combinationcpss for numerical reasons. As already men-
tioned at the beginning, the different input normal equatsystems generally do not refer to the same
choice of the observation of unit weight. In order to give soexamples for this degree of freedom: In the
case of GPS the observation of unit weight can be either adiffesence observation or a double difference
observation. For VLBI the differences result from choosgittper units of length or units of time, i.e., [m] or
[s], respectively. If these normal equation systems ane tioenbined it is numerically required that they are
based on reasonable scaling factors.

Additionally, the manipulation (2.18) can be applied in@rtb weight the different input normal equations.
Multiplying one of the input normal equation systems withaatditional factor corresponds to changing its
weight in the combination. Therefore, the weighting metlkledcribed later on ifChapter 5.1.1bases on
formula (2.18). However, it must be kept in mind that in thiesial case the fact@has the meaning of a
weighting factor instead of a re-scaling factor.

2.3 Linear parameter transformation

For a linear transition from an old set of parametets a new sey the following linear relationship must
be known:

x=C-y+c. (2.19)

If (2.19) is substituted for the old parameterand for the improvementd x (in the case of a linearization)
in the equation of residuals (2.6) and in the system of noagahtions (2.9), the transformation results can
be obtained after a short derivation:

C , (2.20)

-c) , (2.21)
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I = IoICI — A-cCc . (2.22)
And |T P |, which is more important for the combination thais transformed according to:

T _ T _ T T
I P I =1 N 2¢ by, t+c N ,c. (2.23)

The linear parameter transformation is a convenient toalloich many other operations are based. The fol-
lowing subchapters describe the transformation of a pvialiies and the transformation from a parameter
representation with offset and drift to a piece-wise linparameterization as two examples that are impor-
tant for the combination studies.

2.3.1 Transformation of a priori values

In general, space geodesy deals with linearized obsernvatioations. Hence, the normal equation system
refers to one special set of a priori values and the estimatptbvement« x depend on them. If different
normal equation systems are combined, they all have to tefire same set of a priori values, because the
improvements x are to be estimated as one common set for all normal equatst@nss. As a consequence
of this requirement, the normal equation systems first avee transformed from the original a priori val-
uesx0to a new sey0, common to all single normal equation systems and the cagntsgstem. The follow-
ing linear relation between both sets of a priatires and the corresponding improvements is assumed

X0+ AXx=y0+ A vy, (2.24)
or written in a different way:
AXx=Ay+ (y0o— x0) . (2.25)

By comparing this expression to the general transformatpration (2.19), we readily see that the transfor-
mation matrixC and the vectoc are given by:

cC=1, (2.26)

c=y0 — x0 . (2.27)

C as an identity matrix implies that the normal equation makfiremains unchanged, whereas the vebtor
on the right-hand side and the reduced observatians modified by changing the a priori values (see equa-
tions (2.20)-(2.22)).

2.3.2 Transformation between different parameterizations

Most of the parameters estimated from space-geodetic vdimns are changing with time, e.g., Earth rota-
tion parameters, troposphere parameters and stationinated (if a longer time-span is considered). To
cope with this behavior in the parameter adjustment, thdevime-span is split into sub-intervals (e.g. one
hour, one day) and for each of them a parameter set is estinite time-dependency within one sub-inter-
val can be expressed either by one offset at a certain epataraadditional drift, or by functional values of
a polygon at the interval boundaries assuming a linear hehbetween them. Figure 2.1 visualizes both pa-
rameterizations. Two principal differences between the tvethods must be mentioned: The resulting num-
ber of parameters for a certain number of intervals and tbblem of continuity at the interval boundaries.
To be more precise concerning the first topic, a numben sfib-intervals results inr2parameters in the
case of a parameterization with one set of offset plus ditfiereas onlyn+1 parameters are needed for the
piece-wise linear representation as a polygon. Of couhsgetis no difference in the case of solely one in-
terval but the number of intervals is clearly larger for maisthe parameters, thus, the number of parameters
heavily increases. Furthermore, the continuity at theriaieboundaries is automatically fulfilled using the
polygon parameterization, contrary to the representafiitin offset and drift, which allows jumps to occur
at the interval boundaries. In the latter case, continudtyditions have to be applied additionally to avoid
jumps, altogethen-1 conditions. The number of conditions decreases the nuafbedependent parameters
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ton+1, i.e., to an equal number of parameters as in the case giollggon representation, clearly demon-
strating the over-parameterization with one set of offées gdrift per interval. In view of the arguments con-
cerning the number of parameters and the continuity atvatdroundaries, the piece-wise linear parameter-
ization as a polygon is preferred in tBernese GPS Software

El t|2 }:3 1:i ti+1 1:n 1I:n+1
| | | Coe e e

—‘.I". L

/‘l TS e. F I - Y

| ‘ . e y n+1
y|+1
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Figure 2.1: Different types of parameterizations for a time-series oftarvals: a) offset + drift for each in-
terval (blue),b) piece-wise linear polygon (green).

If normal equation systems contain different types of patamization, one common type must be chosen
for the combination, and all normal equation systems fiestento be transformed to this representation. In
the following, the transformation will be given exemplgribr one interval delimited by the epochsandt,.
The corresponding two types of parameterizationttis interval can be described by

_ (X (1) _ (v ()
Ga) =) @20

In (2.28)x represents the parameterization using an ofﬂséti) at an arbitrary epoch within the interval

considered here, i.e;, 00 [t; t;], and a drift X (ti) as second parameter. The piece-wise linear parameteriza-

tion with two functional values at the interval boundarisgsepresented by. Computing an offset at a cer-
tain epoch from an offset valid at a different epoch and aesponding drift is basic mathematics, thus, the
linear relationship betweenandy can be given after a short derivation:

X = y (2.29)

The transformation matri (see (2.19)) is given by the matrix in equation (2.29) and dlear that the vec-
tor c is zero. Inserting both into the general equations for aalinparameter transformation (2.20)-(2.22) re-
veals the transformed normal equation system.

One comment must be added in view of the combination proeedescribed later on: If only an offset (in-
stead of offset and drift) should be “transformed” to thecpigvise linear parameterization, the matrix in
equation (2.29) is reduced to the first row only. Then, tinglg offsetx is portioned according to its tempo-
ral distance to both epochs of the polygon. By the way, thie@dure is used as well for computing the con-
tribution of an observation at a specific epoch fmece-wise linear representation of any parameter
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2.4 Parameter pre-elimination

There are several parameter types in space geodesy thatohaeestimated, but whose values are interest-
ing only for some special studies. GPS phase ambiguitieBok parameters are examples of such parame-
ter types. Moreover, if the user is interested only in on@typparameter, all the others can be skipped after
estimating them. In order to keep the normal equation systeall, it is convenient to pre-eliminate all pa-
rameters that are not interesting for the intended appdicatt is important to mention that the appropriate
parameters are estimated implicitly although they aregfireinated. Therefore, this approach must be clear-
ly distinguished from an adjustment without estimatingsenarameters. The pre-elimination algorithm is
based on a division of the normal equation system into twtsparconsisting of the parameters that will be
retained, andk, comprising those that will be pre-eliminated. The correspog normal equation system
looks as follows:

Npj Ny Xp [ | Ba (2.30)
Ny Ny X2 b,

or, decomposed into two parts:
Ny =Xy + Ny x, = b, (2.31)
N, X, + N, -x,=b, . (2.32)

Solving forx, in the second equation and introducing the resulting espragnto the first equation yields
the normal equation system where the paramgtense pre-eliminated:

(N = Ny sz_1 N,)-x, =b — Ny, sz_1 "b, . (2.33)

Finally, the reduced normal equation system cachlagacterized by the following quantities:
Nregue = Nig = Ny N8 Ny (2.34)
Bregue = by — N, N, 7' b, (2.35)
ViPv=1"TPIl=x"b . =..=1"PIl—=Db" N, b —x b, . (236

2.5 Stacking of normal equation systems

The basic operation in the process of combining normal égualystems is the stacking. Thereby, stacking
means the correct treatment of parameters common to mameotinormal equation system: one and the
same parameter is contained in at least two input normaltieguaystems and both are merged into only
one parameter in the resulting combined normal equaticesysT his procedure is also well known as 'Hel-
mert blocking' Helmert, 1872 It has been proven already in other publications, Brgckmann (1997)
that a sequential least squares adjustment leads to thersaoleas a common adjustment in one step, pro-
vided that the different observation series are indepemdérerefore, the proof of equivalence is omitted
here and only the formalism necessary for combining two agi®n series will be outlined briefly. The
generalization with more than two series can béyeesrified.

Starting from two systems of observation equations of typ6)(determining the same set of unknown pa-
rameters, the Jacobian matriA and the weight matri¥ for the combined system - with the assumption of
no correlations between the two sets of observatiamould be given by:
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P, 0
A = (Al) Cop=| . (2.37)
0o P,

The corresponding normal equation system is demft a short computation:
T T _ AT T
(A1 P, A, + A, P, AZ)'X =A P IL+A P, I,. (2.38)

In the case of a two-step approach, the two systems of olgaETvequations are first converted indepen-
dently into two normal equation systems:
(2.39)

T _ T
A"P A-x=A"P-

T _ AT
A, P, A, x=A, P (2.40)
Normally, in the second step, the user does not have accéiss toatricesA, P and the vectol any more.
Instead of these quantities, only the corresponding noemaation matricesl;, N, and the vectors;, b, of

the right-hand side of the normal equation systaresaccessible:

_ T _ T

N,=A"P A, b=A"P I, (2.41)
_ T _ T

N,=A P,A , b,=A"P,I, (2.42)

Comparing the equations (2.41) and (2.42) with (2.38) itagious that for a combined solution of the iden-
tical parameterg only the two normal equation matrices and the vectors ofitife-hand side, respectively,
have to be summed up:

(N, + N,)-x=b +b, . (2.43)

2.6 Constraining of parameters

In most cases, at least for the applications mentioned #thi@sis, the observations available do not contain
all the information that is needed to derive a solution. Timglies that the system of normal equations (2.9)
Is singular or almost singular. Consequently, the normakégn matrixN cannot be inverted and, there-
fore, the solutiorx cannot be obtained. For solving this problem, exterior @oithl information about the
parameters must be included, so-called constraints, dmag¢dy the rank deficiency. The incorporation of
constraints can be done in different ways. The classical efagdding constraints, named 'Gauss-Markoff
model with restrictions/conditions' (s&tbner, 1997or Koch, 1988, demands the exact fulfillment of the
additional conditions by the estimated parameters. In #se ©f geodetic applications, these strong restric-
tions are often undesired because there is no degree obfrekdt for the parameters. In addition, in many
cases it is known that the introduced additional informaignot error-free, and thus, it would degrade the
estimation rather than improve it. These two disadvantagesvoided if the constraining is done by pseu-
do-observations including an appropriate weight for thiesdéious observations reflecting their accuracy.
The observation equations for the fictitious oba@ons look similar to those of the 'real' obsenra (2.6):

vV, = H - x —h (2.44)

The weight matrix for the constraints is built from the knowariances of the pseudo-observations, i.e.,

h (i )2 , and is scaled the same way as the 'real’ obgarsat.e., with the a priori variance factor02 :
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(2.45)

Of course, if the correlations between the pseudo-obdensare known, more complicated constraints are
possible including a fully occupied weight matrid,. The pseudo-observations yield a system of normal
equations as well:

HT P, H-x=H" P, -h . (2.46)
Together with the original system of normal equadiave obtain:

(ATPA+H' P H)-x=A"P-1+H" P -h . (2.47)

In Brockmann (1997t was shown that the method of introducing fictitious olvstions as constraints can
be transformed into the strong Gauss-Markoff model withrigttons by increasing the weight for the ficti-

tious observation, i.e.g, 250 . Therefore, it is possible to pass fluently from very loosestraints

to strong conditions. N
The following special cases of constraints willexplained explicitly:
— Absolute constraints on parameters,
— Free-network constraints (datum definition),
— Relative constraints between parameters,

— Blocking of retrograde diurnal polar motion terms.

2.6.1 Absolute constraintson parameters

If 'ideal' valuesw for the estimated parametexsare known and the estimation should be constrained to
these values, the appropriate equation for thedusebservation can be set up:

V, = X —w . (2.48)
It can easily be seen that equation (2.47) is sfieglto
(ATPA+P)-x=A Pl +P -w. (2.49)

A special application of (2.48) is the constraining of paesens to their a priori values, because in
this case all elements @f become 0, and only the weigh®s must be added to the normal equation
matrix.

2.6.2 Free-network constraints

The method of a free-network constraint offers the posgiti align the estimated network solution to an a
priori reference frame. A Helmert transformation is usedi¢scribe the relation between the internal net-
work solution derived from the observations and the coaidis of the a priori network that is used as a ref-
erence. The Helmert transformation can be formulated foh stationi of the network with the coordinate
estimates; = [X, Y, 4 and the coordinates0; = [X0, YO, ZDused as a reference:
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X 1 y —B X0 Tx
Y|=Q+w- |-y 1 o« |YOlF|T,] " (2.50)
| Z ] | B —« 1 L2047, ]

Therein, the seven transformation parameters are
— Ty, Ty, Tz Translations irx, y, z direction respectively,
— a, B, y: Rotations aroung, y, z axis respectively,
— W Scale factor.

After regrouping the variables and assuming small valueshi® transformation parameters (linearization),
the above equation becomes

Ty

TY

X X0 1 0 O 0 —2Z0 Yo Xxo| [T
y|=[vol+]o 1 0 20 o —x0 vYo|| « (2.51)

| Z ] | Z0 0 0 1 -—YO X0 0 Z0 | B

Y

II"lI

or written in matrix notation for the station

X, = X0 + BT . (2.52)

The expressions for the vector of Helmert parameteasd for the matrix of coefficients for one stati@n
can be retrieved easily from comparing both equationsiiRutogether allng, stations that should contrib-
ute to the free-network constraint we get:

X, X0, B,
X X0 B
X = 21, x0 = 21, B = 21 . (2.53)
L X Nsta L xonsta. L anta.

The basic equation of residuals for solving for itemert parameterd can then be written as
v=B-ZT— (X —X0)=B-¢ — x . (2.54)
Thus, the Helmert parameters are determined by

z=(B"B)'B"-x . (2.55)
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The free-network restriction itself is based on the lasiagign (2.55) by asking for zero values for (some of)
the Helmert parameters. This condition leads tmtteervation equation for the free-network constrai

t=(B"B'B"-x=0". (2.56)

Comparing (2.56) with the general equation for constraigt44), it is obvious thah = 0, and the Jacobian
matrixH is

H=B"B)!B". (2.57)

For the free-network constraints, the weight maRixs compiled from the variances of the individual trans-
formation parameters. Finally, the system of normal eguatincluding free-network constraints has the
form:

(ATP A+ H' P H)-x=A"P-1I . (2.58)

Compared to absolute constraints on station coordin&lesgter 2.6.), the application of free-network
constraints has the advantage that the network itself islefiirmed if only datum defects (e.g. rotations,
translations and scale) are constrained.

Finally, a special application of free-network constraintust be mentioned. If only those Helmert parame-
ters are constrained that correspond to a degree of freedidhe metwork, the restrictions are minimum
constraints. Consequently, three rotations and thresla&ons must be constrained in the case of a global
VLBI solution, whereas for a global GPS or SLR solution ortlyete rotations need to be constrained. If
only the three rotations are considered, the constrairdlled no-net-rotation (NNR) condition. In the case
of constraining only the three translations, the expresam-net-translation (NNT) constraint is used, and a
no-net-scale (NNSc) condition constrains only thees

2.6.3 Relative constraints between parameters

In some cases the relation between two parametensdx is known and it may be helpful to make use of
this additional information. Such a constraintigaduced with the observation equation

X, — X, =W, (2.59)

respectively the equation of residuals:

X.
V=Xi—Xj—W=[l —1]- 1-w (2.60)
X.
i
wherex;, x represent the two relevant parameters @and the known value for the tie between them which
should be realized by the solution. Let the standard dewdbr keeping the values for the tie be o,

Then, the normal equation can be retrieved easily:

2 2
o — X: o W
o} | 1 A5 2 (%), . (2.61)

Ow —1 1 X. Ow —W

Applications for constraining two parameters relative &cle other are coordinate differences at co-located
sites, so-called 'local ties', or differences in the trgbese zenith delays at co-located sites, named 'tropo-
sphere ties' throughout this thesis. In both cases, th@wvalisually is not 0. The situatiow = 0 means that
the two parameters should be identical (within the strengthe constraint). An example for this particular
case is the constraining of the difference between two @utse parameters to prevent them from too
large variations in time, e.g., if parameters are set up witlery high temporal resolution. Relative con-



2.6 Constraining of parameters Page 19

straints withw = 0 can also be used as an alternative to a real stacking of anameters (see Sec. 2.5).
More precisely, the two corresponding parameters are beph ik the normal equation system, but due to
the relative constraint they must be identical imitie limits given by the constraint.

2.6.4 Blocking of retrogradediurnal termsin polar motion

If polar motion is estimated with a sub-daily resolutiorg thutation angles cannot be estimated simultane-
ously as they are one-to-one correlated with a retrogragtaali term in polar motion. An additional correla-
tion appears in the case of satellite techniques if orbiehents are to be estimated, because a rotation of
the entire orbit system corresponds to a retrograde digenal in polar motion, as well. Nevertheless, it is
desirable to estimate all types of parameters simultariggusmany cases, hence, an additional condition is
needed to remove the singularity. For this purpose, a meih@devent a retrograde diurnal term in polar
motion was developed. An elaborate derivation of the basmimdlas is given irBrockmann (1997)The
constraint derived therein deals with the singularity esw an offset for the nutation angles and a retro-
grade diurnal signal in polar motion with constant amplgud@he background for this constraint is given
hereafter inSection aHowever, in many cases a temporal variation of the nutadiogles is considered in
the parameterization as well. The presence of a linear teahpariation for the nutation angles, given either
by a drift parameter or by the piece-wise linear polygon Gkapter 2.3.2, gives rise to another singulari-
ty, i.e., a retrograde diurnal signal in polar motion withdarly increasing amplitude. As a consequence, the
constraint was extended in order to also remove this sinigyjland the mathematical expressions are given
in Section bMore explanations on the singularity itself vii# given inChapter 5.3.1

a) Retrograde diurnal signal in polar motion witbrestant amplitude

Starting from the general description of a sign#lhwengular velocitywy phasepand constant amplitude
X(t)=A-cos(wt+ ¢)=A-cos¢p-coswt— A-sing- -sinwt, (2.62)

Mervart (2000)showed that in the case of a piece-wise linear representafithe signalx(t) with n values
% the relation (2.62) can be expressed by

coswt, sinwt;

X

) : : . [ A-cosp) (2.63)
' ' —A-sing

coswt, sinwt,

The situation becomes more complicated if the distinctias to be made between prograde and retrograde
terms as it is the case for the constraint we consider hein,Tdoth pole coordinates have to be considered.
For the purpose explained here, only a retrograde polatomdgiof interest. Therefore, the subsequent deri-

vation of formulas will be restricted to this type of signalretrograde polar motion term can be described

by the two pole coordinategt) andy(t) in the following way:

X (t)= A-cos¢p-coswt+ A-sing-sinwt, (2.64a)
y(t)= —A-cos¢p-sinwt+ A-singp-coswt . (2.64b)

Following (2.63) the above equations for a retrograde pwlation term described by pairs ofx andy; are
summarized in matrix notation:
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coswt; sinwt;

Xy
—sinw't cosw't
1 1
¥1 — ) . . [ A-cos¢
: ' o A-sin¢ (2.65)
Xq coswt, sinwt,
Yn —sinwt, coswt,
C
In the case of a diurnal signab= 277/ T, with the periodl = 1 sidereal day.
Treating (2.65) as observation equation of typ#&)(2nd using the denotations
A, = A-cos¢p A, = A-sin ¢ (2.66)

reveals the corresponding system of normal equations Wwillacobian matri< as indicated in (2.65) and
P,y denoting the weight matrix of the valuesndy;:

X
Yy
T A\ _ AT 1
C PyC- (AC) =C Pyl ], (2.67)
S Xn
Yn
Finally, the amplitudeg. andA; are obtained:
X
A\ _ AT -1 AT 1
(AC) =(C P,C)"C P,-[:]. (2.68)
S yn

On the basis of equation (2.68) the blocking constraint eaddrived. In order to suppress a signal with fre-
quencyw in the polar motion time-series independently of the ph#se,amplitudes?A. and As are con-
strained to zero using the pseudo-observation enuat

A\ _ AT -1 AT 1\ _

(A") =(C PyC) " C Py-l:]=0. (2.69)
S yn

Comparing (2.69) with the general equation for constra2é4) reveald = 0 and the following expression

for the Jacobian matritd:

H= (" P,C)tc’ P, . (2.70)

Those parts of the original normal equation matrix (i.enegated from real observations and not for the
constraint) that correspond to the parameteendy;, can be used as weight matix,. Another possibility
is to use equal weights for all pole coordinates and to asshateéhere are no correlations between the sub-
sequent pole coordinates. In that caBg becomes an identity matrix aridl is simplified for the piece-wise
linear representation with1 intervals to
1 T
H = n_ -C . (2.71)
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b) Retrograde diurnal signal in polar motion wiihearly increasing amplitude

For the expansion of the constraint to the more general dasemplitude of a retrograde diurnal signal is
split into two constituents: a constant pAstand a part# that is linearly increasing with time starting from
the epochy:

x (t)=(A+ A-(t —ty)) -cos(—wt+¢), (2.72a)

y (1) = (A + A - (t — to)) “sin (—w t + ¢) . (2.72b)

Similarly to (2.65), the above expressions canumarsarized in matrix notation:

« coswt, sinwt, (t;—ty)-coswt,  (t;—ty)-sinwt,

: —sinwt, coswt, —(t.—t )-sinwt, (t,—t )-coswt A-cose
yl 1 1 1 0 1 1 0 1 A'Sinqﬁ
% coswt, sinwt,  (t,—ty)-coswt, (t,—ty) sinwt, A sings
Y —sinwt, coswt, —(t,—ty)-sinwt, (t ,—ty)-coswt,

C

t

It is obvious that considering only the first two columns@fin (2.73) corresponds to the situation given in
(2.65) with a constant amplitude only. The pseudo-obseEmaquation for the expanded constraint looks as
follows if the weight matrixP,, is set to the identity matrix:

A - cos ¢ «
A-si _ 1
At.ilgs(’; = (c/c)rci | = o, (2.74)
A, - sin ¢ I
with
n 0 >t 0
i=1
0 n 0 Dot
cic, = |, ; =1 (2.75)
Dot 0 Dt 0
i=1 i=1
0 Dot 0 >t
L i=1 i=1

Tests with various epochs fty showed that the constant part and the linearly increasingopahe ampli-
tude can be treated independently. Therefore, the caoetain the matrix CtT Ct can be neglected, so that

all off-diagonal elements are set to zero. Then, the magiXg) is simplified to a diagonal matrix and the
Jacobian matri¥d for the constraint can be derived according to:
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n n -1
H = (c{c)'c] = diag(n n >t > tf) - cl (2.76)
i=1 i=1

The vectorh for the constraint according to (2.44) is 0 here as well. Canimg (2.71) and (2.76) reveals
that the latter is just an expansion of the coinsttderived inSection a

The studies irChapter 5.3.1are devoted to some special aspects of the handling of bp#s yf constraints
(i.e., the basic form and the expanded form).

2.7 Expansion of the normal equation system

If additional parameters have to be set up, the system of alagquations must be expanded. Three widely
known situations in the combination of the spacedgtic techniques require such an expansion:

— Allowing a bias between the estimation of parameters ddrivem different observation types,
e.g., between troposphere delays derived from GiS/aBl;

— Estimating specific frequencies together with a timeesef parameters, e.g., a yearly signal in
the motion of stations, or a daily signal in ERRdiseries;

— Taking into account a similarity transformation betweeae ttetworks derived from different ob-
servation types, e.g., a scale difference between the G@¥aBI network or a different realiza-
tion of the origin of the TRF by SLR and GPS.

The formulas are based on a linear parameter transformasianutlined inChapter 2.3 Starting from the
set of original parameters, i.&qq, the expanded set of parameters including the additioranpeters, i.e.,
Xaqe, @nd their relationship looks as follows:

X :[| D]. Xola (2.77)

with the matrixD describing the dependence of the additional parametersenartginal parameters. Com-
paring (2.77) with the general formula for a linear paramétensformation (2.19) the assignment of the
transformation matrixC with [I D] is obvious. Carrying out the transformation of the norngliaion sys-
tem according to (2.20) and (2.21) yields the exgansystem

N ND || X b (2.78)

T T T
D'N D'ND X g D' b

The shape of the matrDx depends on the type of additional parameters &sbmated.

2.7.1 Helmert parameters

The motivation to set up additional Helmert parameters Wasidy indicated in the introduction ©©hapter

2.7. Picking up the example of the translation parameters,,[8itR and GPS, have the capability in a glob-
al solution to determine the geocenter. However, norméléy ttvo determinations differ and, hence, will
cause problems in a combined solution. In order to remedydinmflict, the translational degree of freedom
must be established artificially for one of the solutionsskyting up three translation parameters. As SLR is
more sensitive to the geocenter and as GPS geocenter estitaat to be biased by remaining orbit model-
ing problems, the combined solution should adopt the gagecestimate from SLR whereas the determina-
tion of the geocenter by GPS is neglected and three traostatire introduced for it. The example of the
translation parameters as well as the above mentioned éxdanghe scale demonstrate that in most cases
only a subset of Helmert parameters will have to be set upeNkegless, the derivation of the matBxwill
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be given here for the full set of seven parameters, but ordgelparts corresponding to parameters relevant
for a specific application have to be included.

The mathematical background is similar to thatGifapter 2.6.2where the Helmert transformation for the
free-network restrictions was introduced. But insteadaifisg up the transformation between an a priori
reference frame and the estimated network, equation (B&®jo be formulated as a Helmert transformation
between the combined solution and one of the iapluttions:

X 1 y —B X Tx
% = (1+ p)- —y 1 R Y% + T, | - (2.79)
-Z =linput L B K 1_ -Z =lcombined _TZ ]

The regrouping is performed similarly ©hapter 2.6.2with the vector{ containing all seven Helmert pa-
rameters and with afistastations included in the transformation:

|l 0 0O B X
X, ' 1
: =lo - o : (2.80)
X ' X nsta
nsta_linput 0 0 | B

nsta 4

The matrixB is compiled exemplarily for the statiarusing the station coordinateX,| Yo, Zo] of the a priori
reference frame chosen for the combined solution:

Bi=]10 1 o0 Z, 0 Xy Yol - (2.81)

Comparing the expression (2.80) with the general expreg&d’7) for the transformation between the orig-
inal parameter set and the expanded set it becomes cledh¢hatatricesB; according to (2.81) are simply
stacked together for all stations (see as well3)2.im order to derive the matrD in (2.77).

When estimating additional Helmert parameters it must kg kemind that they are fully correlated with
the station coordinates contributing to them. Therefdre set-up has to be done carefully and sufficient ad-
ditional information is needed to remove the artificial degof freedom introduced by the Helmert parame-
ters. This can be done either by a combination with anothemabequation system which is able to deter-
mine these degree of freedom, or by setting uappeopriate datum constraints accordin@ltapter 2.6



3 The space-geodetic techniques

The space-geodetic techniques GPS, VLBI and SLR are odtlméhe following chapter. Data from these
techniques build the basis for all combination studiesiedrout for the thesis at hand. For each of the tech-
niques, a description of the measuring system is given abeigenning, followed by the basic observation
equation explained in a simplified form according to thesgrgation inRothacher (2002)The major task
of Chapter 3is to clarify and point out the common characteristics ofdheervation equations and to give
an idea of the critical points for each of the space techrigather than giving an elaborate derivation for
the technique-specific observation equation. Such didglenay be found in the well-established literature.
The simplified observation equations given hereafter sélive inChapter 5.1as the basis for explaining the
processing strategy concerning identical parametersafmedtal to an inter-technique combination. The in-
troduction to each of the space-geodetic techniques is ledetpwith an overview of the international orga-
nizations and cooperation that were built up during the pastyears to enforce the development and im-
provement of the respective technique and to bring togetfeeexperience of different analysis groups. Fi-
nally, Chapter 3.4summarizes the similarities and the differencés/éen the individual techniques.

3.1 Global Positioning System (GPS)

3.1.1 Technical description

The concrete plans for setting up the NAVSTAR GPS (= NAVigatBatellite Timing And Ranging Global
Positioning System) began in 1973. The US Department of i3efevanted to establish a highly accurate
system for determining position, velocity and time, oraly mainly for military use. But nowadays the
number of non-military users is enormous as the NAVSTAR Gf&ccessible for civilian applications as
well.

The nominal constellation of the GPS consists of 24 sagsliévenly distributed in six orbital planes. Each
orbital plane is characterized by an inclination of 55°, mismajor axis of about 26600 km and an orbital
period of exactly half a sidereal day, i.e., 11 hours 58 n@auWith this constellation it can be guaranteed
that at least four satellites are visible from &wation on the Earth at any time.

For all GPS signals, a fundamental frequency of 10.23 MHzedyuwhich is driven by the satellite clock.
The two carriers are deduced from this frequency:

— frequency L1 = 154 - 10.23 MHz = 1575.42 MHz (correspondingpproximately 19 cm wave-
length);

— frequency L2 = 120 - 10.23 MHz = 1227.60 MHz (correspondinggproximately 24 cm wave-
length).

Both frequencies are modulated with codes, also derivem fite fundamental frequency: The C/A-code
(clear acquisition) is emitted with a frequency of 1.023 Miid its chip length is about 300m. It is modu-
lated only on L1, whereas the second code, i.e., the P-caéeigpn or protected), is modulated on both
carriers. The P-code has a frequency of 10.23 MHz and theHesfgone chip corresponds to 30 m which
means that the accuracy that can be achieved in the case®fdbee is roughly ten times higher than in the
case of the C/A-code.

For transmitting information about the satellite itsekit@lite ephemeris, satellite clock information, health
status of the satellite etc.) the so-called naidgamnessage is modulated on both carrier frequencie

3.1.2 Observation equation

In principle, there exist two types of GPS measurements:sbhealled pseudorange measurements using the
C/A-code or the P-code and the phase measurements usingdloatrier frequencies L1 and L2. The latter

Is the measurement type used for high-precision applicatas the accuracy to be achieved with code mea-
surements is too low. The geodetic topics like global refeesframe realization, Earth rotation studies and
troposphere estimation require the highest quality of nladens that is possible, hence, only phase mea-
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surements come into consideration. Therefore, the codsunements are neglected here and only the ob-
servation equation for GPS phase measurements will bemisgseAs already indicated in the introduction
to this chapter the complete derivation of the observatiumagon will be omitted and it is referred to, e.qg.,
Hofmann-Wellenhof et al. (1994)eunissen and Kleusberg (199&) Leick (2004)for the details and the

theoretical background. Taking into account all correddioecessary for a phase observatiloﬁ at station

Ato satelliteS the following observation equation expressed @ars is obtained:

Ly = |ReopTalty) — re(ty—t3)| +
+ ANS + ¢Sty — cot° +
+ 6ptrop t 6pjn T 5pphas + o T Oppu T ei . (3.1)
The individual terms in equation (3.1) are:

Reop rotation matrix of Earth orientation (nutation, UTiblar motion),

r (tA) 3-dimensional position of statiofi in a terrestrial reference frame at receiving
time t, of the signal,

rs (tA - Ti) 3-dimensional position of satellit8in an inertial reference frame at the epoch
of signal emission,

t, time of the receiver clock when the signal is received (ire.receiver clock
time),

Ti signal travel time from satellit8to stationA,

o) tA , O tS clock error of the receiver clock and the satebiteck, respectively,

C velocity of light,

A Ni initial phase ambiguity for satellit® and receiverA multiplied by the wave-
lengthA,

S Pirop correction for troposphere delay,

0 Pion correction for ionospheric delay,

0 Pphas corrections for phase center offsets and variations atlisatend receiver an-
tennas,

O Drgl correction for relativistic effects,

O Pt multipath effects,

ei measurement error.

In order to conclude the introductural part devoted to th&®Bservation equation, it must be pointed out
that an observation equation of type (3.1) can be formulatgdnly for the two basic frequencies L1 and
L2 but any linear combination of both frequencies. Depegdin which linear combination is used, some
terms may disappear in the observation equation, e.g.,dbmetrical part in the case of the geometry-free

linear combination or the ionospheric correctidnp;,,, in the case of an ionosphere-free linear combina-

tion. Furthermore, forming differences between the babiseovations of one station to one satellite is a
widely-used tool in GPS processing. Thereby, original Ldl &8 observations as well as any of the linear
combinations can be used to form single or double differerxservations. An elaborate description of the
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theory and the advantages and drawbacks of using linearinatiins and single or double difference ob-
servations instead of the original GPS observables can lnadfin all basic GPS literature such Hef-
mann-Wellenhof et al. (1994)eunissen and Kleusberg (1998)_eick (1995)

After introducing all terms in the phase observation eaqumakét me pick out some aspects of those elements
that are important to see the similarities and identicalatiaristics with other space-geodetic techniques on
the one hand, and to be aware of GPS-specific @nubbn the other hand.

a) Station and satellite positions

Starting with the first line in (3.1) representing the gedmeal part of the observation equation, it is worth-
while to add some words concerning the two position vectibies station position vector and the vector of
the satellite position. Normally, the station positions given in an Earth-fixed geocentric reference frame,
namely the International Terrestrial Reference Frame B)Tlitovided by the IERS. This frame consists of a
set of coordinates and velocities for the observing statieffierring to a certain reference epoch. The ITRF
is a realization of the International Terrestrial RefeeB8ystem (ITRS) defined by the IERS. A new ITRF is
issued by the IERS in irregular time intervals every few ged@he last two realizations are called ITRF2000
(seeAltamimi et al., 200Rand ITRF2005 (see the web-site of tfigRF product centej. The station posi-
tions given by the ITRF (using the velocities to extrapofaben the reference epoch of ITRF to the epoch of
the observation) are not identical with the instantaneasitipn of the stations at the epoch of the observa-
tion. Several kind of displacements of the reference pdiatge to be modeled additionally. According to
the IERS Conventions 2003 (sé&cCarthy and Petit, 2004one has to account for ocean loading effects,
solid Earth tides, the effect of the permanent tide, sitpldiements due to pole tides and, finally, deforma-
tions due to atmospheric loading. For an elaborate chaizatien of these effects including a mathematical
description of the correction models it is referred to thaptbr “Displacement of Reference Points” of the
IERS Conventions 2003 and the references givewither

The satellite positiom® completes the geometrical part of the observation equ48dt). The basic model
for describing the satellite orbit is based on the six Kapleelements, i.e., semi-major axaof the orbital
ellipse, numerical eccentricity of the ellipse, right ascension of the ascending najénclinationi of the
orbital plane w.r.t. the equator, argument of the perigend the epoch of the perigee passagdJinfortu-
nately, several disturbing accelerations are influentivegmotion of the satellite so that it deviates from the
purely Keplerian model. A common classification of the derations is the division into gravitational and
non-gravitational perturbations (see, elgofmann-Wellenhof et al., 1994The influence of a non-spherical
Earth and the tidal attraction of the sun and the moon have todntioned in connection with gravitational
accelerations, whereas the non-gravitational acceteratoriginate, amongst others, from solar radiation
pressure, air drag and relativistic effects. A descriptibthe sophisticated methods of modeling the satel-
lite orbits including all the disturbing accelerations iitied here because the orbital parameters will not be
treated in this thesis.

b) Earth orientation parameters

It has been mentioned above that the station positias given in a terrestrial reference frame whereas the
satellite positions® are originally given in an inertial reference frame. Consatly, one of the two quanti-
ties has to be transformed into the reference frame usedebgttter quantity before the difference can be
built. As both reference frames are linked through the Earittntation parameters, the general transforma-
tion is carried out by several subsequent rotations corisgi@recession, nutation, Greenwich apparent si-
dereal time GAST dand polar motionXg, yr), with each of the rotation matrices evaluated at the ragdes
epocht:

Reop (1) = P (t) Ny (1) N(t) Ry(=6) Ry (yp (1)) R, (xp (1)) 3.2)
Precession Nutation GAST Polar motion

It is worthwhile to spend some more words on each part of tipeession (3.2) as the Earth orientation pa-
rameters will play an important role in the analyses prestéter on in this thesisQhapters 5and 6).
Starting with the precession and nutation: Both togethsculee the motion of the Earth's rotation axis as it

2 http://itrf.ensqg.ign.fr/ITRF_solutions/2005/ITRFZR@hp




3.1 Global Positioning System (GPS) Page 27

IS seen in an inertial frame. The precession represents dtiemof the rotation axis around the pole of the
ecliptic like a cone of angle 23.5°, and the nutation is sigeosed on the precession describing the devia-
tions from the conical motion (see Fig. 3.1a). The precesisi@n extremely long-periodic motion of about
25800 years whereas the short-periodic terms are sumrddrizbe nutation with an 18.6 years period of
about 9.2” representing the main and longest tévtathews et al. (2002)eveloped a model describing the
precession and the major part of the nutation of a non-rigidte This model has been adopted by the IAU
as official “IAU2000A Precession-Nutation Model” and isaedsin the analyses of space-geodetic observa-
tions (corresponding to the matricB¢t) and Niay (t) in equation (3.2)). According téMcCarthy and Petit
(2004)the accuracy of IAU2000A is at the 0.2 mas level. This is mathle to the so-called free core nuta-
tion (FCN) that has not been included in the IAU2000 modeloider to account for the deviations of the
actual nutation from the model, an additional matrix is udigld in the transformation (3.2), i.&(t), con-

taining correctionsA ¢ and A ¢ for the nutation in obliquity and the nutation angitude, respectively:
N (t) = Ry (—€) - Ry(Awyw) - R (g + Ace€), (3.3)

with €,/ 23.5° being the mean obliquity of the ecliptic w.r.tetRarth's equator.

Continuing with the third part of the transformation (3.2prh the terrestrial into the celestial reference
frame, the matrix Ry (0) describes the daily rotation of the Earth with the Greenvédpparent sidereal
time (GAST) as rotation angle. Following the IER&entions 2003, it is related to universal tigiEl by

0 (T,) = 2 7 - (0.7790572732640+ p - T,) , (3.4)

where the epocfiy is obtained from the JuliabT1 date (in [days]) minus 2451545.0 and the fagide-
scribes the ratio of universal time to sidereal time whiclgiigen in the IERS Conventions 2003 wigh=
1.00273781191135448. The relationship betwddil and the time scal&TC driven by atomic clocks is
known to be

UT1 = UTC + AUT , (3.5)

with the correctiordUT either applied as provided by the IERS or set up as unknowanpeter in the ad-
justment of geodetic parameters from the observationseo§place-geodetic techniques. In the case of GPS
or satellite techniques in general, the problem of a oner®-correlation between the nutation angles and
UT1-UTCon the one hand and the orbital element® andu, on the other hand occurRothacher et al.
(1999)demonstrate this correspondence confirming that it is nesible to estimate both groups of parame-
ters, i.e., orbital elements for the satellites togetheh wffsets in nutation antT1-UTC Nevertheless, the
authors state as well that the rates for the afore mentionemhpeters are accessible by satellite techniques
very well as the orbital elements can be treated as integratnstants in a Keplerian approximation. This
is justified even in the case of perturbing forces if the ém@ions acting on the orbital elements can be
modeled with sufficient accuracy within the timéegrval considered for one rate parameter.

Finally, the rightmost part in equation (3.2), denoted dsupmotion, describes the motion of the Earth's ro-
tation axis w.r.t. the terrestrial reference frame wherandye are the coordinates of the Celestial Ephemer-
is Pole in the terrestrial reference frame at thesdered epoch(see Fig. 3.1b).

In order to summarize the remarks concerning the rotatiamixn@=0r contained in the observation equation
(3.1), altogether five quantities contained in (3.2) areally set up as unknown parameters in a least-

squares adjustment of the space-geodetic techniques, rer pnecisely: the two nutation angled ¢ and

A y according to (3.3) as correction to the nutation model, #naation AUT from an exactly daily rota-

tion of the Earth (i.e., 86400 s) given in (3.5), and the twéepmordinatese andys. The complete set of
five parameters will be denoted “Earth orientation pararse(EOP)” throughout this thesis whereas the
term “Earth rotation parameters (ERP)” will be usadthe subset oflUT and the pole coordinates.
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Figure 3.1: Earth orientation:a) Precession and nutatiob) polar motion. (modified version of graphics
created by D. Schmedt, TU Munich)

c) Influence of the troposphere and the ionosphere

Starting with the delay caused by the troposphere it mustédagioned that the correction term Pirop de-

pends on the meteorological conditions along the signdl @at, more important, on the elevation angle un-
der which the satellite is seen from the receiving antermarder to give a magnitude of this influence, the

delay for observing a satellite in zenith direction is ab2l® m (~ 8 ns) whereas it can be a factor of ten
larger at an elevation angle of only 5°. In principle, theptvephere delay can be modeled if meteorological
measurements are available. A widely used formula for niegé¢he troposphere delay for microwave sig-

nals was derived b$aastamoinen (1973)

0.002277 1255
ptotal(z)=W-[p+<T+O.05)-e—B-tan22]+6R, (3.6)
with p total atmospheric pressure [mbar],
T air temperature [K],
e partial pressure of water vapor [mbar],
z zenith angle of the line of sight,
B, OR correction terms taking into account the heightvalsea level.

However, the problems with modeling the influence of thegptrgphere on the observations are manifold:
Meteorological measurements often are not accurate enaugjlthe values measured at the ground are not
representative for the whole atmosphere along the sigrial gapecially the wet part of the troposphere de-
lay depending on the humidity is difficult to model for migvave signals although it is the minor part of the
total delay with only some centimeters to decimeters. Cguesetly, instead of modeling the troposphere de-
lay, the influence is determined during the parameter edgtim process if high-quality results are to be

achieved. For this purpose the troposphere delay is usspliyinto a hydrostatic parto, 4, and a wet

part p,,.; (seeHopfield, 1969:

Ptotal — phydro + Pwet - (3-7)

The denotation “hydrostatic” is due to the assumption of drbgtatic equilibrium in the atmosphere, thus it
is not exactly equal to the dry delay. The hydrostatic patheftroposphere delay is proportional to the total
air pressure (i.e., the first term in the square bracketgimgon (3.6)). In most analyses it is used as a priori
value for the estimation of the troposphere delay so thaestienated correction represents the wet delay. If
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troposphere parameters are estimated they are set up asyardeénith direction. The relationship between
the delay in the direction of the line of sight of each singbservation and the zenith delay (ZD) is repre-
sented by a mapping function taking into account that a $iggweived at a certain elevation angle has to
pass through the troposphere on a longer way than a sigreiveecat zenith, thus, the troposphere delay
will be larger:

_ . zenith . zenith
Protal (z) = f hydro (z) Phydro + f wet (z) Pwet - (3.8)
The literature provides mapping functions for the hydrbstpart and the wet part, i.e. f hydro (z) and

f et (z), respectively. The so-called “Niell Mapping Function (NM®@erived byNiell (1996)is widely

used in the analysis of space-geodetic techniques becalgbg the site coordinates and the day of the year
have to be supplied as input parameter. But during the lastyBars, more subtle mapping functions that
base on numerical weather models were developed. The “didapping Functions (VMF)”Béhm and
Schuh, 2004 directly use the pressure level data from ECMWF (Europeenti@ for Medium-Range
Weather Forecasts) to derive the actual coefficients ofriapping function, whereas the “Global Mapping
Function (GMF)” Bohm et al., 2006is a global spherical harmonics expansion of the VMF patarsgso
that only the site coordinates and the day of & yare required as input parameters, as for thE.NM

An improved representation of the troposphere delays cacbieved if horizontal gradients are set up ad-
ditionally according to the IERS Conventions 2088gMcCarthy and Petit, 2004

p (Z , A) — fhydro(z),pzenith_i_ fwet(z)_pzenith+ f

hydro wet Grad (2)[ Gy COSA+ G sin A]. (3.9)

The first two parts of the equation above correspond to (I8¢ third part in (3.9) contains the horizontal
gradientsGy and Ge in north and east direction, respectively, taking into atddhe azimuthal asymmetry
of the troposphere, whereas Eq. (3.8) only considers thagtm-dependency and is completely indepen-
dent of the azimutlA of the observation direction. The gradients as well need ppmg function, i.e.,

f srad (z), and one option is to use the partial derivative of the mapfimction with respect to the ze-

nith angle. Further possibilities are given in the IERS Gartions 2003. An elaborate description of the es-
timation of troposphere parameters can be foun8chuler (2001whereas the set-up for the solutions pre-
sented in the thesis at hand is explained in metaild inChapter 5.1.2

Contrary to the troposphere, the ionosphere is a dispensegtum for microwave signals, hence, the iono-
spheric refractiond p;,,, in (3.1) is frequency-dependent. The main effect of the spheric influence is a

scaling of the GPS baselines. The frequency-dependendyeabhospheric refraction allows to eliminate
ionospheric effects by forming a special linear combimabbthe frequencies L1 and L2, the so-called iono-
sphere-free linear combination (sdefmann-Wellenhof et al., 19984esulting in an observation equation of

type (3.1) but without the correction term p,,, . Other possibilities to deal with the ionospheric influenc

are either estimating the correction term by using the measents of both frequencies, or applying a cor-
rection based on a model provided by the IGS (Sekens, 200% For more details about ionospheric mod-
eling in GPS the reader is referredSthaer (1999)

d) Remaining correction terms

A specialty of the GPS phase observation equation is theamkrambiguity terniN,°. This value has to be
determined for each satellite pass and as well after losiaghase lock to a particular satellite. This results,
as one can imagine, in a huge amount of parameters for a gE&lsolution. The detection and repair of
so-called cycle slips and the methods for solving the unknambiguities are described elaborately in the
GPS literature.

It is important to keep in mind that the positions of the dagelnd the receiver are computed at the epoch
of emission and the epoch of reception of the signal, regpygt and the time is indicated by the satellite
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clock and the receiver clock, respectively. Unfortunatélyth clocks are deviating from GPS time, hence,
the unknown clock error$ t, and §t° have to be estimated.

The correctiond P phas takes into account the deviation of the physical point oémion of a signal from

the antenna reference point in the case of the ground statitemnas, and, additionally, the difference be-
tween the satellite's center of mass and the physical pbengsion at the satellite antennas. For both cas-
es, i.e., ground station and satellite antennas, a meaet @ifisl corresponding patterns describing the depen-
dency of the correction on the direction of the signal wart.antenna-fixed system are available. Until GPS
week 1399 (November 4, 2006), one very common antenna tygekinghe IGS network was selected as a
reference assuming no phase center variations (PCV) amdh&it antenna types were calibrated w.r.t. that
antenna (i.e., relative antenna PCV) although there is asore from a physical point of view why the se-
lected reference antenna should not show any variationsegbliase center depending on azimuth and ele-
vation angle of the signal. According ®othacher (2000)he neglect of any PCV of the reference antenna
causes a wrong scaling of global GPS networks up to 16 ppler8lezalibration campaigns were carried out
by, e.g.,Menge et al. (1998)with the goal to derive PCV in an absolute sense for eachaatég/pe of the
ground station network. On the contrary, the satellitesafready in orbit, thus, their antennas cannot be cal-
ibrated on the ground anymore. Hence, the only possibititgdt values for the phase center offsets and
variations of the satellite antennas is to estimate themgusibservations of a global GPS network. For fur-
ther details about this estimation it is referredSichmid and Rothacher (2003)he extent of the changes in
the estimated parameters due to applying an absolute thefearelative antenna phase center modeling for
ground stations as well as for satellites is demonstrat&thmid et al. (2005)The studies therein base on
data of the CONTO02 campaign and on long, completely repesek&PS time-series. In the case of the GPS
solution for the CONTO2 campaign, used for the studies is thesis as well (se€hapter 5.1.%, the
change of the antenna modeling results in a mean changetionskeeight of about 8 mm and a change in
troposphere zenith delays of several millimeters dependin the station. Furthermore, the studies by
Schmid et al. (2007Jemonstrate that the influence of the phase center modislifag from negligible, and

an overall improvement of the GPS solutions is achieved i&lasolute phase center modeling is applied.
Fortunately, the IGS switched to an absolute phase centdeling starting with GPS week 1400 (sk&S-
MAIL-54383).

Theterm 6 p,,, summarizes all relativistic corrections concerning thieetwéor of the clocks and the influ-

ence of the Earth's gravity field that has to be applied indhservation equation. Followingofmann-
Wellenhof et al. (1994}here are altogether four types of relativisticrections:

- special and general relativity affecting the satettlocks,

- general relativity affecting the signal propagat{&mhapiro effect),
- general relativity affecting the satellite orbit,

- Sagnac effect.

The theory of general relativity tells us that clocks aredaed the gravity field is weaker, thus, generally
speaking, the clocks at the ground stations are slower tl@olocks onboard the GPS satellites. Additional-
ly, applying the theory of special relativity, the clocksbmard the satellites are in motion and therefore they
are slower compared to a static clock. Both effects are smpesed for the satellite clocks and a mean val-
ue corresponding to a circular orbit is already taken intmaat when generating the fundamental frequen-
cy driven by the satellite clock. According tdofmann-Wellenhof et al. (199#)e mean correction of -4.55

- 10° Hz for the satellite clock frequency implies that the sigsakceived at a ground station with the nom-
inal fundamental frequency of 10.23 MHz (s€bapter 3.1.]. As this correction is already applied to the
satellite clock it has not to be included in the relativistarrection term in observation equation (3.1). How-
ever, this mean correction is based on the assumption otalairorbit and a spherical Earth which is obvi-
ously not the truth. Thus, the variable part has to be cogtkat the observation equation and can be as
large as 10 m. The second relativistic effect is causing aydef the signal when propagating through the
Earth's gravity field. Regarding GPS signals and followitgfmann-Wellenhof et al. (1994his delay can

be 18.7 mm at maximum for a zero difference observation of tfg1), whereas the correction becomes
smaller in the case of single or double difference obseasmatbecause only the difference in the corrections

3 http:/ligscb.jpl.nasa.gov/mail/igsmail/2006/msg00I8mi
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for both stations and both satellites has to be taken intowadc In the case of GPS, general relativistic cor-
rections due to other masses than the Earth (i.e., Sun, Mi@mets) have not to be taken into account. Fur-
thermore, the gravity field of the Earth causes relatigipgrturbations on the satellite orbits, but these per-
turbations have to be considered already in the equatiorotibmof the satellite, and not in the observation
equation. An extensive expression for this effect is givethe IERS Conventions 2008/¢Carthy and Pe-

tit, 2004) and an approximation with a numerical value of about 3 *°1s? can be found irHofmann-
Wellenhof et al. (1994 Finally, as the satellite clock and the receiver clock acxing with respect to each
other, the so-called Sagnac effect has to be consideredtAematical expression is given Bshby (2003)
Therein, further explanations including mathematicalregpions for all relativistic effects influencing GPS
can be found.

Finally, the last two terms in (3.1) represent those parta GPS observation that are difficult to model.
First, multipath effectsé p,,,; depend on the environment of the antenna. Thus, they difben tation to

station and a general modeling is difficult. And, not to fet,ghe measurement err@ri is present in every

observation but not predictable, so that a comedirm cannot be quantified.

3.1.3 Global GPS solutions from thel GS

For high-precision applications in geodesy and geodynsuaiglobal network of about 350 stations can be
used. This continuously measuring network is one compooifethie International GNSS Service (IGS) that
started its routine operation on January 1, 1994. Besideadatwork of GPS tracking stations, ten Analysis
Centers, several Associate and Regional Analysis Cerftars,global Data Centers, a Central Bureau, a
Governing Board and occasionally established Working @soand Pilot Projects are forming the IGS
structure. For a detailed description of the single comptsand their tasks it is referred to th@S Terms

of Reference

According to the IGS Strategic Plan 2002-2007 publishedngl®S Central Bureau (2002l “... activi-
ties aim to advance scientific understanding of the Earsitesy components and their interactions, as well
as to facilitate other applications benefiting societydr Bupporting the broad spectrum of scientific and en-
gineering applications of GPS, the Analysis Centers géaensscellaneous products that are provided rou-
tinely to the scientific community:

— GPS and GLONASS satellite ephemeris,

— Earth rotation parameters,

— IGS tracking station coordinates and velocities,

— GPS satellite and IGS tracking station clock infafion,

— station-specific troposphere estimates (zenith gatays, gradients),

— global ionospheric maps.
Special processing strategies are required to procesdalgietwork of GPS stations and to derive high-
quality products. Detailed descriptions of the differerdgessing strategies of the IGS Analysis Centers can
be found in the yearly technical reports, e@qwey et al. (eds.) (2004) in the regularly updated analysis
center description files located on the Wweb

One of the products that should be mentioned here is the wsekition for the positions of the IGS track-
ing stations together with the Earth rotation parametefg-pole and their time derivatives ah@®D). Each
solution comprises one set of station coordinates and daily of Earth rotation parameters derived from
the observations of the week in consideration. Such a ty®lotion is provided by each Analysis Center
using a special file format named SINEXhe abbreviation SINEX stands for “Solution/Software IN-
dependent EXchange” and indicates already the intentiahisffile format. It has been initiated
originally by a working group of the IGS to enable an exchan@¢he individual IGS Analysis
Centers’ solutions including the full variance-covariamaformation that is necessary to reconstruct

4 http:/ligscb.jpl.nasa.gov/organization/bylaws.htmi
5 ftp:/ligscb.jpl.nasa.gov/igscb/center/analysis/
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the free normal equation system (€&ewitt et al., 1994 This implies that the a priori values of all
parameters and the full matrix of constraints applied toegate the solution are stored in SINEX
besides the solution itself and its variance-covarianciixn the meantime, the other internation-
al services dealing with the space-geodetic techniquasglyathe International VLBI Service for
Geodesy and Astrometry (IVS), the International Laser Rap§ervice (ILRS) and the Internation-
al DORIS Service (IDS), have adopted and extended the SINIEXdt for their special purposes so
that the IERS Analysis Coordinator initiated a unified fatnaescription in order to have the basis
for the combination projects within the IERR@thacher et al., 2002The main new feature is the
possibility to directly store a datum-free normal equasgatem if the user is not interested in a so-
lution. Due to this possibility, the two matrix inversionsr fgenerating a solution on the one hand
and re-invert the variance-covariance matrix stored inE3{No get the normal equation matrix on
the other hand, are avoidethe actual format is version 2.02 (s#€RS Message No. 193An extensive
format description can be retrieved via the web-site of RS Analysis CoordinatidnAs the SINEX for-
mat encourages the delivery of the complete variance-@wee information, it is possible to derive the
original normal equation systems (free of constraintslbweekly solutions of all Analysis Centers and to
re-compute, respectively combine them. Such a procedutenis, e.g., at NRCan (Natural Resources Cana-
da): Their combined solution represents the official wedldS product for station coordinates and ERP
arising from a combination of the solutions computed by tealsis Centers and two Global Network As-
sociate Analysis Centers (sEerland et al., 200D Preliminary combinations were already performed since
GPS week 1000 (March 7, 1999), but starting with GPS week 1B8&0ruary 20, 2000) the weekly com-
bined solution became an official IGS product.

The combined troposphere parameters released by the |@&Sdoy week are another product of interest for
this thesis. The launch of weekly final troposphere prosluas supported by the “IGS Troposphere Work-
ing Group® established in 1998. Based on the submissions of the indiVitf3S Analysis Centers, two-
hourly combined troposphere ZD estimates are providedorliog toGendt (2001)the overall agreement
of the individual contributions is at the level36 mm.

3.2 Very Long Baseline Interferometry (VLBI)

3.2.1 Technical description

Very Long Baseline Interferometry (VLBI) is a purely geomesl technique. The radio waves of extraga-
lactic radio sources, so-called quasars, are observeddpsy lalescopes. The frequency band of the emitted
radio waves covers a broad spectrum (6 — 67 cm wavelengtifpbgeodetic applications mainly two fre-
guencies are used: 8.4 GHz in the X-band (corresponding5t@r8. wavelength) and the S-band with 2.3
GHz (corresponding to 13 cm wavelength).

According toCampbell (1979n diameter of several kilometers would be needed with orglestelescope
to achieve an acceptable resolution, since the resolufientelescoper is given by the ratio of the ob-
served wavelength and the diameter of the telescdpe

A
o A _ (3.10)
tel D

Using two telescopes observing the same quasar simultalya@sults in a better resolution because in this
case the diameter of the ‘telescope pair' is given by theheoigthe baseline between the two telescopes.
This fact is the theoretical background and the motivatmuade ‘very long baselines' for radio source obser-
vations. The theoretical maximum baseline length for VLBIEarth is twice the Earth's radius. The only
limitation is the requirement that the quasar miswsianeously visible from both telescopes.

6 http://www.iers.org/products/2/10990/orig/messades.ixt
7 http://tau.fesg.tu-muenchen.de/~iers/web/sinex/dbphp
8 http://www.gfz-potsdam.de/pbl/igs_trop_wa/index [GSOP_WG.html
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The precondition for such a connection of two telescopethét,the signals are recorded together with very
precise timing information, so that the signals can be tated later on. More information about the corre-
lation procedure can be foundSovers et al. (1998)

Hence, by observing quasars, VLBI gives access to the @idlesterence system, which is realized by de-
fining coordinates for the quasars (right ascension andirdgion). The motivation for using quasars in-
stead of stars in the Milky Way Galaxy or satellite orbits éofundamental reference frame is described in
Cannon (1999)The fact that the positions of the quasars can be treatdgeasrhakes them suitable for re-
alizing an inertial reference system. The realization usihin the IERS is named International Celestial
Reference Frame (ICRF)la et al. (1998)ssued positions of 608 extragalactic radio sources asdrihial
ICRF was extended with 59 sources in 1999 (&sembis, 1999 The new developments and studies to-
wards future realizations of a celestial reference systarewpublished bysouchay and Feissel-Vernier
(2006) It is worthwhile to mention that VLBI is the only space-getid technique that has the capability to
establish a connection to the celestial reference systdirof fe other techniques cannot provide this link.
Therefore, VLBI is as well the only technique to determine thientation of the Earth's rotation axis with
respect to the celestial reference system, expressed asonijprecession, and the daily rotation (universal
time UT). Both quantities are part of equation (3.2) describingrtationship between terrestrial and celes-
tial reference frames. The satellite techniques only hheepbssibility to monitor the time derivatives of
these quantities, i.e., nutation rates and lenfjttap (LOD), but not the absolute values.

3.2.2 Observation equation

As already mentioned, two telescopes are observing the gaasar at the same time. Since the quasars are
extremely far away, plane wave fronts may be assumed forathie signal arriving at the telescopes. De-
pending on the orientation of the Earth with respect to theeoled quasar, the radio signal arrives at one
telescope earlier than at the other one. This time ddagirectly results from the correlation of the record-
ed signals and is the basic observable in the VLBI analysinsering the pure geometry only, the rela-
tionship between the measured time defiry the direction to the quasa® and the baselinb of the two
telescopes can be expressed followsatpuh (1987)

c- AT = —Db - . (3.11)

As already pointed out, the relationship (3.11) resultenffmurely geometrical considerations. Unfortunate-
ly, the time delaydr derived from cross correlation is corrupted by severalotéféhat have to be dealt with

in the VLBI modeling and parameter estimation procéasvers et al. (19983ubdivide these effects into
seven categories: baseline geometry (geometric delayh Besital motion, gravitational delay), station po-
sitions (tectonics, tidal and non-tidal motion), Eartheotation, quasar source structure, antenna structure,
instrumentation and atmosphere (troposphere, ionosphdre authors summarize as well the maximum de-
lay that is caused if the respective component is omittetiénmbodel. Including the most important effects
in the VLBI observation equation and expressing them syioaly as correction terms similar to the GPS
observation equation (3.1) yields a simplified expres$aran observation of the telescopsndB to the

quasaQ:

c-ATRg = (“Reop . a Ta T Reop 5 'g) e?
C-oty, — 6ptrop,A - 6pion,A - 6preI,A - 6pant,A
+ C'(StB + 6ptrop,B + 6pion,B + 6preI,B + 6pant,B. (3.12)
+ e(A?B

The first line of the expression (3.12) corresponds to threlgigeometrical representation discussed before.
In principle, the baseline vectdwrcan be derived from the difference between the positionovect andrg

of the two telescopeA andB, respectively. However, normally the position vectors lo§erving stations are
given in a terrestrial reference frame, whereas the doedbt the quasag® is given in an inertial reference
frame. For computing the inner product between the basgtetor and the direction to the quasar it is re-
quired that both vectors are expressed in the same refefieme. Consequently, one of the vectors has to
be transformed. As the relationship between the terréstiierence frame and the inertial reference frame is
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described by the Earth orientation parameters the tramsftion matrixReop is identical to that in (3.2) al-
ready given in the context of the GPS observation equatioBhapter 3.1.2 However, it is important to
mention that the two matrices to transform the position wexof the two stations are not identical because
Reor is time-dependent. Therefore, the transformation mataicto be computed exactly for the epoch when
the signal arrives at the respective telescope and, nornthkkse epochs differ for the two stations by

Q
ATAB?EO.

The correction termsd t 4, 6 tg for clock errors at the stationsy o, ar 0 Pyop g for the troposphere

delay, 6pion o OPion g for ionospheric refraction andp, o, 6P g for the relativistic correction

in the observation equation (3.12) for VLBI are comparabl¢hiose terms given for GPS in (3.1). There-
fore, it is referred taChapter 3.1.Zor a description of these corrections. The main differelneveen the
two equations is that two stations have to be taken into atdou VLBI, thus, only the difference between
the station-specific corrections is present in the obsemaThis situation corresponds to GPS if single-dif-
ference observations are formed instead of using only the-diéference observation between one station
and one satellite. To further comment on the equivalenceftarences between VLBI and GPS it must be
stated that the troposphere influence is the same for GP¥aRtbbecause both techniques use microwave
signals. As already explained @hapter 3.2.1geodetic VLBI observes on two frequencies, thus, sinylarl
to GPS, the ionospheric refraction can be determined $swih, 198) The treatment of the relativistic
corrections for VLBI is explained ilschuh (1987as well. According to his work, the relativistic influence
due to the gravitation of bodies in our solar system has toppdied for the moon and the planets only, if
the signal path is very close to their center of mass, whdmahe sun the correction is absolutely neces-
sary for all observations. This situation is contrary to Haellite techniques where the Earth is the only
body whose gravity field causes a relativistic delay of tigmal. Of course, the relativistic effects concern-
ing satellite clocks and satellite orbits mentioime@hapter 3.1.2are not relevant for the VLBI analysis.

The remaining station-specific term®p ., A, 6P, g iNclude all corrections related to the antenna struc-

ture comprising temperature-depending deformation, itathonal sag and antenna axis offsets. The latter
have a similar effect on VLBI solutions as the phase centgatians of GPS antennas have. In most cases
the manufacturer of the telescope does not provide anyriretion about the axis offsets, thus, they must be
determined either by local surveys or by estimating thema$iLBI observationsSteinforth et al. (2003)
and Eschelbach and Haas (2008pcumented the local surveys at Ny-Alesund and Onsalagctsply,
dedicated to the determination of the antenna axis offéet®ng others, the antenna axis offsets for Algon-
quin Park, Gilmore Creek / Fairbanks, Kokee Park and Westigere estimated by the analysis groups at
Goddard Space Flight Center (GSFC) and Bundesamt fur Kapbge und Geodasie (BKG) using VLBI
observations. However, tH¥S Analysis Coordinator (2005)lerts that these estimated offsets have to be
used carefully because, usually, the values differ by famfthose derived by local surveys. Therefore, as
the axis offsets determined by local surveys are more felititey should be used in any case if they are
available. An actual list of all antenna axis offsets is jpded by thelVS Analysis Coordinator (2005)Re-
garding the thermal deformation of the VLBI antenna and #sailting displacement of the reference point,
Nothnagel et al. (1995)arried out first studies and developed a model for the Ibeajht calibration of the
reference point at the Hartebeesthoek radio telescop¢hdfarore, they tried to estimate thermal parame-
ters from VLBI data but it turned out that the quality of theaat that time was not sufficient and, more-
over, the complicated structure of the telescopes inhibithrect estimation of reliable expansion coeffi-
cients. Nevertheless, the investigations have been emdisuccessfully so that nowadays the IERS Con-
ventions 2003 (sekicCarthy and Petit, 2004provide a model for the effect of thermal deformation on the
VLBI delay measurements. Quite recent/resnik et al. (2007presented a new method to model thermal
deformations of VLBI antennas.

Q
AB

cated before, this list can be extended if a modeal correction value is available for other inflaes.

Finally, the errorse ;. in the observation conclude the list of correction terms3iri2) but, as already indi-

9 http://giub.geod.uni-bonn.de/vlbi/IVS-AC/data/agiésets.html
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For a more elaborate description of the VLBI observationuding a detailed formulation of all influences
mentioned above it is referred to basic VLBI literature,.e@ampbell (1979)Schuh (1987)Sovers et al.
(1998)or Tesmer (2004)

3.2.3 Global VLBI solutionsfrom thelVS

By means of the observation equation (3.12), the three maianpeter types that can be determined by
VLBI are visible: the celestial reference frame, the teriabreference frame and the Earth orientation pa-
rameters as connection between both reference frames. daatage of VLBI compared to GPS is the
length of the time-series for all parameters, as the geodgiplications of radio interferometry started al-
ready in the 1970s. In the starting tim@ampbell (1979plready indicated the possibility to apply geodetic
VLBI experiments for geodetic as well as geodynamic studittee accuracy is sufficient. In the meantime,
the potential of VLBI has rapidly increased as it is docurednin, e.g.,.Schuh (1987)Campbell et al.
(1992) Sovers et al. (19985chuh (2000)Thus, VLBI can deliver long time-series for all parametefrin-
terest in geodetic and geodynamic applications, e.g.,gd@mim baseline lengths as an indicator for plate tec-
tonics, or the fluctuations in EOP for a better understagaiithe dynamic behavior of hydrosphere, atmo-
sphere and the Earth's interior. Regarding the EOP, the \doBtribution toUT1 and the nutation angles
has to be emphasized because they can be delivered, in dntabsense, solely by VLBI. Furthermore,
VLBI is the only technique to provide a stable inertial refiece frame for long-term studies. And, finally,
troposphere and ionosphere estimates can contribute tisptrare studies. In order to better coordinate the
activities in view of geodetic and geodynamic applicatioh¥LBI, the International VLBI Service for Ge-
odesy and Astrometry (IVS) was established in 1999. Therozgtion of the IVS is similar to that of the
IGS since the IGS was the first service established for tlaeesjgeodetic techniques and its success encour-
aged the other techniques to follow suit (&e&hliter and Behrend, 20p7The main products are the celes-
tial reference frame and the monitoring of the Earth's roteéxis. Whereas the ICRF was derived from one
solution, i.e., the analysis grola et al. (1998) the official IVS time-series of EOP evolve from a combi-
nation of several analysis center solutions, performedhleylV'S Analysis Coordinator. The procedure is
outlined, e.g., ilNothnagel et al. (2006)

The goals of the IVS concerning products and observing pragmwere reviewed thoroughly in 2001 by the
“IVS Working Group 2 for Product Specification and Obsegyidrograms”. Its final report b$chuh et al.
(2002) summarizes the present status of international VLBI a@isiincluding the quality of the products
and compiles suggestions for future observing prograncbntaogical improvements and further changes.
From the investigations of this working group it turned duwttan intensification of the observing program
towards continuous observations is essential for incngasbie product quality. Unfortunately, the actual ob-
serving prografi is far from continuous observations. At the moment, regakmervations for 24 hours are
scheduled only twice a week, i.e., the so-called rapidargand sessions R1 and R4, each session with sev-
en participating stations at maximum. The assembly of piatlestations for the two sessions is illustrated in
Fig. 3.2a-b using bold lines to connect the stations thairasleded every week and dotted lines for those
that participate only occasionally. As a consequence, oméiguration of the R1 network (and the R4 net-
work) is not the same every week. Additionally, there arey@nfew overlapping stations observing in the
R1 as well as in the R4 sessions.

To come up to the requirement of continuous observationsifist of the geodetic and geodynamic applica-
tions, the IVS is organizing special campaigns from timeneetthat are providing continuous observations
for a time span significantly longer than 24 hours, usuabtihg two weeks. This type of session is named
CONT. Further details will be given i€@hapter 4.1as the work presented here fully bases on the data of one
of the CONT campaigns, namely the campaign thatsehsduled for October 2002, i.e., CONTO?2.

Besides special sessions devoted to the CRF, regionastieateeference frames or technique improvement
studies, there are two important sessions to monhifbt, the so-called “INTENSIVES”. Seven days a week,
one baseline is observing for one hour. Two different bassliare selected, one is Wettzell — Kokee Park
(observing five times a week), and the other one is Wettz&bukuba (observing twice a week). Both base-
lines have in common a large east-west extension and therdfey are well-suited for monitoring the rota-
tion of the Earth. The results of both baselinegdite well as it was pointed out Hischer et al. (2003)

10 http://ivscc.gsfc.nasa.gov/program/index.html
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IVS R4 Network

Figure 3.2: Networks of the IVS rapid turnaround sessi@)dR1 sessior)) R4 session. (provided by A.
Nothnagel, GIUB)

As already mentioned above, the troposphere influence¥ltB¢ measurements and must be treated in the
analysis, e.g., by mapping all troposphere delays gatHevetdobservations at different elevation angles to
the zenith and estimate troposphere zenith delays plusegitad The “IVS Pilot Project - Troposphere Pa-
rameters” was set up to compare and combine tropospheneag¢ss from different Analysis Centers. Since
the Pilot Project proved to be successful, it was decidedlease combined troposphere parameters (hourly
zenith delays and daily gradients) as an operational IV8ym starting July 2003. For more details it is re-
ferred to Schuh and Bohm (2003furthermoreHeinkelmann et al. (2007)rovide a long time-series of
combined troposphere zenith delays covering the-8pan 1984 to 2004.

Preparing for the future, the IVS established the workirmugr“VLBI2010” to examine the current and up-
coming requirements for geodetic VLBI systems. The recongagons made in the working group report
by Niell et al. (2005)embrace improvements concerning construction of antemedaork design, observ-
ing strategy, assessment of the error budget, correlatioreps, and analysis. All recommendations aim at
the three major goals that turned out from the report of th® Working Group 2 and that are put in the
game by the IAG project GGOS, i.e., a 1 mm long-term accuremytinuous measurements and rapid prod-
uct generation.

3.3 Satedllite Laser Ranging (SLR)

3.3.1 Technical description

The basic principle of laser ranging in general is very senfhort laser pulses are emitted in direction to a
target equipped with retro-reflectors, the signal is i@fe back to the laser telescope and detected there. At
the time the laser pulse is emitted, a timer starts until #flected signal is detected at the laser telescope so
that the elapsed time is the traveling time of the laser pfits®m the telescope to the reflection target and
back again to the telescope. Two different types of reftectargets are used in space-geodesy: On the one
hand, artificial satellites are equipped with retro-reftes and, on the other hand, several reflector arrays
have been positioned on the surface of the Moon. Hence, siee tanging technique for geodetic applica-
tions is divided into Satellite Laser Ranging (SLR) and Lunaser Ranging (LLR). The latter does not play
an important role for the presented work, thus, the follapdescriptions will be restricted to SLR but many
facts apply to LLR as well, of course. For more details abduR]its specialties in the analysis and the
main contributions to space-geodetic applicatioms ieferred tMuller (1991)

Regarding SLR, the satellites are either developed soteliaber ranging duties or their primary task is an-
other scientific topic but they are equipped with retrdeefors and SLR is used as instrument for the orbit
determination. Concerning this second group of satellites gravity missions “Challenging Minisatellite
Payload” (CHAMP) and “Gravity Recovery and Climate Expeginti (GRACE, consisting of two satellites,
i.e., GRACE-A and GRACE-B following each other) as well as #itimetry satellites TOPEX, Jason-1 and
Envisat-1 must be mentioned. However, only the passive gj@ndatellites launched solely as a target for



3.3 Satellite Laser Ranging (SLR) Page 37

SLR play an important role in the framework of this thesisréjehe two LAser GEOdynamics Satellites

(LAGEOS) have to be mentione@ohen and Smith (198%ive a characterization of both satellites. The
spherical satellites with a diameter of only 60 cm were dayed exclusively for laser ranging and are

equipped with 422 corner cube reflectors. The altitude oualb000 km is one of the characteristics impor-
tant to be mentioned here, because this altitude was chogexuce the atmospheric drag in order to get a
stable orbit modeling. LAGEOS1 and LAGEQOS2 are in orbit 8id®76 and 1992, respectively. The only

difference between both satellites is the inclination: LA@S1 has an inclination of 109.84° whereas the in-
clination of LAGEOS?2 is significantly smaller with 52.648ince 1964 when the first satellite equipped

with retro-reflectors was tracked by an SLR station, abdutferent satellites have been tracked in total
until now.

In order to distinguish SLR from the other techniques déscribefore, the laser technique is working in the
optical frequency band whereas VLBI and GPS (and DORIS, @#o®@)using microwave signals. The wave-
length used by most of the SLR observing stations is 532 nen@subo and Appleby, 20D3The draw-
back of employing optical signals is that an inter-vistyilbetween the emitting and the reflecting unit is re-
quired. Hence, clouds above an SLR station disaitiesrvations to satellites.

An elaborate review of the developments regarding SLR dlinly detailed background information about
the laser technique itself is givenSeeber (1993)r byDegnan (1993)

3.3.2 Observation equation

The basic observable of SLR is the measured time differeniebetween the emission of a laser pulse and

its reception at the statioA after the reflection at the satellite Multiplying this time interval with the
speed of light yields the two-way distance between the station and thdlisatelowever, the obtained dis-
tance cannot be considered equal to the purely geometigtahde derived from the positions of the station
and the satellite, but some correction terms have to be takenaccount comparable to the other space
techniques:
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The first line in (3.13) represents the purely geometricat pvith station position and satellite position in
the same way as already explained for GPS in equation (3h#)only difference is that the station position
in (3.13) is computed for the same time as the satellite jposit.e., the time of reflection of the laser pulse
at the satellite. In an ideal case, the epoch of reflectiaon the middle between the emission and detection
of the laser pulse at the station. The terms listed in thergktine contain all correction terms that are rele-

vant for an SLR observation including the measurementaarair. The relativistic corrections p,, are

similar to those of GPS so that it is referredGbapter 3.1.Zor an explanation, but with one exception: the
corrections concerning satellite clocks are navaht for SLR.

Similar to GPS and VLBI, an SLR observation has to be corcefite troposphere disturbances as well but
the correctioné Ptrop in (3.13) is different from that for GPS and VLBI contained(B11) and (3.12), re-

spectively. As SLR bases upon optical instead of microwayeats the troposphere delay has to be mod-
eled in a different wayMarini and Murray (1973)developed a model that is commonly used in the SLR
analysis to correct for the troposphere disturbances. Mewdés zenith delay and mapping function do not
apply to all wavelengths used in modern SLR, and, additlgntde model is valid only for elevations above
10°. A first improvement has been achieved with a new mapfungtion provided byMendes et al. (2002)
that is valid for elevation angles down to 3° and can be usemmbination with any model for the zenith
delay. As a next stepvlendes and Pavlis (2004uggest the development of more accurate models for the
zenith delay that are applicable to the full range of wavglles used in modern SLR systems. Since the tro-
posphere refraction is dispersive at optical wavelendgh®& observations at two different wavelengths al-
low for the determination of its influence. The procedurednparable to the determination of the iono-
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spheric influence for microwave techniques ($&®apter 3.1.2 The derivation of the dispersive delay of
two-color laser range observations is given by, €Riepl and Schliter (2001r Hulley et al. (2004)How-
ever, routine two-color laser observations are carriedabthe moment only at the stations Matera (ltaly),
Zimmerwald (Switzerland) and TIGO/Concepcion (Ch{eeMendes et al., 2003

Station-specific range biase§ p,;, are set up in the SLR analysis to account for a constant offfiset

tween the theoretical and the measured distance from thersta the satellite. Followingchillak (2004a)
the systematic effects that can be compensated by estgratiange bias are manifold if they are not cor-
rected separately. Just to mention the grouping for suath édreffects and give some keywords that are ex-
plained at length bySchillak (2004a) environmental effects (e.g., atmospherical model, metegical
measurements), systematic errors within the SLR system, (ealibration with ground targets, signal
strength variations, mount eccentricities, time intea@lnter) and systematic errors in the timing unit (e.g.,
frequency standard, connection to the UTC system) can daases. The author gives more detailed infor-
mation about the characteristics of the systematic efféfoesr order of magnitude and how they are handled
at the station Borowiec. According to his studies, the mogtdrtant systematic deviations are due to defi-
ciencies in the atmospheric model Marini-Murray (see abavel the uncertainty in the location of the re-
flectors w.r.t. the satellite's center of mass.

The latter effect is similar to GPS: The reflection point bétsignal at the satellite is not identical to the
center of mass (CoM) where the satellite position vectaefers to. Thus, the correctiod p, is ac-

counting for this difference. HoweveQtsubo and Appleby (2008)emonstrate that a constant value, as it
has been used since the very beginning of SLR observat®nst iacceptable anymore if millimeter accura-
cy is desired. In fact, the CoM correction strongly dependshe laser ranging system and the detection en-
ergy level. For more details it is referred to the studie®tfubo and Appleby (2008)here they determined
CoM corrections for the three satellite types LAGEOS, ETAL&nd AJISAI distinguishing between three
types of SLR systems. According to their studies, the ctioewaries by about 1 cm for the LAGEOS sat-
ellites and 5 cm for AJISAI and the ETALON satellites, clgadkemonstrating the error that will be intro-
duced into the solution if a constant value is used

As for the other techniques presenteddhapter 3.1and 3.2, the above descriptions should only introduce
the SLR technique in view of an inter-technique combinatiwhereas further information about the tech-
nique itself, the mathematical model and the analysis @®can be found in, e.gSeeber (1993) Degnan
(1993) Schillak (2004apndSchillak (2004h)

3.3.3 Global SLR solutionsfrom thelLRS

The International Laser Ranging Service (ILRS) was esthbll in 1998 as the second technique-specific
international service following the IGS. The organizatissimilar to that of the IGS and the IVS and is out-
lined in, e.g.,Pearlman et al. (2002)According to the authors, the data sets of SLR and LLR olasiemns
provided by the ILRS are the basis for generating a numbeumddmental data products important for a
wide range of scientific, engineering and operati@pplications and experiments:

- highly accurate satellite ephemerides,

- polar motion and length of day,

- 3D coordinates and velocities of the ILRS traclsiations,

- time-varying geocenter coordinates,

- static and time-varying coefficients of the Eartiravity field,
- fundamental physical constants (GM),

- lunar ephemerides, libration and lunar orientaparameters.

The primary target for the ILRS and the most interestinglb® for geodetic applications in view of refer-
ence frame, Earth rotation and combination with other sp@oeletic techniques are the two LAGEOS and
ETALON satellites. But, although they have the highest fiyofor the 40 currently observing stations,
Noomen and Shelus (200Bjnphasize that nearly 30 satellites equipped with retiextfrs are actually
tracked. Besides the passive geodetic satellites (LAGEEI®\LON), Earth sensing satellites and naviga-
tion satellites are supported as well by the ILRS. Some elesnpere already given i€hapter 3.3.1and
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the ILRS websit& provides further information about the various satellitssions supported by SLR mea-
surements so far.

LAGEOS1/2 and ETALON1/2 data are regularly processed byltR&S Analysis Centers to derive station
coordinates and Earth rotation parameters on a weekly.bssibe ILRS is the Technique Center responsi-
ble for the SLR contributions within the IERS, the “ILRS Awgsis Working Group” under the coordination

of Noomen and Shelus (2008as been working towards an official ILRS solution inclugistation coordi-
nates and ERP that are combined from various input solutiefigered by altogether five Analysis Centers.
Time-series of such weekly solutions were issued for tret fime in 2003 and now cover the entire time
span since 1992. After finalizing a benchmarking, the ILRS Hecided that, starting at mid-2004, Agenzia
Spaziale Italiana (ASI) delivers the official combined IBRolution and Deutsches Geodéatisches Forschun-
gsinstitut (DGFI) acts as backup combination ce(@omen and Shelus, 2005

The ILRS Central Bureau maintains a website with generarmétion about laser ranging including the
most actual information about the tracking network, thelysis of the data and the satellite missions cur-
rently supported. Therefore, it is referred to the ILRS vilehSfor more details about the ILRS and its activ-
ities.

3.4 Differencesand similarities between the space techniques

In view of a combination of the space-geodetic techniquesvitorthwhile to add some remarks on the simi-
larities as well as on the differences between the indiith@niques. Several common features are already
visible from the symbolic observation equations (3.1)123, and (3.13) for GPS, VLBI and SLR, respec-
tively. For the terms present in the observation equatidable 3.1 distinguish whether they are handled in
a typical analysis by an a priori model, by setting up an umkmparameter, or both (i.e., apply an a priori
model and estimate corrections to this model). Crosse®sedlin brackets indicate that an estimation of
the corresponding parameter type by the space-geodetigitge is possible but does not belong to a “stan-
dard” solution.

The columns for the parameters that are normatiynaged are similar to the overview given in Tablé.

The inertial reference frame is given either by the posgiofithe quasars or by the satellite orbits, but only
the quasars allow a long-term stability. Therefore, VLBthe only technique that can provide a stable CRF,
and, thus, has access to the nutation and universal timeabsoiute sense, so that corrections to the a prio-
ri model are normally estimated. Contrary to this, the $igedlechniques can contribute only short-term in-
formation, i.e., the nutation rates dn@D, whereas the nutation akiI have to be modeled.

Besides the time-derivatives of the nutation angles @idthe pole coordinates are the only EOP that can
be estimated by all three techniques. The sameslioidhe position of the observing stations.

The atmospheric properties are common to GPS and VLBI astbotiniques use microwave signals. Con-
cerning the troposphere, an a priori model is normally aapfor the hydrostatic part and corrections are es-
timated to scope with the wet part of the troposphere delagiwis more variable and hardly predictable.
The influence of the ionosphere can be handled becausevakises for two wavelengths are available, as
already explained ifChapter 3.1.21In the case of optical observations by SLR, the impact of ttbpo-
sphere can be modeled quite well, so that no parameters adedastimated. The ionosphere plays no role
for SLR observations.

Common properties of GPS and SLR are related to the satellitées. The satellite orbits themselves are
normally handled by an a priori model and corrections eda#shadditionally to the orbital parameters. And,
due to the dynamics of the orbits, the gravity field of thetkdras to be considered in the SLR and GPS
analysis. This is normally done by an a priori model only, the estimation of low-degree spherical har-
monic coefficients is possible.

Finally, the relativistic corrections as well as those tenelated to the behavior of the antennas (ground an-
tenna and satellite antenna or reflectors) have to be modetall three techniques, and the behavior of the
clocks belongs to the parameter estimation foteahniques.

11 http://ilrs.gsfc.nasa.gov/satellite_missions/indieml
12 http://ilrs.gsfc.nasa.gov
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Table 3.1:Differences and similarities between the space-geodeticrtiques concerning the a priori mod-
eling and the estimation of parameters in the asialpf the observations.

Parameters and correction VLBI GPS SLR
terms in thetic())k?]sservation €qua mModel Estimate Model Estimate Model Estimate

Quasar positions ® X (X)
Nutation Ag, Ay X X X X
Nutation rates X X X
UT1-UTC X X X X
LOD X X X X X X
Polar motion Xp, Yp X X X X X X
Station positions Lk, rs X X X X X X
Gravity field X X) X X)
Troposphere Dhrop X X X X X
lonosphere Pon X X (X)
Satellite orbits P X X X X
Antenna / reflector gy X X X

Pant

Pcom
Clocks Ot, Dbias X X X
Relativity Drel X X X




4 Description of the data

The following section will describe the data sets that haserbused in the combination studies. At the be-
ginning it is worthwhile to address the CONTO02 campaignlfitseorder to emphasize its uniqueness and
importance. The goal of this introduction is to give an erplgon why this time period was chosen for the
analysis. The remaining two sections characterize thes#dtanecessary to combine station coordinates and
to validate the estimated troposphere parameters, i@l ts and data from water vapor radiometers in-
cluding meteorological measurements, respectively.

4.1 TheVLBI campaign CONTO02

The observing program of the IVS has been outlined alreadyhiapter 3.2.3 Summarizing the major dis-
advantages, the changing network and non-continuous\obgegessions cause a sub-optimal situation for
combination studies using VLBI together with other spaeedgtic techniques. In order to avoid this prob-
lem and to demonstrate the remarkable capability of VLBI efedmining geodetic parameters, especially
EOP, the IVS organized a special campaign in 2002, named @2NAFith continuous observations for a
period of 15 days. The campaign started on October 16, 2002:60 UTC and lasted till October 31, 2002
at 18:00 UTC, separated into 15 sessions each lasting 24.hbhe participating stations were carefully se-
lected and, altogether, the resulting network consistagiftestations, namely Algonquin Park, Fairbanks,
Hartebeesthoek, Kokee Park, Ny-Alesund, Onsala, WestnddWettzell. Unfortunately, the global distri-
bution of these stations cannot be regarded perfect as heaeen easily on the map in Fig. 4.1. Regarding
the east-west direction only half of the globe is coverediartérms of the north-south distribution the ma-
jor part of the stations is located on the northern hemisphaore precisely, Hartebeesthoek is the only sta-
tion on the southern hemisphere. As baselines with a larggnsion in north-south direction are especially
important for a good determination of polar motion (démthnagel, 199), it is expected that the polar mo-
tion results for CONTO02 will suffer from this deiéncy in the network configuration.

Compared to the disadvantage concerning the distributfothe stations the list of advantages of the
CONTO02 campaign is much longer: Besides the continuousraibgenetwork without changes in the con-

figuration, CONTO2 provides a co-location with GPS at &ksj a co-location with SLR at two sites (Harte-

beesthoek, Wettzell), a co-location with DORIS at four sitEairbanks, Hartebeesthoek, Kokee Park, Ny-
Alesund) and, in addition, a co-location with water vapatioaneters (WVR) at Onsala, Wettzell, Kokee

Park and Westford (s&ghapter 4.3.
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Figure 4.1: VLBI network used for CONTO2.
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CONTO02 was neither the first nor the last campaign providingtinuous VLBI observations for such a
long period. The other CONT campaigns took place in Januaés YCONT94), August 1995 (CONT95),
fall 1996 (CONT96) and September 2005 (CONTO05). Thus, thet fhree campaigns provide comparably
old data sets and do not reflect the quality achievable todthgreas the observations of CONTO05 came too
late to be included in the studies described in this thesisvéver, the CONTO5 data are of high interest to
continue and extend these studies, of course. Especialgulse the network could be extended compared to
CONTO2 with three stations (see the IVS web'Sifer more information): The Russian station Svetloe, the
station Tsukuba (Japan) fills the gap in the Asian regiod,tae station TIGO/Concepcion (Chile) is a sec-
ond station located in the southern hemisphere and, furnibrey, provides an additional co-location with
SLR and DORIS. Especially the contributions of Tsukuba al&ld are highly important to get a more sta-
ble global network, which stabilizes the solution the EOP as well.

Summarizing the considerations and taking into accounhallpoints mentioned above, the VLBI data of
the CONTO02 campaign are well suited for studies in view ofgamous combination of the space-geodetic
techniques.

4.2 Local ties

An essential part in combining different techniques is ttentification of parameters that can either be
stacked or combined by using additional information (€eapter 5.1.For more details). One important ex-
ample for the latter situation is the combination of statioordinates at co-located sites. Normally, the dif-
ferent techniques do not refer to the same reference poihttharefore, the coordinates themselves cannot
be stacked directly. As a way out, known values for the tltieeensional coordinate differences between
the reference points, so-called local ties (LT), are iniasdl into the combination. The procedure is based
on the mathematical principle of relative constraints desd in Chapter 2.6.3In most cases, the LT have
been derived from local terrestrial surveys carried oubhatstations. Examples including a detailed descrip-
tion of the planning, the measurements and the analysise&ound in, e.g.Sarti et al. (2004)or the sta-
tion Medicina,Schliter et al. (2005§)or Wettzell, Eschelbach and Haas (2008)r Onsala,Steinforth et al.
(2003) for Ny-Alesund and documentations for the Australian stai Yarragadee, Mount Pleasant and
Mount Stromlo are available onlitfe(e.g., Johnston and Dawson, 200ér Yarragadee). However, the
problems concerning LT are manifold. The most importantspoaéfecting the major part of the co-location
sites, are:

— For many co-locations, the LT values are missing.
— Some values are very dubious and do not fit tsgaee-geodetic results by far.

— Statistical information, particularly the variance-adance matrix or at least the standard devia-
tion, is not available.

— A detailed documentation is missing.

— There is no central archive where all actual LT includingjtilocumentation are available and ac-
cessible to all users.

For further details it is referred to, e.d\ngermann et al. (2004pr an overall analysis of co-locations, or to
Ray and Altamimi (2005who evaluated especially the VLBI-GPS LT. Altogether, pineblems mentioned
above reduce the potential of a multi-technique combimaiecause normally the station coordinates are a
central part of the combination. In order to stress the ingrare of the LT, the IERS postulates to give the
local survey measurements the same status as the spacdigeedhniques' observations themselves. The
first time this goal was thoroughly discussed was the “IER&k¥hop on Site Co-Location”, held in Mat-
era/ltaly in October 2003, which was the first workshop dedasolely to this topic. On the one hand, the
actual situation was demonstrated by means of severalseglgnd, on the other hand, some groups that
are responsible for co-location sites presented their reéxpee with local surveys and generating LT. The
outcome and the presentations during this workshop aregeldl inRichter et al. (2005)The necessity to
build a working group to cope with all the recommendatiorsuting from the workshop became clear. In
the mean time, the “IERS Working Group on Site Survey andd@adion” has been established and it push-

13 http://ivscc.gsfc.nasa.qgov/program/cont05/
14 ftp://ftp.auslig.gov.au/sgac/sinex/ties/
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es and coordinates activities related to local surveys-fd@ion sites including guidelines for the analysis
and the disposability of the appropriate informatjseeDawson, 200b

Concerning the CONTO2 stations, the basic local tie infdiomawas taken from a list compiled for the
ITRF computations available at the IERS ITRF Product Cemtethe Institut Géographique National
(IGN)*. The latest compilation includes LT for all GPS-VLBI co-aimns relevant for CONT02. One spe-
cial comment must be added concerning the local tie for Ké¥a&: The value from the ITRF list was cor-
rected by4AN = 27 mm,4E = 24 mm anddU = 11 mm for the north, east and height component, respective-
ly. The corrections were taken frolfSMAIL-4151° announcing that a jump of the afore mentioned size
has been recognized in the IGS long time-series. The jumpredafter a change of the GPS antenna and
the removal of the radome in September 2002 just before CQNAS a re-analysis using the corrected site
eccentricities for the new GPS antenna without radome isamatlable, the correction of the old local tie
values by the “known” jump seemed to be the best method t®veta usable value for the combination al-
though the jump belongs to the eccentricity vector betwbemtarker and the antenna reference point rath-
er than to the LT, of course.

All co-locations for the CONTO2 analyses and the approgri@tal tie values are summarized in Table 4.1.
The numerical values are given in a geocentric systeynz. Additionally, the summary includes the corre-
sponding height difference because this is relevant if tbpasphere zenith delays derived from VLBI and
GPS are combined. The theory for this task is comparableogetbf the LT (se€hapter 2.6.3 A detailed
description of the handling of troposphere ties is giverCimapter 5.1.1followed by various examples of
combination results i€hapter 6 Finally, the last column in Table 4.1 shows the three-disi@mal distance
between the reference points to give an idea hothéatwo instruments are separated.

Unfortunately, there are only two stations amongst theteBf?S-VLBI co-locations that assemble all three
techniques, namely Wettzell and Hartebeesthoek. Howéwere are additionally eleven GPS-SLR co-loca-
tions within the networks chosen for the analyses: Borowk@ct Davis, Grasse (two SLR sites), Graz, Her-
stmonceux, Monument Peak, Potsdam, Shanghai, Tahiti, M\{geh and Yarragadee. Fortunately, the LT
values are available at the ITRF web-site for all co-logaiavith SLR mentioned above. Hence, altogether
14 GPS-SLR co-locations can contribute to the combinate@a #ink between the networks of these two
techniques whereas VLBI and SLR are tied together mainlyGR&. However, contrary to the GPS-VLBI
co-locations for CONTO02, the network of GPS-SLR co-locagistrongly varies from day to day and the
maximum number of 14 co-locations is not available for any @e Table 4.2). In view of combining SLR
with the other techniques on a daily basis, this situatioy n@se problems because the network of co-lo-
cations that transfers the datum information between ttienigues is not homogeneous. Thus, the stabiliza-
tion of the combined solutions concerning the datum pararsgtranslations and scale) due to including
SLR is attenuated for daily solutions. Fortunately, theation is much improved if weekly solutions are
considered as Borowiec, Shanghai and Tahiti are the onlgeations that are not common to both weeks.
Shanghai can be employed as co-location only id#hday solution.

15 http://itrf.ensg.ign.fr/local_surveys.php
16 http://igscb.jpl.nasa.gov/mail/igsmail/2002/msg0048ml|
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Table 4.1:Co-locations and the corresponding geocentric LT infoipraused in the analyses (values are
given in [m]).
Station name DOMES Techniques Local tie (geocentric) dH Distance
+ GPS-ID dX dy dz

- gonauin Park | 40104MO02GPS 7262) 94756  61.021  6.665 -23.100 112.901
Egg‘i"iec 12205'\5"885 (SELPS (7811) 25.767  -72.908  -0.324 1717  77.328
Eijlrga”ks 40408'\5"883 SLP; (7225 741410  49.2757 -31.2367 -13.0558 94.3436
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Table 4.2:GPS-SLR co-locations available for daily and weekly sohgi “G” and “S” means that only
the GPS site or the SLR site, respectively, islalvia for that day.

Station Day of the year Week
290 291 292 293 294 295 296 297 298 299 300 301 302 303 W1 W2
BOR1 X X
MDO1 X X X X X X X X X X X
GRAS X X X X X X X X X
GRAS-L X X X X X
GRAZ X X X X X X X X X X X X X X X
HRAO X X X X X X X X X X X
HERS X X X X X X X X X X
MONP X X X X X X X X X X X X X X
POTS X X X X X X X X
SHAO G G G S S S
THTI X X
GODE X X X X X X X X X X X
WTZR X X X X X X X
YAR2 X X X X X X X X X X X X X X

4.3 Water vapor radiometers and meteor ological data

The space-geodetic techniques VLBI, GPS and DORIS are mobfity techniques to yield information
about the water vapor content in the troposphere. Othenigaés like water vapor radiometers (WVR) or
radiosondes can deliver similar information but only a fewhese instruments are available. The Onsala
Space Observatory in Sweden is one station that operatesR &M, additionally, has access to radiosonde
measurements. The comparisons between the differentinsits (space-geodetic technigues, WVR and
radiosondes) carried out l@yradinarsky (20025how a rather good agreement so that each of the techniques
can be used to control and validate the others. Similar asudere done biiell et al. (2001)for the station
Westford. The possibility of validating the tropospherg¢ireates from VLBI and GPS with independent
techniques was used for the CONTO02 analyses as wellGhapter 5.2.2 Albeit radiosonde measurements
were not available for the studies, several WVR were placesketected stations during CONTO02. Altogeth-
er four stations were equipped with a WVR: Ons@lattzell, Kokee Park and Westford (see Table 4.3).

4.3.1 WVR measurements and their pre-processing

A WVR measures the sky brightness temperature at differeguencies. The three major constituents of
the atmosphere (i.e., oxygen, water vapor and liquid wéi@vg a unique and distinguishable frequency-de-
pendency resulting in a different sky brightness tempeeatlihus, each contribution to the total sky bright-
ness temperature measured by the WVR can be separated feaothiérs if measurements at different fre-
guencies are carried out (s&dgered et al., 19911 Gradinarsky (2002)ives the two frequencies for the
WVR operating at Onsala with about 21 GHz and 31 GHz. Therlatteresponds to the frequency that is
more sensitive to the radiation emitted by the liquid watbereas the former frequency is more sensitive to
the radiation emitted by water vapor. The approach to cdrttrersky brightness temperature into the wet
delay is not unique according tegered et al. (1991and has to be optimized for each particular site by de-
termining the retrieval coefficients empiricallyge relying on radiosonde measurements.

Unfortunately, the retrieval coefficients for the WVR opting at Westford are missing so that the wet de-
lay cannot be computed out of the original WVR measurememtissacomparison with GPS and VLBI is
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not possible. The availability of WVR data at Kokee Park isther limiting factor for validating the space
techniques by using WVR data: The WVR data start only on Gat@d at 23:00 UTC (= day of the year
294), so that about five days of the CONT02 campaig missing.

One general comment about the WVR measurements must be. ddadeVVR determines the wet delay in
the direction where the instrument is pointing to (azim@tleyvation). To compare these slant delays with
the results of GPS or VLBI whose troposphere delays are egpteas zenith delays, the WVR measure-
ments have to be mapped to the zenith first. The same mappngdn can be used as in the case of com-
puting the troposphere influence on space technique clseng given in Eq. (3.8), but using the relation-
ship for the wet part only:

ith —
prtl= £ 1(2) p, (2) . (4.1)

with pwet( z) denoting the wet troposphere slant delay at zenith antfiat is originally derived from the

WVR measurementSpjvirt"th denoting the corresponding wet troposphere delay in zatiidction, and

fwet( Z) is the mapping function for the wet part of the troposphereydeéMany mapping functions are

available but, to be consistent with the space-geodethinigoes, it is reasonable to use that applied in the
GPS and VLBI analysis for the WVR measurements as well. Timgsmapping function described bjell
(1996)is employed for the analyses presented in this thesis. Theetcsion from slant delays to zenith de-
lays using the given elevation angles had to be done for th&kVeMWettzell and Kokee Park whereas the
WVR data provided by the Onsala Space ObservatBlygred and Haas, 20Q3has been pre-processed so
that the wet delays were already given for thetheni

It is commented in Table 4.3 that additional rain sensorsagediable for the station Wettzell. As the name
already indicates, rain sensors detect rainfall. Thisrm&dion is useful for the application of WVR data be-
cause the wet delay measured by the WVR is reasonable ol imot raining and no water is accumulated
on the optics of the instrument (sEégered et al., 1991 Thus, the WVR data were ignored in the compari-
sons with the space-geodetic techniques if at least oneedinb sensors indicated rainfall. Unfortunately, a
comparable external rain sensor was not available for #igoatKokee Park, but the radiometer itself has
an internal sensor. Thus, this information was used to tateteliminate measurement epochs deteriorated
by rain. Figures 4.2a-b visualize the raw measurementseofMiR at Wettzell and Kokee Park, respective-
ly, and the epochs influenced by rain are indicated. As direaentioned above, the WVR measurements at
Onsala had been pre-processed so that a dataisgreencerning rain epochs was not necessary ang.mo

a) Wettzell WVR: Raw data b) Kokee Park WVR: Raw data
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é 400+ ’
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Figure 4.2: Raw WVR measurements with rain-free epochs distihgd from rain epochs:
a) Wettzell b) Kokee Park.
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After eliminating the data corresponding to rain epoch®ard step in preparing the WVR data for a com-
parison with the space-geodetic techniques is the aveayagihourly mean values to be in accordance with
the temporal resolution of the GPS and VLBI estimates (Seapter 5.1.2 In order to give an impression
how the mean values and the raw data fit together, Fig. 4agtay both time-series for all three stations
occupied with a WVR. Regarding Onsala, the sampling to lyotalues does not induce a big change due to
the original resolution of 30 minutes whereas the raw datd\fettzell and Kokee Park are originally given
with a roughly one-minute spacing. Another important featf the Onsala time-series is that the half-hour-
ly values have been provided including standard deviatidesce, the hourly mean values displayed in Fig.
4.3a are weighted mean values and their resulting stan@ardttbns were added to the plot. Unfortunately,
there are no standard deviations available for the otheMdMiR measurements. However, for the deriva-
tion of a comparable quality assessment for the hourly medumeg, every original measurement was as-
signed with the weight 1 for the averaging process, i.eresponding to a standard deviation of 1 m. Thus,
the “standard deviations” shown in Fig. 4.3b-c for the hgumean values of Wettzell and Kokee Park re-
flect the number of single measurements contributing tariban value. Such a procedure seems to be rea-
sonable in the case of a WVR as the scatter from one minutestodhRt is quite large so that a mean value
out of more data points is thought to be more reliable, egfigaivhen it is compared to the estimates of the
space-geodetic techniques later on, although these sthddwaiations should not be interpreted in an abso-
lute sense.

a) Onsala WVR: Hourly weighted mean b) Wettzell WVR: Hourly mean
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a) Onsala,b) Wettzellc) Kokee Park.

4.3.2 Special aspects concer ning the usability of WVR and meteor ology data

In contrast to the space-geodetic techniques that mealertotal amount of the troposphere delay, the
WVR is determining only the delay caused by the wet part ofttbposphere. In order to use these values
for comparisons, the wet part of the total troposphere hetetay ptzo‘iz:th estimated by VLBI or GPS must

be derived first. Equation (3.7) gives the separation inhydrostatic and a wet part. The wet part depends
on the temperature and the partial pressure of water vapmedally the partial pressure of water vapor
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shows a high variability in space as well as in time, thuswieedelay is difficult to model using meteoro-
logical measurements. If GPS or VLBI estimates are to be emathto WVR data, the wet part of the tropo-
sphere delay is obtained by computing the hydrostatic pattsaibtracting it from the total delay estimated
by GPS or VLBI. The hydrostatic delay is proportional to theat pressure and can be modeled rather well,
e.g., using the expression giventlgered (1992pr Davis et al. (1985fin millimeters):

pzenith — 2.2768- p (4.2)
hydo 71 — 0.00266+ cos (2 - B) — 0.00028 h ' '

wherep denotes the total atmospheric pressure at the ground in[iribés the latitude of the station arid

is the station height above the ellipsoid in [km]. Subtnagt{4.2) from the total delay, the remaining part
corresponds to the troposphere delay caused by the water wafhe atmosphere and can be compared to
the values derived from WVR measurements. Admigtgdlio facts have to be considered:

- Using meteorological measurements like pressure, teryerand relative humidity or partial
pressure of water vapor for computing the troposphere détdgl delay or one of the two constit-
uents) it must be considered that all meteorological gtiestare height-dependent. Therefore, in-
troducing the measurements directly into Eq. (4.2) giveshiydrostatic delay at the height of the
pressure sensor, but in general this is not identical to ¢fierence height of the VLBI or GPS
point the hydrostatic part of which should be catep.

- When subtracting the hydrostatic delay from the GPS- andldl-derived total delay, the re-
maining wet delay is identical to the WVR values$ydfiboth refer to the same height.

Concerning the first point, i.e., the meteorology sensaiiritaanother reference height than the GPS or
VLBI reference point, the measured pressure and temperatust be extrapolated to the desired height
and only the relative humiditid can be assumed to be constant close to the ground. Underetbenglition

of a hydrostatic equilibrium the meteorological quansite the height of GPS/VLBI are derived from the
measured values (index) according tdrunner (2004)

p(h) = p, — 0.034161& (h—h,) , (4.3a)

T(h=T,—T-(h—nh,), (4.3b)
H

e (h) = 1—00 " €yt (T) , (4.3c)

with p denoting the total atmospheric pressure in [mbathe temperature in [K] and is the vertical tem-
perature gradient witli = 0.00977 °C/m. As already mentioned, the relative humititis assumed to be
constant but the partial pressure of water vagp@n millibar) is not, as it depends also on the saturated va-
por pressurees, which is on its part influenced by the temperature accordntghe formula of Magnus-
Tetens:

2.3026- (0.7858-1— L)
T + 237.3) . (4.4)

e.. (T)=c¢e

sat
As regards the second remark mentioned above, i.e., the WidRhee space-geodetic techniques referring
to different heights, the additional troposphere wet déatahe layer between the two reference heights must
be accounted for in the comparisd@runner (2004)gave a formula valid for this purpose based on the theo-
ry derived bySaastamoinen (197.3)

A ___zenith zenith __ el [5383
P — = —.

wet — FPwet, wet, —2.789 T

N

— 0.7803] T-(h,—h) . (4.5)
1

1
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The indices 1 and 2 stand for values referred to either the VWYRhe space-geodetic reference point.
Therefore, the temperature and the partial pressure of wapmer first must be extrapolated to the appropri-
ate height of instrument '1' using the Eq. (4.3a-c)

Summarizing the information necessary for comparing topdsphere estimates derived by water vapor ra-
diometers and the space-geodetic techniques, thypéess have to be considered:

— Measurements of the total atmospheric pressure are ndededmputing the hydrostatic delay
(Eq. (4.2)).

— Measurements of temperature and relative humidity (aiigdgoressure of water vapor) are neces-
sary if differences in the reference heights of WVR and GR&Mmust be taken into account
(Eq. (4.5)).

— The reference heights for all instruments (GPS/VLBI, WM\RI @ressure sensor) must be known,
or at least the corresponding height differences, to be &blrrect the influence of different
heights on meteorological values (Eq. (4.3a-c)) tamplosphere delays (Eq. (4.5)) if necessary.

Unfortunately, the above demands were not fulfilled forsaditions participating in the CONTO02 campaign.
Meteorological files with pressure, temperature and regatumidity stored every few minutes (not in regu-
lar steps) are available for all VLBI sites. But in some cabesvalues stored in the files are dubious or even
missing. The pressure measurements seem to be all righeadére humidity and the temperature for Ko-
kee Park, Hartebeesthoek and Westford must be treateditpiiskeelVS Analysis Mail No. 00991, 00992,
00994, 01000, 01002Additionally, the pressure records for Ny-Alesund shawstant values for roughly
two sessions which is a questionable behaviorlig8eAnalysis Mail No. 00994

As Hartebeesthoek and Ny-Alesund had no WVR running duri@NT02, the wrong temperature and hu-
midity values and the questionable pressure values, régplgc do not matter in this case. However, it is a
disadvantage when testing different combination methodshie troposphere delays as it will be described
later inChapter 5.1.1

For the station Kokee Park the situation is more problerabiecause comparisons with WVR data are pos-
sible. Thus, the hydrostatic delay (4.2) has to be calcdlatethat pressure measurements extrapolated to
the appropriate height are needed. For this extrapolatiduyn, the measured temperature is needed in Eq.
(4.3a). Furthermore, as the reference height of the WVRediffrom that for GPS and VLBI, the differential
wet delay must be computed according to (4.5) requiringemrtemperature and humidity values. One way
out of this dilemma might be the usage of the meteorologieties stored in the WVR observation files.
The WVR itself measures temperature, pressure and hunadidystores them in the output file together
with the other measurements. The only question mark behisgtocedure is the quality of the meteorolog-
ical values provided by the WVR.

A similar situation exists for the station Westford: There &wo different sources for meteorological data,
one file stemming from the IVS CONTO02 data archive and arraslee of files has been delivered with the
WVR data. Unfortunately, they are not consistent, and atingrto thelVS Analysis Mail No. 0100¢he
meteo file from the CONTO02 data archive should be used chyefunlike this data source, the content of
the meteo files delivered with the WVR data seems to be uskldeever, for both the same problem ex-
ists: The reference height is not delivered together withdata and other sources like the IGS sitelog files
or the RINEX meteo files contain inconsistent values. Néwadess, the controversial height information dif-
fers by about 10 m and tests showed that the subsequentrin8uan the differential troposphere wet delay
according to (4.5) is clearly below 0.01 mm. Therefore, iswdgcided to simplify matters and assume the
same height for the meteorological data sensaorahé GPS antenna.

The remaining two stations equipped with a WVR during CONTQO2sala, Wettzell) fulfill the criteria
mentioned above: The meteorology files are okay and the deetbheight differences are available. Onsala
was one of the stations that answered the IVS initiative tecbinformation about the meteorology equip-
ment at each VLBI station (sd¥S-met maifrom January 14, 2004and the corresponding IVS websie

All data and their sources together with the additionalinfation necessary for comparisons of troposphere
estimates described above are summarized in Takle 4

In order to give an idea about the size of the differential dadtly according to Eq. (4.5) that should be ap-
plied when comparing space-geodetic techniques with WV, d&ag. 4.4 displays the time-series of the

17 http://ivscc.gsfc.nasa.gov/pipermail/ivs-met/20@4mdary/000007.html
18 http://mars.hg.tuwien.ac.at/~ivstrop/ivsmet.html
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correction for the relevant stations. The values given oy Bi4 are valid for a comparison between VLBI
and WVR, however, they look quite similar in the case of cormgaGPS and WVR. In the case of Kokee
Park, the meteorological values stored by the WVR itselfehbgen used due to the problems with the
CONTO02 meteo files mentioned above. Therefore, the data @tdy at DoY 295, though the very large
variations during the first two days are unrealistic and ciEsibt on the quality of the measurements, too.
The mean corrections for VLBI over the CONTO2 time span aemim, 0.7 mm and 0.6 mm for Kokee
Park, Onsala and Wettzell, respectively. Thus, the cdomestare not really large but they have an order of
magnitude that is not negligible if meaningful comparisehsuld be carried out. Due to the smaller height
differences between GPS and WVR the mean corrections for &@&38lso smaller than for VLBI: 0.1 mm
for Kokee Park and 0.4 mm for Wettzell. The WVR data providgdhHe Onsala Space Observatory refer to
the same height as GPS so that a correction ideibso this case.

Finally, a further aspect concerning the usage of metegicdbdata in the analyses presented in the follow-
ing chapters should be addressed. As already mentionedehef@ombination of the troposphere parame-
ters from GPS and VLBI is intended in the framework of thissieeIn analogy to the comparison with
WVR, the height difference between the GPS and VLBI refeegmuints and the resulting difference in the
troposphere delay estimated by both techniqgues must ba tateaccount. This is not only the case if the
troposphere delays are combined but also if they are “sihgagnpared. For computing these additional tro-
posphere delays, so-called troposphere ties, a standaa$pliere or real meteorological data can be used.
Therefore, the GPS-VLBI co-locations without a WVR runnithgring CONTO2 are listed in Table 4.3 as
well, because the meteorological data is used when troposenith delays from VLBI and GPS are com-
bined. Further details about the computation of the tropespties, their application in the combination and
comparisons and the results for the CONTO02 stations will Xydagned elaborately in Chapter 5.1.1 and
Chapter 6.

Differential ZWD: VLBI - WVR

2 T T T T T T T T

- Kokee Park
1.8r Onsala )
16k + Wettzell ‘ ’l |
1.4t . ‘ . B

N d??;‘\ A
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Figure 4.4: Differential wet zenith delay (ZWD) necessarydoect the VLBI-derived wet delay in order to
compare it with WVR data.
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Table 4.3:Data from WVR, meteorology sensors and related informafiodicators for sources of height
information:
[1] IVS-met mailshttp://ivscc.gsfc.nasa.gov/pipermail/ivs-met/20@4dndary/
[2] Summary at TU Viennéaattp://mars.hg.tuwien.ac.at/~ivstrop/ivsmet.html
[3] WAVEFRONT project

[4] IGS site log

files

[5] RINEX meteo files
[6] Personal communication with staff at Kokee Pallservatory
[7] RadCalWet observation campaign (Pottiaux et 2003)

es-

Station Source for me- Height diff. to | Height diff. to Comments
teorological meteorological WVR
data sensor
Algonquin Park  IVS-CONTO02 [4] Meteo = GPS - DoY 300 is missing
Fairbanks IVS-CONTO02 @ Not available -
Hartebeesthoek [VS-CONTO02| Not available - IVS-CONTAQ@ With artificial
values for relative humidity
Kokee Park IVS-CONTO02 |[2] Meteo — VLBI|[6] GPS — WVRIVS-CONTO?2 file only with
and =-18m =1.28m good pressure data;
WVR WVR data starts on 21-10-2002;
WVR-internal rain sensor only
Ny-Alesund IVS-CONTO02 [1],[2] Meteo — - Two sessions with constant pr
VLBI =-5.102 m sure values
Onsala IVS-CONTO02 [1],[2],[3] [3] WVR = WVR data including standard
Meteo = GPS GPS deviations
Westford IVS-CONTO02 [5] Meteo — GPS Not available CONTO2 file only with good
and =-10.22 m pressure; DoY 297 is missing;
WVR [4] Meteo — GPS Ambiguous height information
=-1.1m for meteorological sensor;
Retrieval coefficients for WVR
are missing
Wettzell IVS-CONTO02 [2], [3] Meteo — [7] GPS — WVR Two additional rain sensors
GPS=-105m =6.584 m available




5 Processing and validation strategies

It is worthwhile to address several general aspects abeuprithcessing and validation strategy applied for
the combination studies prior to the presentation and dsou of the results in the subsequent chapter. The
background for the combination on the normal equation levauding a short overview about the realiza-
tion of all relevant topics in the software that was used &hease the understanding of the analyses steps
carried out later on. The afore mentioned aspects are edtlimChapter 5.1.3succeeded by a more detailed
explanation of the daily normal equation systems espegaigherated for the studies presented in this thesis
(Chapter 5.1.2 Chapter 5.2concentrates on the methods for validating the resultsruddan the studies.
Three different types of validation criteria are mentionegolution-internal criterion for the station coordi-
nates Chapter 5.2.}, the possibility of comparing all parameter types witheznal data setsGhapter
5.2.2, and the comparison of the combined solution with the siigthnique solutionsChapter 5.2.3.

The section about the processing and validation stratefigished with some theoretical considerations in
Chapter 5.3oncerning correlations between the parameter typesdadlin the solution, as the understand-
ing of these correlations is indispensable forrppreting the results.

5.1 Processing

The explanation of the processing strategy starts with spemeral aspects related to the inter-technique
combination Chapter 5.1.) followed by a description of the daily single-techniquemal equation sys-
tems for VLBI, GPS and SLR that build the basistfe combination studie€hapter 5.1.2

5.1.1 Combination aspects

a) Level of combination

In principle, three different combination methods are fmesthe combination on the parameter level, the
combination on the normal equation level and the combinaiiothe observation level. The methods are or-
dered according to the augmenting degree of consistentygdinebe achieved solely by the method of com-
bination. The last combination type guarantees the higtmstistency because the analysis of all observa-
tions is done together with one software package, so thataatimeters of interest result directly from the
analysis process and all correlation are takendntmunt Drewes and Angermann, 2002

Contrary to the combination on the observation level, theotwo methods always consist of at least two
steps. In a first step the observations are analyzed separaiy., one analysis per technique or a separation
into different geographical regions. After these primamglgises the different parts are brought together in a
second step, the combination itself. Generally, the apalys the first step can be done with different soft-
ware packages and, if no special care is taken, this factezh to inconsistencies regarding the a priori
models, the parameterization and the processing methb@seTinconsistencies are passed then to the esti-
mated parameters and will be “averaged” in the éoailon step as they cannot be eliminated any more.

Two fundamental differences between a combination on thealequation level and a combination on the
parameter level are other possible sources for inconsigtenthe parameter types included in the combina-
tion and the datum definition. The combination on the patamlevel implies that only one parameter type
is considered. Thus, each parameter type is combined indep#y from the others so that the correlations
between different parameter types (e.g., station cootrginand EOP) are lost. On the contrary, if all rele-
vant parameters are included in all single normal equatystems, inconsistencies are avoided for the com-
bination based on normal equation systems. As regards ttendesource of inconsistencies mentioned
above, only datum-free normal equation systems resultog the first step of separated analyses are used,
if the combination is done on the normal equation level. Thmmon parameters are stacked and all addi-
tional information (mainly datum definition) is added tetbombined normal equation system whereas the
datum definition has been added for each part separategdyrin the first step if the combination is car-
ried out on the parameter level. In the latter case, the patemnincluding their variance-covariance matrix
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result from a specific datum definition that is not necebgaonsistent for all analyses parts. If these differ-
ent systems are subsequently combined some tengilbhe induced in the combined solution.

Consequently, from the point of view of consistency, the biration on the observation level is the optimal
and most flexible method to use. The remaining methods adlaigorous combination solely under some
preconditions: All relevant parameters must be includedhroon processing standards concerning a priori
models have to be applied, the set-up of the common parasrtedsrto be done identically, parameters that
are not included in the normal equation system (e.g., drpdgameters in the case of the satellite tech-
niques) should not be fixed. In general, these preconditae not fulfilled for solutions (SINEX files) pro-
vided by the international services IGS, IVS and ILRS so ¢hagjorous combination based on these data set
IS not possible. However, the combination on the obsermdéeel implies that a software package is needed
that can deal with all space-geodetic techniques on a vety level of quality which is comparable to any
existing software package specifically developed and &meahe of the techniques. This is the crucial point
why a combination on the observation level is problemattdahe moment, albeit several developments are
on the way, e.g., byAndersen (200Q)Yaya (2002)andCoulot et al. (2007)Therefore, the method of com-
bination commonly used nowadays is the combination on thmalbequation level. If detailed agreements
about the processing standards are made for generatingtirabhequation systems and if all parameters of
interest are contained in the single normal equation systém results can approach a combination on the
observation level. The work for the thesis at hand bases tlpsidea of a thorough standardization of the a
priori models and the parameterization used in the semheatalyses of the single-techniques' observations.
Thus, the technique-specific normal equation systemssah®ogeneous as possible and a rigorous combi-
nation becomes possibl®iewes, 2005 The specific details about these normal equation systemsle-
scribed inChapter 5.1.2

a) Combination of estimated parameters

Regardless of the type of combination chosen for the work, essential part is the identification of com-
mon parameterdRothacher (2002yives an overview of the parameter space for a rigorous awatibin of
the space-geodetic techniques VLBI, GPS/GLONASS, SLR, LDRRIS/PRARE and altimetry subdivided
into the parameter groups celestial reference frame, steiak reference frame, Earth orientation, atmo-
sphere, gravity field and time transfer. This compilatiesults in a large amount of parameters. However,
normally not all of the parameters listed there are inclutledombination studies. Furthermore, not all of
the techniques listed above contribute to the standard icatibns that are carried out at the moment by
several institutions within the IERS. Most of the studies dedicated only to the terrestrial reference frame
and the Earth orientation parameters. The work describeeafier is restricted to the three techniques
VLBI, GPS and SLR. Looking into their observation equatighsen in Chapter 3i.e., Eq. (3.1), (3.12) and
(3.13) for GPS, VLBI and SLR, respectively, the common patars can easily be recognized. Although
some other common parameter groups are present in more tleaiechnique (e.g., clocks, satellite orbits),
the combination studies here will focus on thediwihg parameters:

— terrestrial reference frame: station coordinatescgnter;

— Earth orientation: polar motiorx{ andy-pole),UT1-UTGC nutation (in longitude and obliquity); all
parameters including their time derivatives;

- atmosphere: station-specific troposphere ZD and hor&ariadients (only for microwave tech-
niques).

After finding the common parameters, one must think about tieey can be combined. Some of them can
be stacked directly (assuming the same reference epogh)geocenter, Earth orientation parameters and
horizontal troposphere gradients (for identical statjdnsapplying the algorithm given i€hapter 2.5 But
the station coordinates and the troposphere ZD normalbr tefdifferent points. Therefore, they cannot be
stacked directly although the potential of co-locatedss#kould be exploited. In this case, the difference
caused by non-identical reference points has to be takeraodount. For the combination studies described
in the following, the difference between the correspongagameters is constrained to a known value ac-
cording to the formulas derived i@hapter 2.6.3and all corresponding parameters are kept in the normal
equation system as unknowns. This method was already addré@sChapter 4.2 where the so-called local
ties were introduced as nominal values for the difference/éen station coordinates at co-locations. Addi-
tionally, it has already been indicated@hapter 4.2and4.3that a similar procedure is applied for combin-
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ing the troposphere ZD at co-located VLBI-GPS sites. Fa phirpose four different methods of computing
the nominal value for each co-location will be ¢gsinChapter 6.2

1) “rule of thumb”: A 10 m height difference corresponds tmab3 mm difference in the tropo-
sphere ZD (hydrostatic delay);

2) dry part according to the Saastamoinen modebusistandard atmosphere (“standard”);
3) Saastamoinen model using true meteorological (fatateo”™);
4) mean differential troposphere ZD derived from space-geodetic solutions (“solution”).

The rule of thumb mentioned in item 1) is based on the Saast@maonodel for the troposphere delay
caused only by the hydrostatic part, i.e., dependoiely on the pressupe

Py = 2277-107° p . (5.1)
The second method (“standard”) directly uses Eq. (5.1) wéilues for the pressungthat are extrapolated
to the respective heights of the two reference points,¥EeBI and GPS. Then, the difference between the
two hydrostatic ZD resulting from (5.1) is taken as nominalue for the combination. The extrapolation of
the pressure to the desired reference heiplissdone using a standard atmosphere accordifetg (1948)
with the indexr indicating the reference values of the standard atmosgbeteight and pressure, i.d, =

0 m andp, = 1013.25 mbar, respectively:

p (h) = p - (1 — 0.0000226 (h — h))** . (5.2)

The third method (“meteo”) is the most sophisticated ontales into account not only the hydrostatic part
of the troposphere delay but also the wet part, and, addilignthe derived nominal value for the tropo-
sphere tie is based on true meteorological measurememgsichsf a standard atmosphere. Formulas for the

zenith

differential zenith wet delayA p, .~ have been given already {Bhapter 4.3in view of comparing VLBI

or GPS with WVR-derived wet delays, but the differential wetay between the VLBI and GPS reference
points can be derived applying Eq. (4.5) in the same way, afse Additionally, the hydrostatic part is
needed for the purpose of troposphere tiesBandner (2004)gave a formula for this part, too:

h h h — 1
A Diyio = Piyiro, ~ Phyiro, = ~2:277-107°-0.03416: — - (h, — hy) . (5.3)
1

Needless to say that the meteorological values first habe textrapolated to the height of GPS or VLBI
employing the equations given in (4.3). The sum of the déifgiial hydrostatic delay according to (5.3) and
the differential wet delay according to (4.5) i€dss nominal value for combining troposphere ZD.

The meteorological data needed for the computations abodelee problems related to them were already
described irChapter 4.3n view of using them for comparisons between the space tqeubs and water va-
por radiometers. The problems summarized in Table 4.3 csionifarly in the computation of the tropo-
sphere ties: Dubious meteorological values and missinghbh&iformation for the sensors render the deriva-
tion of “true” values impossible. Nevertheless, for soméhaf eight CONTO02 co-locations the data are us-
able so that the differential troposphere delay caused &héight difference between the VLBI and GPS
reference points can be computed: Algonquin Park, Ny-Alds®nsala and Wettzell. As already indicated
in Table 4.3, the meteorological files for Kokee Park shaudtl be used due to wrong temperature and hu-
midity values. But the WVR running there recorded the meilegical conditions as well and these data can
be used instead, although they do not cover thdeatiroe span of CONTO02.

For the other stations, some assumptions or restrictioddchbe made in order to derive values for the dif-
ferential troposphere delay. The meteorological filesvitestford contain only good pressure measurements
(see Table 4.3) so that they are not usable whereas the leigioal records of the WVR seem to be al-
right. Unfortunately, the height of the WVR relative to thiner instruments is missing so that the meteoro-
logical measurements cannot be extrapolated to the exagtitheHowever, tests using varying heights for
the WVR showed that the influence of the height uncertaimtyttee troposphere tie can be neglected. The
reference height of the WVR at Westford can vary more thanr@00ithout having a significant effect —
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larger than 0.01 mm — on the differential troposphere ZD betwV/LBI and GPS. Such a height difference
between the WVR and the GPS or VLBI antenna seems to be wstieagtience, the reference height for the
WVR was set equally to that of GPS.

Similar tests were done for the station Fairbanks as wethaseference height of the meteorology sensor is
not available there, but the data themselves seem to beeudabfortunately, the level of 0.01 mm for
changes in the troposphere tie is already exceeded fortiaasan the reference height of the meteorologi-
cal sensor of about 20 m. This range allowed for the referbeaght is quite small compared to Westford,
but this must be explained by the larger height differendevben GPS and VLBI (about 13 m for Fairbanks
compared to only 1.7 m for Westford). Nevertheless, themisther possibility than making an assumption
about the reference height of the meteorology sensor if #ta ghould be used. Therefore, the height of
GPS was taken as reference height, though thetamagrof this setting should be kept in mind.

Finally, the humidity values for the station Hartebeeskhare artificial values (i.e. constant) for the first
three days (October 16-18) according'#%s Analysis Mail No. 1005and, additionally, the height informa-
tion is missing. Neglecting the wrong humidity values frdme first days, the test with a varying reference
height for the meteorology sensor described above wasedaotit for Hartebeesthoek as well, revealing that
a height difference of more than +/- 100 m w.r.t. GPS has naénice on the troposphere tie. Due to this
behavior it was decided to proceed in the same way as for tiex stations and assume identical heights for
GPS and the meteorology sensor.

All'in all, with the assumptions described above it is pokestb derive troposphere ties for all eight co-loca-
tions. The time-series of troposphere ties computed folh epoch of meteorological records are displayed
in Fig. 5.1. The resulting mean values over 14 days togetlir thveir standard deviation and the corre-
sponding height difference are listed in Table 5.1.

Finally, the fourth method of computing troposphere tiesbed “solution” — bases on the troposphere esti-
mates derived from the space-geodetic techniques theessdlv a first step, either single-technique solu-
tions are computed, or a multi-technique solution is comguiut without combining the troposphere ZD
(i.e., only station coordinates and EOP are combined). Ttienweighted mean biases between the GPS-
and VLBI-derived time-series are derived for each co-lmrgtand these values will be applied as tropo-
sphere ties in a subsequent combination. The advantagesoh#thod must be seen in the fact that the tro-
posphere ties neither rely on a standard atmosphere, tight b inadequate for the stations, nor on meteo-
rological data that are often dubious, as explained beféogiever, any systematic bias between the space-
geodetic techniques that shows up in the troposphere ZDdrg dot belong to real meteorology will stay
in the troposphere estimates. Of course, values for thib@detannot be given in advance of analyzing the
space-geodetic solutions. Thus, it is referreGhapter 6

ZD between GPS and VLBI from meteorology
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Figure 5.1: Troposphere ties for the difference GPS — VLBI agegpwith meteorological data.



Page 56 5 Processing and validation strategies

An alternative option might be to set up a bias parameter émtvthe GPS- and VLBI-derived troposphere
ZD, so that only the temporal behavior of both time-serietieid together but the absolute value of the dif-
ference is determined by the space techniques insteadroflirdting a “known” value. But this method of
combination was not tested for this thesis. Similar to thetto method described above (“solution”), the es-
timated bias does not necessarily contain only meteorcdbgiformation, but systematic effects might be
contained therein, too.

Considering the temporal variations of the tropospher® dierived from meteorological data, the question
arises whether it will be sufficient to use a mean value ovkedays or whether it is necessary to compute
the instantaneous value for each epoch of the comparisonrbioation. Looking at the variation of the
values in Fig. 5.1 and taking into account the standard tiewislisted in Table 5.1 there exist probably no
general answer to this question. For the stations Ny-Alésidestford, Wettzell and Hartebeesthoek it
should be definitely sufficient to use a mean value whereasAfgonquin, Fairbanks and Kokee Park it
seems to be worthwhile to test whether epoch-wise valuegidgtoe used. Although only the first two days
are responsible for the comparatively large standard temidor Kokee Park. Assuming a malfunctioning
of the WVR at the beginning and considering only the valuagisiy with DoY 297, the corresponding dif-
ferential zenith total delay is 3.09 mm with a standard déwmieof only 0.07 mm. This situation is compara-
ble to Onsala where the variations become larger only dutieglast days. Thus, both stations probably
mark an edge case concerning the necessity of epoch-gpeojgosphere ties or a mean value. The effect of
averaging the troposphere ties over 14 days instead of epiogh-wise values will be discussedGhapter

6.

Summarizing the processing strategy in terms of tropogplies, the values derived with the first three
methods described above are listed in Table 5.2. It is astiorg that the rule of thumb is quite close to the
true meteorological conditions (as a mean value), at |édiseiheight difference is not too large. More pre-
cisely, if the height difference is clearly below ten metéss for Hartebeesthoek, Ny-Alesund, Westford
and Wettzell) it might be sufficient to apply only the ruletbimb instead of reverting to the meteorological
measurements and their complex handling. A final statermaleatt the necessity of meteorological data for
troposphere ties will be given after analyzing ¥#d3l and GPS combination results @hapter 6

Table 5.1:Differential troposphere ZD between GPS and VLBI refergmuiats using true meteorological
data (given as GPS — VLBI in [mm]). The last column indicatew Imuch the real reference
height of the meteo sensor can vary without changing theosppere tie by more than 0.01

mm.
Height diff. Mean Mean ZD Mean ZD  Assumption  Scope for

VLBI — GPS [m] total ZD dry part wet part height

ALGO 23.100 7.33+0.13 6.52+0.11 0.81 +0.19

FAIR 13.056 3.90+0.18 3.60 +0.07 0.30 * 0.13weteo = heps 20m

HRAO 1.527 0.43+0.05 0.35%0.01 0.08 * 0.0%9Weteo = heps 100 m

KOKB 9.243 3.04+0.21 2.20 £ 0.02 0.84+0.21

NYAL 3.101 0.96 +0.01 0.91+0.01 0.05+0.01

ONSA 13.710 4.53 +0.08 3.82 +0.07 0.71+0.13

WEST 1.735 0.56 +0.02 0.49+0.01 0.06 *+ 0.02hywvr=hees = >200 m

WTZR 3.101 0.98 +0.03 0.81 +0.01 0.17 +0.03
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Table 5.2: Differential troposphere ZD between GPS and VLBI refergmoimts computed with different
methods (given as GPS — VLBI in [mm]).

Height diff. Rule of thumb Saastamoinen dry part Saastamoinen
VLBI - GPS [m] + standard atmosphere, + meteorological data

(mean value)
ALGO 23.100 6.93 6.17 7.33
FAIR 13.056 3.92 3.46 3.90
HRAO 1.527 0.46 0.37 0.43
KOKB 9.243 2.77 2.24 3.04
NYAL 3.101 0.93 0.84 0.96
ONSA 13.710 4.11 3.72 4.53
WEST 1.735 0.52 0.47 0.56
WTZR 3.101 0.93 0.79 0.98

b) Relative weighting of normal equation systems

A further aspect in the combination is the weighting of digfiet input normal equation systems as, normally,
it is not reasonable to stack them as they are. The weightinigie by analyzing the main-diagonal of the
normal equation matrix together with the repeatability lué station coordinates. Although this method is
not as sophisticated as a variance component estimatiaorlis quite well. It was already applied for the
studies related to the “IERS SINEX Combination Campaignheldy Thaller and Rothacher (2003and
bases on two ideas: First, the repeatability of stationadioates can be used as an indicator for the quality
of a solution series, and, the second idea is that the sizeeghtiin-diagonal element of the normal equation
matrix is correlated with the weight of the correspondingapaeter in the solutiorChapter 5.2.1will give

the details how the coordinate repeatability is computemivNor the purpose of deriving weighting factors,
the repeatabilities are assumed to be already known fookitisn series subdivided into valu@g, reass
I'weignt fOr the components north, east and height, respectivelgnTthe quadratic mean value of the three
components

2 2 2
r + rEast + rHeight (5.4)

3

is computed for each solution series. Applying the prireiglat a solution series with a better repeatability
(i.e., a smaller value) should have a larger influence on the combined solutioactofw.; for weighting

the system of normal equatiopsv.r.t. the systeni according to their coordinate repeatabilities can be de-
rived:

—_
- N

Wiep, = ; (5.5)

— N

The main-diagonal elements of the normal equation ma&trace still missing in the weighting factor (5.5).
For this part, only the station coordinates are taken intmawt, as they are those parameters with the clos-
est connection to the observations, e.g., the Earth otientparameters are derived by a kind of summation
over all observing stations and therefore the number ofrelasens (i.e., the number of stations) highly in-
fluences the size of the corresponding main-diagonal elesra N. The mean valu®lmean0f all main-diago-

nal elements oN corresponding to station coordinate parameters is cordgateeach normal equation sys-
tem (.q denoting the number of contributing parameters):
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; Ni . (5.6)

Finally, together with (5.5), the complete factor for wetighy a system of normal equatiopsv.r.t. the sys-
temi is given by:

N

. mean
Wy = N -Wrep”_ . (5.7)
mear]

The values for the weighting factors (5.7) applied in the kyaresented here are given @hapter 6.1after
analyzing the coordinate repeatability of the ®Agichnique solutions (see Table 6.4).

c) Datum information delivered by the space teches

It has been already mentioned that the space techniquegltiarent strengths in view of determining geo-
detic parameters. Concerning the definition of the tenasteference frame (TRF) none of the techniques
can contribute to the orientation of the TRF so that the degof freedom of the normal equation system al-
ways contain three rotations. In order to remove this degféeedom, so-called no-net-rotation conditions
(NNR) are applied to the normal equation system for all tHatsms computed hereafter. NNR conditions
are free-network restrictions describedG@hapter 2.6.2using only the rotational part. Normally, the free-
network conditions are based on a subset of stations instetiee whole network because only good sta-
tions should be used for the reference frame. About 90 smtine used for NNR in case of a GPS-only so-
lution, 14 stations for an SLR-only solution and all eightgable stations for a VLBI-only solution. In or-
der to get the most stable datum definition for the combiradt®n, the NNR condition is set up only for
the 90 GPS stations, whereas the VLBI and SLR ndsvare attached by the LT.

The different potential of the techniques in view of defapithe geodetic datum becomes visible in the trans-
lational part and in the definition of the scale. VLBI, as agly geometric technique, has no access to the
geocenter and therefore the translations are arbitraryamaedchandled by a no-net-translation condition
(NNT) using all eight VLBI stations. The satellite techneguare coupled with the gravity field (including
the geocenter) by the orbits. However, the higher the #atéfle smaller is its sensitivity to the gravity field
of the Earth. Hence, SLR measurements to LAGEOS1 and -2 hdetter capability of determining the
geocenter than GPS. In case of a combination of both teclsitfus implies that two independent determi-
nations of the geocenter are present, one from SLR and onleewestimation from GPS, and both are com-
peting for the definition of the common reference frame. &ally speaking, the geocenter seen by SLR
should be more accurate due to the reason mentioned abows, iTFs often desired to define the origin of
the TRF solely by SLR as it is done for the realizations of thierdnational Terrestrial Reference System
(ITRS) by, e.g.Boucher et al. (2004)n order to eliminate the contribution of GPS to the comHigeocen-
ter solution its translational degrees of freedom have tfubhg opened. This is done by introducing three
translation parameters for the GPS normal equation system tie combined solution. A similar method is
applied concerning the scale of the combined network agelirtiques contribute to the scale but with dif-
ferent values and different quality. Either the scale of¢bmbined network is a kind of weighted mean or
one technique is selected as reference and a scale parasnesémated for each of the other contributions.
Often, SLR or VLBI or the sum of both is selected as referensdahe scale derived from GPS is affected by
wrong phase center values for satellite and ground statitenaas. In the ITRF2000 solution, a weighted
mean scale from selected VLBI and SLR solutions was choseefeence, whereas a scale parameter was
estimated for the other techniques, i.e., GPS and DORISAKamimi et al., 2002 Fortunately, the usage
of absolutely calibrated phase centers and their varidgborground station and satellite antennas signifi-
cantly reduces the scale difference of GPS solsttmmpared to other techniques (€bapter 5.1.2

The general theory for expanding the normal equation systégmHelmert parameters has been given in
Chapter 2.7.1In the special cases described above, the Helmert panensgteestimated as technique-spe-
cific parameters and only those related to the regainecedegsf freedom are set up instead of all seven pa-
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rameters contained in the formulas. The impact of estirgadiiscale parameter or translations for GPS on
the combined solution is studied@hapter 6.2.3

d) Combination program ADDNEQ?2

Finally, it is worthwhile to give an overview of the prograrsad for the combination studies and address
some special aspects. The program ADDNEQ?2 is included iB#dmaese GPS Softwar®éch et al., 200y
and is described in detail dylervart (2000) Roughly speaking, the program is subdivided into threeomaj
parts:

— part 1: operations with the individual input normal eqoatsystems (NEQ) and stacking them into
one combined NEQ;

— part 2: operations with the combined NEQ);
— part 3: comparison of the combined solution wilusons derived for each individual NEQ.

A flowchart for the first two parts of ADDNEQ?2 is displayed kig. 5.2 and Fig. 5.3 and the shaded subrou-
tines will be discussed in the following as they cover themtapics of the combination process. The other
subroutines deal mainly with book-keeping, mathematigarations, reading information from files and
storing information into files. The short notices includadhe flowcharts should indicate which parts of the
normal equation system and its related information arectdteby the operations carried out by the appro-
priate subroutineaNor and bNor stand for the matrix and the vector of the right-hand sidehefriormal
equation system, respectivelyPl is the weighted square sum of “observed—computg@’contains the a
priori values of the parametemspar is the number of parameters actually contained in the NEQredse
nparmsis the total number of parameters (i.e., including all gdiev@ated parametershobsis the number

of original observations artdne contains the validity epochs of the estimated patars.

Starting with the first part of ADDNEQ2, each individual mmpnormal equation system is treated one by
one and all operations that have to be done before the staokithe input NEQs are carried out. The appli-
cation of the weighting factor according to (5. QHapter 2.2 APRHELM) belongs to this part as well as
the transformation from NEQ-specific a priori values tofied a priori values for the estimated parameters
(Chapter 2.3.1APRTRANS). If Helmert parameters for the appropriate rareguation system have to be
set up due to any reason described in the previdhiapter 5.1.1dhe normal equation system is expanded
with the required translations, rotations or scale paramsd€Chapter 2.7.2NQADDHLM). The subroutines
named NEQTRANS and PARTRANS perform the change in the reptason of the parameters from one
offset plus drift per epoch to a piece-wise linear polygorapgeterization according to the formulas given
in Chapter 2.3.2Furthermore, a reduction of the temporal resolution obpeater types, e.g., from hourly
values to daily values, is done by this subroutine as wetaiaters to be deleted are handled in NEQELIM
by canceling the corresponding rows and columns of the noemaation system so that the parameters are
implicitly fixed on their a priori values. Concerning theepelimination of parameter£hapter 2.4 PARE-
LIMI) the user has the choice whether the parameter shoufar®deliminated before stacking, i.e., for each
normal equation system separately, or if the parameterldhmmustacked with those of other normal equa-
tion systems first, and then the combined parameter is lprérated (i.e., pre-eliminated after stacking).
Therefore, the subroutine PARELIMI is called in both patsA@DNEQ?2 but it is executed in each case
only for those parameters that have to be pre-eliminatedre€BS) respectively after (AS) the stacking of
all input NEQs. Before the parameters are pre-eliminatexddhecked in ADWEIGHT, whether a constraint
should be added to them. After all these operations merdiabeve have been carried out, the single input
normal equation system is added to the combined NEQ andédéparameters are stacked according to the
algorithm given irChapter 2.3YNEQSTACK).



Page 60 5 Processing and validation strategies

' ADDNEQ?2: Part 1 (individual NEQs)

read NEQ from file NEQREAD read STAINFO file RDSTACRX
[t S

NQADDGCC

expansion: geocenter

delete parameters with

no/less observations NEQDELNO aNor< 10~-16

clean NEQ NEQCLEAN reduceaNor, bNor DMATRD

scale NEQ;
a priori Helmert trafo !m‘ get weighting factor, Helmert paramet 'BOVCOol
[(ATRTTEEVE |
new:aNor, bNor, ITPI

transform a priori values APRTRANS a priori station coord. + vel RDCRDVEL

a priori troposphere GETTRP

a priori EOP \

'GTAPRPOL | |UTL_UTIR

a priori geocenter GTGCC

— new:x0, bNor, ITPI

add Helmert parameters

} NQADDHLM ‘ new:aNor, bNor
parameter transformation NEQTRANS piece-wise linear parameterization PARTRANS

L new:aNor, bNor, time, npar, nparms

delete parameters NEQELIM new: nparms
clean NEQ NEQCLEAN new: npar, aNor, bNor

constrain parameters

(only if pre-eliminated BS) \% constrain pre-eliminated coordinates N, E, U CRDEL IM

— new:aNor, bNor
pre-eliminate parameters BEAREL IMI invertaNor of pre-eliminated parameters SYMINVG

reduceaNor, bNor, ITPI
REDTRB2
clean NEQ NEQCLEAN '7 new:npar, aNor, bNor

add to combined NEQ W\ find corresponding parameters TSTEQUIV
|YERSTAVR |

: new:npar NEQCK DIM
i new:nobs ITPI UPDM | SC

— new:aNor, bNor, nparms time

ADDNEQ?2: Part 2 (combined NE(j)

Figure 5.2: Flowchart of the first part of ADDNEQ2 (shaded etants are mentioned in the text).

get constraints for pre-eliminated parameterg GTWEIGHT



5.1 Processing Page 61

ADDNEQ?2: Part 2 (combined NEQ)

a priori station coordinates

transform a priori values APRTRANS and velocities RDCRDVEL
[ATRIRATS
a priori troposphere GETTRP
a priori EOPs }GTAPRPOL ‘ ‘UTl_UTlR

a priori geocenter GTGCC

— new:x0, bNor, ITPI
constrain parameters

(only if pre-eliminated AS) \M} constrain pre-eliminated coordinates N, E, CRDEL IM

get constraints for pre-eliminated parameterfGTW EIGHT

— new:aNor, bNor

pre-eliminate parameters A%’AREL IMI invert aNor of pre-eliminated parameter SYMINVG
|TAREETVIE |
reduceaNor, bNor, ITPI

clean NEQ NEQCLEAN new:npar, aNor, bNor
sort parameters within NE NEQSORT new: aNor, bNor, x0

save NEQ in file NEQSTORE save general information }NQWTHEAD‘

REDTRB2

i

save:aNor, bNor, X0, name time
constrain parameters ADWEIGHT suppress retrograde diurnal polar motio BLOCKRET

free network restrictions (coord. + vel.) FREENET
constrain coordinates N, E, U CRDELIM
absolute + relative constraints GTWEIGHT

introduce ties (coord. + trop.) ADDTIE

—— new:aNor, bNor

compute solution NEQSOL VE invertaNor and solve NEQ }SYM INVG ‘ ‘ SOLVE‘

print results for output NEQPRT

save parameters in files }CRDSTORE ‘ ‘TRPSTORE ‘ ‘POLSTORE ‘

ADDNEQ?2: Part 3 (comparisoﬁ)

Figure 5.3: Flowchart of the second part of ADDNEQ?2 (shadeninants are mentioned in the text).
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The second part of ADDNEQ?2 is dealing only with the combinednmal equation system. The parameter
pre-elimination after the stacking of all input NEQs waseatty mentioned above and here as well, con-
straints are added if the pre-eliminated parameters aheded in any of the constraining options. After the
pre-elimination step in the second part, the free normahggn system including all parameters that should
be solved for is prepared so that the datum definition andthr constraints can be applied. The following
methods are possible: an absolute constraining of the maeasw.r.t. their a priori value2(6.1, GT-
WEIGHT), the application of free-network restrictions tetTRF @.6.2 FREENET), the suppression of a
retrograde diurnal polar motion term if sub-daily pole atinates are estimated together with nutation
(2.6.4 BLOCKRET), and the introduction of local ties and troposghties for the combination of station
coordinates and troposphere parameters, respect@@&y3(ADDTIE). The combined normal equation sys-
tem including all constraints should no longer contain amykrdeficiency. Hence, it should be solvable and
the parameters including their variance-covarianag&ix are compute®(1, NEQSOLVE).

The third part is optional and executed only if the singleiiohs, that can be derived for each input normal
equation system separately, should be compared to the nethbolution computed in part two. In that case,
all options concerning parameter pre-elimination, patanation and constraining are applied to each indi-
vidual NEQ in the same way as it was done for the combined NE@drfirst two parts. Afterwards, a sev-
en-parameter Helmert transformation between each siofji¢ien and the combined solution is performed
and the resulting coordinate residuals of all single sohgiare used to compute the repeatabilities of station
coordinates (se€hapter 5.2.1

5.1.2 Generation of daily single-technique normal equation systems

At the beginning of this chapter some general remarks oné¢hermtion of the normal equation systems for
CONTO2 will be given before some special topics related wwheaf the three techniques VLBI, GPS and
SLR will be explained.

a) General remarks on the alignment of the analyses

As described irChapter 5.1.1a combination based on normal equation systems can beuganly if the

a priori models and the parameterization of all parametensnaon to at least two techniques are unified in
all software packages used for generating the single-tegemormal equation systems. This adaptation
was done thoroughly with the models listed in Table 5.3. €fwe, a combination on the normal equation
level using these NEQs approaches a combination on thewatser level. The estimated parameters, their
parameterization and temporal resolution are summarizeeétail in Table 5.4. The distinction between the
original daily NEQs and the 14-day NEQs concerning the tealpesolution is necessary, because later on
all 14 daily normal equation systems will be stacked togetbebtain a more stable reference frame and
then the temporal resolution of some parameter types isggtaOnly one set of station coordinates is esti-
mated over the whole time span and the nutation is pararmetkais only one straight line over 14 days with
two offsets, i.e., one at the beginning epoch and one at tlimgrepoch. Looking at the nutation in Table
5.4, one of the two remaining differences between the paeaimation used for the normal equation sys-
tems becomes visible notwithstanding the adaptationseéttftware packages. However, both differences
are not thought to be critical. Normally, the changes in th&tion correctiongle and 4y over one day are
very small so that the difference between one constant \aadea linear function is negligible. In case of
the 14-day NEQs, the daily nutation offsets cainlyebs transformed into the fortnightly polygon.

The troposphere horizontal gradients in north and easttitre are represented in the VLBI normal equa-
tion systems as one constant offset over the whole day, hedaeing a jump at the day boundaries. In con-
trary, the GPS normal equation systems contain two offsetslay (0:00 and 24:00) with a linear connec-
tion of both so that the offset at 24:00 of one day can be sthekth that at 0:00 of the following day if all
14 NEQs are stringed together. The combination of VLBI- arSGlerived gradients with such different
representations is thought to cause no large problems beche VLBI offset at the middle of the day can
be “woven” into the GPS-derived polygon if the magiven in Eq. (2.29) is restricted to the firstr.

One part in the analysis models that was not unified is thepingfunction applied for the troposphere gra-
dient estimation. In the case of GPS, the partial derivaifvibe ZD mapping function w.r.t. the zenith angle
is applied to the gradients (which is approximately “ahcosz’), whereas the mapping function itself mul-
tiplied by “tan Z’ is used in the VLBI analysis (selacMillan, 1995. The difference between both repre-
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sentations is extremely small in its influence on the edtigarameters. From analyzing a global GPS net-
work with both methods of mapping the gradients it turnedtbat the station coordinates differ by less than
1 mm: 0.71 mm in north, 0.05 mm in east and 0.29 mm in height azanmalue over all stationd(
Steigenberger, personal communicajion

Another aspect that should be mentioned in the context pbsphere ZD is the usage of identical a priori
values for the VLBI and the GPS analyses although the difteneference heights would lead to slightly dif-
ferent a priori values using the Saastamoinen model for ydedstatic delay. However, as the height differ-
ences are not so big (see Table 5.1) and the combination &f@hie more straight forward if the a priori
values are identical, it was decided to use the Saastameatea corresponding to the GPS reference height
for the co-located VLBI station as well. Consequently, th@posphere estimates from VLBI contain not
only the wet delay and a correction for the hydrostatic deleyiating from the a priori model, but the total
troposphere delay due to the atmospheric layer betweenR&a&dd VLBI reference height is additionally
included in the estimates. However, the delay caused bgréiit reference heights has to be taken into ac-
count in comparisons with the GPS estimates anyway.

Concluding the general remarks on the daily single-teaigpormal equation systems for CONTO02, a sta-
tistical summary is compiled in Table 5.5 to give an idea alibe average dimension of a daily normal
equation system due to the settings described above. Iteyspinted out that, indeed, the number of GPS
observations exceeds that of the other techniques by ooflenagnitude. However, the number of parame-
ters, that have to be estimated, does as well. The origitalpsef unknown parameters includes, amongst
others, orbit parameters in the case of GPS and SLR, phasgutigs in the case of GPS and all tropo-
sphere parameters for the GPS stations not coeldeeith VLBI.

Table 5.3:List of adapted a priori models for the softwaeekages used.

A priori model

Solid Earth tides Subroutine provided by V. Dehant

Pole tide Mean pole values

Ocean loading Files *.BLQ provided by H.-G. Schernéék

ERP and interpolation IERS C04 Gambis, 200%with linear interpolation

Sub-daily Earth rotation IERS Conventions 2003/AcCarthy and Petit, 2004

Nutation IAU2000 (Mathews et al., 2002parametergls, Ay

Troposphere delays Hydrostatic part of the model developed sastamoinen (197 3vith
a standard atmosphere according@évg (1948)Yor the GPS height

Troposphere mapping function  Niell mapping function Kiell, 1996; dry part for a priori values, wet
part for estimated corrections

Table 5.4:Parameterization and temporal resolution of comrparameters.

Temporal resolution in Temporal resolution in Parameterization
daily NEQs 14-day NEQ

Station coordinates daily fortnightly constant offset
Polar motion, UT1-UTC 1 hour 1 hour piece-wise linear polygon
Nutation A, Ay daily fortnightly constant offset /
(daily VLBI / others) piece-wise linear polygon
Troposphere ZD 1 hour 1 hour piece-wise linear polygon
Troposphere gradients daily daily piece-wise linear polygon
(GPS-only / VLBI-only / constant offset /
combination) piece-wise linear polygon

19 http://www.0so.chalmers.se/~loading
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b) VLBI analysis

Starting with the observations contributing to one nornegalagion system, it was already indicated before
that daily NEQs build the basis for this work. More preciselgily means a time span starting at 0:00 UTC
and ending at 24:00 UTC. Looking at the VLBI contributionstiiefinition of “daily” requires that the VLBI
data are concatenated and regrouped because the origuraldy for the sessions was 18:00 UTC. In or-
der to include only days with 24 hours of VLBI observatiort®e hormal equation systems for the combina-
tion studies were generated only for October 11 @utober 30, i.e., altogether 14 days.

The analysis of the VLBI observations was carried out with @CCAM software version 5.07tov et al.,
2007 at DGFI (Deutsches Geodatisches Forschungsinstituthgumproved values for the antenna axis
offsets provided by thév/S Analysis Coordinator (2003&d to a higher consistency with other space tech-
niques. The eight participating VLBI stations are alreathplhyed in Fig. 4.1. Unfortunately, there is some
outage at Algonquin Park for the session 300, i.e., Octobefd2:00 until October 27, 18:00. Additionally,
Wettzell and Kokee Park are missing for about one hour foerssd\days due to the intensive sessions (see
Chapter 3.2.3

As an output, datum-free daily normal equation systems wemed in SINEX files to enable an exchange
with the Bernese GPS Software that was used fasubsequent combination studies.

Table 5.5:Statistical summary for daily NEQs (average ovedd daily NEQS).

VLBI GPS SLR
# Observations 3334 423983 363
# Stations 8 153 22
# ERP (pole coordinates, UT1-UTC) 75 75 75
# Nutation Qe AY) 2 4 4
# Troposphere ZD (8 co-locations) 200 200 -
# Troposphere gradients (8 co-locations) 16 32 -

c) GPS analysis

The situation concerning the exchange of the unconstradaég normal equation systems is sim-
plified in the case of GPS as the analysis as well as the canbmhave been done using the Ber-
nese GPS Software Version 5.0 (fe&ch et al., 200Y. Thus, the normal equation systems includ-
ing the whole information are already available in the safevinternal file format so that the way
via SINEX can be skippediltogether 153 globally distributed stations, includifgteight co-locations
with VLBI (see Fig. 5.4), contributed to the GP3wark used for the studies of this thesis.

A very important topic about the GPS processing is the ushgbswlute phase center calibration values for
the ground station antennas as well as for the satellitsmaate The details were already givenGhapter
3.1.2 In view of the combination with other space-geodetic téghes, the benefit of using absolute PCV
must be seen in an overall improvement of the GPS solutiom $sbmid et al., 2007 and especially in a
clear reduction of the scale difference between the netsvokk the scale of a network is correlated with
station heights and troposphere ZD it is essential for thekvpoesented here. As already mentioned in
Chapter 3.1.2and published byschmid et al. (2005)he station heights changed by about 8 mm at mean
and the troposphere ZD by several millimeters due to apglgn absolute instead of a relative antenna
phase center modeling. Thus, the influence of tfese center modeling is not negligible.

In view of a successful combination &fT1-UTC/ LOD with VLBI, it is important to mention that con-
straints have not been applied to the GPS orbits.aFc length for the GPS orbits is one day.
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d) SLR analysis

The detour via SINEX files can be avoided not only for the GB8nal equations but also for the SLR nor-
mal equations, because they were also generated with tme&8=GPS Software. At a first glance, this pro-
cedure seems to be astonishing as it is not yet confirmedhizaBLR-only solution can reach the quality of
any solution provided by the ILRS Analysis Centers. Howewee focal point of this thesis is the usage of
highly consistent normal equation systems for the comhinaind it was not possible to get normal equa-
tion systems for SLR that were derived with one of the sofengaickages used by the ILRS Analysis Cen-
ters but adopting all the pre-defined common a priori modals parameterizations listed 8ection aof this
chapter. In contrast, using the Bernese GPS Software foBltfieanalysis guarantees that the SLR normal
equation systems are consistent with the GPS normal equsgigiems. Thus, after balancing the pros and
cons of using Bernese-derived SLR normal equation systernibdé combination studies instead of reverting
to official SLR solutions it was decided that thiguanents in favor prevail for these special studies

It must be clarified that, of course, the SLR-only soluti@ngrated here for the CONT02 campaign cannot
be used to derive general statements about the quality of Egpecially when choosing the high temporal
resolution for ERP listed in Table 5.4 it is clear that SLR hasthe capability to do this on its own. There-
fore, we will switched to daily values when ERP estimatecelsoby SLR are analyzed i@hapter 6.1 But
even the official ILRS solutions containing daily ERP shdwattSLR cannot deliver strong contributions to
the estimation of ERP anyway, as it has been demonstratedgatnathers in the IERS SINEX Combination
Campaign (e.gThaller and Rothacher, 2003Thus, SLR will easily adapt to the ERP given by GPS and
VLBI in a combination, independent whether a sub-daily dtydeesolution was chosen. The benefit from
SLR must be seen in a more stable definition of the geocentéseale of the network as it has been already
indicated inChapter 5.1.1Furthermore, SLR can probably help to decorrelate statamrdinates and tro-
posphere parameters derived from the microwave technidfuego-location with SLR is available. For
more details about this topic it is referredioapter 5.3

A total number of 22 globally distributed SLR stations weetested for the SLR solutions generated for the
CONTO2 period as displayed in Fig. 5.4 and observations dcsttellites LAGEOS1 and LAGEOS2 were
analyzed. Here as well, it must be emphasized that the bddments contained in the NEQs are free, i.e.,
without any constraint. Contrary to the GPS orbits, thetsrbf both LAGEOS satellites were compiled for
one week in order to get more stable orbits ands,th more stable reference frame.

= GPS
® SLR
*  VLBI

-180 -120 -60 0 60 120 180

Figure 5.4: Map of VLBI, GPS and SLR stations for the analg6iSONTO02.
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5.2 Validation criteria

An important step in the analyses of solutions is the vailiatf the results. For this purpose objective cri-
teria are necessary for all parameter types estimated isdlgions. In order to give the background of the
validation criteria before the analyses of the solutions @one, the following sub-chapters will explain
those criteria that have been applied in the CONTO2 studiesrsy with a special criterion dedicated to the
terrestrial reference framé&hapter 5.2.). The other two chapters describe criteria for all paramgfges
using external data set€lapter 5.2.2 and a sort of internal validation, namely the comparisothwie
single-technique solution€hapter 5.2.3

5.2.1 Repeatability of station coordinates

The stability of the reference frame can be expressed by snefithe repeatability of the station coordi-
nates. Repeatability in this context is the measure to wektbnt the terrestrial reference frame can be re-
produced with another set of data, i.e., observations ofhenalay but applying the identical datum defini-
tion. In the case of CONTO2 the consistency of all single-galyitions with the 14-day combined solution
gives the background for the repeatabilities. The onlyedéhce that is allowed between the solutions is a
seven-parameter Helmert transformation. Therefore yedaily solution is transformed onto the two-week
solution using all stations. The resulting coordinatedeaisv from all 14 transformations build the basis
for computing the station-specific repeatability:

(5.8)

with nsolbeing the number of solutions where the considered stédtars included, i.e., for the major part
of the stations this will be equal to 14 in case of the CONTO&yses. It must be mentioned that the residu-

alsv and the repeatabilities ,,, are separated into the three coordinate components of adop@ sys-
tem. Therefore, altogether three values for the stati@cifip repeatability are computed according to (5.8):
Mista,Norths ista, East |ista, Height: ON the basis of the repeatability values it becomes obvimvs well

each station fits into the datum definition. Furthermor&iydsolutions with a notably bad determination of
the station coordinates can be detected by looking at théuas of each single solution. It is clear that a
sufficient number of single solutionssolis necessary to derive significant values for the repekitabi he
number of 14 single solutions in case of the CONTO2 studiesicdy is large enough, although some sta-
tions are not available at all days. This is especially a l@mkin the SLR solution whereas there are nearly
no outages regarding the eight VLBI-GPS co-locati(seeChapter 5.1.2

In addition to the station-specific repeatability, , a solution-specific repeatability ., for each coordi-
nate component is computed. This quantity is a sort of a vwethaverage of the station-specific repeatabili-
ties of allnstastations taking into account the number of single solutidhg, where each station is con-

tained. Exemplarily for the three components, the solusipecific repeatability in north direction is derived
as follows:

nsta

2
Z nista r ista, North
ista=1

sol ,North — nsta

Z nista

ista=1

r (5.9
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Besides the validation of the solutions, the solution-Bemepeatability (5.9) is employed for the deriva-
tion of weighting factors described @hapter 5.1.1using the expressions (5.4) and (5.7).

Another output of the Helmert transformations between thigydolutions and the 14-day combination are,
of course, the estimated seven Helmert parameters. Theydshot be ignored in the evaluation of the ref-
erence frame as they deliver valuable information aboutébility. In view of the stability of the geocenter
estimation, the daily translations are of interest for thal@ation. Especially the differences between a
GPS-only, an SLR-only and a combined solution are to be tigeged in order to asses, whether the inclu-
sion of SLR improves the stability of the geocenter deteatiam. As the rotations belong to the degrees of
freedom for all techniques, they are not studied in moreild€antrary the scale, it is given implicitly for
every technique, and looking at the daily scale parameésesals the stability of its technique-internal pre-
cision.

5.2.2 Comparison with external data sets

Independent data sets for the estimated parameters arechémdan external validation of the solutions.
Subdivided according to the parameter types the followiogpgarisons are done in order to evaluate the
analysis results iChapter 6

— terrestrial reference frame: ITRF2000;
— troposphere: water vapor radiometer, IVS and |G8kened troposphere products;

— polar motion (daily values): IERS C04, weekly IGS referframe product, IVS combined EOP
results;

— UT1-UTC(daily values): IERS CO04, IVS combined EOP results
— sub-daily ERP: model IERS2003;
— nutation: IERS CO04.

Using the ITRF2000 for evaluating the terrestrial refeeeframe of the computed solutions the validation
will concentrate on a Helmert transformation. The estimatansformation parameters including their stan-
dard deviations, the RMS of the transformation and the doatd residuals can be analyzed. The transfor-
mation parameters give information about the general aggaewith the ITRF2000 which was used as a
priori reference frame for the datum definition. Hence, tilamsformation parameters are an indicator for the
quality of the alignment regarding translation, rotatiordacale, although a Helmert transformation need
not to be carried out necessarily by setting ugalien parameters.

The possibilities for validating the troposphere paramseteere already indicated @hapter 4.3 Regarding
the analyses presented@napter § WVR measurements represent the only really independéatsaa that
will be used to validate the troposphere ZD, although thesibd#y to validate the estimates with WVR
data is given for only three stations, namely, Onsala, edtend Kokee Park. The problems related to
these data sets and their usage for comparing with the éesrdarived from the space-geodetic techniques
have been already outlined @hapter 4.3 For the remaining five stations with no WVR running during
CONTO2 only the combined troposphere products from the?i@sd IVS* are used for comparisons al-
though these time-series cannot be considered as fullypérent because they originate from the same
GPS and VLBI data, respectively, that were used in the ssuidiethis thesis. Moreover, it must be kept in
mind that the IGS products for the CONTO02 time span still espnt solutions based on a relative PCV
model for the GPS antennas. The problems related to thisafypatenna phase center models were already
outlined in Chapter 3 thus, it is clear that the comparison with the IGS troposph®oducts have to be
treated carefully. Finally, it must be emphasized thataalyethe comparison of the VLBI- and GPS-derived
time-series estimated independently from each atheuld be a quite good reliability check.

Concerning the validation of the Earth orientation parareeit must be distinguished between daily values
for polar motion andJT1-UTG sub-daily ERP estimates and the nutation parameterseloabe of a daily
resolution several official IERS products are availablé4Geries, Bulletin A, Bulletin B. For more details
about the differences between the afore mentioned seiieseferred to the dedicated websttdn the stud-
ies carried out for this thesis the C04 seri€sinbis, 200%was used as a priori values and for the compari-

20 ftp://ftp.gfz-potsdam.de/pub/igstrop/prod/ wWWWWWHWWW.zpWWWW = GPS week, xxxx = GPS site code)
21 http://mars.hg.tuwien.ac.at/~ivstrop/cont02/cont®2pd(xx = abbreviation for the VLBI site)
22 http://www.iers.org/iers/products/eop/
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son with daily ERP estimates. Since the “IERS Analysis Cagmpto Align EOPs to ITRF2000/ICRF” (see
IERS Message No. ) and the “IERS SINEX Combination Campaign” (SRS Message No. Z¥ it is
well known that the actually provided C04 polar motion sgigenot consistent anymore with ITRF2000, so
that space technique solutions aligned to ITRF2000 willsha offset in the pole coordinates w.r.t. C04,
especially for the/-pole. All analyses in the framework of these two IERS campaiconsistently revealed a
bias in they-pole of about 0.2 mas (see el@jll and Rothacher, 2008 Fortunately, the IERS Product Cen-
ter for EOP recently revised the combination strategy faregating the C04 series (sB&zouard and Gam-
bis, 2007. One of the major improvements is the alignment to the tafd’F, so that the clear bias in tlye
pole vanished. However, as the revised solution (calledP&&L04") still has to undergo some validation
processes within the IERS, it is not yet the official prodsatthat we revert to the old C04 series for com-
paring the EOP estimates — in spite of the bias. In order twedl bias-free validation of the estimated polar
motion series (daily values) the official weekly IGS refece frame productdand the combined EOP re-
sults provided by the I\V*8(Nothnagel et al., 20Q6re additionally used for comparisons.

All official EOP series mentioned above have in common that/tare derived from observations of the
space-geodetic techniques. As a consequence, thesecseties be considered as a completely independent
validation for the time-series resulting from the studiessgnted here because the same observation tech-
niques with the identical drawbacks built the basis, algiothe analyses were done at different analysis
centers using different strategies. Unlike the daily ER&Jpcts, the sub-daily ERP model according to the
IERS Conventions 2003 (sédcCarthy and Petit, 2004was derived from satellite altimetry, hence, it can
be regarded as completely independent from VLBI, GPS, SLIREARIS. This model will be denoted as
IERS2003 throughout this thesis. Totally 71 constitueatsdiurnal and sub-diurnal variations in polar mo-
tion andUT1 are included.

Finally, the nutation estimates are validated using theSEIR®4 series mentioned already above. Unfortu-
nately, the nutation corrections provided in the IVS corebiicOP product refer to the old nutation model
IAU8O0 so that they were not used here.

5.2.3 Comparison with single-technique solutions

One intention of the comparison with the single-techniquietgons is to carry out a consistency check as it
does not seem to be reasonable that the time-series of EQBpmsphere parameters show a completely
different behavior in the combination than in the singlehtgique solutions. Otherwise there must be an ex-
planation for these differences.

Moreover, comparing the combined results with those of thgls-techniques answers the question whether
a multi-technique combination yields any improvements anantifies such an improvement. For this pur-
pose, the comparison is not limited to solely opposing th&edint time-series but all validation criteria
mentioned inChapter 5.2.Jand5.2.2can be consulted. The corresponding results for the cordlsiakition
and the single-technique solutions can be analyzed andeatkwihether there is an improvement or not, e.g.,
whether the repeatability of station coordinates becone¢éi®ibor whether the agreement of the ERP time-
series with an independent sub-daily model increases. Othiese comparisons it is possible to assess
which technique benefits most of the combination, respelstj how large the influence of each of the tech-
niques on the different parameter types is in tmalgnation.

5.3 Correlations between parameter types

Preliminary investigations dealing with correlations vbeén parameter types that are included in the
CONTO2 solution comprise two topics:

— the singularity between a retrograde diurnal polar moéiod the nutation angles (offsets and lin-
ear drifts);

— the correlation between troposphere parameterstatidn coordinates.

23 http://www.iers.org/products/2/1034/orig/message9 .0

24 http://www.iers.org/products/2/1042/orig/messaqger .02

25 ftp://cddis.gsfc.nasa.gov/pub/gps/products/wwwwdsvwww. erp.Zwith wwww for the GPS weeks 1188-1190)
26 ftp://cddis.gsfc.nasa.gov/pub/vibi/ivsproducts/eiwsf6qle.eops.gz
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5.3.1 Nutation and retrograde diurnal polar motion

a) Theoretical considerations

The first type of correlation has to be considered every tivhen sub-daily polar motion is estimated to-
gether with nutation since an exactly retrograde diurmaht@ polar motion can also be expressed as a con-
stant offset in the nutation angles (8éeritz and Mueller, 198

In order to explain the theory behind this one-to-one coesience we start with the matrik op (t)

given in equation (3.2) to describe the rotation betweemartial and a terrestrial reference frame for the
epocht. If the model part is neglected therein (i.e. precessionapdori nutation model), and the mean

obliquity €, is considered as a given value, altogether five quantigesain that are estimated from the

space-geodetic observations: the two pole coordinatesqf, the Greenwich true sidereal timé, connect-
ed with the quantityd T1-UTCthat is normally estimated as a parameter) and the two oatatgles 4¢,
Ay as corrections to the a priori model). The presence of fivarpaters in a three-dimensional rotation
means that the parameters cannot be fully independent facm@her. Thus, the reduction to only three in-
dependent rotation angles for the epoch considered igampitSince a relationship between polar motion

and nutation should be derived, two types of reduced ratatiatrices are built:Rpy, (t) only contains

the rotations of polar motion arwlwhereasRN (t) only containsgand the nutation angles:
RPM(t) = Rg(_g) ) Rl(yp(t)) ) Rz(xp(t)) ; (5.10a)

Ry(t) = Ri(—¢) © Ry(Aw(t)) - Ri(ey + Ae(t)) - Ry(—0) . (5.10b)

Both matrices describe a three-dimensional similaritpgfarmation for the epochunambiguously. Equat-
ing them and assuming small angles for all quantities (exogpe, and g yields the relationship between
nutation offsets and polar motion we are looking fo

Xp(t) = —Ay(t) - sine;- cos®o — Ae(t)-sino , (5.11a)

Yyp(t) = —Ay(t) - sine, - sind + Ae(t)- coso . (5.11b)

Due to the anglégin (5.11), the polar motion signal is diurnal. Thereforeg ttorrelation will only cause
problems if polar motion is estimated with a high temporalotation (i.e., sub-daily), whereas choosing a
daily resolution overcomes the singularity. As theomponent precedes tlyecomponent by 90°, the polar
motion given in (5.11) is a retrograde signal. &eihg the general relationship

A - coswt + B-sinwt = C -sin(wt + ¢) , (5.12)
: A
with C = "AZ + B2 , tan @ = E , (5.13)

it becomes clear that the polar motion signal corresponttirgpnstant nutation offsets given by\ e and

Ay as described by (5.11) has an amplitude of

Cy = VA + A¢P- sinfe, - (5.14)

Going one step further and estimating nutation offsets aifth @r use the equivalent piece-wise linear pa-
rameterization (se€hapter 2.3.2, there are two contributions to the singularity superisgzh the mean nu-
tation offset and the linear trend. The first contributiersimilar to the case described in (5.11), whereas lin-
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ear drifts in the nutation angles, i.edy and Ae , correspond to a signal in polar motion of the following
form:

Xp(At) = —Ay -singy- At-cos§ — Ae- At - sing |, (5.15a)
Yp(At) = —Ay - sing, - At-sind + Aé- At-coso . (5.13b)

It becomes evident that a nutation rate is identical to agetrde diurnal signal in polar motion with an am-
plitude linearly increasing with time:

Co(At) = At - VA& + A% sife, - (5.16)

b) The constraint for a retrograde diurnal polar tram term with constant amplitude

In order to remedy the singularity between nutation offsetd a retrograde diurnal signal in polar motion
with constant amplitude, the constraint describecCimapter 2.6.4is applied in the program ADDNEQ2.
Two aspects concerning the application of this teug will be addressed in the following:

— In practice, the constraint does not only affect the eyatitirnal retrograde term but also adjacent
retrograde terms that are, theoretically, not imedlin the singularity.

— The singularity involving linear drifts in the nutationglas can be handled by this constraint un-
der special conditions as well.

The first limitation is a consequence of the requirement tha signals can only be fully decorrelated if
their phases differ by at leasttat the end of the time interval considered. The bandwditlof polar mo-

tion terms influenced by the blocking constraint dependtheriength of the time-seried g and the period

T, of the reference signall§= 23.934 h in the case of the constraint). The differenceérpériodAT that

is necessary to decorrelate a signal present in the dateosetlie diurnal signal involved in the singularity
is then given by:
2
To

AT > —— . (5.17)
T, + T,

The values fordT together with the resulting periods of signals that can Is#irdjuished unambiguously
from a diurnal signal are summarized in Table 5.6 for diffeédengths of time-series. From this theoretical
consideration, periods from diurnal down to half a day afecéd by the constraint if a daily solution is
computed, and periods larger than 22.3 h are affected foE@NTO02 time span of 14 days. The dependen-
cy on the length of the data set considered for the constwastinvestigated byhaller et al. (2007using
simulated GPS observations. Additionally, the simulastudies described therein revealed that the tempo-
ral resolution of the polar motion estimates haiflaence on the constraint.

If linear drifts for the nutation angles are present in thenmal equation system, the constraint only sup-
presses a retrograde polar motion term with a mean amplthatecorresponds to the mean nutation offset
over the time span considered. Thus, the polar motion esgmamaining after applying the constraint are
equal to the difference between a retrograde diurnal sigithllinearly increasing amplitude corresponding
to a nutation rate and a retrograde diurnal signal with @risamplitude corresponding to a mean nutation
offset. Figure 5.5 illustrates this relationship exemiptdor the x-pole assuming a rate of 1 mas per 14 days

for Ay and Ae . Applying equation (5.16), these rates lead tofésetC,, of 1.077 mas after 14 days.
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Table 5.6:Periods that can be fully decorrelated from a diurnal sigdapending on the length of the time-

series.
Length of data set § AT To-AT
1 day 11.9505 h 11.9835 h
3 days 5.9712 h 17.9628 h
7 days 2.9845 h 20.9495 h
14 days 1.5915h 22.3425 h
28 days 0.8231 h 23.1109 h
365 days 3.91 min 23.8688 h

In the case of using the VLBI normal equation systems of CONd@scribed irChapter 5.1.2the conse-
guences and possible handling of the singularity involvingation offsets and rates can easily be demon-
strated, because there is no further singularity with afgarameters as it would be the case for GPS. In a
first step, the singularity involving nutation offsets ille demonstrated. To do so, two types of VLBI solu-
tions were computed: In the first solution, the retrograiderthl constraint was not applied although the cor-
related parameter types were both estimated. The secamibsolvas derived by applying the retrograde di-
urnal constraint on the 14-day normal equation system. Trigukarity is fully present in the first solution,
thus, the