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Abstract

This thesis studies very high energy (VHE) γ-radiation from active galactic nuclei (AGNs) using the novel Major Atmospheric Gamma-ray Imaging Cherenkov (MAGIC) telescope on La Palma. A significant part of the thesis is devoted to the development of the analysis tools and the analysis of MAGIC data taken on AGNs. New precision results on the well known AGN Markarian 421 as well as the discovery of VHE γ-ray emission from the AGNs Markarian 180 and 1ES 1011+496 are presented. These data are used to investigate the violent processes within AGNs, the most prominent extragalactic objects of non-thermal radiation. Furthermore, all available VHE γ-ray spectra of AGNs are used to derive constraints on the density of the extragalactic background light (EBL), which represents the integrated light emitted during the entire star and galaxy evolution of the Universe.

The well known AGN Markarian 421 (redshift $z = 0.030$) was measured with MAGIC from December 2004 to April 2005. For the first time an energy spectrum of the source has been derived down to 100 GeV. The spectral domain between 100 GeV and 500 GeV was not accessible prior to these MAGIC observations. The flux of Markarian 421 is found to vary between 0.5 – 2 Crab units (integrated above 200 GeV), a rather low state when compared to previously published data. Although the flux varies on a day-by-day basis, no short-term variability is observed. A clear correlation is observed between γ-rays and X-rays fluxes, whereas no significant correlation between γ-rays and optical data is seen. The spectral energy distribution between 100 GeV and 3 TeV shows a clear deviation from a power law. The deviation persists after correcting for the effect of attenuation by the extragalactic background light, and most likely is source–inherent. There is a rather clear indication of an inverse Compton peak around 100 GeV. The spectral energy distribution of Markarian 421 can be fitted by a one-zone synchrotron self-Compton model suggesting once again a leptonic origin of the very high energy γ-ray emission from this blazar. Within this model physics parameters of the jet of Markarian 421 are constrained using reasonable assumptions on the shape of the X-ray spectrum.

The AGN Markarian 180 (redshift $z = 0.045$) was observed to have an optical outburst in 2006 March, triggering a Target of Opportunity observation with the MAGIC telescope. The source was observed for a total of 12.4 hours, and VHE
\(\gamma\)-ray emission was detected with a significance of 5.5 \(\sigma\). An integral flux above 200 GeV of \((2.3 \pm 0.7) \times 10^{-11} \text{ cm}^{-2} \text{ s}^{-1}\) is measured, corresponding to 11\% of the Crab Nebula flux. A rather soft spectrum with a photon index of \(-3.3 \pm 0.7\) is determined. No significant flux variation is found. It is the first time that VHE \(\gamma\)-rays are detected from the direction of Markarian 180.

Also the discovery of VHE \(\gamma\)-ray emission from the AGN 1ES 1011+496 was triggered by an optical outburst in March 2007. 1ES 1011+496 was observed with the MAGIC telescope from March to May 2007 for a total of 18.7 hours. The analysis of the data results in an excess of 6.2 \(\sigma\) with an integrated flux above 200 GeV of \((1.58 \pm 0.32) \cdot 10^{-11} \text{ photons cm}^{-2} \text{ s}^{-1}\). Previous MAGIC observations in March–April 2006 during a lower optical state resulted in upper limits only, which suggests that the VHE emission state is related to the optical emission state. The redshift of \(z = 0.212\) makes 1ES 1011+496 the most distant source observed to emit VHE \(\gamma\)-rays up to date.

In the second part of the thesis, VHE \(\gamma\)-ray spectra of AGNs are used to derive limits on the EBL density. The EBL consists of the light produced by galaxies during the entire history of the Universe. This radiation, redshifted according to its emission epoch, extends from the ultraviolet to the far-infrared range. VHE \(\gamma\)-rays are attenuated by the photons of the EBL via pair production, which leaves an imprint in the measured spectra from distant sources. A new method to derive constraints on the EBL is presented. The method does not rely on a predefined EBL model but uses rather a large number of generic shapes constructed from a grid in EBL density vs. wavelength. Spectral data from all known TeV blazars are utilized, making this the most complete study so far. Limits on the EBL are derived for three TeV blazar spectra (Markarian 501, H 1426+428, 1ES 1101-232) individually and for all spectra combined. The latter leads to significantly stronger constraints over a wide wavelength range from the optical (\(\sim 1\) micron) to the far-infrared (\(\sim 80\) microns). The limits are only a factor of 2 to 3 above the absolute lower limits derived from source counts. In the mid-infrared our limits are the strongest constraints derived from TeV blazar spectra so far. A high density of the EBL around 1 micron, reported by direct detection experiments, can be excluded. The results can be interpreted in two ways: (i) The sources resolved by galaxy counts account for the large fraction of the EBL, leaving only little room for additional components by e.g. the first stars or (ii) the assumptions about the underlying physics are not valid, which would require substantial changes in the standard emission models of TeV blazars.

Using the knowledge of the minimum EBL level one can deduce an upper limit for the distance of AGNs observed at VHE \(\gamma\)-rays. The method uses the argument that the intrinsic photon index after deconvoluting the EBL absorption cannot be harder than \(\Gamma = 1.5\). PG 1553+113 is a BL Lac object of unknown redshift, newly detected in the GeV-TeV energy range by H.E.S.S. and MAGIC. Here we apply the above method to the combined H.E.S.S. and MAGIC spectrum and derive an upper limit on the redshift of \(z < 0.69\). Moreover, we find that a
redshift above $z = 0.42$ implies a possible break of the intrinsic spectrum at about 200 GeV. Assuming that such a break is absent, we derive a much stronger upper limit of $z < 0.42$. Alternatively, this break might be attributed to an additional emission component in the jet of PG 1553+113. This would be the first evidence for a second component is detected in the VHE spectrum of a blazar.
Zusammenfassung


sinnvoller Annahmen über das Röntgenspektrum, konnten physikalische Parameter des Jets von Markarian 421 eingeschränkt werden.

Ein erhöhter Fluss im optischen Bereich wurde beim AGN Markarian 180 (Rotverschiebung $z = 0.045$) im März 2006 beobachtet, woraufhin MAGIC Beobachtungen (Target of Opportunity) durchgeführt wurden. Die Quelle wurde insgesamt 12,4 Stunden lang beobachtet, und eine VHE $\gamma$-Emission wurde mit einer Signifikanz von 5,5 $\sigma$ registriert. Es wurde ein integraler Fluss von $(2.3 \pm 0.7) \times 10^{-11}$ Photonen cm$^{-2}$ s$^{-1}$ oberhalb 200 GeV gemessen, was 11% des Krebsnebelflusses entspricht. Das abgeleitete Energiespektrum ist eher weich und hat einen Photonenindex von $\sim -3.3 \pm 0.7$. Keine signifikanten Flussänderungen wurden festgestellt. Das ist das erste Mal, dass VHE Gammastrahlung aus der Richtung von Markarian 180 gemessen werden konnte.

Die Entdeckung von VHE Gammastrahlung vom AGN 1ES 1011+496 wurde ebenfalls durch einen optischen Ausbruch der Quelle im März 2007 ausgelöst. 1ES 1011+496 wurde mit dem MAGIC Teleskop zwischen März und Mai 2007 insgesamt 18,7 Stunden lang beobachtet. Die Analyse der Daten ergab einen Überschuss von $\gamma$-Ereignissen mit einer Signifikanz von 6,2 $\sigma$, was einem Fluss oberhalb von 200 GeV von $(1.58 \pm 0.32) \cdot 10^{-11}$ Photonen cm$^{-2}$ s$^{-1}$ entspricht. Während früherer MAGIC Beobachtungen im März–April 2006 konnte kein signifikanter Fluss gemessen werden. Die Quelle befand sich zu diesem Zeitpunkt in einem niedrigen optischen Zustand. Das lässt eine Korrelation zwischen dem Niveau der VHE Gammastrahlung und dem Zustand der optischen Emission vermuten. Die Rotverschiebung von $z = 0.212$ macht 1ES 1011+496 zu der bislang am weitesten entfernten Quelle, von welcher VHE Gammastrahlung nachgewiesen worden ist.

Im zweiten Teil der Arbeit werden Gammaspektren von AGNs verwendet, um die Dichte des EHLs einzuschränken. Das EHL besteht aus dem Galaxienlicht, das während der gesamten Geschichte des Universums ausgestrahlt wurde. Diese Strahlung, je nach Zeitpunkt der Emission rotverschoben, erstreckt sich von Ultraviolet bis Fern-Infrarot. VHE Gammastrahlen werden durch den Prozess der Paarerzeugung mit den Photonen des EHLs teilweise absorbiert, was eine merkliche Veränderung der gemessenen Spektren von entfernten Quellen bewirkt. Eine neue Methode wird vorgestellt, um das EHL einzuschränken. Die Methode benutzt keine vordefinierten EHL Modelle, sondern verwendet eine große Schar analytischer Kurven, die auf einem Punkteraster im Phasenraum von EHL Dichte und Wellenlänge konstruiert werden. Spektren aller bekannten TEV Blazare wurden verwendet, was diese Studie zu der bislang umfangreichsten Untersuchung dieser Art macht. Obere Grenzen auf das EHL werden für drei TEV Blazarspektren (Markarian 501, H 1426+428, 1ES 1101-232) einzeln abgeleitet und dann auch für alle Spektren kombiniert. Die letzteren Grenzen führen zu deutlich stärkeren Einschränkungen über einen weiten Wellenlängenbereich von optischem ($\sim 1 \mu$m) bis zu Fern-Infrarot ($\sim 80 \mu$m). Die oberen Grenzen sind nur um den Faktor 2 bis 3 oberhalb der absoluten unteren Grenzen, die von Galaxienzählungen stam-
men. Im Mittel-Infrarot sind die oberen Grenzen die stärksten Einschränkungen, die bislang publiziert worden sind. Eine hohe Dichte des EHLs um 1 \( \mu \)m herum, die durch eine direkte Messung eines japanischen Experiments erzielt worden ist, kann ausgeschlossen werden. Die Ergebnisse können auf zwei Arten interpretiert werden: (i) Die während der Galaxienzählungen aufgelösten Quellen entsprechen einem Grossteil des EHLs, und es gibt wenig Raum für zusätzliche Komponente wie z.B. von früheren Sternen. Oder (ii): Die verwendeten Annahmen über die zugrundeliegende Physik sind nicht richtig, was erhebliche Änderungen in den standard Emissionsmodellen der AGNs erfordert.

Mit Hilfe der Kenntnis über das minimale EHL-Niveau, kann man eine obere Grenze auf die Enfernung von AGNs ableiten. Die Methode verwendet das Argument, dass der intrinsische Photonenindex nach der Entfaltung der EHL Absorption nicht härter als \( \Gamma = 1.5 \) sein kann. PG 1553+113 ist ein BL Lac Objekt mit einer unbekannten Rotverschiebung. Die Quelle wurde kürzlich von H.E.S.S. und MAGIC im GeV-TeV Energiebereich nachgewiesen. Es wird die oben beschriebene Methode auf das kombinierte H.E.S.S. und MAGIC Energiespektrum angewendet und eine obere Grenze der Rotverschiebung von \( z < 0.69 \) abgeleitet. Des weiteren wird festgestellt, dass eine Rotverschiebung von \( z > 0.42 \) einen möglichen Knick im intrinsischen Spektrum um 200 GeV mit sich bringt. Angenommen, dass es keinen Knick im Spektrum gibt, leiten wir eine viel stärkere obere Grenze von \( z < 0.42 \). Alternativ kann der Knick durch eine zusätzliche Emissionskomponente im Jet von PG 1553+113 erklärt werden. Das wäre der erste Nachweis für eine zweite Komponente in einem gemessenen VHE Blazarspektrum.
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Useful units definitions

This section provides a small collection of units definitions that are commonly used in astrophysics. In addition, the conversion to SI units (International System of Units) is given.

- **Electronvolt (eV):** The electronvolt is the unit of energy. It is the amount of energy equivalent to that gained by a single unbound electron when it is accelerated through an electrostatic potential difference of one volt, in vacuum.  
  Conversion to the SI units: 1 eV = 1.602 176 53(14)×10^{19} J.

- **Erg:** The erg is the unit of energy and mechanical work. Its name is derived from the Greek word meaning ”work”.  
  Conversion to the SI units: 1 erg = 10^{-7} J.

- **Gauss (G):** The gauss, abbreviated as G, is the unit of magnetic field (B), named after the German mathematician and physicist Carl Friedrich Gauss. One gauss is defined as one maxwell per square centimetre.  
  Conversion to the SI units: 1 G = 10^{-4} T.

- **Light year:** The light year is a common unit of distance in astrophysics.  
  Conversion to the SI units: 1 light year = 9.4607×10^{15} m.

- **Jansky (Jy):** The jansky is the unit of electromagnetic flux density and is named after the pioneering radio astronomer Karl Jansky.  
  Conversion to the SI units: 1 Jy = 10^{-4} \frac{W}{m^2 \cdot Hz}

- **MJD:** The Modified Julian Date (MJD) is the number of days (with decimal fraction of the day) that have elapsed since midnight at the beginning of Wednesday November 17, 1858. In terms of the Julian day (JD): MJD = JD - 2,400,000.5. JD 0 is defined as January 1, -4712 (=4713 BC) 12:00 noon Greenwitch mean time.
Introduction

Very high energy (VHE) astrophysics is one of the youngest fields of modern physics. The first celestial source emitting VHE $\gamma$-rays (i.e. photon energies $100 \text{ GeV} < E < 100 \text{ TeV}$) was only found in 1989 opening a new window to the Universe. The low fluxes in the VHE $\gamma$-ray regime require ground based detectors. The most successful technique uses Imaging Atmospheric Cherenkov Telescopes (IACT), which measure the Cherenkov light emitted by the air showers induced by VHE $\gamma$-rays impinging on the atmosphere. In less than two decades the field has evolved very dynamically leading to several exciting discoveries of VHE $\gamma$-ray sources providing fascinating insights into the non-thermal Universe. Most of the results have been obtained just recently after the H.E.S.S. IACT system in Namibia and the MAGIC telescope on La Palma became operational. The MAGIC telescope is currently the largest single dish IACT featuring a 17 m diameter reflector. The technological key elements of the MAGIC telescope result in an unprecedented low energy threshold allowing the reconstruction of $\gamma$-rays with energies even below 100 GeV. A large part of my work was committed to the development and commissioning of the analysis tools for the MAGIC data with the goal to achieve a high flux sensitivity in the full accessible energy range.

My scientific work was devoted to the study of extragalactic sources of this radiation. When I started this work in 2004, only six extragalactic objects emitting VHE $\gamma$-rays had been established. All of them are so-called active galactic nuclei (AGNs) harboring a supermassive black hole in the center and emitting powerful collimated plasma jets, which extend to distances much larger than the dimension of the galaxies themselves. The AGNs are believed to accelerate charged particles to the highest known energies and thus are one of the major factories of the non-thermal radiation in the Universe. The study of the high energy processes within the AGN jets using new precision data taken on the well established AGN Markarian 421 and the discovery of two distant AGNs never seen before to emit VHE $\gamma$-rays is the first major topic of this thesis. One of the discovered AGNs is currently the most distant VHE $\gamma$-ray source.

The second topic deals with a diffuse low energy radiation originating from the entire history of star formation and evolution in the Universe. This so-called extragalactic background light (EBL) is the second largest background radiation after the cosmic microwave radiation extending from the ultraviolet to the far
infrared range. The EBL is difficult to measure directly due to strong foregrounds from our solar system and the Galaxy. The observation of distant AGNs emitting VHE $\gamma$-rays provides an unique indirect measurement of the EBL. This indirect measurement is based on the fact that VHE $\gamma$-rays from the AGNs interact with the EBL photon field via pair-production causing an energy-dependent absorption of the AGN energy spectra. The imprint of the EBL on the AGN spectra can then be used to constrain the level and the shape of the EBL density. A detailed study of the possibilities to constrain the EBL using all available VHE $\gamma$-ray spectra from AGNs resulted not only in the strongest upper limits on the EBL up to date but has also cosmological implications in constraining the abundance of the first stars in the Universe.

The thesis is structured as follows. An introduction to VHE $\gamma$-ray astrophysics is given in Chapter 1. TeV blazars and theoretical models of VHE $\gamma$-ray production are introduced in Chapter 2. Chapter 3 describes the extragalactic background light (EBL), including the status of EBL measurements and EBL models. Details on the imaging Cherenkov technique and the MAGIC telescope are presented in Chapter 4. The analysis chain of the MAGIC data and the analysis performance are demonstrated in Chapter 5 using a Crab Nebula data set. Chapter 6 deals with the results of MAGIC observations of Markarian 421. Correlation studies between different energy bands and different flux states are presented as well as a modeling of the relevant physics processes inside of the jet. The discovery of two new blazars emitting VHE $\gamma$-rays, Markarian 180 and 1ES 1011+496, are presented in Chapter 7 and Chapter 8, respectively. A generic study of the EBL using available VHE spectra of TeV blazars and the resulting constraints are described in Chapter 9. Chapter 10 presents a new method to derive an upper limit on the redshift of the blazar PG 1553+113, which was newly detected in the GeV-TeV energy range by H.E.S.S. and MAGIC. Conclusions and a short outlook can be found in Chapter 11.

In the Appendix, technical studies and results are presented. Appendix A deals with strategies for the MAGIC telescope to more effectively observe extragalactic objects. An alternative data analysis technique, the model analysis, is presented in Appendix B. The model analysis aims to decrease significantly the energy threshold of MAGIC and improve the sensitivity of the experiment at low energies.
Chapter 1

Introduction to very high energy $\gamma$-ray astrophysics

Figure 1.1: Astroparticle physics with Cosmic rays.
1.1 Astroparticle Physics

Astroparticle physics is a branch of particle physics that studies elementary particles of astronomical origin, and their relation to astrophysics and cosmology. It is a quite new field of research emerging at the intersection of particle physics, astronomy, and cosmology.

The astroparticle physics aims to answer fundamental questions about the contents and history of the Universe, nature of the dark matter, properties of neutrinos, origin of Cosmic rays, and nature of gravity. The rapid development of the astroparticle physics has led to the design of new detection techniques and construction of new experiments. In underground laboratories or with specially designed telescopes, antennas and satellite experiments, astroparticle physicists search for and study a wide range of cosmic particles including neutrinos, \(\gamma\)-rays and Cosmic rays at the highest energies. They are also searching for dark matter and gravitational waves.

The most active topics in astroparticle physics are:

- Search for dark matter, its nature, origin, and its distribution in the Universe
- Detailed studies of Cosmic rays and their chemical composition
- Gamma-ray astronomy
- Neutrino physics and neutrino astronomy
- Search for gravitational waves

This thesis is devoted to the Gamma-ray (\(\gamma\)-ray) astronomy, which is historically closely connected to the search of the origin of Cosmic rays. Therefore, I start with a short introduction on Cosmic rays before I concentrate on \(\gamma\)-rays.

1.2 Cosmic Rays

*What are Cosmic rays?* Ever since in 1912 the Austrian physicist Viktor Hess announced the first experimental evidence that an ionizing radiation constantly impinges on the Earth's atmosphere (Hess, 1912), the then newly discovered Cosmic rays have been puzzling physicists and astrophysicists. The spectrum of Cosmic rays is a remarkable power law extending over 13 orders of magnitude (Fig. 1.2). Due to the power law spectral behavior, Cosmic rays must have been emitted by objects which did not have time to thermalize. Cosmic rays are considered messengers from the non-thermal part of the universe, containing similar amount of energy as the thermal radiation, which is dominated by the cosmic microwave background (CMB). It is yet not clear where and how Cosmic
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rays are produced, what their composition is over the whole observed energy range and how far they propagate in space.

What are the features of Cosmic rays? The measured Cosmic ray spectrum (Fig. 1.2) spans an energy range extending over more than 13 orders of magnitude with fluxes dropping from 1 particle/(cm$^2$ s) at around 100 MeV to less than 0.01 particles/(km$^2$ century) for the highest observed energies. In the region of the energy spectrum which is unaffected by the Earth magnetic field and the propagation of particles to the Earth through the solar wind (at energies $E$ greater than 1 GeV), the differential flux, $dN/dE$, follows a power law, $dN/dE \propto E^{-\alpha}$.

The index $\alpha = 2.7$ is valid for energies below the knee (located at $\approx 4-5$ PeV$^1$), $\alpha = 3.0$ from the knee to the ankle (at $\approx 3$ EeV$^2$), $\alpha = 2.6$ from the ankle up to $\approx 30$ EeV. At the highest energies with $E > 10^{20}$ eV, a cut-off (known as the Greisen-Zatsepin-Kuzmin (GZK) cut-off (Greisen, 1966; Zatsepin and Kuz'min, 1966)) in the spectrum is expected due to interaction of the charged particles with the CMB photons. The newest results above $E > 3 \cdot 10^{19}$ eV from the HiRes collaboration and the Auger observatory seem to confirm the expected steepening

---

$^1$PeV$ = 10^{15}$eV

$^2$EeV$ = 10^{18}$eV
of the energy spectrum (Teshima, 2007).

What is the composition of Cosmic rays? Up to the knee, the chemical composition has been measured directly: About 79% of the primary nucleons consist of protons, the remainder consist of helium nuclei and only a small fraction of nuclei of heavier elements (Longair, 1992). Less than 1% of the Cosmic rays consist of electrons and positrons, the spectrum of which is steeper than the one of protons and nuclei. Only a tiny fraction of the Cosmic rays is made up of γ-rays. While the origin of a significant part of the low-energy Cosmic rays (below 10 GeV) can be traced back to the Sun, the high-energy part ranging up to the knee is believed to originate from mostly galactic accelerators. The region between the knee and the ankle is under debate, while at higher energies the particles are usually explained by an extragalactic origin. Cosmic rays up to about 1 EeV are isotropic, while a claim on anisotropy at higher energies is still under debate (Teshima, 2007). It is believed that Cosmic rays are confined in the magnetic field of our Galaxy up to the knee. Still, some particles escape the galaxy (leaky box), in particular the giro radius is proportional to the energy of the particles and thus the escape rate out of the galaxy is energy dependent. As a result, the intrinsic source spectrum is harder (α ≈ 2.1) than the locally observed Cosmic ray spectrum.

What are the possible sources of Cosmic rays? There are only a few features in the energy spectrum of the Cosmic rays. This can be an evidence that the same mechanism and the same class of sources are responsible for the bulk of Cosmic rays. A general consideration can be made for a bottom-up scenario, e.g. particles are accelerated via magnetic shocks (Fermi acceleration I and II, Longair (1994)) and have to cross several times the shock region. This means that the particles’ giro radius should not exceed the radius of the shock region. In the well-known Hillas plot (Fig.1.3) a number of possible sites, able to provide conditions to accelerate particles up to 1 ZeV$^3$, is shown. One can see that only a few object classes fulfill this criteria, which simplifies the search of the origin of Cosmic rays. However, for Cosmic rays with energies below the knee, more sources have to be considered as potential candidates. Following is a list of best known possible cites:

Galactic sources of Cosmic rays:

- Supernova Remnants, shell type
- Plerions
- Pulsars
- Microquasars, X-ray binary systems
- Young stars and young open star clusters

$^3$ZeV = 10$^{21}$eV
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Figure 1.3: Hillas-Plot. Candidate sites to produce Cosmic rays with highest energies in the Universe.

Extragalactic sources of Cosmic rays:
- Active Galactic Nuclei (in the beamed regions, jet)
- Gamma-Ray-Bursts
- Starburst galaxies
- Clusters of Galaxies

How can one find the sources of Cosmic rays?
Gamma-rays and neutrinos are possible tracers of the sources because they are not deflected by magnetic fields, thus, they point directly to the places of their creation.

How transparent is the Universe to γ-rays?
The highest energy γ-rays are absorbed by pair creation with low energy photons (see Section 1.5). The transparency of the Universe for very high energy γ-rays is shown in Fig. 1.4 as a function of the redshift of a source. The transparency (or opacity) of a medium to radiation is characterised by the optical depth τ. If the number of γ-rays (or particles in general) is $N_0$ at a time $t_0$ then for
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Figure 1.4: Gamma-ray horizon plot. The Gamma-ray horizon is defined as a function of the redshift, at which the optical depth $\tau$ for $\gamma$-rays with energy $E$ is equal unity (see text for details). Curves correspond to different model predictions reflecting uncertainties in the knowledge of the absorbing medium (Kneiske et al., 2004). Points correspond to reported measurements of the cut-off energy which might be attributed to the absorption. The upper panel emphasizes differences between possible models for a nearby Universe ($z < 0.1$), whereas the lower panel shows the opacity up to $z = 5$. The horizontal lines represent the energy thresholds of H.E.S.S. (100 GeV) and MAGIC (50 GeV).

At a later time $t$ the number of remaining $\gamma$-rays in an homogeneous medium is $N(t) = N_0 \exp(-\tau' \cdot (t - t_0))$. $\tau'$ depends on the properties of the medium. Throughout the thesis the optical depth $\tau = \tau' \cdot (t - t_0)$ is used so that for $\tau = 1$ the photon flux is $e$-fold, i.e. $N = N_0/e$ and $e$ is the Euler’s number. The so-called $\gamma$-ray horizon (Fazio and Stecker, 1970) is shown in Fig. 1.4 by plotting the energy of $\gamma$-rays at which $\tau = 1$ as a function of the redshift. The shown curves correspond to different model predictions for the density of the low-energy background radiation (Kneiske et al., 2004). For 200 GeV photons, the Universe is transparent up to a redshift of $z = 0.5$, whereas at 1 TeV only sources below $z = 0.1$ can be detected.

What are the experimental approaches? Experimentally, several approaches have been followed to detect Cosmic rays and $\gamma$-rays. Cosmic rays can be detected directly by:

- satellite experiment carrying a compact particle detector
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- balloon experiments carrying a compact particle detector
- array of particle detectors on the ground

Cosmic rays can be detected indirectly by measuring:
- air shower particles using detectors (or arrays of detectors) on the ground;
- air shower Cherenkov light using cameras on the ground;
- air shower fluorescence light using cameras on the ground;
- acoustic waves of air showers using antennas on the ground or on balloons;
- radio emission of air showers using antennas on the ground.

Gamma rays can be detected by:
- satellite telescopes and detectors (directly);
- ground based imaging atmospheric Cherenkov telescopes, IACTs (indirectly, used in this thesis);
- water Cherenkov tanks (indirectly).

1.3 Very high energy gamma rays as messengers of cosmic processes

Gamma rays are electromagnetic radiation of very short wavelength of $\lambda < 10^{11}$m. The definition of the different energy/wavelength bands of the electromagnetic spectrum is shown in Fig.1.5. In this thesis, we are dealing with $\gamma$-rays in the so-called Very High Energy (VHE) band, i.e. with $E > 100$ GeV. Presently many VHE $\gamma$-ray sources have been discovered: from stars in an advanced stage of evolution (including pulsars and X-ray binaries) to energetic sources outside our Milky Way (active galaxies).

VHE $\gamma$-rays are of interest to astronomers because they can provide information about objects producing energetic charged particles, the Cosmic rays, which are the progenitors of gamma rays. Therefore, VHE $\gamma$-rays are messengers of violent, non-thermal processes happening at the location of the sources or close to it.

Another good reason for studying VHE $\gamma$-rays is to determine the origin of Cosmic rays. $\gamma$-rays are produced where Cosmic rays interact with matter, which usually happens close to the acceleration place. Therefore, $\gamma$-rays are generally indicating the origins of Cosmic rays. However, there are also alternative hypotheses of $\gamma$-ray production, which means that a $\gamma$-ray source is not necessarily a Cosmic ray accelerator.
1.4 Production mechanisms of $\gamma$-rays

Astronomical objects emit energy in different types of processes. Most of the radiation energy is emitted thermally, which can be described in first approximation by a blackbody radiation (Planck’s formula). The effective temperatures range from typically 3.000 K (red stars) to 150.000 K (X-ray binaries, white dwarfs). The hottest objects thermally radiate X-rays up to a few keV energy band. Gamma-rays with even higher energies are produced by non-thermal processes, i.e. from thermally not equalized systems. The most relevant non-thermal $\gamma$-ray production processes are summarized in Longair (1992):

- **$\pi^0$ decay**: Pions are the lightest mesons ($m_{\pi^0} = 135$ MeV, $m_{\pi^\pm} = 140$ MeV) and therefore are among end products of nucleonic cascades involving strong interactions. Charged ($\pi^+$, $\pi^-$) and neutral ($\pi^0$) pions are produced with the same probability. Neutral pions have a short life time of $10^{-16}$ s and electromagnetically decay into:

$$\pi^0 \rightarrow \gamma \gamma \quad (99\%) \quad (1.1)$$

$$\pi^0 \rightarrow e^+ e^- \gamma \quad (1%) \quad (1.2)$$
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Charged pions, due to their relatively long life time $\approx 2.6 \cdot 10^{-8}$ s, undergo either collisions of strong interactions or depending on the gas density decay into:

$$\pi^\pm \longrightarrow \mu^\pm \bar{\nu}_\mu$$
$$\mu^\pm \longrightarrow e^\pm \nu_\mu \bar{\nu}_e$$

(1.3)

- **Bremsstrahlung.** When charged particles are deflected in electric fields they radiate bremsstrahlung. The emitted photon spectrum has a power law form with the same spectral index as the one of the accelerated particles. Bremsstrahlung of UHE Cosmic rays can reach TeV energies.

- **Synchrotron radiation.** In the presence of magnetic fields, relativistic charged particles emit Synchrotron radiation. For electrons, the peak emission energy is given by $E_{\text{peak}} = 5 \cdot 10^{-9} B_{\perp} \gamma_e^2 eV$ with the transverse component of the magnetic field $B_{\perp}$ given in units of Gauss and the electron Lorentz factor $\gamma_e$. Synchrotron radiation of accelerated electrons is one of the most important processes in the non-thermal Universe. In the contest of VHE $\gamma$-rays, synchrotron radiation is the usual process for the generation of seed photons for Inverse Compton scattering. However, UHE Cosmic rays (electrons or protons) can emit Synchrotron radiation directly in the VHE domain.

- **Inverse Compton scattering:** Relativistic electrons (and positrons) scatter off low energy photons and transfer part of their energy to these photons. Depending on the electron-photon energy ration, one distinguishes three cases to specify the cross-section for the Inverse Compton scattering:

$$E_e E_\gamma \ll m_e^2 c^4 : \sigma_T = \frac{8}{3} \pi r_e^2$$ (Thomson cross-section) (1.4)
$$E_e E_\gamma \approx m_e^2 c^4 : \sigma_{KN} \quad \text{exact Klein-Nishina cross-section} \quad (1.5)$$
$$E_e E_\gamma \gg m_e^2 c^4 : \sigma_{KN} = \pi r_e^2 \frac{1}{\epsilon} \left( \ln 2\epsilon + \frac{1}{2} \right), \quad \epsilon = \frac{E_\gamma}{m_e c^2}$$ (Klein-Nishina approximation) (1.6)

It can be shown that in the latter case the maximum energy gain for the photons is described by:

$$E_{\text{max}} \approx 4\gamma^2 E_\gamma,$$

with Lorentz factors $\gamma$. In the Thomson regime, the emitted photons follow the spectral shape of the seed photons. In the Klein-Nishina regime, the resulting spectrum has a sharp cut-off, which is determined by the maximum energy of the participating electrons.
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The hadronic process of $\pi^0$ decay and IC scattering are the most important sources of VHE $\gamma$-rays. In fact, it is a highly debated issue, which of the two processes is the dominant one. In case of the $\pi^0$ decay, this would point to hadronic accelerators and thus explain at least part of the origin of the Cosmic rays. Observation of VHE neutrinos from the same source would be the unambiguous proof of hadronic production. In case of IC scattering, leptonic accelerators would be favored, leaving the origin of Cosmic rays an open issue. I will go into some of hadronic production. In case of IC scattering, leptonic accelerators would be favored, leaving the origin of Cosmic rays an open issue. I will go into some details of the acceleration models in the next Chapter. But at first, I discuss propagation losses of VHE $\gamma$-rays (following Section), as well as introduce object classes emitting this radiation (Section 1.6).

1.5 Absorption of VHE $\gamma$-rays in the Universe

![Diagram](Image)

Figure 1.6: Sketch to illustrate absorption of losses extragalactic VHE $\gamma$-rays on the way to Earth by low energy photons of the extragalactic background light.

On the way from the source to the observer (Fig. 1.6), VHE $\gamma$-rays can suffer absorption losses by interaction with the low energy photon fields. The low energy photons belong to the evolving extragalactic background light (EBL), which is the topic of Chapter 3. The corresponding reaction is the pair-production of an electron-positron pair:

$$\gamma_{\text{VHE}} + \gamma_{\text{EBL}} \rightarrow e^+ + e^- \quad \text{with} \quad E_{\gamma_{\text{VHE}}} \cdot E_{\gamma_{\text{EBL}}} > (m_e c^2)^2$$  \hspace{1cm} (1.7)

The cross section for pair production $\sigma_{\gamma\gamma}$ can be analytically calculated in quantum electrodynamics (e.g. Heitler (1960)):

$$\sigma_{\gamma\gamma}(E, \epsilon, \theta) = \frac{3 \sigma_T}{16} (1 - \beta^2) \left[ 2\beta (\beta^2 - 2) + (3 - \beta^4) \ln \frac{1 + \beta}{1 - \beta} \right]$$  \hspace{1cm} (1.8)

with $\beta := \left( 1 - \frac{2 m_e^2 c^4}{E \epsilon (1 - \cos \theta)} \right)^{1/2}$

$E$ is the energy of the VHE $\gamma$-ray photon, $\epsilon$ is the energy of the low energy photon, $\sigma_T$ is the Thomson cross section$^4$, and $\theta$ is the angle between the two photons.

$^4 \sigma_T = 6.6524 \cdot 10^{-25} \text{ cm}^2$
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Figure 1.7: Cross section of the pair creation process $\gamma \gamma \rightarrow e^+ e^-$ in units of $\sigma_T$ (see Eq. 1.8). On the left: the differential cross section for head-on collisions $\theta = 180^\circ$. On the right: the cross section when integrating over an isotropic photon distribution in the angle $\theta$. The maximum is at $x_{\text{max}} \approx 3.6$ (marked by the vertical dotted line). The vertical dashed line marks the place where the cross section decreased by $1/e^2$ of the maximum value.

in the center of mass system. In Fig. 1.7, the cross section for pair creation is shown in units of $\sigma_T$. The X-axis is chosen to have units of the threshold of pair creation: $x = (E \epsilon) / (m_e^2 c^4)$. On the left, the cross section for head-on collision of two photons is shown ($\theta = 180^\circ$), whereas on the right the averaged cross section over an isotropic photon distribution can be seen. The steep rise of the cross section close the threshold is clearly visible. The energy of EBL photons, for which the cross section has its maximum, can be expressed (for convenience reasons) in terms of the corresponding $\gamma$-ray energy as:

$$\epsilon_{\text{EBL}} \approx \frac{1}{E_{\text{TeV}}} \text{eV} \quad \text{or} \quad \lambda_{\text{EBL}} \approx 1.24 \frac{E_{\text{TeV}}}{1} \mu\text{m}$$

(1.9)

$E_{\text{TeV}}$ is energy of the VHE $\gamma$-rays in units of TeV. Note that the wavelength range of EBL photons responsible for absorption of a single energy of VHE $\gamma$-rays is quite large: it extends over about two magnitudes. The red dotted line in Fig. 1.7 is at the place where the cross section decreased by $1/e^2$ of its maximum value. Note that the influence of the 2.7 K cosmic microwave background ($\lambda > 300 \mu\text{m}$) can be neglected for energies up to $\approx 30\text{TeV}$: The threshold of $\gamma$-rays of $E = 20\text{TeV}$ is at $\lambda \approx 100\mu\text{m}$.

The optical depth of the VHE $\gamma$-rays, $\tau(E)$, emitted at the redshift $z$, can be then calculated solving the three-fold integral (see also Dwek and Krennrich
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\begin{align}
\tau(E_\gamma, z) &= \int_0^z d\ell(z') \int_{-1}^1 d\mu \frac{1 - \mu}{2} \int_{\epsilon_{th}}^\infty d\epsilon' n(\epsilon', z') \sigma_{\gamma\gamma}(\epsilon', E', \mu) \\
\mu &= \cos \theta \\
n(\epsilon) &= \text{EBL energy density} \\
d\ell(z) &= \text{distance element}
\end{align}

A computer program has been developed to calculate $\tau(E)$ for a given distance and a given density profile of the EBL photons, i.e., to solve Eq. 1.10 (Mazin, 2003). The program was refined during this Thesis and made available for the MAGIC collaboration.

Throughout the Thesis I adopt a Hubble constant of $H_0 = 72 \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1}$ and a flat universe cosmology with a matter density normalized to the critical density of $\Omega_m = 0.3$ and $\Omega_\Lambda = 0.7$.

Whereas the distance to the source is generally known (see Chapter 10 for an exception), the density of the EBL is uncertain. Recent model predictions differ by a factor of 2 in the expected EBL density. The direct measurements of the EBL are very difficult due to strong foreground emissions in our Solar system (see Chapter 3 for more details and Chapter 9 for new constraints on the EBL density).

The expected optical depth for sources at different redshifts is shown in Fig. 1.8. Hereby, the “best fit” model from Kneiske et al. (2002) is used to estimate the EBL density. One can see that the optical depth is not only redshift but also energy dependent. According to a common definition of the optical opacity we say that for $\tau < 1$ the medium is transparent, whereas for $\tau > 1$ the medium is opaque. The crossing points of the horizontal dotted line in Fig. 1.8 ($\tau = 1$) with the attenuation lines define then the energy for the different redshifts, at which the Universe becomes opaque. It is evident that a low threshold of a VHE $\gamma$-ray detector is essential to observe distant sources. For example, no VHE $\gamma$-ray emission is expected to be detected above 1 TeV for a source at $z = 0.2$.

There are two major aspects concerning the interconnection between VHE $\gamma$-rays and the EBL:

1. The EBL leaves a unique imprint on the VHE spectra. This imprint can be used to study the EBL.

2. The impact of EBL onto VHE spectra is fundamental. We need to understand EBL in order to study intrinsic properties of the VHE $\gamma$-ray sources.

Concerning point (1): From a single observed energy spectrum of a VHE $\gamma$-ray source, it is rather difficult if not impossible to distinguish between the imprint of the EBL and intrinsic features of the source. Observed features can be source
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Figure 1.8: Attenuation coefficients $\exp(-\tau)$ as a function of $\gamma$-ray energy. The “best fit” model from Kneiske et al. (2002) is used for the EBL density. The curves represent the expected attenuation of the VHE $\gamma$-ray spectra for different source distances. The horizontal dotted line corresponds to the optical depth $\tau = 1$, i.e. it crosses the attenuation curves at the energy, above which the Universe becomes opaque.

inherit due to an intrinsic absorption or due to a source, which does not provide necessary conditions for acceleration of charged particles to high enough energy. A way to pin-point the EBL impact is to use population studies of many extragalactic sources: whereas the intrinsic features might be different, the imprint of the EBL is the same (at a given redshift). With the current population of VHE $\gamma$-ray sources, it is only possible to set limits on the EBL, arguing that the observed spectra contain at least the imprint of the EBL.

Note that only distant extragalactic VHE $\gamma$-ray emitters suffer from the absorption by the EBL. For the galactic sources, the effect is negligible up to energies of about 100 TeV. For higher energies, the absorption on the photon field of the Cosmic Microwave Background (CMB) starts to be important.
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Figure 1.9: Diagram of the number of detected sources versus time for three energy bands: X-rays, $\gamma$-rays, and VHE $\gamma$-rays. One can clearly see that the number of detected sources depends on the age of the field (related to the sensitivity of the instruments). The kind of plot is called after his inventor “Kifune plot”.

1.6 Sources of VHE $\gamma$-rays

In the following, I am briefly summarizing major classes of VHE $\gamma$-ray emitters. Objects of some of these classes are already detected to emit VHE $\gamma$-rays, some others are still very good candidates. Due to the fact that the field of the VHE $\gamma$-ray astrophysics is quite young, a detection of a source is quite often a matter of a long observation time (order of 100 hours) and a sensitivity of the instrument. The sensitivity for IACTs is usually defined as a flux level, which can be detected after 50 h of observation with a significance of 5 $\sigma$. The relatively small field of view of IACTs (maximum 5 degrees) does normally not allow to observe several sources together. For variable sources, often only a flaring (high flux) state can be detected. Guidance for source searches from observations in lower energy bands is of limited use because correlations between lower and higher energy emission are far from being understood. A detection of a flaring state of an object is often a matter of luck. This in turn means that many flares (and sources) remain undetected although the sensitivity of the current instruments would make a detection possible if one observes in the right moment. Note, however, that a
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proposed optical–VHE $\gamma$-ray correlation used for the search for new sources in this thesis resulted in a detection of two new VHE $\gamma$-ray emitters (see Chapters 7 and 8). The current number of detected sources is about 55 and continuously growing. In Fig. 1.9, a time diagram for the detected sources is shown. Solid lines represent extrapolations of the experiments going online in the year 2008/9: GLAST, MAGIC II, and H.E.S.S II.

The VHE $\gamma$-ray sources are naturally divided into galactic and extragalactic sources. There are about 40 detected galactic sources and 15 extragalactic ones. The current sky map of VHE $\gamma$-ray sources is shown in Fig. 1.10.

![VHE $\gamma$-ray Sky Map](image)

**Figure 1.10:** A sky map of VHE $\gamma$-ray sources in galactic coordinates as of May 2007.

Galactic sources:

- **Supernova remnants: shell type.** A supernova remnant is the left-over of a supernova explosion of a star. The supernova remnant is expanding into the interstellar medium of a lower density building a shock wave. The remnant consists of ejected material expanding from the explosion, and the interstellar material it sweeps up and shocks along the way. Particles are accelerated in these shocks by means of collisionless interaction of the particles with magnetic clouds in the interstellar medium (Fermi acceleration, Longair (1994)). Supernova remnants have long been suspected to be the main source of Cosmic rays and hence also to produce VHE $\gamma$-rays; they seem to be the dominant sources capable of supplying the energy required to feed the bulk of the Cosmic rays in our Galaxy. The mechanism of particle acceleration in the expanding supernova remnant shocks is thought to be well understood. However, clear evidence for the production of high-energy hadronic particles in supernova shells has proven to be remarkably hard to find. It seems that only observation of VHE neutrinos from the direction of the supernova shells would unambiguously prove the theory.
Prominent detected supernova remnants emitting VHE $\gamma$-rays are: Cas A, RX J1713.7-3946, HESS J1813-178, and RX J0852.0-4622.

- **Pulsar wind nebulae.** Pulsar wind nebulae - PWNe or plerions - are systems created in supernova explosion, in which a fast rotating magnetized neutron star (pulsar) is the central object surrounded by the swept up material. Plerions are amongst the most abundant sources of VHE $\gamma$-rays in our Galaxy. The rotational energy of the neutron star is converted, by some not fully understood mechanism, into a relativistic stream of particles, presumably mostly electrons and positrons generated near the pulsar. This pulsar wind terminates in a shock when it encounters the ambient medium, which is often composed of ejecta from the supernova explosion. The accelerated electrons of the pulsar wind nebula are an efficient source of VHE $\gamma$-rays, by IC upscattering of ambient photons, for example those of the microwave background. Compared to the case of supernova remnants, the upscattering process is very efficient in generating $\gamma$-rays, which explains the abundance of pulsar wind nebulae detected in high energy gamma rays. The prototypical pulsar wind nebula is the Crab Nebula, which is the brightest known steady VHE $\gamma$-ray emitter in the sky. Currently (July 1007), 18 PWN have been detected to emit VHE $\gamma$-rays (Hinton, 2007).

- **Pulsars.** Pulsars are rotating magnetized (magnetic fields $\approx 10^6$ G$^5$) neutron stars with the rotation cycle of the neutron star linked to the pulse period. The accelerated particles near the pulsar are beamed forming outflowing jets. Since the rotation and magnetic axes of the pulsar are misaligned, the observer only sees an emission from a pulsar when the beam crosses his line of sight. The emission mechanism is not yet completely understood: It can be Synchrotron emission near the polar caps of the pulsar. Or it can be IC scattering in the outer regions (outer gaps) of the magnetosphere. The emission can be also a mixture of both mechanisms. Pulsars are one of the best known clocks in the Universe with periods down to milliseconds and have been found to emit electromagnetic radiation in radio through hard X-ray energy band. Five pulsars have been detected by EGRET in $\gamma$-rays with energies up to 10 GeV but searches for pulsed VHE $\gamma$-ray signals resulted in upper limits only.

- **X-ray binary systems.** In our Galaxy, more than 80% of stars are members of multiple systems made up of several stars (double, triple...) orbiting around each other. The X-rays are produced by matter falling from one component (usually a relatively normal star) to the other component, which is often a neutron star or a black hole. Three of these objects have recently been found to emit VHE $\gamma$-rays: LS 5039 (Aharonian et al., 2005b),

$^5 \mathrm{1 \ G} = 10^{-4} \ \mathrm{T}$
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LS I +61 302 (Albert et al., 2006e), and PSRB 1259-63 (Aharonian et al., 2005a). The likely emission mechanism is that relativistic particles, very likely electrons, are injected into the surrounding medium. The particles are further accelerated when they enter a shock region created between winds of the two objects. VHE $\gamma$-rays are then created via IC scattering of the cosmic microwave background. All three sources are found to be variable with a period coinciding with the orbital cycle.

- **Microquasars.** Microquasars are stellar objects named after their similarity to quasars. They have many common characteristics: strong and variable radio emission, often resolved as a pair of radio jets, and an accretion disk surrounding a black hole or neutron star. In quasars, the black hole is supermassive (millions of solar masses); in microquasars, the black hole mass is a few solar masses. Since blazars (quasars with jets pointing towards observer) are known VHE $\gamma$-ray emitters, it was suggested that also some microquasars would emit VHE $\gamma$-rays. In fact, during the write-up of this Thesis, the first evidence of a VHE $\gamma$-ray signal form a bright microquasar Cygnus X-1 has been reported (Albert et al., 2007h).

- **Young open star clusters.** It has been suggested that winds of young massive stars collide with each other and create shocks, which can accelerate particles to extreme energies. First evidence of such a process was reported by HEGRA in the vicinity of Cygnus OB2 region (Aharonian et al., 2002e) and confirmed by MAGIC (Oña-Wilhelmi et al., 2007). Shortly afterwards, a VHE $\gamma$-ray signal associated with extremely massive stars, known as Wolf-Rayet (WR) stars, has been detected by H.E.S.S. (Aharonian et al., 2007c) establishing a new class of galactic VHE $\gamma$-ray emitters.

- **Galactic center.** The Galactic center has been found to emit steady VHE $\gamma$-ray signal up to 10 TeV as reported by the CANGAROO (Tsuchiya et al., 2004), H.E.S.S. (Aharonian et al., 2004c), VERITAS (Kosack and VERITAS Collaboration, 2004), and the MAGIC (Albert et al., 2006c) collaborations. However, the interpretation of the emission mechanism is difficult since the region is packed with different potential sources, and the angular resolution of the current instruments is insufficient to disentangle the exact location of the VHE $\gamma$-ray emission. Most probable scenarios involve emission due to a pulsar wind nebula or a close by supernova remnant. More exotic scenarios include the black hole as an accelerator or even dark matter particles annihilation to reproduce the observed signal (Horns, 2005).

- **Unidentified sources.** Unlike above described sources, some of the detected galactic VHE $\gamma$-ray emitters do not have any obvious other wavelength counterparts, which spatially coincide with the location of the observed excess. It might be that the sources are too dim to have been detected
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by EGRET. This hypothesis will be clarified by GLAST with a 20 times better sensitivity than EGRET.

- Diffuse emission. Furthermore, the H.E.S.S collaboration reported a diffuse VHE $\gamma$-ray emission along the galactic plane after subtracting point sources (Aharonian et al., 2006c). The most likely scenario is a hadronic collision of Cosmic rays with dense molecular clouds and dust in the galactic plane creating among other particles $\pi^0$s with a subsequent decay into VHE $\gamma$-rays. A spatial agreement between the observed VHE $\gamma$-ray excess and distribution of molecular clouds supports this hypothesis. Noteworthy, EGRET also observed a diffuse HE $\gamma$-ray excess in the galactic plane region.

**Extragalactic sources:**

- **Active Galactic Nuclei.** Active galactic nuclei (AGNs) are galaxies with an active core, i.e. being brighter and more energetic than the ones of usual galaxies. AGNs are believed to be the most powerful sources of non-thermal energy in the Universe. They host a very compact (order of big planets) supermassive black hole (SMBH) in the central region with a mass around $10^6$ to $10^{10}$ solar masses. In the unified scheme of AGNs, the SMBH is surrounded by a disc of material being accreting by the SMBH. Perpendicular to the disc, two plasma jets are created carrying out part of the angular momentum of accreted material. The jets extend up to several kpc distance scale from the central SMBH and seem to harbor conditions adequate for very efficient cosmic particle acceleration. Non-thermal emission from the jets has been measured to be highly variable at all wavelength from radio through $\gamma$-rays. In case, the jet points towards the observer, the object is classified as blazar. Currently all but one extragalactic object detected in VHE $\gamma$-rays are blazars. The only exception is M87, the largest known radio galaxy at a distance of $z = 0.0047$. The production process of VHE $\gamma$-rays is under debate: both leptonic and hadronic models seem to be able to describe the observational data well. More details on AGNs and their emission mechanisms can be found in Section 2.

- **Starburst galaxies.** A starburst galaxy is a galaxy with an exceptionally high star formation rate, compared to the usual star formation rate in most galaxies. Such galaxies are often observed to have a burst of star formation after a collision or close encounter between two galaxies. It is believed that a high supernova rate is associated with the high star formation rate, providing shocks strong enough to accelerate charged particles up to highest energies. However, presumably due to a relatively low flux level, starburst galaxies have not been detected so far in VHE $\gamma$-rays.

- **Gamma Ray Bursts.** Gamma Ray Bursts (GRBs) are short (seconds to minutes) but very violent and quite frequent (1-2 per day) phenomena
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in the Universe. During their bursts mostly in $\gamma$-rays they outshine all other sources in the Universe. The origin of the enigmatic GRBs is still three decades after their discovery under debate (see Meszaros (2006), for a recent review). The currently most accepted model is that these highly transient bursts are asymmetric supernova or hypernova explosions. In the fireball model (Rees and Meszaros, 1992), the explosion produces an ultrarelativistic outflow of an optically thick plasma shell, which emits the GRB as soon as it becomes optically thin. An alternative model of GRBs has been developed by Dar and de Rújula (2004). The short duration of GRBs (milliseconds to a few hundred seconds) hints at very compact progenitors. The mean distance of GRBs is about $z = 2.8$, which means that in most cases the VHE $\gamma$-rays will be absorbed by the EBL and only HE $\gamma$-rays can reach the Earth. However, few GRBs occur at redshifts much closer than $z = 1$, may be even in our Galaxy (1 per 10-100 My) which makes a detection possible. To search for the short burst durations of the isotropically distributed GRBs on the sky, the MAGIC telescope is equipped with a drive system allowing a fast repositioning to a GRB location provided by satellite detectors. The repositioning times range from 0 to 40 sec depending on the angular distance the telescope has to slew, whereas the mean slewing time is about 30 seconds. In the first two years of operation of the MAGIC telescope about 10 GRBs were observed seconds after the alert was given but no VHE $\gamma$-ray signal was found so far.

**Exotic sources: connection to fundamental physics** In the following, rather uncertain and speculative candidates of VHE $\gamma$-ray emission are presented. Though observations of these sources normally result in upper limits on a VHE $\gamma$-ray flux, they probe fundamental physics of the Universe and have a potential of great discoveries.

- **Dark matter candidates.** One of the main questions of cosmology is the nature of dark matter (DM). In 1933, F. Zwicky used the kinematic movement of galaxy clusters to estimate the total mass needed to keep the clusters together. The visible mass appeared to be far too low and he postulated a different kind of matter (invisible or dark matter). The dark matter particles interact only by gravitational forces with hadronic matter, otherwise they would have been discovered before. Since then the search for the nature of these particles is ongoing. So far one of the best theoretical candidates is the neutralino – the lightest supersymmetric weakly interacting massive particle. The neutralino has a property to be the anti-particle of itself so that neutralinos can undergo a self-annihilation, converting into quarks or into two $\gamma$-rays. The quarks convert into baryons and muons, among them $\pi^0$'s, which in turn decay by emitting $\gamma$-rays. These $\gamma$-rays can be then detected confirming the existence of the neutralino in case other $\gamma$-ray production mechanisms can be ruled out. The energy of the expected
\(\gamma\)-rays is uncertain as the rest mass of the neutralino is uncertain. However, popular models predict a rest mass above 50 GeV, which allows for VHE \(\gamma\)-ray signals. Several sources with an enhanced probability to enrich DM were observed with the MAGIC telescope in the first two years of operation but only upper limits could be derived.

- **Lorentz invariance violation (LIV) to be possibly observed in short duration \(\gamma\)-ray flares.** Lorentz Invariance (LI) is postulated by Special Relativity and by extension of General Relativity. Any experimental evidence for a violation of the LI will be a clear signature of new physics beyond General Relativity. MAGIC has a possibility to test the LIV by measuring time differences as function of energy when observing short flares from distant sources. If LI is conserved, the VHE \(\gamma\)-rays emitted at the same time should also arrive at the same time on the Earth. If the arrival time is the same, one can put constraints on the level at which the LI is conserved. In case there is a delay in arrival times depending on the energy of \(\gamma\)-rays, a possible LIV can be claimed. However, the delay can be source intrinsic, i.e. VHE \(\gamma\)-rays are emitted at different times or different locations in the source.
TeV blazars

TeV blazars and especially their emission of very high energy $\gamma$-rays are the main topic of this thesis. The emission can not only be used to study non-thermal processes in the Universe but also to constrain the extragalactic background light of low energy photons. In the following, I will briefly describe observational properties of blazars, models of the VHE $\gamma$-ray emission, and the sources found so far.


2.1 Active Galactic Nuclei

In some galaxies, known as active galactic nuclei (AGNs), the nucleus (or central core) produces more radiation than the entire rest of the galaxy. This core is often highly variable in flux. Currently accepted AGN models are based on supermassive black holes (SMBH) which lie in the center of the galaxies. The energy spectra of AGNs differ very much from blackbody emission, which is normally observed from stars. The AGN emission is observed to be bright at all wavelengths, suggesting, therefore, that the emission is mainly non-thermal. The high energy luminosity varies on very short time-scales, less than a day, and this means that the size of the central region (or, in general, the size of the high energy emission region) is less than one light-day across (six times the distance from the Sun to Neptune). At lower energies (radio and visible bands), variations in the luminosity are also found, but they are weaker and slower than at high energies. Usually, sources spend most of the time in a low flux state, accompanied by short (hours-days) or long (months-year) outbursts, which are called “flares”. The most efficient conversion of matter into energy is the accretion by a black hole. By this mechanism about 10% of the matter can be transformed into kinetic energy, and so models of AGNs infer that it is a SMBH, which is the engine behind the emission.

Figure 2.2: Classification scheme for AGNs (adapted from Wagner (2006))

In the unified AGN scheme (Blandford and Konigl, 1979; Urry and Padovani, 1995), the observed properties of the AGNs mainly depend on the viewing angle
of the observer, the accretion rate and the mass of the central SMBH (Fig. 2.3 and Fig. 2.4). The SMBH is located in the central region and accretes surrounding material, which forms a disc of hot plasma. Due to friction and turbulent processes caused by magnetic instabilities in the accretion disc, gravitational energy is transformed into thermal radiation. This in turn heats up (ionizes) atoms in the rapidly moving gas clouds close to the SMBH. These clouds form broad-line regions, observed by the Doppler-broadened emission lines. Molecular gas clouds further away from the SMBH move slower and produce narrow line absorption and emission spectrum. The whole system is surrounded by a dust torus, which obsures the view to the central part of the AGN along the equatorial plane. In case the accretion rate is high enough, two strongly collimated ultra-relativistic plasma outflows (jets) are observed.

Different AGN names (Fig. 2.3) originate from optical and radio observations. Most (~90%) of AGNs are radio quiet and many are also obscured. This means that they have large amounts of gas and dust around them which blocks large amounts of the light they emit. The low optical luminosity AGNs are called Seyfert Galaxies (there are two types) and Radio Galaxies. The more powerful AGNs in the optical band are called quasars (from Quasi-Stellar Objects or QSO as they looked like stars in early telescopes) and BL Lacs. Flat Spectrum Radio Quasars (FSRQ) and BL Lacs have their jet aligned close to the line of sight of the observer. The two subclasses are jointly called “blazars”. Quasars are so bright in the optical band that they can be seen across the Universe and are a useful cosmological tool to measure the evolution of the Universe. I will show in Chapter 3 that blazars (not bright in the optical band in general), due to their brightness in the VHE $\gamma$-rays, can be used to test the evolution of the Universe, too.

In the following, I will concentrate on the AGN subclass of blazars because all but one detected extragalactic VHE $\gamma$-ray emitters belong to this subclass.

2.2 Blazars

2.2.1 General Properties

Blazars are AGNs with a jet, which is aligned close to the line of sight of the observer. The observer looks, so to say, inside the jet. The name blazar goes back to the astronomer Ed Spiegel, who originally used it to denote a combination of Optically Violently Variable (OVV) quasars, Flat Spectrum Radio Quasars (FSRQs), and BL Lacertae objects (“BL Lac objects” or simply ”BL Lacs”). The blazar types have differences in the optical emission: OVV and FSRQs have strong optical emission lines; BL Lacs have weak or no optical lines. The difference seems to lie in the amount of cold molecular clouds along of the observer’s line of sight.
It is widely believed that the relativistic jet is the key element of the observed blazar emission. Acceleration processes in the jet generate non-thermal highly variable emission over an energy range spanning up to 20 orders in magnitude, i.e. from radio to VHE $\gamma$-ray domain. The jets are beamed by strong magnetic fields and oriented perpendicular to the accretion disc. The jets themselves seem to be stable up to kpc scales being a strong source of non-thermal radiation from radio to VHE $\gamma$-rays. The jets are often characterized by a highly polarized radiation, short variability time scales and an apparent superluminal motion. It is believed that the twisting of magnetic fields in the accretion disk collimates the outflow along the rotation axis of the central object, so when conditions are suitable, a jet will emerge perpendicular to the plane of the accretion disk.

The physical conditions inside of the jet are currently mainly unknown. The general popular believe is that detailed magnetohydrodynamic models should be able to reproduce jet collimation and particle acceleration mechanisms in the accretion framework (see e.g. Meier et al. (2001)). The magnetic field is frozen (i.e. bound to) in the outflowing plasma, allowing particles to escape along the magnetic field lines. At the beginning, the jets as a total are magnetically driven (Poynting flux dominates over the kinetic matter flux) and collimated due to a

---

**Figure 2.3:** Artist’s view of the unified AGN scheme. The classification is based on the viewing angle. The different regions around the black hole are illustrated. Due to symmetry the lower half is omitted. Note that the scale is logarithmic. Adapted from Biermann et al. (2002).
2.2. Blazars

The toroidal component of the magnetic field (Sikora et al., 2005). Further down the jet, on sub-parsec scales, the energy density of non-thermal particles is much higher than the energy density of the magnetic field. However, the strength of the magnetic field as well as the composition of the jets are still uncertain. In order to explain the observed electromagnetic spectrum, most models assume that a relativistic population of electrons or of protons or of both is somehow accelerated within the jet. The acceleration mechanism is indeed a matter of debate, and I will go into more details below. The geometry of the emission region is unknown as well as the number of the emission regions in the jet. In simplest models, one single spherical region is assumed (one-zone models).

From the observational point of view, the spectral energy distribution (SED) of blazars exhibits a two-bump structure with the first peak in the infrared up to keV energy range and the second maximum at MeV up to GeV-TeV energies. A typical example is shown in Fig.2.5 for the blazar Mrk 421 (closest known blazar with $z = 0.030$, and the first one discovered to emit at TeV energies, Punch et al. (1992)). The historical data from 1994 to 1998 show variability at all wavelengths.

2.2.2 The blazar sequence

The statistics of blazars found so far allows to make several phenomenological studies about their properties. So combining 126 blazars and binning their SEDs
according to the mean radio flux, Fossati et al. (1998) drew the following conclusions:

- The first peak occurs in different frequency ranges for different samples/luminosity classes, with the most luminous sources peaking at lower frequencies;

- the peak frequency of the $\gamma$-ray component correlates with the peak frequency of the lower energy one;

- the luminosity ratio between the high and low frequency components increases with bolometric luminosity.

This so-called *blazar sequence* found a wide popularity because just a single parameter, related to luminosity, seems to govern the physical properties and radiation mechanisms in the relativistic jets present in blazars. The blazar sequence is shown in Fig. 2.6. According to its simplest form, one distinguishes low peaked and high peaked BL Lac objects (LBLs and HBLs). LBLs are more luminous
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and have their first peak in the infrared – optical band and the second one in the keV–MeV regime. The energy emitted in the second peak dominates the one released in the first one. In HBLs, the first peak arises at higher energies (in UV – X-rays) and dominates over the second peak at GeV-TeV energies. A simple one-zone leptonic model (Ghisellini et al. (1998), see below) describes the results satisfactory well by opposing that the differences between the sources can be accounted by requiring different maximum energy of accelerated electrons. The model of Ghisellini et al. (1998) was used to predict sources with detectable VHE emission by Costamante et al. (2001). The authors proposed to look at sources (at moderate redshifts) of highest combination between the radio flux at 5 GHz and the X-ray flux at 1 keV. Indeed, in the 6 years after the publications, 10 new extragalactic TeV γ-ray emitters were discovered and (almost) all of them fulfill the proposed criteria. This supports the major predictions of the blazar sequence. However, the proposed sources were primary extragalactic targets for the Cherenkov telescopes in the last years, i.e. there is no proof that there are no VHE γ-ray emitters outside of the selected criteria.

**Figure 2.6:** Average differential luminosity for a sample of 126 blazars, showing the LBL–HBL transition (Fossati et al., 1998). The thin lines represent a simple leptonic model proposed by Ghisellini et al. (1998).
The blazar sequence was examined lately with different tests taking an advantage of a higher statistics of detected blazars. Padovani (2007) concluded that the blazar sequence in its simplest form (Fig. 2.6) is an artifact of a selection effect. However, the connection between the two bumps in the SED for LBLs and HBLs is confirmed. It is not clear why the maximum synchrotron peak of FSRQ appears to be lower than in the BL Lacs. It even can still be a selection effect due to the fact that for really high-power–high-$\nu_{\text{peak}}$ blazars it might be hard to get a redshift estimate. This question could be answered by the detection of high-power, moderately high-redshift TeV blazars.

### 2.3 Detected TeV blazars

The detected extragalactic VHE $\gamma$-ray emitters are shown in Fig 2.8 and in Table 2.1. Since 1992 as the first extragalactic source, Mkn 421, was discovered by the Whipple telescope (Punch et al., 1992), all but one detected sources are TeV blazars, i.e. the blazars emitting $\gamma$-rays at VHE. The exception is M 87, the largest known radio galaxy at a redshift of $z = 0.0044$, discovered to emit TeV $\gamma$-rays by HEGRA (Aharonian et al., 2003c) and confirmed by HESS (Aharonian et al., 2006e).

When M 87 is the closest extragalactic TeV source, the farthest TeV source is
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Figure 2.8: Sky map with 19 detected extragalactic TeV sources above 100 GeV using different IACT experiments. Colors correspond to the redshift of the sources.

1ES 1011+496 (z = 0.212), which was discovered during writing of this thesis\(^1\). As a consequence of a better sensitivity of the experiments, the number of extragalactic sources detected above 100 GeV tripled in the last three years (from 6 to 18 sources), after HESS and MAGIC came online.

2.3.1 Correlations and variabilities found for TeV blazars

The known VHE $\gamma$-ray–emitting AGNs are variable in flux in all wave bands (see e.g. Fig. 2.9). Most of the detected sources show a flux variability in the TeV band except of some newly detected sources. The lack of variability for the latter ones can be explained by a low significance of the detection, at which a possible variability is below the statistical fluctuations. As well the newly detected sources have to be monitored over years in order to detect possible variabilities at longer time scales (months to years). Spectral shape variability has been established for the strong TeV blazars Mrk 421, Mrk 501, H 1426+428 (Aharonian et al., 2003d), and 1ES 1959+650 (Aharonian et al., 2003b; Albert et al., 2006d). However, during a very strong outburst of PKS 2155-304 in July – August 2006 no spectral change was found (Aharonian et al., 2007b). Modeling of simultaneously taken X-ray and $\gamma$-ray data with well measured spectral changes in both bands has not yet been performed but such an analysis has the potential of breaking most of the model degeneracies.

Several extensive multiwavelength campaigns have already been carried out.

\(^{1}\text{In August 2007, a preliminary analysis of MAGIC data from 3c279 (z = 0.536), a source which was one of the brightest AGNs in the EGRET data above 100 MeV, revealed a significant signal above 80 GeV (Kranich et al., 2007).}\)
Table 2.1: detected extragalactic TeV sources, ordered by their redshift. The last column indicates if a flux variability was found in the VHE γ-ray band.

<table>
<thead>
<tr>
<th>source name</th>
<th>redshift</th>
<th>type</th>
<th>discovery</th>
<th>confirmation</th>
<th>variab. in TeV band</th>
</tr>
</thead>
<tbody>
<tr>
<td>M 87</td>
<td>0.0044</td>
<td>radio</td>
<td>HEGRA</td>
<td>HESS, VERITAS</td>
<td>yes</td>
</tr>
<tr>
<td>Mkn 421</td>
<td>0.030</td>
<td>HBL</td>
<td>Whipple (Punch et al., 1992)</td>
<td>many</td>
<td>yes</td>
</tr>
<tr>
<td>Mkn 501</td>
<td>0.034</td>
<td>HBL</td>
<td>Whipple (Quinn et al., 1996)</td>
<td>many</td>
<td>yes</td>
</tr>
<tr>
<td>1ES 2344+514</td>
<td>0.044</td>
<td>HBL</td>
<td>Whipple (Catanese et al., 1998)</td>
<td>MAGIC</td>
<td>yes</td>
</tr>
<tr>
<td>Mkn 180</td>
<td>0.045</td>
<td>HBL</td>
<td>MAGIC, this work (Albert et al., 2006b)</td>
<td>possible</td>
<td></td>
</tr>
<tr>
<td>1ES 1959+650</td>
<td>0.047</td>
<td>HBL</td>
<td>7 Tel. Array (Nishiyama et al., 1999)</td>
<td>many</td>
<td>yes</td>
</tr>
<tr>
<td>BL Lac</td>
<td>0.069</td>
<td>LBL</td>
<td>MAGIC (Albert et al., 2007b)</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>PKS0548-322</td>
<td>0.069</td>
<td>HBL</td>
<td>HESS (Superinna et al., 2007)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>PKS 2005-489</td>
<td>0.071</td>
<td>HBL</td>
<td>HESS (Aharonian et al., 2006c)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>H 1426+428</td>
<td>0.129</td>
<td>HBL</td>
<td>Whipple (Horan et al., 2002)</td>
<td>HEGRA</td>
<td>yes</td>
</tr>
<tr>
<td>1ES 0229+200</td>
<td>0.140</td>
<td>HBL</td>
<td>HESS (Raue et al., 2007)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>H 2356-309</td>
<td>0.165</td>
<td>HBL</td>
<td>HESS (Aharonian et al., 2006b)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>1ES 1218+304</td>
<td>0.182</td>
<td>HBL</td>
<td>MAGIC (Albert et al., 2006a)</td>
<td>VERITAS</td>
<td>no</td>
</tr>
<tr>
<td>1ES 1101-232</td>
<td>0.186</td>
<td>HBL</td>
<td>HESS (Aharonian et al., 2007d)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>1ES 0347-121</td>
<td>0.188</td>
<td>HBL</td>
<td>HESS (Aharonian et al., 2007a)</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>1ES 1011-496</td>
<td>0.212</td>
<td>HBL</td>
<td>MAGIC, this work (Albert et al., 2007c)</td>
<td>possible</td>
<td></td>
</tr>
<tr>
<td>PG 1553+113</td>
<td>&gt; 0.09</td>
<td>HBL</td>
<td>HESS/MAGIC (Aharonian et al., 2006d; Albert et al., 2007a)</td>
<td>possible</td>
<td></td>
</tr>
</tbody>
</table>

The correlation of X-ray and TeV γ-ray fluxes had first been seen in Mrk 421 data (Buckley et al., 1996; Takahashi et al., 1996). Since then, correlations with high statistical significances have been observed in data from Mrk 501 (Petry et al., 2000; Krawczynski et al., 2000; Sambruna et al., 2000; Albert et al., 2007g), Mrk 421 (Takahashi et al., 2000; Fossati et al., 2004; Albert et al., 2007e), and PKS 2155-304 (Aharonian et al., 2007b). However, a campaign on the TeV blazar 1ES1959+650 has shown an orphan γ-ray flare without an X-ray or optical counterpart (Whipple: Holder et al. (2003), HEGRA: Krawczynski et al. (2003)). On the other hand, for Mkn 421 an orphan flare in X-rays was found without a TeV γ-ray counterpart (Rebillot and VERITAS Collaboration, 2003).

Optical–TeV correlations have yet to be studied, but the optical–GeV correlations seen in 3C 279 (Hartman et al., 2001) suggest that at least in some sources, such correlations exist. Likely candidates are LBLs and intermediate HBLs with the first bump in the optical. The optical radiation of blazars consists of usually two components: the synchrotron emission of the electrons and the thermal emission of the host galaxy. In order to look for the optical–TeV correlations, the latter component has to be measured and subtracted from the total flux, which is sometimes difficult. Recent discoveries of TeV γ-ray emission from the HBLs Mkn 180 (see Chapter 7, Albert et al. (2006b)) and 1ES 1011+496 (see Chapter 8, Albert et al. (2007c)) during an optical outburst make it very tempting to speculate about the connection between optical activity and increased VHE emission. This connection is also supported by the observations of the LBL object BL Lac

\(^2\)also as a part of this Thesis, Chapter 6
Figure 2.9: Light curve from the blazar Mkn 501 showing clear variability at all energy bands (Petry et al., 2000).
(Albert et al., 2007b), where the observations during the lower optical state failed to detect any VHE γ-rays.

The rapid variability of blazars measured at TeV energies put new constraints on the emission models. Soon after its discovery Mkn 421 was found to have flux doubling times as fast as 15 minutes (Gaidos et al., 1996). Recently, Mkn 501 and PKS 2155-304 showed a variability on time scales below 3 minutes (Albert et al., 2007g; Aharonian et al., 2007b). Large amplitude flux variability at these time scales implies that the TeV emission originates from a small region very near the SMBH. The generally more pronounced variability at high energies, in particular in X-rays and above, also points to an origin close to the central engine. Therefore, the VHE γ-rays observations offer an unique opportunity to study the close vicinity of the central black holes.

2.4 VHE γ-ray production mechanisms

I will briefly summarize popular models to explain VHE γ-ray emission from blazars. The models usually aim not only at reproducing the observational data but also at constraining the jet parameters, like the strength of the magnetic field, the geometry of the emission region and the Lorentz boost factor of the jet. Since the accelerated particles, responsible for the VHE γ-ray emission, can be either electrons (positrons) or hadrons (mostly protons), the models are divided into leptonic and hadronic ones. After this, I will discuss the currently preferred models for particle acceleration. The model review is based on the recent article by Krawczynski (2004).

2.4.1 Leptonic models

In Synchrotron Compton (SC) models of TeV blazars the radio to X-ray emission is produced as synchrotron radiation from a population of non-thermal electrons (and possibly positrons) in the presence of a magnetic field. In so-called Synchrotron Self-Compton (SSC) models (Coppi, 1992; Ghisellini et al., 1998), the same electron population emits γ-rays through Inverse Compton processes by electrons scattering synchrotron photons. In so-called External Compton (EC) models (see Sikora and Madejski (2001) and references therein), the electrons upscatter "external" photons that originate outside the jet. A third mechanism has been proposed, which increases the efficiency of the IC scattering. In these synchrotron mirror models synchrotron photons are back-scattered by the ambient matter and interact with the parent electron population head-on. In case of BL Lac objects, the lack of strong emission lines is commonly taken as evidence

3In the simplest SSC models there are 6 free parameters: the size of the emitting blob, the Doppler factor of the blob, the magnetic field strength in the blob, the spectral index of the injected electron spectrum, and the lowest and the highest energy of the injected electrons.
that ambient photon fields are not so important, and that SSC models rather than EC or mirror models are more likely to explain the data.

TeV blazar data have been modeled intensively with a variety of codes. The more simpler ones assume 1-zone homogeneous emission volumes and use phenomenological electron energy spectra to fit the broadband data (e.g. Inoue and Takahara (1996); Bednarek and Protheroe (1999); Takahashi et al. (2000); Tavecchio et al. (2001)). Modeling with time-dependent self-consistently evolved codes (e.g. Coppi (1992); Mastichiadis and Kirk (1997); Krawczynski et al. (2002); Böttcher and Chiang (2002)) assures that the energy spectra are physically realizable from initial acceleration energy spectra. Time dependent modeling has to be used whenever the flare duration is short. By short it means that the flare is comparable to or shorter than micro-processes that modify the electron energy spectra (e.g. acceleration energy gains, radiative energy gains and losses).

Several conclusions can be drawn from the SSC and EC modeling performed by various authors:

- relatively simple 1-zone and 2-zone SSC models are able to explain most multiwavelength data;
- in some models, the preferred jet Doppler factors are rather high: between 50 and 100 (Mastichiadis and Kirk, 1997; Krawczynski et al., 2001); in other models, the assumed Doppler factor is between 10 and 20, which is confirmed for some objects through VLBI observations of the superluminal jet motion;
- in the jet frame the energy density of non-thermal particles is much higher than the energy density of the magnetic field;
- only a small fraction ($<10^{-2}$) of the energy transported by the jet is converted into radiation (e.g. Kino et al. (2002); Krawczynski et al. (2002)).

Noteworthy, leptonic models have two important features: (i) electrons can be readily accelerated to TeV energies, e.g. through the well-understood shock acceleration mechanism, and (ii) they can radiate X-rays and TeV $\gamma$-rays with very high efficiency via synchrotron and inverse Compton scattering. Hadronic models are generally lacking these virtues.

### 2.4.2 Hadronic models

In hadronic models the continuum $\gamma$-ray emission is explained by shock acceleration of protons and their interaction with other hadrons. The latter reaction leads to production of $\pi^0$s, which eventually decay into $\gamma$-rays. The models usually require high magnetic fields ($B >> 10G$), have a smaller acceleration efficiency and have much longer acceleration and cooling times than the leptonic models (due to the higher mass of protons compared to electrons). All these features make
the hadronic models less attractive. Once the hadrons are accelerated, one of the following mechanisms leads to the VHE γ-ray emission:

- hadronic interactions of a highly relativistic baryonic outflow which sweeps up ambient matter (Pohl and Schlickeiser, 2000);
- interactions of high-energy protons with gas clouds moving across the jet (Dar and Laor, 1997);
- interactions of Ultra High Energy (UHE) protons with ambient photons (Mannheim, 1993, 1998), or with the jet magnetic field (Aharonian, 2000), or with both (Mücke et al., 2003).

The latter models predict UHE proton initiated cascades. The cascade is initiated by injecting UHE γ-rays from π⁰ decays, followed by a sequential photon-photon pair production, synchrotron radiation, photon-photon pair production, etc. down to γ-rays with TeV energies.

The observational data challenge the hadronic models harder than they challenge the leptonic models: hadronic models have difficulties to explain the good X-ray/TeV γ-ray flux correlations found for Mrk 421 and Mrk 501 during flares. Due to relatively long cooling time of protons, hadronic models have also difficulties to reproduce the very fast variability found in TeV blazars. Furthermore, little work has yet been done to see if proton models can explain more than single snapshots of data. On the other hand, some hadronic models involve Ultra High Energy Cosmic Ray acceleration, which opens an attractive possibility of explaining cosmic rays up to 10^{20} eV.

In summary, hadronic models are far from being ruled out. Hadronic processes can be also an admixture to the leptonic processes, being for instance responsible for the quiescent state emission at VHE band. A detection of a neutrino emission from the decay of charged pions would unambiguously prove hadronic models. However, the sensitivity of the neutrino detectors is not yet good enough and no extragalactic neutrinos from any source have been detected yet.

### 2.4.3 Particle Acceleration

Independent of the production mechanism, the only way to emit TeV γ-rays is to accelerate charged particles (electrons or protons or both) to very high energies. Among the many particle acceleration mechanisms that are discussed, Fermi acceleration at strong Magnetohydrodynamic (MHD) shocks has received most attention. Indeed, the data are largely consistent with an electron acceleration energy spectrum \( dN/dE \propto E^{-p} \) with \( p \) between 2 and 2.23, expected for non-relativistic and ultra-relativistic shocks, respectively (see Kirk and Duffy (1999) and references therein). Based on a time-dependent SC code Kirk and Mastichiadis (1999) have shown that energy gains through Fermi acceleration
and radiative energy losses can result in characteristic hardness–intensity correlations during individual flares. X-ray and recently also TeV γ-ray data do show the predicted signatures: during flares the sources seem to go through clockwise and anti-clockwise loops in the X-ray or γ-ray hardness–intensity planes (e.g. Takahashi et al. (1996)). However, the same sources show a wide range of different signatures (e.g. Takahashi et al. (2000)), indicating that the relative length of the characteristic time scales of particle acceleration and radiative cooling change from flare to flare. The lack of a prevailing signature has cast doubts on whether “cooling loops” and “particle acceleration loops” have really been observed.

Most SC models of TeV blazars invoke a minimum Lorentz factor $\gamma_{\text{min}}$ of accelerated particles on the order of $10^5$ to account for the data (e.g. Krawczynski et al. (2002) and references therein). Such high $\gamma_{\text{min}}$-values could either result from a yet unknown pre-acceleration mechanism, or, from an upstream bulk Lorentz factor on the order of $10^5$. A low-entropy, extremely relativistic upstream plasma could be detectable by its Inverse Compton emission if exposed to a suitable external radiation field (Krawczynski, 2004).

### 2.4.4 Hardness of the VHE γ-ray spectrum

One of the hotly discussed issues in the field is the maximum hardness of the VHE γ-ray spectrum. The hardness of intrinsic spectra became one of the major criteria to constrain the EBL (see Chapters 3, 9 and 10). The argumentation goes as follows: if the deabsorbed (i.e. corrected for the effect of the EBL absorption) VHE γ-ray spectrum is harder than theoretically possible, then the assumed EBL level is too high and the corresponding EBL model can be rejected. So, how “hard” can an intrinsic VHE γ-ray spectrum be?

If the γ-rays are emitted close to the acceleration region and Fermi acceleration is at work, the following scenario should be valid:

The electrons are Fermi-accelerated with a resulting power law spectrum of $dN/dE \sim E^{-\alpha}$, with a slope $\alpha$ of about 2. Due to a faster cooling of high energy electrons compared to lower energies, the slope $\alpha$ can be larger than 2 but there is no simple theoretical possibility to produce an electron spectrum with a harder spectrum. Given an electron spectrum, one can calculate the slope of the synchrotron energy spectrum: it is $dN/dE \sim E^{-\Gamma}$ with a photon index $\Gamma = \frac{\alpha+1}{2} = 1.5$. The energy spectrum of Inverse-Compton photons, independent of the origin of the target photons, has approximately the same photon index as the synchrotron energy spectrum if the scattering occurs in the Thomson regime. In case of the Klein-Nishima regime, the index is even larger. Thus, the photon index of the energy spectrum of VHE photons originating from an IC scattering has to be $\Gamma = 1.5$ or larger. In case of hadronic origin, the spectrum is more complicated. Yet, the resulting VHE photons, which originate from pion decays, are generally leading to a photon spectrum of $\Gamma \geq 2$, which is softer than a hardest possible photon spectrum with a leptonic origin. In conclusion, one can assume
that the photon index $\Gamma$ of the intrinsic TeV blazar spectrum must be at least 1.5 or larger. These arguments were recently used in Aharonian et al. (2003d, 2006a,d); Albert et al. (2007a).

However, the possibility to obtain even harder photon spectra is not fully excluded. For instance, though in contrast to a wide acceptance of above given general arguments, Katarzyński et al. (2006) argued that synchrotron emission as well as IC scattering of relativistic electrons does not necessarily occur close to the region of electron acceleration. If so, due to propagation effects, the electron spectrum can become truncated, i.e. the minimum energy of electrons can be as high as several GeV. In an extreme case, we would deal with a nearly monoenergetic spectrum of VHE relativistic electrons. Then, and this is the most extreme case, a resulting IC photon index can be as small as $\Gamma = 2/3$.

![Figure 2.10: Possible modifications of the intrinsic photon spectrum due to the $\gamma$-$\gamma$-absorption with low energy photons of the accretion disc. The unabsorbed photon spectrum is shown by the solid line, whereas the dashed lines represent the photon spectrum after the absorption depending on the temperature of the disc (adapted from Bednarek (1997)).](image)

Another possibility to measure a very hard $\gamma$-ray spectrum was mentioned by Bednarek (1997): if the VHE $\gamma$-ray emission takes place in the vicinity of the central engine (which is realistic), the emitted photons may suffer an internal absorption by the thermal photons of the accretion disc. Depending on the temperature of the accretion disc, only distinct energies of the GeV-TeV photons will be absorbed, leaving a kind of a broad absorption line in the VHE $\gamma$-ray spectrum.
(see Fig. 2.10). If the energy threshold of the measurement would coincide with this absorption feature, the intrinsic spectrum would appear to be much harder than argued above. However, this coincidence is unlikely, especially the implied fact that the internal absorption feature compensates the intergalactic absorption by the EBL such that the measured spectra can be well approximated by a simple power law.

2.5 Short Summary

In this Chapter I briefly described TeV blazars as a subclass of AGNs and possible production mechanisms of VHE $\gamma$-rays in these sources. The sources detected so far and their phenomenology suggest that many more extragalactic VHE sources exist and will be detected with an increasing sensitivity of the instruments and longer observation times. The physics behind the VHE $\gamma$-ray emission can only be understood by detailed measurements of many sources, simultaneous observations of the sources at all energy bands, especially during strong flares. Strategies to determine best VHE $\gamma$-ray candidates and strategies to obtain a maximum scientific output from MAGIC observation of known sources are presented in Appendix 1.

In addition to the origin of VHE $\gamma$-rays and to the study of the jet physics, observations of distant extragalactic sources can probe the cosmology of the Universe. For instance, the transparency of the Universe to VHE $\gamma$-rays can help to distinguish between different evolution scenarios of the star and galaxy formations. The history of this formation is composed into the extragalactic background light (EBL), which is the topic of the next Chapter.
2. TeV blazars
Chapter 3

The Extragalactic Background Light

Figure 3.1: Deep Universe as seen by the Spitzer telescope in infrared. Image credit: NASA/JPL-Caltech/C. Lonsdale (Caltech/IPAC) and the SWIRE Team.

During the star and galaxy formation history a diffuse extragalactic radiation field has been accumulated in the ultraviolet to far infrared wavelength regime. This radiation field, commonly referred to as the extragalactic background light (EBL), is the second largest, in terms of the contained energy, background after the Cosmic Microwave Background of 2.7 K (CMB). While the CMB conserves the structure of the Universe at the moment of the decoupling of matter and radiation following the Big Bang (at redshift \( z \approx 1000 \)), the EBL is a measure of the entire radiant energy released by processes of structure formation that have occurred since the decoupling. The EBL is difficult to measure directly due to strong foregrounds from our solar system and the Galaxy. The observation of distant sources of VHE \( \gamma \)-rays using Imaging Air Cherenkov Telescopes (IACTs, such as MAGIC) provides a unique indirect measurement of the EBL. The precision of
the EBL constraints set by the IACT improved remarkably in the last 3 years. Contemporaneously with the IACT constraints, there has been rapid progress in resolving a significant fraction of this background with the deep galaxy counts at infrared wavelengths from the Infrared Space Observatory (ISO) and from the Spitzer satellite as well as at sub-millimeter wavelengths from the Submillimeter Common User Bolometer Array (SCUBA) instrument.

In this Chapter, I will emphasize briefly the cosmological importance of the extragalactic background light, review the status of the direct measurements and indirect constraints, and discuss our current understanding of this background. An attempt to constrain the EBL density is part of this thesis and will be presented in Chapter 9.

### 3.1 Cosmological importance

![Figure 3.2: Spectrum of the cosmic background radiations. The cosmic radio background (CRB) is represented by a $\nu I_\nu \propto \nu^{0.3}$ spectrum, normalized to the Bridle (1967) value at 170 cm. The cosmic microwave background (CMB) is a blackbody spectrum at 2.725 K. The UV-optical (CUVOB) and infrared (CIB) backgrounds form the EBL. The data for the X-ray background (CXB) are taken from Wu et al (1991), and the curves are analytical representations summarized by Fabian and Barcons (1992). The $\gamma$-ray background (CGB) is represented by the power law given by Sreekumar et al. (1998). Figure adapted from Hauser and Dwek (2001).](image)

One of the outstanding challenges in modern cosmology is to explain the formation of structure in the Universe. The formation of stars and galaxies from
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matter and the following evolution of such systems is accompanied by the release of radiant energy powered by gravitational and nuclear processes (interactions, decays and thermal fusion). Most of radiant energy is emitted by stars in the ultraviolet (UV) and the optical wavelength range. However, cosmic expansion and the absorption of short wavelength radiation by dust and re-emission at long wavelengths will shift a significant part of this radiation energy into the infrared range. The cosmic infrared radiation background is therefore a unique tracer of structure formation processes, and its measurement provides new and important insight into those processes. Until 10 years ago, there had been no definite measurements of the infrared background radiation.

To stress the importance of the EBL, I show in Figure 3.2 the spectrum of the extragalactic background radiation over $\sim 20$ decades of energy, i.e. from radio waves ($10^{-7}$ eV) to high energy $\gamma$-ray photons of a few hundred GeV. The cosmic microwave background (CMB), the fossil blackbody radiation from the Big Bang, contains the highest amount of electromagnetic energy among different backgrounds. Figure 3.2 gives only a schematic representation of the spectrum at wavelengths from the UV to the far infrared, roughly based on the energy released by nuclear fusion in stars. This background light from UV to far infrared wavelengths, commonly called Extragalactic Background Light (EBL). The EBL is likely the second largest, in terms of the contained energy, background after the CMB.

A closer look to the UV – infrared backgrounds is given in Figure 3.3. From right to left, the spectral energy distributions of the three major components are shown: the cosmic microwave background (CMB), the cosmic infrared background (CIB), and the cosmic optical background (COB). The numbers inside the boxes in Figure 3.3 refer to the approximate integrated brightness in nW m$^{-2}$ sr$^{-1}$ of these backgrounds. Whereas the CIB and the COB share the energy density almost equally, the CMB dominates both of them by a factor of $\sim 20$. The COB, peaking at around 1 $\mu$m is believed to originate directly from stars. The CIB, having its peak at $\sim 100$ $\mu$m, results mostly from starlight that has been absorbed by dust inside galaxies and reemitted at higher wavelengths. Other contributions, like emission from AGN and quasars are expected to produce no more than 5 to 20% of the total EBL density in the mid IR (see e.g. Matute et al. (2006) and references therein). Throughout this thesis, I will refer to COB and CIB together as EBL.

The diffuse EBL, as it is seen today, consists of the integrated electromagnetic radiation from all epochs, which is redshifted, corresponding to the formation epoch, at which the radiation was produced. The evolution of the EBL in time is extremely important to develop and to test star formation and galaxy evolution models. In turn, the valid cosmological models must explain the current EBL.

The EBL is also the opacity source for GeV - TeV photons (see Section 1.5). In order to reconstruct intrinsic spectra of GeV–TeV sources, the knowledge of the EBL is indispensable.
3.2 Status of the EBL measurements

In the last 10 years, several measurements and limits of the EBL could be obtained. Solid lower limits for the EBL level are derived from source counts (e.g. Madau and Pozzetti, 2000; Fazio et al., 2004; Frayer et al., 2006) and their extrapolation via stacking (Dole et al., 2006). Direct measurements of the EBL have proven to be a difficult task due to dominant foreground radiation mainly from inter-planetary dust (zodiacal light) (e.g. Hauser et al., 1998), and it is not expected that the sensitivity of measurements will greatly improve over the next years. Several upper limits were reported from direct observations (e.g. Hauser et al., 1998) and from fluctuation analyses (e.g. Kashlinsky and Odenwald, 2000). In total, the collective limits on the EBL between the UV and far-IR confirm the expected two peak structure, although the absolute level of the EBL density remains uncertain by a factor of 2 to 10 (see Fig. 3.4). In addition to these upper limits, several direct measurements have also been reported, which do not contradict the limits but lie significantly above the lower limits (see Hauser and Dwek (2001) and Kashlinsky (2005) for recent reviews). In particular, a significant excess of the EBL in the near IR (1 to 4 μm), exceeding the expectations from source counts, was reported by the IRTS satellite (Matsumoto et al., 2005), which lead to a controversial discussion about its origin. If this claimed excess of the
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EBL is real, it might be attributed to emissions by the first stars in the history of the universe. These so-called Population III stars are believed to be heavy stars with a very low metallicity. I will give more on the Population III stars in Section 3.5.

The study of the evolving EBL is only indirectly possible. One possibility is through observing galaxy populations in redshift intervals. The observed distant galaxies might, however, be not representative for all types of galaxy populations. The reason is that the observed sky region might not be representative for the whole Universe. Another reason can be that the spectral templates used to extrapolate from the observed wavelength to another one are wrong due to differences in galaxy composition, which are not taken into account. A different possibility to measure the evolving EBL is the study of TeV $\gamma$-spectra of distant sources. The EBL causes a distinct absorption of the spectra (see Section 1.5), resulting in a unique imprint on the spectra observed from Earth. Through observing absorption features in the TeV spectra of blazars located at different redshifts, one attains access to the EBL density distribution. However, the intrinsic spectra are not known precisely, thus making any conclusion about the EBL density model dependent. It is important to stress that for a single observed energy spectrum of a VHE gamma-ray source it is rather difficult, if not impossible, to distinguish between the imprint of the EBL and intrinsic features of the source. Observed features (especially cut-offs at high energy) can be source-inherited due to intrinsic absorption or a source, which does not provide necessary conditions for acceleration of charged particles to high enough energy. It is, therefore, only possible to set limits on the EBL, arguing that the observed spectra contain at least the imprint of the EBL.

### 3.3 Status of the TeV constraints

A different approach to derive constraints on the EBL (labeled “clever” by Dwek and Slavin (1994)) became available with the detection of VHE $\gamma$-rays from distant sources. As mentioned above, these VHE $\gamma$-rays are attenuated via pair production with low energy photons from the EBL (Gould and Schrédor, 1967). It was soon realized that the measured spectra can be used to test the transparency of the universe to VHE $\gamma$-rays and thus to derive constraints on the EBL density (Fazio and Stecker, 1970). With reasonable assumptions about the intrinsic spectrum emitted at the source, limits on the EBL density can be inferred. The method is, however, not straightforward. It is in principle not possible to distinguish between source inherent effects (such as absorption in the source, intrinsic cut-offs in the particle acceleration processes, magnetic field strength, etc.) and an imprint of the EBL on a measured VHE spectrum. The emission processes in the detected extragalactic VHE $\gamma$-ray emitters are far from being fully understood, which makes it more difficult to use robust assumptions on the shape
of the intrinsic spectrum. Different EBL shapes can lead to the same attenuation imprint in the measured spectra, thus a reconstructed attenuation imprint cannot uniquely be identified with one specific EBL shape. A further uncertainty arises due to the unknown evolution of the EBL with time, which becomes more important for distant sources. In a pioneering work conducted by Stecker et al. (1996), the first limits on the EBL were derived with this method.

![Figure 3.5: Previous constraints from TeV spectra. The EBL measurements and limits are printed in grey, see Fig. 3.4 for symbols. TeV upper limits are marked in color. Red arrow: limit at 20 μ by Stecker and de Jager (1997) on Mrk 421. Blue bar and arrows: Renault et al. (2001) limits from 5 to 15 μ using the CAT and HEGRA measurements of VHE γ-rays from Mrk 501. Green bar and arrows: Aharonian et al. (2006a) limit derived using H.E.S.S. data on 1ES 1101-232 and H 2356-309. Nevertheless, measured VHE γ-ray spectra can provide robust upper limits on the density and spectral distribution of the EBL, if conservative assumptions about the emission mechanisms of γ-rays are considered. A review of the various efforts to detect the EBL or to derive upper limits via the observation of extragalactic VHE γ-ray sources up to the year 2001 can be found in Hauser and Dwek (2001). Assuming that Mrk 421 (redshift z = 0.030, the only known extragalactic TeV γ-ray source at that time) has intrinsically a pure power law spectrum in TeV energies, Stecker et al. (1996); Stecker and de Jager (1997) derived first EBL upper limits at 20 μm (red arrow in Fig. 3.5). The measured spectrum of the TeV blazar H 1426+428 at a redshift of z = 0.129 (Aharonian et al., 2002d) led to a first tentative detection of an imprint of the EBL in a VHE spectrum (Aharonian et al., 2002d, 2003d). Using the H 1426+428 spectrum together with the spectra of previously detected TeV blazars, limits on the EBL were derived (Costamante et al., 2003; Kneiske et al., 2004). Later, Dwek and Krennrich (2005) utilized a
large sample of TeV blazars spectra and solid statistical methods to test a set of twelve EBL shapes on their physical feasibility. EBL shapes were considered forbidden, when, under the most conservative assumptions, the intrinsic spectra showed a significant exponential rise at high energies.\footnote{It was noted by Protheroe and Meyer (2000) for the first time that a too high level of the EBL in the mid- and far-infrared leads to an exponential rise of the intrinsic blazar spectra.} The result was that eight of these shapes, shown in Fig. 3.6, were allowed, whereas 4 others could be rejected. Recently, the detection of the two distant TeV blazars H 2356-309 and 1ES1101-232 by the H.E.S.S. experiment has been used to derive strong limits on the EBL density around 2 $\mu$m (Aharonian et al., 2006a). The method is based on the hypothesis that the intrinsic TeV blazar spectrum cannot be harder than a theoretical limit and that the spectrum of the EBL follows a certain shape (Primack et al., 1999). To derive limits on the EBL density, the shape is scaled until the de-absorbed TeV blazar spectrum meets the exclusion criteria. The derived upper limits are only a factor of two above the lower limits from the integrated light of resolved galaxies (galaxy counts). A similar technique using scaling of a certain shape until the de-absorbed spectrum reaches an exclusion criteria was previously adapted by Renault et al. (2001). The authors derived limits on the EBL from the Mrk 501 spectrum measured by the CAT experiment during a flare in 1997. The TeV limits are shown in Fig. 3.5.

An important criticism to all previous EBL limits derived from the TeV measurements is that these limits are obtained under assumption of a certain predefined EBL shape. Relying on a predefined EBL shape, the TeV limits become

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3_6.png}
\caption{Previous constraints from TeV spectra. The same as Fig. 3.5 but with eight allowed EBL shapes from Dwek and Krennrich (2005).}
\end{figure}
very much EBL model dependent, from which the shape is taken. Ironically, scaling of a model shape is, in the majority of cases, not a model parameter, thus making the scaling to an arbitrary procedure. Therefore, the TeV limits were not considered robust. Noteworthy, in case of the H.E.S.S. limit (Aharonian et al., 2006a), in addition to the fixed shape several other possible EBL components like a bump in the UV were examined. This made the derived limit less model dependent and more reliable.

Another aspect of the derived limits is that the studies were made with only a small number (typically one or two per study) of detected TeV sources. This limitation resulted in EBL limits, which did not extend over a wide wavelength range. When H.E.S.S. and MAGIC came online, the number of extragalactic TeV sources grew and new studies became feasible. In Chapter 9, I will present a study using all 15 detected TeV sources\(^2\) and a new method, which is mostly independent from any EBL shape. The constraints, which will be derived there, are the strongest so far and extend in wavelength from the optical (\(\sim 1\) \(\mu\)m) to the far-infrared (\(\sim 80\) \(\mu\)m).

In the following Section, I will briefly present state-of-the-art EBL models.

### 3.4 Status of the EBL models

Numerous models have been developed for calculating the typical spectral luminosity density of galaxies as a function of redshift, and thus for calculating the evolving EBL (Calzetti et al., 1995). In the review paper of Hauser and Dwek (2001), the various models are grouped into three categories: backward evolution (BE), forward evolution (FE), and semianalytical (SA) models. The models differ in their degree of complexity, physical realism, and ability to account for observations or to make predictions. In principle, all models should be consistent with global observational constraints such as galaxy spectral energy distributions, galaxy counts, luminosity functions and morphology, as well as their intrinsic properties such as the star formation rate, metallicity, dust abundance etc. In practice, all models contain many free parameters that are adjusted to conform with observational constraints. Here I give a brief description of the main models in each category, based on the review by Hauser and Dwek (2001) and the references therein.

**Backward evolution models.** Backward evolution (BE) models extrapolate the spectral properties of local galaxies to higher redshifts using some parametric form for their evolution. The EBL is then obtained by integrating the local luminosity density up to a maximum redshift, \(z_{\text{max}}\), the epoch when galaxies are assumed to have first formed (Lonsdale (1995) and references therein; Rowan-Robinson and Crawford (1989); Malkan and Stecker (2001); Stecker et al. (2006); Kneiske et al. (2002)). The main advantage of BE models is that they are simple

\(^2\)In the time of this study, 15 extragalactic sources have been detected above 100 GeV.
and offer a quick comparison of observations with predicted galaxy magnitude, redshift, color-magnitude, and other relations. Their main disadvantage is that they are not constrained by the physical processes, such as star and metal formation, or radiative transfer processes that go on in the galaxies they represent.

**Forward evolution models.** Some of the shortcomings of BE models are corrected in forward evolution models. At the heart of these models is a spectral evolution code that describes the evolving stellar populations and calculates the stellar, gas, and metallicity content and SED of a galaxy as a function of time starting with the onset of star formation. These models were pioneered by Tinsley (1973), and are now widely used to model the SED of globular clusters and various galaxy types (Leitherer et al. (1996) and references therein; Fioc and Rocca-Volmerange (1997); Jimenez and Kashlinsky (1999)). Model input parameters include a prescription for the star formation rate, the stellar initial mass function (IMF), and the chemical evolution. Forward evolution models are successful in fitting the SEDs of individual galaxies, galaxy counts in select bands, and the general characteristics of the EBL. However, a serious disadvantage of FE models is the assumption of monolithic star formation. In these models, galaxies form at the same time and evolve quiescently. The models do not provide prescriptions for galaxy interactions, stochastic changes in the star formation rate, or morphological evolution of galaxies. In particular, these models fail to match the 850 $\mu$m galaxy counts without including a new population of ultraluminous infrared galaxies. Such galaxies must be introduced in an ad hoc fashion in these models.

**Semianalytical models.** The next steps in complexity and detailed simulations are incorporated in the semianalytical (SA) models. SA models work like FE models but instead of a simple parametrization of the galaxy evolution they include semianalytical codes to model numerous physical processes in order to reproduce observable galaxy properties. These include the cooling of the gas that falls into the halos, a prescription for the formation of stars, a feedback mechanism that modulates the star formation efficiency, a stellar IMF, and a star formation efficiency during merger events. In addition, SA models require the standard stellar spectral evolution and chemical evolution models that are used in FE models. The models contain several adjustable parameters to match the observed properties of galaxies in the local universe (White and Frenk, 1991; Kauffmann et al., 1993; Somerville and Primack, 1999). In spite of the successes of the SA models, there remain some discrepancies between model predictions and observations. The origin of these discrepancies is often difficult to trace because of the inherent complexity of the models. Approximations used in describing the physical processes, uncertainties in the input data, and possible fundamental shortcomings of the approach could all contribute to the discrepancies.

**Summary of model predictions.** Most popular, state-of-the-art EBL models are presented in Fig. 3.7. Stecker et al. (2006) developed a backward evolution model up to a maximum redshift of $z_{\text{max}} = 6$. The differences between the fast
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Figure 3.7: EBL models compared to the EBL measurements. Symbols are same as in Fig. 3.5. Red dashed line: Stecker et al. (2006), baseline (low) and fast evolution (high) model. Blue solid line: Kneiske et al. (2002), high and low as limits for possible EBL realizations. Green dot-dashed line: Primack et al. (2005), best prediction of the EBL.

evolution model (upper red dashed curve) and the baseline model (lower red dashed line) are in the assumed galaxy evolution scenarios. Kneiske et al. (2002) developed another backward evolution model by considering exploiting free model parameters of the galaxy and star evolution available in year 2002. The upper solid blue curve shows the maximum possible EBL model and the lower solid blue curve shows the minimum possible EBL model. The result of the semi-analytic model by Primack et al. (1999) (updated by Somerville et al. (2001); Primack et al. (2005)) is presented by the green dot-dashed curve. The model is the most complete and complex EBL model, aiming to make very accurate predictions on the EBL evolution and its current level. The model, however, underpredicts the observed EBL level in far infrared (FIR) band. The reason lies in an underestimation of the number of ultra luminous infrared galaxies, which have only recently been discovered. Taking these galaxies into account, the model fits also the FIR measurements well without changing its level in UV-optical (J. Primack, private communication).

None of the presented models takes into account (or predicts) a possible high contribution of the Population III stars to the current EBL. The reported diffuse residual excess in the near IR by (Matsumoto et al., 2005) has lead to a controversial discussion about the origin of this excess, which is briefly summarized in the next Section.
3.5 Possible Population III Star Contribution to the NIR

A diffuse residual excess in the near IR (NIRBL, 1 to 4 μm) was reported by the IRTS satellite (Matsumoto et al., 2005). The excess is significantly higher than the EBL density expected from galaxy counts. If the excess would be of extragalactic origin (i.e. associated with the EBL), it might be attributed to emissions by the first stars in the history of the universe (Population III) and would make the EBL and its structure a unique probe for the epoch of Population III formation and evolution (e.g. Salvaterra and Ferrara (2003); Kashlinsky et al. (2005)). The Population III stars started to form somewhere in the redshift interval 30 > z > 15 and continued to exist until 9 > z > 7. A possible modeling of the NIRBL, including a strong Population III contribution, is shown in Fig. 3.8. The light emitted by the Population III stars is absorbed by surrounding cold dust (neutral hydrogen). The relaxation of excited hydrogen leads to a dominant Ly-α emission line with a wavelength of \( \lambda = 0.12 \) μm in the lab frame. For an observer today, the line is redshifted by the Doppler law by a factor \((1+z)\) such that the strong feature at \( \lambda \approx 1 \) μm (Fig. 3.8) can be attributed to Ly-α emission from the last (latest) Population III stars at a redshift of \( z \approx 9 \).

Such a luminous Population III star generation, however, over-predicts the

**Figure 3.8:** Comparison of current limits and detections of the EBL to the spectrum generated by normal star forming galaxies (marked “standard EBL”, dark shaded area), and the excess near–IR background light (marked “NIRBL”, lightly shaded area). The red curve depicts the spectrum of the zodiacal light (Matsumoto et al., 2005), scaled by a factor of 0.23 to provide a fit to the NIRS data. The plot adapted from Dwek et al. (2005).
number of Ly-α emitters in ultra-deep field searches (Salvaterra and Ferrara, 2006) and violates common assumptions on baryon consumption and star formation rates (Dwek et al., 2005). In addition, Dwek et al. (2005) and Matsumoto et al. (2005) have pointed out that the NIR excess could be attributed to zodiacal light. This possibility is also supported by the shape of the reported excess being identical to the spectrum of the zodiacal light (upscaled red curve in Fig. 3.8).
Chapter 4

The MAGIC Telescope

The MAGIC telescope (Major Atmospheric Gamma Imaging Cherenkov telescope) is designed to detect VHE $\gamma$-rays in the energy range from 50 GeV to tens of TeV. In Section 4.1 I will briefly describe principles and experimental challenges of the imaging technique for the $\gamma$-ray telescopes. In Section 4.2 I will then introduce the MAGIC telescope, which is the largest single dish atmospheric imaging Cherenkov telescope in the world. Section 4.3 gives a short overview of the MAGIC II telescope, which is being built in order to increase the sensitivity of the MAGIC project.
4.1 Imaging Air Cherenkov Telescopes

Figure 4.2: Monte-Carlo simulated extended air showers. Left plots: vertical γ-ray shower, E = 100 GeV; Right plots: a vertical proton induced shower, E = 100 GeV. Plots adapted from Schmidt (2007).
4.1.1 Extended Atmospheric Showers

The cosmic $\gamma$-ray flux above 100 GeV is generally very low and requires big detection areas to detect even strong point-like $\gamma$-ray sources as the Crab Nebula in a reasonable time. The EGRET satellite experiment on board of the Compton Gamma Ray Observatory (operating in the years 1991–2000 (Hartman et al., 1999)) was able to measure $\gamma$-rays with energies up to 30 GeV. The upper energy bound is due to the small detector area, which was 0.1 m$^2$ in the case of EGRET. The new generation of satellite experiments AGILE (launched May 2007) and GLAST (launch is planned to be at the end of 2007) has more sensitive instruments and larger detector areas. With the new satellites, it will be possible to measure $\gamma$-rays from 100 MeV up to an energy of 300 GeV. Still, even GLAST will need several years of observation to deliver a $\gamma$-ray spectrum of the Crab Nebula above 50 GeV. Instruments with a larger sensitive area can be built on the ground. The Earth atmosphere is not transparent for Cosmic rays and VHE $\gamma$-rays. Cosmic rays as well as VHE $\gamma$-rays react with molecules of the atmosphere and loose their entire energy in a particle shower (extended atmospheric showers (EAS), see Fig. 4.2). Proton-induced (in general hadron-induced) showers are much more numerous than $\gamma$-induced. Even for the Crab Nebula, the ratio between $\gamma$-induced to hadron-induced showers is about 1:1000, making hadron-induced showers the main source of the background for the VHE $\gamma$-ray measurements.

In the last 40 years, several techniques have been developed to detect Cosmic rays and VHE $\gamma$-rays through secondary processes. Following effects and processes occur in the atmospheric particle shower and can lead to indirect detection of the incident particles from the ground:

- **Shower particle detection.** Shower particles can be directly detected with particle counters on ground (as e.g. in AGASA (Chiba et al., 1992), AUGER (Mantsch, 2005), HEGRA (Lindner, 1997), KASKADE (Antoni et al., 2003)). The technique works well for energies above $10^{14}$ eV. In case of lower energies shower particles do not reach the ground level. The energy threshold of an experiment can be then lowered by building detectors at high altitudes (mountains).

- **Cherenkov light detection.** Charged particles emit Cherenkov light when their speed in a medium (e.g. the atmosphere, ice, water) is higher than the light speed in this medium (Cherenkov effect, Cherenkov (1934)). Due to the low refraction index of the atmosphere the Cherenkov light is highly focussed and illuminates typically an area of radius of about 120 m on the ground at the MAGIC site. Cherenkov light for air showers above 15 TeV can be detected directly by placing light detectors with a large field of view ($\approx 1 \text{sr}$) in the light pool (e.g. AIROBICC, Aharonian et al. (2002b)). **Imaging Atmospheric Cherenkov Telescopes** (IACTs), instead, have a smaller field of view (3–5 deg) and focus the Cherenkov light of a shower
into a pixelized camera. The combination of a smaller field of view per pixel, which suppresses accidental triggers, and a much larger photon collection area allows to reduce in the energy threshold. In fact, the trigger threshold of the MAGIC telescope is as low as 50-60 GeV for observations at low zenith angles.

- **Fluorescence light.** A small fraction of the energy of the shower particles is transferred to atmospheric nitrogen molecules and excites them. During the de-excitation, a distinct line spectrum (amongst other lines the well known 337 nm N$_2$-line) is isotropically emitted in the near UV. Only showers with energy above $10^{15}$ eV produce a detectable amount of fluorescence light. The showers are usually observed from the side as in HiRes (Abbasi et al., 2005) or AUGER (Mantsch, 2005) experiments. It has been also proposed to detect from space fluorescence light emitted by showers (e.g. EUSO (Catalano et al., 2005) and OWL (Monnet and D’Odorico, 2006)), which would increase the detection area by two orders of magnitude. So far these projects are in the design phase.

- **Radio Emission.** In the 1950’s the possibility to detect radio emission from atmospheric showers was investigated. At that time the technique was discarded because of inefficient detectors. In the last few years, the technique was explored again because better antennas were developed and a better understanding of the radio wave emission was achieved. Recently, the feasibility of shower detection in radio was shown (Falcke et al., 2005). Radio detection of Cosmic rays becomes feasible for energies above $10^{17}$ eV.

The techniques mentioned above aim to detect air showers and reconstruct their energy and direction. It is, however, very difficult to reveal the nature of the primary particle. One of the possibilities is a precise reconstruction of the shower maximum. Since a lighter mass particle (say proton) penetrates deeper into the atmosphere than a heavier particle (say iron)\(^1\) the corresponding shower maximum will be closer to the ground. However, the difference in cross section between protons and $\gamma$-rays is small, and only a precise measurement of the shower maximum can help to determine the kind of primary particle. At the moment, the most powerful technique to separate between $\gamma$-ray- and hadron-induced showers is the imaging Cherenkov technique. In the thesis, I concentrate on this technique. This imaging Cherenkov technique does not rely on the shower maximum reconstruction but on the differences between images of electromagnetic and hadronic showers. In the following, I will explain the reason for this difference.

\(^1\)due to a higher cross section of heavier particle, the penetration depth is smaller
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Electromagnetic showers

High energy photons (or electrons) enter the atmosphere and interact with nuclei of the air molecules. Thereby an extended air shower (EAS) starts to evolve. Two processes contribute mainly to the shower development: the bremsstrahlung, which leads to radiation of new photons, and the pair creation, in which a pair of an electron and a positron is produced (see left sketch in Fig 4.3). Both processes are very similar: the radiation length of an electron or positron for the bremsstrahlung is $X_e^0 = 37 \text{ g/cm}^2$ (in air), and the mean free path of the photon before pair creation is $X_\gamma^0 = 7/9 \ X_e^0$. Therefore, the structure of an electromagnetic shower is quite simple and symmetric in respect to the main shower axis (left plots in Fig. 4.2 and left sketch in Fig. 4.3). The cross section of VHE $\gamma$-rays with air is weakly energy dependent so that the first interaction point is similar for different $\gamma$-ray energies and is at about 20 to 30 km above sea level. In each step of the cascade the number of particles doubles and the energy per particle is reduced accordingly. At some point the energy per particle reaches a critical energy, at which the energy losses of electrons and positrons by ionization and by bremsstrahlung are equal. In air, the critical energy is 86 MeV (Berger and Seltzer, 1964). At lower energies the losses by the ionization become dominant and the shower dies out. The height above the sea level where the number of particles in the shower is highest, is defined as the shower maximum. The higher the energy of the primary particle, the deeper is the shower maximum due to a longer cascade until the critical energy is reached\(^2\). The shower maximum is at about 13 to 7 km above sea level for energies of primary $\gamma$-rays between 50 GeV and 10 TeV.

\(^2\)The depth of the shower maximum is proportional to the logarithm of the primary energy: $h_{\text{max}} \propto \ln(E)$. 

Figure 4.3: Schematic view of the development of a $\gamma$-ray induced atmospheric shower (left) and an atmospheric shower induced by a hadron (right).
Hadronic showers

In case the primary particle is a hadron (usually a proton), the primary collides with a nucleus in the atmosphere. Thereby mostly pions are created ($\pi^+ : \pi^- : \pi^0$ with proportion 1:1:1) as well as kaons and further nucleons (their number is much less than the one of pions). Hadrons and pions initialize a hadronic cascade through further collisions. Furthermore, pions decay (see below) and the resulting photons, electrons and positrons build electromagnetic sub-showers, whereas resulting muons form a muonic component of the shower. A hadronic shower grows until the energy per nucleon is below the pion production threshold of about 1 GeV. A hadronic shower with a proton of $E = 100$ GeV as the primary particle is shown in Fig. 4.2, right panels. A schematic view of a hadronic shower is shown in the right sketch in Fig. 4.3. The following processes mainly form a hadronic shower:

\[
\begin{align*}
\pi^0 & \longrightarrow 2\gamma \\
\pi^- & \longrightarrow \mu^-\nu_\mu \\
\pi^+ & \longrightarrow \mu^+\nu_\mu \\
\mu^- & \longrightarrow e^-\bar{\nu}_e\nu_\mu \\
\mu^+ & \longrightarrow e^+\nu_e\bar{\nu}_\mu
\end{align*}
\]

Strong interactions are different from the electromagnetic ones, and as an effect pions and kaons receive on average a higher transversal momentum than electrons and positrons. In addition, a hadronic EAS has, in general, several subcascades. Therefore, hadronic EAS are much wider and irregular than electromagnetic EAS (compare plots in Fig. 4.2). This feature is used to separate $\gamma$-ray induced EAS from hadronic ones. However, subcascades of hadronic EAS, if only the electromagnetic subcascade is detected, can mimic $\gamma$-ray induced EAS making them to an almost irreducible background.

4.1.2 Cherenkov light emission from EAS

Within an EAS electrons and positrons are mostly ultrarelativistic, and Cherenkov radiation is emitted (Cherenkov, 1934). The Cherenkov effect works as follows (Tamm and Frank, 1937): An ultrarelativistic charged particle polarizes the medium. The polarized medium (atmosphere) with a refraction index $n$ emits spherical electromagnetic waves along the track of relativistic particles (Fig. 4.4). If a relativistic particle moves with a speed $v$, which is faster than the speed of light in medium $c' = c/n$ ($c$ is vacuum speed of light, $n$ is the refractive index of the medium), then the particle moves faster than the spherical waves are propagating. As illustrated in Fig. 4.4 the individual waves experience an interference
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\[ \Theta_c \sim 1^\circ \]

Figure 4.4: Schematic view on Cherenkov emission of a charged particle, which is moving with ultrarelativistic speed in a medium. The speed of light in a medium with a refraction index \( n \) is \( c' = c/n \). In the polarized air the emitted spherical electromagnetic waves superimpose to a cone with an opening angle of \( \Theta_C \sim 1^\circ \). This emission is called Cherenkov light.

at an angle \( \Theta_C \), which is also called the Cherenkov angle. It is easy to show that:

\[
\cos(\Theta_C) = \frac{c'}{v} = \frac{c/n}{\beta c} = \frac{1}{\beta n} \quad (4.2)
\]

with \( \beta := v/c \)

Following the condition above, an electromagnetic radiation will be emitted in a cone at the angle \( \Theta_C \) and cancel out in all other directions. This radiation (called Cherenkov light in the following) has an analogy in acoustics in the form of the shock waves produced by a projectile or an airplane traveling at an ultra-sonic velocity (Mach waves).

The mean value of \( \Theta_C \) is about 1° in air. The Cherenkov radiation from a finite track of an ultrarelativistic charged particle illuminates a “donut ring” on the ground. The donut becomes thicker and finally merges to a circle as the track is longer and reaches the ground. The circle is, however, not illuminated uniformly because the air density is increasing towards the ground, which leads to an increase of the refraction index \( n \) and the opening angle \( \Theta_C \).

The Cherenkov radiation of an EAS consists of a cumulative Cherenkov light emitted by shower particles. In case of an electromagnetic shower, Cherenkov light illuminates typically a circle\(^3\), called “Cherenkov light pool”, with a radius of 120 m if measured at 2000 m above the sea level. An example of a simulated Cherenkov light distribution on this altitude coming from a vertical electromagnetic EAS is shown in Fig. 4.5, left plot. The resulting Cherenkov light pool is a

\(^3\)A circle forms in case of a vertical air shower. In case the EAS is inclined, the overlapping Cherenkov light illuminates an ellipse on the ground.
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Figure 4.5: Simulated Cherenkov photon distribution at 2200 m altitude above sea level. The majority of photons arrive within a radius of 120 m from the impact point. Due to the increasing Cherenkov angle with increasing shower depth a maximum in the photon distribution is seen at \( \approx 120 \) m. This is often referred to as the “hump”.

superposition of individual donuts from charged shower particles moving under small random angles to the shower axis. The photon density is almost constant from the center to the rim at about 120 m radius. The rim has a higher density and is usually known as the “hump”. The hump is a consequence of the increasing opening angle \( \Theta_C \) of the Cherenkov photons as the light emitting particles penetrate deeper into the atmosphere. At distances larger than the “hump” the photon density is decreasing rapidly. Still, there is light emission even beyond 200 m impact distance, caused by the shower halo particles. A profile of the light yield of Cherenkov photons as a function of the radius is shown in Fig. 4.5, right plot. Not shown are fluctuations of the mean value. These are much stronger for hadronic showers and, thus, the Cherenkov light can be even detected up to 400 m from the shower core.

The number of emitted Cherenkov photons per unit track length for a particle with one elementary charge and per wavelength of the photon is (Yao et al., 2006):

\[
\frac{d^2N}{dx d\lambda} = \frac{2\pi \alpha}{\lambda^2} \left( 1 - \frac{c^2}{v^2 n^2(\lambda)} \right), \quad \alpha \text{ is the fine-structure constant} \quad (4.3)
\]

\[
\frac{d^2N}{dx dE} \approx 370 \sin^2 \theta_c(E) \text{eV}^{-1} \text{cm}^{-1}
\]

The spectral intensity has a strong, \( \lambda^{-2} \), dependency of the photon wavelength \( \lambda \). As one can see from Fig. 4.6, most of the photons are emitted in the UV
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Figure 4.6: Spectra of Cherenkov light by vertical γ-ray showers of different primary energy at 10 km height (solid lines) and the corresponding spectra at 2200 m a.s.l (dashed curves) affected by absorption, Rayleigh and Mie scattering as described in the text (plot taken from Wagner (2006)).

range. The emitted photons suffer, however, transmission losses in the atmosphere. The transmission losses in air are mainly caused by Rayleigh scattering off air molecules, which has a $\lambda^{-4}$ dependency. At wavelengths below 300 nm an additional strong absorption caused by ozone molecules takes place. Most of the hard UV photons are therefore absorbed. A more complex Mie-scattering off aerosols (also water droplets, dust) occurs without strong dependence on the photon wavelength $\propto \lambda^{-(1...1.5)}$. The measured Cherenkov photon spectrum is shown in Fig. 4.6 and mainly ranges from 300 nm to 500 nm with a peak at roughly 320 nm. The Cherenkov spectrum is zenith angle dependent with a shift of the peak position towards larger wavelengths for an increasing zenith angle of atmospheric showers.

The light yield of EAS initiated by different incident particle species is shown in Fig. 4.7. For an electromagnetic shower, the summed track length of all charged shower particles is in first order proportional to the energy of the primary particle. The number of emitted Cherenkov photons is proportional to the number of shower particles. Therefore, the total Cherenkov light yield is proportional in first order to the energy of the primary particle. This means that the atmosphere behaves almost like an ideal calorimeter for γ-ray-initiated showers.

The time needed for an EAS development is of the order of several 10’s of microseconds. Cherenkov light emitted earlier during the shower development is slower than the particle movement in the shower. However, Cherenkov light
emitted later and closer to the ground has an overall longer way (including the tracks of the parent particles) to the observer than the former photons. Due to these two effects, differences in propagation times of the photons cancel out the development of the shower in time. Therefore, the duration of the Cherenkov light flash seen at ground is just of the order of 4 – 10 ns. The extremely short flashes are very difficult to measure due to a high background of the night sky. The light of the night sky (LONS, see Roach and Gordon (1973) for details) consists of light of bright and faint stars, diffuse light of the galactic plane, zodiacal light, airglow, polar light, and artificial light. The LONS is not isotropically distributed and is higher towards e.g. Galactic plane than for a typical extragalactic field of view. In order to discriminate between the light of EAS and LONS, an integration time of the device should be not much longer than the duration of the EAS. This makes an usage of CCD cameras impossible because they need milliseconds for readout. The usage of photomultiplier tubes (PMTs) to measure Cherenkov light of atmospheric showers has been proven to be efficient. The PMT are light sensitive detectors with a very fast (few nanoseconds) response time. Though their peak quantum efficiency (at $\approx 300$-$350$ nm) is currently just about 25% and they can be easily damaged when they are exposed to a strong light source, PMTs are currently the best light sensors for this purpose. Taking into account that for an analysis of the shower images at least 100 p.h.e. are needed (corresponding to roughly 600 photons), the threshold of the MAGIC telescope is shown by the dashed line in Fig. 4.5, right. Several novel techniques using silicon avalanche photodiodes or hybrid photosensors to detect Cherenkov light of the EAS are under development and appear to be very promising (see Otte (2007) for an

Figure 4.7: Cherenkov photon yields for different incident particles. The plot shows the mean Cherenkov photon density within a radius of 125 m from the shower core for vertical showers (Oser et al., 2001; Wagner, 2006). The atmosphere behaves almost like an ideal calorimeter for $\gamma$-ray-initiated showers.
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In the following I will describe the imaging technique to measure EAS.

### 4.1.3 The imaging technique

![Figure 4.8:](image1.png) **Figure 4.8:** The picture shows the basic principle of the imaging atmospheric shower Cherenkov technique. A telescope within the light pool of an atmospheric shower (light blue cone) can record an image of the shower provided the primary energy is high enough.

![Figure 4.9:](image2.png) **Figure 4.9:** A schematic view on the isogonal image of an extended air shower by using its Cherenkov light. The air shower is approximated by a light cylinder. The image in the camera has an elliptical shape of a certain Length and Width. The so-called “head” and “tail” of the shower are mapped into the camera image.

One of the possibilities to measure an EAS is making a photography of it in Cherenkov light against the night-sky. It was suggested that the high resolution of the image should be able to provide detailed information both on the true direction of the shower and on the type of the primary particle (Jelley and Porter, 1963). However, due to technical difficulties and thus a low sensitivity of the early instruments (see Weekes (2006) for a historical review), it was not until 1989 as with the Whipple telescope a $\gamma$-ray signal from the Crab nebula was detected (Weekes, 1989). The detection motivated continuing operation of the existing and building better instruments. It finally lead to many great discoveries using the Imaging Atmospheric Cherenkov Telescopes (IACTs). The principle of the IACT is shown in Fig. 4.9.

In order to achieve a high sensitivity of an IACT, a large light collection area, high QE fast photo detectors, and a fine pixelized camera are required. The bigger the reflector, the more photons can be collected from a single shower and,
hence, the better image of the EAS can be recorded. The camera is placed in the focal point of the reflector, where parallel light rays are focused to the same point (see Fig. 4.9). A symmetrical ellipsoid in the atmosphere causes an elliptical image in the camera. Three types of recorded events / images with the MAGIC telescope are shown in Fig. 4.10. From Fig. 4.10 one can recognize differences between hadron-, muon- and \( \gamma \)-induced images.

![Examples of recorded images with the MAGIC Telescope.](image)

**Figure 4.10:** Examples of recorded images with the MAGIC Telescope. *Left:* hadron candidate; *Middle:* \( \gamma \)-ray candidate; *Right:* muon ring.

Differences in the image shape between electromagnetic and hadronic showers are used to select \( \gamma \)-ray induced images. In addition, the arrival direction of hadronic showers is isotropically distributed in the sky. In contrary, the arrival direction of an EAS originating from \( \gamma \)-rays of a (usually) point source is a well defined position in the sky. This means that a high accuracy in reconstruction of the arrival direction of the measured showers has a high potential in the signal to background discrimination. The pixelization of the camera thereby is of major importance. Fine pixels of the camera, i.e. pixels with a small field of view, improve shower reconstruction, in particular reconstruction of the shower arrival direction. Also the \( \gamma \)/hadron separation and night sky background rejection can be improved with finer camera pixels. However, it does not make sense to have smaller pixels than \( \approx 1/2 \) of the optical point spread function\(^4\) of the telescope.

In case of electromagnetic showers, the main shower axis is easily recognized in the recorded image as the main axis of the elliptical image (\( \gamma \)-image in Fig. 4.10). The main axis points to the arrival direction of the shower. However, two quantities are difficult to access with a single telescope:

1. The absolute position of shower in the sky. The shower is seen as an elliptic image in the camera (see Fig. 4.9). The distance between the image and the source position in the camera corresponds to the angle between the optical axis of the telescope and the shower in the atmosphere. This angle, however, can correspond to A) a high impact distance of the shower combined with

---

\(^4\)The optical spread function is defined as an angular distance between images of two point sources, which are separated by 1 full width at half maximum (FWHM) of the image intensities.
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2. The sky direction\(^5\) of the incident particle. This direction lies on (or close to) the main axis of the elliptical image. There is, however, an ambiguity in the solution and one has to guess on which side of the image the incident direction is located. For images with a high charge content, one can often distinguish between the head and the tail of a shower using the asymmetry of the image along its main axis. The head of the image points towards the incident particle direction.

4.1.4 Backgrounds

The aim of IACTs is to measure physical properties of primary VHE $\gamma$-rays (arrival direction, energy) by means of the Cherenkov light produced in the EAS induced by these $\gamma$-rays. Once sensitive measurements are made, most of the underlying physics information, such as origin of the source, its extension, its spectral and temporal properties etc, can be extracted from the data. Strong backgrounds, however, reduce the sensitivity of the measurement. The most important sources of the background are:

- **Light of the night sky (LONS).** As mentioned before, main background source is LONS: light coming from planets, stars, airglow, and zodiacal light (Roach and Gordon, 1973). The energy threshold of an IACT is determined by the level of LONS, reflector area and its reflectivity, and the sensitivity of the used light detectors. LONS depends on the sky region, zenith angle of observation, and on the location on Earth. The LONS is always contaminating the Cherenkov light of EAS and is one of the limiting factors at trigger level. In the following, I will use the notation “Night sky background (NSB)” when referring to the light recorded by the telescope due to LONS.

- **Hadrons.** Hadron induced showers are the main background of the measurement. Even for a strong $\gamma$-ray source like the Crab Nebula, the ratio between hadron triggers and $\gamma$-ray triggers is roughly 1000/1 at 1 TeV. The energy distribution of the hadron background follows a power law distribution $dN/dE = E^{-\Gamma}$ with photon index $\Gamma = 2.7$.

- **Muons.** Close by single muons are easily recognized by the ring or arc image in the camera. Cherenkov light from single high altitude muons, which have their impact point far away from the IACT (50 – 120 m), can mimic $\gamma$-ray images of low energies and are often difficult to reject. A typical

---

\(^5\)also called arrival direction, which is described by the celestial coordinates right ascension and declination
rate of such events is hard to estimate since the muons can originate even from hadronic showers with their impact point of larger than 500 m from the telescope.

- **Cosmic electrons.** At energies below about a few 100 GeV cosmic electrons become a non-negligible background. VHE electrons produce electromagnetic EAS, which look exactly like electromagnetic EAS from VHE γ-rays. It is an irreducible but isotropic background.

- **Diffuse γ-rays.** It is believed that there exist diffuse VHE γ-rays coming from unresolved galactic and extragalactic sources. The H.E.S.S. collaboration has indeed recently measured a diffuse galactic component Aharonian et al. (2006c). The diffuse extragalactic γ-ray background is believed to be smaller by several orders of magnitude than the galactic one. Diffuse γ-rays represent another source of an irreducible background when searching for γ-ray emitting point sources. Fortunately, this background is very weak even in the galactic plane where its level seems to be highest.

Even if the image properties are very similar between γ-ray induced showers and images due to various backgrounds, one property remains unique for γ-rays: γ-images point to the source direction whereas reconstructed directions of background induced images are isotropically distributed. This is why a precise reconstruction of the arrival direction of the shower will significantly increase the sensitivity of the measurement.

### 4.2 MAGIC I

Currently, four big collaborations operate world-wide four IACTs of the third generation: The Australian-Japanese CANGAROO-III collaboration has built four 10 m telescopes in Australia; the largely European H.E.S.S. collaboration has
built an array of four 12 m telescopes in Namibia; the Irish-British-USA collaboration that has also built recently an array of four 12 m telescopes in Arizona, USA (VERITAS); and the largely German-Spanish-Italian MAGIC collaboration\(^6\), which has built a stand alone 17 m telescope in La Palma (Canary Islands, Spain). The locations of the experiments are illustrated in Fig. 4.11. The MAGIC telescope is the subject of this section. While CANGAROO-III experienced some financial problems and VERITAS just finished the construction phase, H.E.S.S. and MAGIC started observations in 2003 and 2004, respectively, which lead to a number of discoveries and important publications.

The MAGIC collaboration currently consists of 20 groups (institutes) from 8 European countries and the USA. Altogether, there are about 150 scientists and roughly 100 technicians working at least partially for the experiment. First ideas of the project were formulated back in the early 1990’s and an extensive design report was published in 1998 (Barrio et al., 1998). The site was chosen to be on the area of the Observatorio de Astrofísico of the Canary Island La Palma on the Roque de los Muchachos (2200 m asl, 28°45′ N, 17°54′ W). The site is well known for its very good atmospheric conditions for most of the year, and it was previously used for the Cosmic ray experiment AEROBICC (Karle et al., 1995), HEGRA array (Aharonian et al., 2002a), HEGRA CT1 (Mirzoyan et al., 1994), and the HEGRA CT system (five IACTs with 5 m diameter each, Daum et al. (1997)). Construction of MAGIC in La Palma was started in 2001, and the official inauguration of the telescope was celebrated in October 2003.

Several novel technologies were used for the design of the MAGIC telescope. With a 17 m diameter tessellated dish it has the largest reflector of all operating IACTs. Light weight carbon fiber tubes, the active mirror control, a 577-pixel PMT (photomultiplier tubes) camera with a 3.5° field of view, analog optical transport of the signal from the camera, a fully programmable two-level trigger, and 300 MHz signal digitizers are the key technological elements of the telescope. The aim of the project was to achieve the lowest energy threshold among all IACTs of the third generation (down to 30 GeV) and the possibility to move the telescope within seconds to any sky position. The latter is needed to quickly react on Gamma Ray Burst alerts and point the telescope as fast as possible to the sky position of a burst. The key elements of the MAGIC telescope are described in the next subsection.

### 4.2.1 The hardware components of the telescope

The major hardware components of the telescope are:

- Alt-Azimuth frame mount on a circular rail;

\(^6\)The MAGIC Collaboration currently has about 150 members from nine countries: Armenia, Bulgaria, Germany, Finland, Italy, Poland, Spain, the Switzerland, and the USA.
• Drive system;
• Parabolic 17 m diameter reflector dish;
• Lightweight aluminum mirrors;
• Active Mirror Control;
• Starguider system;
• Photomultiplier camera with 577 channels
• Signal transmission over 162 m to the counting house via optical fibers;
• Signal receivers;
• 3-Level trigger system;
• Data acquisition system (DAQ);
• Calibration;

Fig. 4.12 illustrates several of the major elements. In the following I will give some details on the hardware components.
The telescope frame and the drive system

The telescope mirror support frame is made of robust, light weight carbon fiber tubes. The frame of the telescope, including mirrors and the camera support weighs less than 20 tons while the whole structure plus the undercarriage amounts to about 65 tons. The assembly of the whole frame took only one month thanks to a construction based on the so-called tube and knot system by the MERO company.

The telescope has an alt-azimuth mount. This means that in order to track a source in the sky, the telescope has to be moved around two axes (azimuth and elevation). The azimuth axis is equipped with two 11 kW motors, while the elevation axis has a single motor of the same power. The angular position of the telescope is measured by three absolute 14-bit shaft encoders. One of them is in azimuth axis and two in the declination to control twists of the mirror dish. With this configuration it is possible to measure the telescope position with an accuracy of about 0.02°. The optical axis of the telescope (also called pointing) is then calibrated by taking pictures of stars at different azimuth and zenith angles using a CCD camera in the middle of the dish (T-Point camera, see Fig. 4.13). Measurements of about 150 different stars are necessary to produce an accurate bending model for the telescope. Together with the shaft encoders, a tracking accuracy of 0.01° (1/10 of a PMT camera pixel size) can be achieved (Riegel et al., 2005b). This accuracy does not include a possible irregular bending of the telescope structure or changes in the bending with time. The positioning of the telescope is therefore constantly monitored using another CCD camera mounted on the reflector frame (starguider camera, see below). The maximum repositioning time of the telescope is about 100 s, whereas the average repositioning time is \(\approx 40\) s, a bit worse than the 30 s that were set as a target for Gamma Ray Burst (GRB) follow-ups. The reason is that the telescope cannot be currently operated in the so-called reverse mode, i.e. moving over zenith such that the MAGIC camera is upside-down. Still, the MAGIC telescope has by far the fastest response among the operating IACTs for GRB alerts (Albert et al., 2007d). This is a merit of the light weight of the reflector and the PMT camera.

The reflector dish and the mirrors

The reflector has a parabolic shape with \(f = D = 17\) m. Parabolic mirrors are isochronous. This is necessary for such a large telescope, otherwise time differences between photons reflected at different points of the reflector become too large.\(^7\) The side effect of the parabolic dish is the coma

\(^7\)For a spherical dish, arrival time differences increase. In particular this means that the trigger has to open a gate for a longer time, which would result in an integration of more NSB noise. Since the duration of a Cherenkov flash is just in order of few nsec, an integration time in the same order of magnitude has a large advantage of the NSB suppression.
aberration, which makes the images to look extended (blurred) if looking off-axis. The effect has a radial symmetry to the camera center resulting in an image stretching, which is in first order directly proportional to the angle, under which the shower is seen by the telescope. In case of the MAGIC reflector the coma aberration effect amounts to 7%, i.e. a image point which should have a distance \(d\) from the camera center, has an effective distance of \(1.07 \cdot d\). The value of \(f/D = 1\) is one of the smallest among the currently operating IACTs (the smaller the \(f/D\) value the larger the coma aberration) and it is a consequence of the light structure of the telescope and the limited cost. A larger \(f/D\) value would mean that the camera has to be larger and placed further away from the reflector than 17 m, which would necessitate both a much heavier PMT camera and supporting structure. The reflector itself consists of 956 square mirror elements of 49.5 cm \(\times\) 49.5 cm size, each of spherical shape but with different radii to match the parabolic structure. The mirrors are made of 5 mm thick AlMgSi alloy plates glued on aluminum honeycomb inside a thin Al-box. The reflectivity of the mirrors ranges between 80 and 90% depending on the wavelength, whereas the average reflectivity is about 85%. Groups of 4 mirrors each (few at edges with 3 mirrors) are mounted onto a \(1 \times 1\) m\(^2\) support panel. Due to an originally too tight mount between the panels, a staggering, called chessboard structure, of the panels (by about 6 cm) was introduced in summer 2005, which lead to a small difference in the photon arrival times at the PMT camera of up to 0.6 ns, which is still below a possible signal resolution of the PMTs (1-2 ns).

The active mirror control (AMC)

In order to correct for distortions of the telescope frame and the mirror panels by varying gravity when tracking a source, an active mirror control (AMC) is implemented. The system consists of two actuators per mirror panel and a red (635 nm) laser pointer installed in the center of each panel. On demand by the control software the laser is switched on projecting a red spot on the PMT camera cover, which is viewed by a CCD camera (AMC camera, see Fig. 4.13). The AMC camera determines the laser spot w.r.t. some reference marker and, accordingly to the deviation to the nominal position, steers the mirror panels with the actuators. The reference marker positions are defined in respect to several LEDs mounted on the PMT camera cover. This makes sure that the optical axis of the reflector points towards the center of the MAGIC camera even if the camera sinks due to gravity for large zenith angles. The alignment can be also done with stars: the AMC camera can identify reflected star light of each panel. A control software uses the image of the star on the PMT camera cover to adjust the panels such that the spot is focussed in the PMT camera center. The corresponding actuator positions are stored as a function of the zenith angle of the pointing in look-up-tables (LUTs). In this procedure, absolute actuator positions are stored. During normal operation (data taking), two different approaches can be used to adjust
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Figure 4.13: The CCD cameras in the middle of the reflector of the MAGIC telescope. The starguider CCD camera and the calibration system are indicated. Pictures adapted from Wagner (2006).

the mirrors. The first one is to use the LUTs, i.e. move the motors to the stored positions according to the zenith angle of observation. It is a very fast procedure and can be done during the repositioning or even tracking of the telescopes. The second method is to use the laser pointers switching them on and adjusting the panels according to the corresponding markers. In this case, the PMT camera has to be closed for each readjustment because the laser pointers can damage the PMTs. It was finally shown in summer 2006 that a usage of the LUTs is more stable over the time than an adjustment with the laser pointers. It seems that the pointing direction of the lasers inside the boxes is changing with time. For more details see Garczarczyk (2007).

Starguider

In order to monitor the tracking system and correct for a possible mispointing,\footnote{mispointing means that the desired sky direction is focussed to a position, which has an offset w.r.t. the camera center} a starguider system is installed. In the center of the mirror dish (see Fig. 4.13), a sensitive CCD camera is installed, having a $4.6^\circ \times 4.6^\circ$ field of view. A part of the PMT camera is inside the field of view of this camera as shown in Fig. 4.14. The position of the PMT camera is recognized by the starguider software using 6 LEDs mounted on the border of the PMT camera. The starguider identifies the
pointing direction of the telescope by comparing star positions in the field of view (FoV) with a starfield catalog. This makes sure that, together with the AMC, the actual pointing of the telescope is known. The starguider information is used offline in the data analysis after the commissioning phase. Currently, the typical residual telescope mispointing is about $0.02^\circ$. An important positive side effect of the starguider is that one can compare the number of identified stars with an expected number of stars and in such a way judge about weather conditions, in particular about the atmospheric transmission, for a given observation.

The PMT camera

The PMT camera (Fig. 4.15) is designed to record the Cherenkov light from the atmospheric showers with help of photomultiplier tubes (PMTs), amplify the signal, reconvert it again into an intense light flash, and transmit it to the counting house via optical fibers. The collection area of the MAGIC PMT camera is augmented by hexagonal light catchers (Winston cones) in order to minimize light losses in the camera. The inner part of the camera is equipped by 397 PMTs
of type ET9116 with a 0.1° FoV each. The PMTs are combined into a hexagonal arrangement to a total of roughly 2° FoV. The inner PMTs are surrounded by 180 outer PMTs of type ET9117 with a 0.2° FoV each. The hemispherical entrance window of the PMTs is coated by a diffuse lacquer doped with a wavelength shifter to enhance the sensitivity for UV photons (Paneque et al., 2004). For protection purposes the camera is covered by UV transmitting plexiglas window. The camera has a 3.5° FoV. A detailed description of the camera can be found in Paneque (2005); Gaug (2006).

Signal processing in the camera and transmission

The MAGIC readout chain is schematically shown in Fig. 4.16. The PMTs are operated with negative high voltage at a gain of roughly 30,000 (inner PMTs) and 20,000 (outer PMTs). At the PMT base the signal is AC coupled to an ultra-fast preamplifier with a gain of about 6. The pre-amplified PMT signals are converted into light again using fast current driver amplifiers coupled to vertical cavity surface emitting laser diodes (VCSELs). The analog optical signal is then transmitted from the camera over 162m long optical fibers to the counting house. The conversion of the electrical signal back into an optical one has some advantages such as: a) minimizing the dispersion of the signal during the transmission over 162 m; b) no electromagnetic pickup; c) almost no signal at-
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Figure 4.16: A flow diagram of the MAGIC readout chain. PMT signals are reconverted into optical pulses, sent to the counting house, where the pulses are digitized and, in case a trigger condition is fulfilled, recorded on disc.

tenuation; d) much lower weight than coaxial cables. The characteristics of the optical transmission system has been studied in detail by Paneque (2005).

A fast photodetector is one of the key elements to suppress NSB contribution to the measured signal. The PMTs are very well suited for this task because of a low intrinsic noise and a possibility to provide analog signals with a duration of just \( \approx 1-2 \text{ ns} \) (FWHM). To make use of the fast PMT signals an equally fast digitalization system is required. The trigger and the digitalization are the next topic.

The signal receiver in the counting house, the trigger and the signal digitalization

The receiver. In the counting house, the optical signals are received and converted back to electrical ones by fast GaAs PIN diodes in the receiver board. After a further amplification, the electrical signals are split into two. One part of the signal routed to the trigger branch and the other part is routed to the amplitude digitalization system (see Fig. 4.16).

The trigger. The trigger decision is made based on three consecutive levels. Currently, only first two are in use.

\[9\] A disadvantage of the PMTs is a high rate of afterpulsing. An afterpulsing signal occurs in a PMT when an ion gets detached (from a PMT dynode or from restgas), travels back to the photocathode. There it kicks out many electrons through the photo-effect. The electrons then produce a huge signal, which is called afterpulsing. The effect is random and has a mean rate of 0.3 – 0.4% of the pixel rate. For a MAGIC pixel rate of 250 MHz (usual individual rate due to NSB) it corresponds to a rate of 1 MHz of big signals.
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Figure 4.17: Sketch of the trigger topology in the MAGIC camera

- **Level 0**: discriminator level for individual pixels. A part of the analog signal from a camera pixel goes into a discriminator, which issues an approximately 6 ns long digital signal as soon as the amplitude of the input signal exceeds a certain level. The threshold is computer adjustable for each pixel individually in order to take into account different FoVs (in particular, pixels containing bright stars require a higher threshold) and different levels of the night sky brightness. A typical individual pixel rate is kept between 100 and 500 MHz. The effective trigger window is about 7 ns. The Level-0 trigger is restricted to only 325 inner pixels, which is about 1 degree radius from the camera center (pixels in the cells, see below, as shown in Fig. 4.17). Most images from the $\gamma$-ray-induced showers are within 1 degree radius from the sources position, thus the efficiency to trigger a $\gamma$-induced shower is above 90%. In the same time, those light flashes, which are mostly contained in the outer part of the camera and are not likely to be $\gamma$-ray induced, will not be triggered. In this way one can already separate $\gamma$-ray induced showers from background (hadron induced and NSB) triggers. However, this does not hold for extended $\gamma$-ray sources or for a $\gamma$-ray source, which is off center. This is the reason why the trigger region of the MAGIC II camera will be increased.

- **Level-1**: next neighbor coincidence. Since images from electromagnetic showers are compact, the next-neighbor coincidence is used. All signals
from the Level-0 are grouped into 19 overlapping cells of 36 pixels (see Fig. 4.17). Level-1 gives a trigger signal if for at least one of the cells a logical condition is fulfilled. Implemented logical conditions request a number of next neighbors (NN) in a close compact configuration to be above a threshold after the Level-0. Several options are available: 2NN, 3NN, 4NN, and 5NN. During normal operation, the 4NN condition is used leading to a trigger rate of about 200-250 Hz depending on the zenith angle in moonless nights.

**Level-2:** higher level topological trigger. A further widely programmable logical trigger is based on the topology of an event that passed the Level-1 trigger. For example, one could discriminate images pointing to the source position from the ones pointing perpendicular to it. Up to now, the Level-2 trigger has not been used. There are no conclusive plans to use it either.

**Digitalization of the fast signals.** The PMT signals are digitized by a custom-made system of 8-bit, 300 MHz Flash-Analog-to-Digital-Converters (FADC). In order to increase the dynamical range of the system, the part of the signal going from the receiver to the FADCs is split again into two (see Fig. 4.16). One signal branch is amplified by a factor of ten, so-called “high-gain” signal. The other signal branch, so-called “low-gain” signal is delayed by roughly 55 ns. If the high-gain signal exceeds a certain amplitude (i.e. it is likely saturating the dynamical range), a GaAs switch is activated and the delayed low-gain signal is digitized. In this case the first half of the recorded information contains the clipped high-gain signal and the second half contains the low-gain signal. In case the high-gain signal does not exceed the threshold, all recorded information comes from the high-gain part.

Just before the digitalization the signal is shaped with a time constant of about 6 ns. The reason is that the FADC system is too slow to handle signals of 2 ns width coming from the camera. A typical duration of a signal in a given pixel after the shaper is about 6-7 ns. The shaped signals are sampled by the FADCs at a rate of 300 Ms/sec\(^{10}\) and the digitized information is written to a ring buffer. After a trigger has been generated the digitalization is stopped and the corresponding part of the ring buffer is written to disk. 30 samples (slides) per event and per pixel are written to disk to ensure that even events with duration up to 10 ns are not truncated during the digitalization. The dead time introduced by the readout is about 25 \(\mu\)s. This is negligible compared to an averaged trigger rate of 250 Hz which corresponds to an event every 4 ms.

The rather low sampling rate of 300 Ms/sec requires additional pulse stretching to ensure proper sampling of the signal. The stretching in turn smoothes differences between the shapes of PMT signals coming from \(\gamma\)-rays, Cosmic rays, and NSB fluctuations. In order to better suppress the NSB contribution and to

---

\(^{10}\)Ms/sec is mega sample per second, i.e. \(10^6\) samples per second
increase the sensitivity to the timing structure of the signals, an upgrade of the
digitizing system by a 2 GigaSamples/sec MUX FADCs was performed in 2007.
See Section 4.2.3 for more details.

**Limitations of the trigger rate.** The trigger rate of the MAGIC telescope
is kept between 200 and 250 Hz, which corresponds to an energy threshold of ≈60
GeV for γ-rays at low zenith angle. Lowering individual Level-0 thresholds would
enable to trigger on lower energies and, therefore, decrease the energy threshold.
However, the trigger rate becomes unstable, and therefore, the performance of
the telescope, too. The limiting factors are:

- **Level of NSB.** Lowering Level-0 thresholds increases probabilities that the
  4NN condition is fulfilled just due to a NSB fluctuation. The trigger rate
  becomes very much weather, zenith angle, and sky field dependent. Setting
  the Level-0 thresholds to an even lower level causes an explosion of the
  rate to several kHz, i.e. more than 99% of the recorded events are just
  fluctuations of NSB. One solution to avoid it is a clever use of the topological
  trigger (Level-2) but there are no conclusive studies yet.

- **Afterpulsing of the PMTs.** Here the same applies as for the NSB level:
  lower Level-0 thresholds enable more triggers due to afterpulses. Experts
  even tend to believe that the afterpulsing has a major limitation power for
  the MAGIC performance.

- **Data acquisition system.** In principle, the DAQ can handle a rate up to
  600 Hz. A higher rate causes instabilities, dead time, and crashes. For the
  DAQ, the main limitation is the writing speed to the disc. However, rates
  above 400-500 Hz are not desirable due to the first two limitations.

Each of the 577 PMTs provides photon information, which is used to recon-
struct air showers. When talking about signals of PMTs it is common to use the
term *pixel* instead of *channel* because it better describes imaging properties of
the technique. It must be noted that the central pixel, which contains the signal
from the PMT in the very center of the camera, is not included in the standard
readout and analysis because it is reserved to perform optical observations. Such
observations are very useful for a search for pulsed γ-ray emission from objects,
which have a corresponding optical pulsation (Crab Nebula). The central pixel
is used then to simultaneously determine the optical periodogram of a source
(Lucarelli et al., 2007).

**The calibration system**

The electronic chain of the MAGIC telescope (from PMT to the FADC read-
out) has to be calibrated, i.e. one has to obtain calibration constants from the
measured FADC counts to the physical quantity of photoelectrons as well as
conversion factors from the FADC timing into an absolute signal timing. The calibration system (Schweizer, 2002) for the MAGIC telescope is illustrated in Fig. 4.18. The main components of the calibration system are: a pulser box mounted in the middle of the mirror dish, a PIN diode mounted between the pulser box and the camera, and three blinded pixels in the camera. The pulser box houses LEDs, which provide fast light pulses in different wavelengths, different intensities and different frequencies of pulses, which can be controlled from the counting house. The pulsed light is used to make a relative calibration of the data chain using the $F$-factor method (described in Section 5.2). In addition, the pulser box has a continuous light source in four different colors to simulate star and moon light. The PIN diode and the three blinded pixels are used for absolute calibration of the MAGIC camera. The PIN diode is calibrated using a natural radioactivity of $^{241}$Am. Details on the calibration system and used algorithms are described in Gaug (2006).

4.2.2 The data taking modes

Data taking with MAGIC is carried out during dark nights and favorable atmospheric conditions. It is not possible to take data with very bright optical objects in the FoV. Bright optical objects could be stars or planets with apparent magnitudes below 3. Bright objects cause high currents in the PMTs and would
damage them if the anode current is $> 100 \mu A$. The duty cycle of MAGIC in dark nights is about 1000 h per year. This number is an average taking into account technical problems and bad weather periods. For an ideal case of perfect weather and no losses due to technical issues, the maximum would be 1600 h per year.

In addition to dark nights, MAGIC can take data during moderate moon shine avoiding direct moon light hitting directly or focussed by the reflector into the camera. MAGIC is currently the only operating IACT in the world, which takes data during moon shine. This currently increases the duty cycle of MAGIC by about 300 h per year\textsuperscript{11}. It has to be noted, that the energy threshold is higher by up to a factor of 2 since the discriminator thresholds have to be increased to avoid too high trigger rate from NSB.

In order to ensure that none of the subsystems of the telescope is in danger, the following criteria must be fulfilled for any data taking procedure:

- Wind speed $< 40 \text{ km/h}$
- Humidity $< 90\%$
- Average PMT current $< 7 \mu A$ (mainly moon observations)
- Individual PMT current $< 20 \mu A$
- Zenith angle $> 1.5^\circ$

In addition, the weather is checked regularly for adverse atmospheric conditions like haze, dust, and clouds to ensure that the data are useful for analysis. Currently, two early warnings provide the tool to decide that the atmosphere is not clear enough in the FoV: i) the trigger rate is lower than expected and ii) the number of recognized stars by the starguider is lower than expected. In addition, the analyzers are encouraged to cross-check the optical transmission measurement of the atmosphere provided by the Carlsberg Meridian Telescope on a night-by-night basis\textsuperscript{12}, which is situated just a few 100 m from the MAGIC site.

In case the conditions are good and the above criteria are fulfilled, a standard data taking procedure is performed. It includes pedestal run, calibration run, and data runs as described below:

- **Pedestal runs (P)**. These runs contain usually 1000 events, taken with random trigger and used to calculate the pedestal offsets for the calibration runs.

- **Calibration runs (C)**. These runs contain usually 4096 events, taken with the standard calibration light pulses from 10 UV LEDs and the calibration

\textsuperscript{11} theoretically, it should be possible to gain up to 500 to 600 h per year
\textsuperscript{12} available online at http://www.ast.cam.ac.uk/~dwe/SRF/camc_extinction.html
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trigger. It is used to calculate the conversion factors from FADC counts into the number of photo-electrons and the arrival time offsets.

- **Data runs (D).** These run contain usually 53521 events corresponding to a size of 1 GB disk space size. After the size of 1GB is reached, the next data run is started automatically with no dead time (FADC buffers are usually not emptied, which means dead time losses are avoided). The events are taken with the trigger criteria from the Level-1 as described above. In addition to cosmic events, interlaced calibration pulses, again 10 UV LEDs, are fired and recorded with a rate of 50 Hz. These calibration events are used to update the conversion factors and the arrival time offsets, which are initially calculated from the Calibration run.

For each source or a sky region, which is observed in a given night, the following sequence of runs is executed: P-C-D-D-...-D. The duration of the sequence is either as long as the sky direction is observed for or 1 h, whatever comes first.

MAGIC observation data are taken in one of the three following modes:

- **So-called ON mode.** The source is tracked by the telescope such that the source position is in the camera center.

- **So-called OFF mode.** In case ON-data are taken for a given source, usually dedicated OFF data are taken in addition in order to obtain reliable background data. For the OFF data, a sky region is selected and observed, which should have very similar stars in FoV and NSB brightness as the ON region. It is also important that the zenith and azimuth angle distributions are the same for the OFF and the ON data.

- **So-called WOBBLE mode.** Following good experience from the HEGRA CT system (Daum et al., 1997), MAGIC also accommodated the so-called WOBBLE tracking mode. In this mode, first proposed by Fomin et al. (1994) (illustrated in Fig. 4.19), two directions on opposite sides 0.4° away from the source, are tracked alternately for 20 minutes each, which provides a simultaneous measurement of signal and background. There is then a priori no need for additional OFF data. Details on the extraction of the background events from the Wobble mode data are described later in Section 5.10.

Currently, most MAGIC data are taken in WOBBLE mode. The advantages of the WOBBLE mode are:

- No extra time for observations in the OFF-mode.

- Optimal time coverage of the source activity, which is important for variable sources.
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Figure 4.19: Observation modes. During ON-mode observations, the source is positioned in the center of the camera (red circle). For OFF-mode observation, a sky region is tracked without a $\gamma$-ray source in the field of view. During WOBBLE-mode observations, the source is placed at $0.4^\circ$ off center (marked as “signal region”), rotating around the center following the apparent rotation of a sky field of view with time. In the WOBBLE mode, a background region can be defined at the opposite side of the signal region (marked as “background control region”), providing a simultaneous measurement of the background. Every 20 minutes the wobble position is changed, usually placing the $\gamma$-ray source on the opposite side of the camera center. More control regions can be defined along the circle around the camera center increasing the statistics of background data. Plot adapted from Wagner (2006).

- Simultaneous measurement of the background. This is considered to be the most important advantage compared to the ON-OFF mode because of:
  - Reduction of systematic effects due to different weather conditions (as this happens for the ON–OFF observations);
  - Reduction of systematic effects due to different NSB levels;
  - Averaging over systematic effects in the camera acceptance due to frequent wobbling between the wobble positions. See more details on the camera acceptance below;

There are as well some disadvantages of the WOBBLE mode:
• Because of the offset of the γ-ray source γ-ray trigger acceptance is reduced by 15–20% depending on the energy;

• In case of a variable source, some additional systematic flux uncertainty is introduced by changing the source position in the camera;

• In case the γ-ray signal extraction is needed for a short data sample (i.e. a data sample with only one WOBBLE pointing), the background determination has an additional uncertainty. The uncertainty is due to a hardware problem of the telescope: see below.

**Camera inhomogeneity.** The main critics about the WOBBLE mode observations emerges from the fact that the PMT camera has a high inhomogeneity: the event acceptance is not just a smooth function of the camera geometry and the trigger region. In Fig. 4.20 top panel, the distribution of triggered events from a Crab Nebula sample is shown. The distribution is clearly asymmetric and several deeps / holes are visible. On the right plot, the azimuth distribution of the same events is shown quantifying the inhomogeneity to be up to 30%. The inhomogeneity is thought to emerge from several effects:

• Dead pixels in the camera. Several pixels in the camera are dead: either the PMT is broken or the optical link is bad or the corresponding FADC channel is defect.

• Inefficiency of the trigger. Individual trigger cells (each consisting of 36 pixels) have different trigger rates, which might point to trigger inefficiencies.

• Insufficient flatfielding of the camera. Due to differences in PMTs (gain, quantum efficiency) and differences in the readout chain (optical transmitters, splitters, etc.) the HV setting has to be adjusted for each pixel individually to obtain the same signal at the trigger level.

However, the effect of the inhomogeneity is much less for the events after γ/hadron separation cuts (Fig. 4.20, bottom panel). The number and the strength of the deeps / holes is reduced, suggesting losses on a level of at most 20%. These losses have to be taken into account when calculating systematic uncertainties of the flux level for a γ-ray source.

A problem related to the camera inhomogeneity is that a background level determined for a camera region, which is different from the source region, might lead to an overestimation or an underestimation of the signal. In case of the ON–OFF data, the signal and background regions have the same camera coordinates, which avoids this problem. However, it is only true if the inhomogeneity pattern does not change in time between ON and OFF data samples. A possible workaround for the WOBBLE data is not to determine the background from a simultaneous data but from the next / previous WOBBLE position, thus using the
Figure 4.20: The inhomogeneity of the MAGIC camera. Top: distribution of the triggered events before cuts. On the left: the distribution of the center of gravity of the events in camera coordinates. On the right: the same events as a function of an azimuth angle $\phi$ around the camera. The dashed line is a fit by a constant. Deviations up to 30% are clearly visible. Bottom: distribution of the events from the same sample after $\gamma$/hadron separation cuts. The deviations from the mean are reduced but are still on the level of 15–20%. A Crab Nebula sample is used for this study (Chapter 5), a minimum SIZE cut of 150 photoelectrons per event is applied.

same camera region for determining source events and background events. The averaging over the inhomogeneities also naturally happens for a long data sample in WOBBLE mode (several hours), for which the source and the background regions spend the same amount of time in the same camera regions.

My opinion is that using WOBBLE mode reduces the main systematic uncertainty, which emerges through differences in an ON-OFF sample due to i) weather conditions (high clouds, transparency of the atmosphere, etc.) and ii) telescope
performance. My experience in analysis of the data also showed that the match in image parameters for the WOBBLE data (comparing source and background regions) is usually better than in case of ON-OFF samples. The only serious disadvantage I see is the reduced trigger efficiency for $\gamma$-rays (due to a displacement of the source position so that 10-20% $\gamma$-rays are outside of the trigger region). The other disadvantage of the WOBBLE mode mentioned above, which arises with a very short data set in case of a high camera inhomogeneity, can be eliminated during the data analysis (software). For the MAGIC II telescope, the trigger area will be larger avoiding these losses. Before coming to a description of MAGIC II, which is being built right now, I will give a short report on the upgrade of the readout system of MAGIC I.

### 4.2.3 Upgrade of MAGIC I

As already described above, the analog signals are transferred via optical fibers to the trigger and FADC electronics. Until February 2007 a dual gain 300 MSamples/s 8-bit FADC system had been used. This rather low sampling rate required additional pulses stretching to ensure proper sampling of the signal. The $\gamma$-ray signals are very short and the PMT response time is very fast resulting in 2 ns pulses. A fast readout therefore allows one to minimize the integration time and thus to reduce the influence of the background from the LONS. In addition a precise measurement of the time structure of the gamma ray signal can help to reduce the background due to hadronic background events. The MAGIC collaboration has thus developed a new, affordable 2 GSamples/s readout system.

Fast FADCs are commercially available, but they are prohibitively expensive and power consuming to read out all the pixels of the MAGIC camera. To reduce the costs a new 2 GSamples/s read-out system has been developed and tested (Mirzoyan et al., 2002; Bartko et al., 2005). It uses a novel fiber-optic multiplexing technique. Multiplexing is possible as the signal duration (few ns) and the trigger frequency (typically 1 kHz) result in a very low duty cycle for the digitizer. The developed fiber-Optic Multiplexing (MUX) readout system uses a single 2 GSamples/s FADC to digitize 16 read-out channels consecutively. The MUX readout results in a cost reduction of about 85% compared to a solution of using one FADC per read-out channel.

Since the installation in February 2007 the MUX FADC system has been taking data smoothly (Goebel et al., 2007). A sustainable data acquisition rate of up to 100MBytes/s corresponding to a trigger rate of 1 kHz has been achieved. First results on the potential and performance of the MUX FADC system showed an increase of the sensitivity of the MAGIC telescope by up to 40% (Tescaro et al., 2007), which also includes a new analysis technique using the timing information. For this thesis, however, mostly older (digitized with 300 M Samples/s) data were used and no use of the MAGIC upgrade could be made.
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Figure 4.21: Sketch demonstrating a measuring principle of a stereoscopic system of 5 HEGRA telescopes. The orientation of the shower axis in the atmosphere can be unambiguously reconstructed through the intersection point of the main image axes of the images from the individual telescopes. Image adapted from Horns (2001).

The HEGRA collaboration used for the first time successfully imaging stereo observation of EAS (Daum et al., 1997). The principle of a stereo observation is to place several imaging telescopes in the light pool of an EAS and operate them as a system. That means e.g. that a trigger will only be created when at least two telescopes of the system have a certain signal over a threshold. In each of the telescopes inside of the light pool a shower image is recorded (see Fig. 4.21). One can then combine the recorded images to reconstruct the impact point of the shower, which improves the energy reconstruction significantly. The energy reconstruction as well as the γ/hadron separation profits from several recorded images of the shower instead of one image for a single telescope: multiple images reduce fluctuations and wrong reconstructions. In addition, the stereo technique helps to reduce the background arising from local muons\(^\text{13}\) because the Cherenkov rings of muons would usually trigger just one telescope of the system. The MAGIC collaboration is currently building a second telescope in order to use the advantages of the stereoscopic observation mode (see Fig. 4.22 and Goebel (2007) for the status of the construction in July 2007).

\(^{13}\)The local muons are usually difficult to reject in the analysis because they mimic γ-ray induced EAS.
Figure 4.22: Picture of MAGIC I (left) and MAGIC II (right) on La Palma in June 2007. Courtesy by Robert Wagner.

The MAGIC II telescope is placed 85 m from the MAGIC I telescope to the South–West (Fig. 4.22). The MAGIC II telescope looks quite similar to the MAGIC I but this is just a visual impression: many main hardware components will be different. To name most prominent upgrades:

- The mirrors will be $1^2$ m (four times larger in area);

- The PMT camera will still have a FoV of $3.5^\circ$ but will contain 1039 pixels, all of them with a small size ($0.1^\circ$); this would increase sensitivity for sources located off-center as well as make an easier calibration of the PMTs. However, due to the coma aberration resulting from the parabolic mirror, the sensitivity remains reduced for a source located more than $0.5^\circ$ off center.

- The PMT camera will be built such that it can be upgraded with HPDs (hybrid photodetectors) or silicon PMTs;

- The trigger region will be extended up to $1.2^\circ$ radius; this is an advantage for the wobble mode observations, for a scan of a sky region with unknown source position as well as for extended sources.

- The readout electronics will use the so-called DOMINO chips, which are based on a switch capacitor array technology, allowing for a very fast readout speed up to 2.5 Gsamples/sec.
The calibration system will also be different from that of MAGIC I. Instead of LEDs as light emitters, a calibration system using a Nd:YAG nano laser is planned. The advantage of the nano laser system is that the width of the light pulses is below 1 ns, i.e. the pulses are shorter than the PMT pulses. The wavelength of the already purchased (from a company ALPHALAS, Goettingen, Germany) and tested Nd:YAG laser is 355 nm (the third harmonic). The lower harmonics (first harmonic with 1064 nm and second harmonic with 532 nm) are shielded to make the laser eye safe. The expected stability of the laser system is also higher than the one of the LED system. It is planned to build a temperature and humidity controlled calibration box with an integrated monitoring of the laser. In front of the laser, a remotely steerable filter wheel will be placed to select calibration pulses of different wavelength and different intensities. The pulse frequency of the laser can be varied remotely from 1 Hz to 200 Hz. In this way, the performance of the PMTs can be monitored much better and the signals can be calibrated with a higher accuracy.

The expected improvement in the sensitivity (compared to the current performance of MAGIC I) can be seen in Fig. 4.23 and is roughly a factor 2 at all energies. This is a consequence of the stereo observations, which become available with MAGIC II. Just to repeat the main advantages of the stereo observation mode: i) joint trigger possible, which would allow to reject local muons, one of the dominant backgrounds; ii) multiple images allowing to improve angular and
energy resolution; iii) direct unique reconstruction of the impact point of the shower. In addition, moon observations with a lower threshold become possible due to the telescope coincidence trigger, which suppresses accidental trigger due to NSB fluctuations.

MAGIC II is expected to see its first light in spring 2008.
Chapter 5

The Standard Analysis of MAGIC data

In this Chapter, I describe the tools and performance of the standard analysis chain for the MAGIC telescope. I contributed actively to the development of the standard analysis in the years 2004-2006, writing parts of the code, debugging and testing almost all of the analysis steps from the calibration of the data up to the calculation of the energy spectrum and light curves. In this Chapter, I present basic structure and the status of the standard analysis as of Summer 2006. At that time, some analysis parts, like producing sky maps, were not yet officially implemented as standard but I am already referring to them as being standard. The analysis of the VHE $\gamma$-ray sources, which I present in this thesis, was performed with the standard analysis. However, due to the development of the analysis tools during the time of the thesis, slightly different flavors of the analysis were used for different sources. Therefore, I refer in this Chapter to typical values of the cuts and the used selection criteria.

To demonstrate the techniques and the performance of the standard analysis, a set of Crab Nebula data is chosen. TeV $\gamma$-rays from the Crab Nebula were discovered by the Whipple collaboration in 1989 (Weekes, 1989). The Crab Nebula is currently the best studied steady TeV $\gamma$-ray emitter. It is located in our Galaxy at a distance of $\approx 2\,\text{kpc}^1$ from the Earth. The Crab Nebula is a supernova remnant with a very powerful pulsar (period of roughly 30 ms) as the central object of the explosion observed in 1054 AD. VHE $\gamma$-rays are believed to be produced in the Pulsar Wind Nebula, located at approximately 0.1 pc from the pulsar. The measured $\gamma$-ray spectrum extends from 80 GeV (Albert et al., 2007i) up to 80 TeV (Aharonian et al., 2000) and seems to be constant over the years (from 1990 to present). Only steady VHE $\gamma$-ray emission was detected so far with the IACTs, whereas a search of a pulsed component (expected to originate from the pulsar itself and measured by EGRET up to 10 GeV, Nolan et al. (1993)) resulted

\[1\,\text{pc (parsec)} = 1\,\text{Parsec} = 3.262\,\text{ly} = 3.08610^{18}\,\text{cm}\]
only in upper limits. The stability and the strength of the measured steady $\gamma$-ray emission from the Crab Nebula made it to the “standard candle” of the TeV $\gamma$-ray astronomy.

The outline of the Chapter is as follows: After a short general introduction to the MARS software and to the analysis chain (Section 5.1), I will explain the calibration of the data in Section 5.2. The Crab Nebula data set and the corresponding Monte-Carlo data set are presented in Section 5.3 and Section 5.4, respectively. Details on the analysis steps such as image cleaning, $\gamma$–hadron separation, signal extraction, energy spectrum calculation, sky map reconstruction, and light curve calculation are given in Sections 5.5 to 5.15. Finally, in Section 5.16, the results of the standard analysis and systematic effects are discussed.

5.1 The MARS software and the analysis chain

There are three primary goals in every analysis for an IACT experiment:

1. Distinguish between $\gamma$–like and hadron–like events, the so-called $\gamma$–hadron separation.

2. Determine the primary $\gamma$-ray energy of the $\gamma$–like events, which would allow to derive an energy spectrum of a detected $\gamma$-ray source.

3. Precisely determine the incoming direction of the $\gamma$-like events. In fact, in case the position of the $\gamma$-ray emitter is known and its dimension is a point source for the telescope, the direction information can be used for a better $\gamma$–hadron separation and a more accurate energy determination.

The software package MARS (MAGIC Analysis and Reconstruction Software) has been developed to cover all signal processing steps, providing robust tools starting from the reading of uncompressed raw FADC data and extending to the calculation of energy spectra and light curves for detected $\gamma$-ray sources. The MARS software is written in C++ language and is based on the ROOT framework\(^2\).

The MAGIC analysis chain is shown in a flow diagram in Fig. 5.1. The main steps of the analysis are:

- Calibration of FADC information for each pixel into number of photoelectrons (ph.e.), including timing information of the signal. The program is called callisto.

- Image cleaning removing pixels containing noise. Calculation of image parameters using survived pixels. The program is called star.

\(^2\)an object oriented data analysis framework, http://root.cern.ch
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- Training of $\gamma$/hadron matrices and training of energy estimation matrices. For the first one, a subsample of Monte-Carlo $\gamma$-events is used vs. a subsample of background events from the data. For the energy estimation, a subsample of Monte-Carlo $\gamma$-events is used. The program is called osteria.

- The $\gamma$/hadron matrices and the energy estimation matrices are applied to a test sample of Monte-Carlo $\gamma$-events, to background data, and to signal data. The program is called melibea.

- The effective on-time is determined from the data sample. $\gamma$/hadron separation cuts are applied to the data (signal and background). The number of excess events is determined. The effective area is determined from the corresponding Monte-Carlo $\gamma$-sample. The spectrum and light curves are determined in corresponding bins of estimated energy. The program is called fluxlc.

- The energy spectrum is unfolded taking into account the energy resolution of MAGIC and other analysis effects. The energy spectrum is bins of true energy is obtained. The program is called unfolding.

The analysis chain relies on Monte-Carlo (MC) simulated $\gamma$-ray events to resemble $\gamma$-ray excess in the MAGIC data. One has to rely on MC simulations because there is no natural or artificial calibrator of VHE $\gamma$-rays in the atmosphere. MC $\gamma$-rays are also used to calculate effective areas after all cuts, which is needed for the calculation of the energy spectrum and the light curve of a $\gamma$-ray source. Several studies have been done for MC - data comparison (Albert et al., 2007i; Otte and Majumdar, 2006). The agreement between parameter distributions of the excess events in case of a $\gamma$-ray source and MC $\gamma$-rays proved to be good. However, a reasonable agreement was not shown between MC hadrons and real background. It is widely believed that the disagreement has two reasons: i) not enough statistics of simulated hadronic showers and ii) a possible disagreement between simulated hadronic showers and real hadronic showers at energies below 200 GeV. As I mentioned before, MC hadrons are not used for the data analysis. To represent background, MAGIC data with no $\gamma$-ray source in the analyzed region are used. In case the source was observed in WOBBLE-mode, background data are extracted from the same field of view. In case the source was observed in ON-mode, extra OFF-mode data are necessary to represent the background. See Section 4.2.2 for the definition of the observation modes.
Figure 5.1: MARS analysis chain for data of the MAGIC telescope.
5.2 The calibration software

The signals from the camera pixels are digitized as described in Section 4.2.1. The calibration part of the software takes care to extract signals from the FADC slices and convert the extracted information back into number of photoelectrons (ph.e.). In the following, the signal extraction and the conversion procedure are briefly described.

**Signal extraction.** In order to discriminate the signals with low intensity from the light of the night sky, the highest possible signal to noise ratio, signal reconstruction resolution, and a small bias are important. After comparison between different extraction algorithms, it was shown that the digital filtering method (Bartko et al., 2005) is suited the best. The method can be used if the following assumptions are true:

- The normalized signal shape has to be always constant.
- The noise properties must be constant, especially independent of the signal amplitude.

The fact that the signals are shaped before the digitization with a large enough time constant of 6 ns makes sure that fluctuations are smoothed out and the first assumption is fulfilled. Also the second assumption is fulfilled: Signal and noise are independent and the measured pulse is the linear superposition of the signal and noise contributions. It was shown by Gaug (2006) that the systematic effect due to different noise levels is about 5%, which is just slightly higher than the statistical precision of the method 3%. See plots in Fig. 5.2 for charge and time resolution of the method.

![Signal extraction with digital filter](image)

**Figure 5.2:** Signal extraction with digital filter
Conversion to photoelectrons using the $F$-factor method

The extracted signal amplitude is converted into the number of ph.e. in a pixel by using a proportional relation between both quantities. Several methods exist to extract the conversion factor of each pixel with help of special technical (calibration) runs. For the calibration of the data presented here the so called $F$-factor method (Mirzoyan and Lorenz, 1997) has been applied. The $F$-factor method works as follows: The number of generated ph.e. per calibration event is Poisson distributed, i.e. the distribution of the ph.e. has a mean of $N$ ph.e. and a root mean square (RMS) of $\sqrt{N}$. Now, the measured quantity in FADC counts after pedestal subtraction, let us say $Q$, has a mean of $\overline{Q}$ and a RMS $\sigma$. The RMS $\sigma$ is, however, wider than a pure Poissonian one. That means that the relative widths of the two distributions can be written as:

$$F = \frac{1}{\sqrt{N}} = \frac{\sigma}{\overline{Q}} \quad (5.1)$$

The $F$-factor is introduced in equation 5.1 to account for the additional broadening of the measured distribution. The additional broadening is due to the multiplication process in the PMT and has to be individually quantified for each PMT in the laboratory. In principle, the transmission and amplification chain contributes in addition to the broadening of the measured distribution. This contribution, however, is negligibly small compared to the intrinsic $F$-factor of a PMT. In case of MAGIC, an averaged $F$-factor of 1.15 is used for all PMTs.

Since $\overline{Q}$ and $\sigma$ are extracted quantities from calibration events and the $F$-factor is known, equation 5.1 can be used to calculate the average number of ph.e. of a calibration event and thus the conversion factor $C$:

$$C = \frac{N}{\overline{Q}} = F^2 \frac{\overline{Q}}{\sigma^2} \quad (5.2)$$

Special calibration runs with 4096 events each are used to calculate the conversion factors. This number of events is enough to keep the relative statistical error of the calculation on a level of 1.5%. During the data taking of cosmic events, additional interlaced calibration light flashes are fired with a rate of 50 Hz in order to update the conversion factors. The derived (and constantly updated) conversion factors are then applied to the data events to obtain the number of ph.e. $N_i$ from the measured number of FADC counts $Q_i$:

$$N_i = C \cdot Q_i \quad (5.3)$$

For more details on the calibration see (Gaug, 2006).

5.3 The data set of the Crab Nebula

The chosen data set refers to an observation of the Crab Nebula between 5th and 7th December 2005. The data were taken in the WOBBLE mode (see Sec-
5.4 The Monte-Carlo \( \gamma \)-ray set

The Monte-Carlo (MC) simulation program for the MAGIC telescope is divided into three steps. Step 1: The development of \( \gamma \)-ray initiated air showers is simulated with CORSIKA 6.019 (Heck et al., 1998), using the US standard atmosphere. Cherenkov photons arriving on the ground around the telescope location 3

extinction coefficients are available on the web:  http://www.ast.cam.ac.uk/~dwe/SRF/camc_extinction.html
are stored in binary files containing all the relevant parameters (including wavelength). Step 2: The so-called reflector program accounts for the Cherenkov light absorption and scattering in the atmosphere (using the US standard atmosphere to compute the Rayleigh scattering as well as Mie-scattering losses using the Elterman model (Elterman, 1964) for the distribution of aerosols and ozone). The reflector program calculates then the reflection of the surviving photons on the mirror dish (composed of 964 tiles) to obtain their location and arrival time on the camera plane. Finally in step 3, the camera program simulates the behavior of the MAGIC photomultiplier camera, trigger system and data acquisition electronics. Realistic pulse shapes, noise levels and gain fluctuations obtained from the real MAGIC data have been implemented in the simulation. For more details on the reflector and the camera programs see in Majumdar et al. (2005).

To train γ/hadron separation cuts, both a representative background sample and a γ-ray sample are necessary. Hadron-induced showers are also simulated for the MAGIC telescope but are currently not used in the analysis. The main difficulty is the CPU time consumption to simulate a large number hadron-induced showers up to relatively high impact parameters of above 500 m, since even these showers can sometimes trigger the telescope. On the other hand, data taken with the MAGIC telescope are normally completely dominated by hadron-induced showers, resulting in a very good statistics of the real background data. Thus, instead of hadron-induced MC events, a subset of events from the real data is used in order to represent the background. Usually a randomly chosen subset of the same data is used to create a background sample. Thus one naturally takes into account the proper zenith angle distribution of the events and the actual level of the NSB during observation. In some cases, however, if the γ-ray signal is very strong, the data are too strongly contaminated by γ-events and the subset of the data cannot be used to represent the proper background. In this case, dedicated OFF data has to be taken for the background. OFF data are data taken with the MAGIC telescope on a sky position, where no γ-ray source is expected. For the Crab Nebula analysis, no OFF data have been used since the amount of γ-events in the data before cuts is less than 1%.

The zenith angle distribution of the γ-MC data is chosen to match the one of the recorded data set. For the particular Crab Nebula data, a range from 10 to 24 degrees was chosen. Due to technical reasons (limitation of computer power), the MC sample consists of two parts: The one sample originates from the standard MC production, with a γ-ray energy spectrum simulated according to a power law distribution with a photon index of 2.6, from 10 GeV to 30 TeV. The other sample originates from a so-called “high energy production” with a flat distribution in energy (photon index 0) from 300 GeV to 30 TeV in order to compensate the lack of high energy data in the first sample.
5.5 Data selection and quality cuts

Data runs to be used in the analysis have to pass several quality checks. The main quality check is the trigger rate. I require a rate of 250 Hz ±15% at small zenith angles of observations. The trigger rate decreases with increasing zenith angle (ZA) because of the following. On the one hand, the detection area is increasing with increasing ZA of observation because the thickness of the atmosphere increases and a larger atmospheric volume can be seen in the FoV of the telescope. On the other hand, the fact that the atmosphere becomes thicker means that the showers are generated at larger distances so that less light reaches the telescope site. The combination of the two effects leads to a decreasing trigger rate with increasing ZA following an empirical relation:

\[
\text{rate} = R_0 \cdot (\cos(ZA))^{0.5},
\]

where \( R_0 \) is the nominal trigger rate at zenith. A significantly lower trigger rate points to either worse weather conditions or hardware problems of the detector. A significantly higher trigger rate is normally due to an unusual increase of the background light, caused by bright stars in the field of view or by the presence of moon light (predictable), or by passing cars (unpredictable). Especially car light causes some problems by saturating many PMTs for several seconds. On the other hand, trigger rates have been found to vary by 10-15%, even for good and stable conditions due to different star fields being observed and a dynamical adjustment of the individual discriminator thresholds (see Subsection 4.2.1). Therefore, runs having a trigger rate deviating by more than ±15% from the expected mean are removed from the analysis to assure good data quality.

The telescope performance is monitored by means of standard data quality checks, which are produced during an automatic on site analysis in La Palma on the day after the data was taken. Quantities like the optical point spread function of the telescope, the mean charge per pixel, the mean pedestal level, the mean pedestal RMS, and many other rather technical quantities are monitored and limits for a good data quality are defined (de los Reyes and Oya, 2006).

The weather is monitored by a weather station on site. The data on humidity (most critical), temperature, and wind speed are available and can be used in case some doubts on data quality arise. In addition, the very useful starguider information is added into the data stream, and the number of recognized stars in the field of view of the observation is stored every 10 seconds. The number of recognized stars (depending on a star field, typically about 20) is used to judge the integral transmission of the atmosphere. The atmospheric transmission is also monitored by the Carlsberg Meridian Telescope, which is located less than 1 km from the MAGIC site. However, these high precision data correspond to a single sky direction, which differs normally from the observation direction.
5.6 The pixel interpolation

Several pixels (usually around 10-15) cannot be calibrated. The reasons are usually malfunctioning hardware components like the PMT itself or the corresponding receiver or the FADC. Since signals of those pixels cannot be used in the analysis they are marked as bad. In order to minimize holes in the camera response, the following procedure is applied: in case a bad pixel has at least three properly working neighbor pixels, their signals are linearly interpolated and the result is used as the signal of the bad pixel.

5.7 The image cleaning

After removal of runs with unsuitable trigger rates and/or recognized hardware problems as well as bad weather, the image cleaning procedure is performed on the events. The idea is twofold: i) to remove for each event pixels containing presumably only noise from the NSB; and ii) to remove pixels containing signals from small tracks far outside the shower.

The calibrated data contain basically three numbers for each event per camera pixel:

1. The charge in photoelectrons in each pixel. This number is already pedestal subtracted, which means that the mean contribution of the mean level from the NSB has been subtracted from the measured signals.

2. Relative arrival time of the measured signal in FADC slices.

3. RMS of the NSB fluctuations per pixel. This number is updated every 500 events (corresponding to a frequency of roughly 0.2-0.5 Hz).

These three numbers are used to separate pixels containing signals from air showers from those pixels containing noise (dominated by the NSB fluctuations). This separation algorithm is called image cleaning. There are different image cleaning procedures to optimize the separation.

Extensive studies were made to find out the best image cleaning procedure for the MAGIC data (Tonello, 2006; Gaug, 2006; Otte, 2007). As a compromise between a low energy threshold of the analysis and its robustness, the following procedure was made standard. In the standard image cleaning, criteria to keep or reject a given pixel in an event depend only on the charge (in ph.e.) contained in the pixel. It is, therefore, called absolute image cleaning. The chosen selection criteria are: \( Q_{\text{core}} \geq 10 \) ph.e., \( Q_{\text{boundary}} \geq 5 \) ph.e., 1 boundary ring. The selection works as follows:

1. At first, the so-called core pixels are determined. These are pixels containing at least 10 ph.e. (i.e. \( Q_{\text{core}} \geq 10 \) ph.e.) and have at least one neighboring
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Figure 5.5: An event before (left) and after (right) the image cleaning procedure. An ellipse resulting after the calculation of the image parameters is also shown.

pixel fulfilling this condition, too. One event can have several isolated (spatially not connected) groups of core pixels.

2. In the next step, the so-called boundary pixels are determined. These are pixels, containing at least 5 ph.e. (i.e. $Q_{\text{boundary}} \geq 5$ ph.e.) and have as a neighbor at least one core pixel.

3. The number of boundary rings is set to 1, i.e. all those being neither a core pixel nor a boundary pixel in the first boundary ring are removed from the event. In general, the number of rings $n$ means that all pixels having charge $Q$, with $Q_{\text{boundary}} \leq Q \leq Q_{\text{core}}$, are defined as boundary and will survive the image cleaning in case their $n$th neighbor is a core pixel.

An image before and after image cleaning can be seen in Fig. 5.5. It has to be noted that after the image cleaning it is possible to have several isolated groups of pixels, which are called islands. The number of islands is a characteristics of an event and can be used later in the analysis. By default, the image parameters (next Section) are calculated using all pixels which survived the image cleaning, without taking into account a possible discontinuity between parts of the image.

5.8 The image parameters

The image remaining after the image cleaning should represent the light distribution from an EAS on the camera plane. Most of the classical image parameters (Hillas, 1985; Wittek, 2002) are defined as moments of this distribution, others are quantities suggested by differences in $\gamma$-ray- and hadron-induced images. In total, about 25 image parameters are calculated. Here, I present the most important ones, i.e. the ones which are later used for the $\gamma$/hadron separation and energy determination:
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Figure 5.6: Left: Sketch demonstrating the definition of the main image parameters. Note that image parameters calculation is performed after the image cleaning. Sketch adopted from Otte (2007). Right: Sketch demonstrating the Disp and θ parameters. The Disp parameter leads to two estimated sky directions of the event (Solution A and Solution B). This ambiguity can be solved by a measurement of the asymmetry in the image along the main axis, i.e. determining the head and tail of the image. In the case here, Solution A is the correct one. The angle θ is between the estimated source position and the real one. In both sketches, the source position is in the camera center. The source position affects calculation of the parameters Alpha, Dist, and θ.

- **Size**: The total charge contained in the cleaned image. This parameter is roughly proportional to the energy of the primary γ-ray if the impact point of the shower is <120 m (see Fig. 5.7).

- **CoG**: the so-called center of gravity of the image. The CoG consists of a pair \((X, Y)\), which is the position in the camera of the weighted mean signal along the X- and Y-axis, respectively. The \((X, Y)\) pair are the 1st moments of the charge distribution in the image.

- **Length**: a 2nd moment, given by the RMS value along the major axis of the photon distribution. At fixed Size, the Length parameter is on the average smaller for γ-ray induced images than for hadron-induced and provides a strong separation power.

- **Width**: the other 2nd moment, given by the RMS value along the minor axis. At fixed Size, the Width is also on the average smaller for γ-ray induced showers than for the major part of the hadron-induced cascades, due to a smaller average transverse momentum in the EAS development. The separation power of Width is also strong.

\*Using Length and Width as vectors, one usually refers to an ellipse as an approximation for the image of an EAS.*
Figure 5.7: Correlation between the energy of the primary $\gamma$-rays and the Size parameter of the resulting images for MC $\gamma$-events. An upper cut of 120 m on the impact point of the showers is applied.

- **Conc**($n$) is a set of concentration parameters. $Conc(n)$ is defined as the ratio between the light contained in the $n$ pixels with the strongest signal and the total light content of the image (Size). Images of $\gamma$-ray showers tend to be more concentrated than the hadron-induced showers. Thus, the $Conc(n)$ parameters provide an additional rejection power.

- **$M3_{long}$**: this parameter corresponds to the 3rd moment of the light distribution in the image along its major axis and is a measure of the asymmetry in the signal distribution along this axis. For a typical shower, it is expected that the head of the image has a higher charge concentration than the tail. Thus, the $M3_{long}$ parameter can be used to assign the side of the image which is closer to the incident particle direction. If the assignment is correct one reduces 50% of the background by keeping almost all $\gamma$-rays. For low Size values, however, $M3_{long}$ is not well defined, and this parameter is not much of a help.

- **LEAKAGE** is defined as the fraction of light contained in the image pixels in the outermost ring of the camera. For images with LEAKAGE $> 10\%$, for example, the probability is high that a significant part of the image is outside of the camera and is not recorded. This means that the images are probably truncated. Especially for $\gamma$-ray energies above 2–3 TeV the fraction of truncated events is rather large. The energy estimation is unreliable for significantly truncated images and the LEAKAGE parameter is used to
reject these events from the analysis.

- **Dist**: the angular distance between the CoG of the image and the expected source position in the camera. The Dist parameter can only be calculated if the source position is known. The Dist parameter is correlated with the impact parameter of the EAS. Using Dist the accuracy of the energy estimation can be improved.

- **Alpha**: it is the angle between the major axis of the image and the line connecting the CoG of the image with the source position in the camera. Like Dist, Alpha can only be calculated if the source position is known. For γ-ray showers, their images point to the source location in the camera. Hence, the Alpha parameter of γ-rays is expected to have predominantly small values. On the other hand, hadron showers are distributed isotropically in the sky implying a flat Alpha distribution. Therefore, Alpha is one of the most powerful discrimination parameters.

- **θ²**: θ is the angular distance between the real source position and the estimated source position of the event (see the right sketch in Fig. 5.6). The estimated source position is obtained using the Disp method (Lessard et al., 2001; Domingo-Santamaría et al., 2005). In the Disp method this sky direction is estimated from the image parameters assuming that the source (or the incoming direction of the primary particle) lies on the major image axis. This is plausible because the major axis is a projection of the shower axis onto the camera. The axis coincides in good approximation with the trajectory of the incident γ-ray. The Disp algorithm has been optimized using a MC γ-ray sample. A Disp parametrization is a function of all image parameters described above except of Conc and Dist. There is an important degeneracy in the Disp method: there are two solutions for a source location along the major image axis (see the right sketch in Fig. 5.6). The M3long parameter is used to judge which of these solutions is the correct one placing the source position closer to the head of the image. In case of γ-rays, the estimated sky direction of the showers will be close to the direction of the γ-ray source, whereas for hadrons these directions are isotropically distributed. For convenience, one uses the squared quantity θ² because the distribution of θ² values is flat for background events and has an exponential shape for a γ-ray signal peaking at \( \theta^2 = 0 \, \text{deg}^2 \).

The distributions of some of the above parameters are shown in Fig. 5.8. MC γ-ray showers are compared to data events which are mostly hadron showers. Width, Length and Alpha are plotted as a function of Size to show the Size dependence of these image parameters. While at large Size values the differences
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5Due to the trigger region geometry, the Alpha distribution for background is not perfectly flat. This also holds for the background Alpha distribution after cuts.
Figure 5.8: Image parameters. In case of Width, Length and Alpha, the dependence of these parameters on Size is shown. Black crosses mark the position and error of the mean of the parameter in each Size bin. It is also evident that with decreasing Size the differences between hadrons and γ-rays vanish.
between the distribution of $\gamma$-rays and hadrons are evident, they start to fade away at about 200 ph.e. ($\log_{10}(\text{Size})=2.3$) and finally vanish at about 120 – 150 ph.e. Alpha seems the only parameter with a rejection power even below 150 ph.e.

Some cuts (the so-called filter cuts) are applied just after the calculation of the image parameters. Those cuts are called filter cuts and remove images, which are most likely not produced by air showers. In particular, images due to car flashes and the so-called spark events are removed. Spark events are believed to be images originating from a discharge on the PMT surface. The light reflected from the plexiglass can trigger the readout of the camera if seen by a group of pixels. The resulting images contain a lot of light (several pixels are completely saturated) in just a few pixels and are easily distinguished from the usual events. The rate of spark events is 1–2 Hz and is not associated to a particular camera region. The filter cuts have already been applied for the distributions in Fig. 5.8.

### 5.9 $\gamma$-Hadron separation

Data of IACTs are usually dominated by background events. Even for a strong VHE $\gamma$-ray emitter such as the Crab Nebula, the ratio before cuts between $\gamma$-induced and background events is $\approx 1:1000$. The signal to noise ratio is so small that a detection of a $\gamma$-ray source becomes impossible. In order to obtain a sensitive measurement of a VHE $\gamma$-ray source, a very effective hadron suppression in the data is necessary by keeping a large amount of $\gamma$-ray events. This suppression is called $\gamma$/hadron separation.

For the $\gamma$/hadron separation a multidimensional classification technique based on the Random Forest method (Breiman, 2001; Bock et al., 2004; Hengstebeck, 2007) is used. The Random Forest method uses training samples to find a set of classification trees in the space of image parameters. The training sample representing $\gamma$-showers are MC generated $\gamma$-showers. The training sample representing the background is constructed by selecting randomly events from the experimental data. The final classification, expressed as a number called Hadronness, is defined as the mean classification from all trees. The Hadronness values span a range between 0 and 1 and characterize the images being less or more hadron-like, respectively. One can also say that Hadronness is a measure for the probability that the event is a hadron.

The set of the image parameters as input parameters for the Random Forest depends on whether the source dependent or source independent approach is used to extract the signal. I use the so-called Alpha approach, i.e. the Alpha parameter is used to extract the signal, in combination with the source dependent approach. I use the so-called $\theta^2$ approach, i.e. the $\theta^2$ parameter is used to extract the signal, in combination with the source independent approach. In the case of the Alpha approach, the following parameters are used for the training of the
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![Hadronness distribution of data and MC $\gamma$-events from the test sample.](image)

The Hadronness is obtained for the $\theta^2$ approach, i.e. without using source dependent parameters. Overlaid on top are the mean Hadronness values for each bin in Size (black circles).

Random Forest: Width, Length, Dist, Conc2, M3long, and Size.

In the case of the $\theta^2$ approach, the background level is estimated using different regions of the camera. In this particular implementation, source position dependent parameters ($\alpha$, Dist) are not used in the Random Forest. This is done in order to keep the camera acceptance for the background events as flat as possible, i.e. to avoid preferential camera regions. In this analysis, the image shape parameters Width, Length, Conc2, and Size are used as input parameters.

The distribution of the Hadronness parameter for a sample of experimental data and for MC-$\gamma$-test sample is shown in Fig. 5.9. The MC-$\gamma$-test sample is chosen statistically independent from the sample used in the training of the Random Forest. This Hadronness distribution is obtained for the $\theta^2$ approach, i.e. without using source dependent parameters. Hadronness values close to 1 mean that an event is hadron-like, Hadronness values close to 0 mean that an event is $\gamma$-like. Since the data are very much dominated by hadrons, the left plot is representative for a background sample. One can clearly see that above 300 p.e. ($\log_{10}(\text{Size}) > 2.5$) the Random Forest nicely recognizes $\gamma$-events as such. However, for Size values below 300 p.e. the identification is not very successful. Still, some separation using the Hadronness variable is possible between 150 and 300 p.e. because most of the hadron events are assigned by Hadronness > 0.5 whereas $\gamma$-events have lower Hadronness values. In fact, the orientation of the image ($\alpha$ or $\theta^2$), which is not contained in the Hadronness, provides the strongest background suppression at these Size values. Below Size values of 150 p.e. the separation breaks down. Thus, an a priori lower Size cut of 150 p.e. is applied to the data and MC events.

The Hadronness parametrization is optimized for each data set separately. The $\gamma$/hadron separation is then performed by applying a cut in the Hadronness parameter, while the cut is chosen such that the overall cut efficiency for MC $\gamma$
events is not less than about 50%. The corresponding hadron suppression is about 90-99%, improving with increasing Size of the events. The performance of the γ-hadron separation can then be judged in the subsequent step of the signal extraction (next Subsection).

Alternative γ/hadron separation methods like a combination of simple cuts on scaled image parameters (Daum et al., 1997; Riegel et al., 2005a), SuperCuts optimization (Reynolds et al., 1993; Kranich, 2002; Paneque et al., 2004) and neural networks (Zimmermann, 2005) were also developed for the analysis and they yield similar results to the ones of the Random Forest. An advantage of the Random Forest is a relatively simple handling and low CPU times. Since the alternative methods developed so far were not found to perform superior to the Random Forest, the latter one is used.

5.10 The signal extraction

After applying Hadronness cuts (or any other parameter or parameter combination to select γ-like images), one can extract a possible signal. I am presenting here two different approaches to extract the signal: the so-called Alpha and the $\theta^2$ approach. For each of them, the following five-step procedure is applied:

1. Definition of a source region, where a γ-ray signal is expected (signal region);
2. Counting events in the signal region ($N_{on}$);
3. Determining the number of expected background events in the signal region ($N_{bg}$);
4. Determining the number of excess events in the signal region ($N_{excess} = N_{on} - N_{bg}$);
5. Determining the significance of the number of $N_{excess}$.

The Hadronness cut and the size of the signal region are usually optimized on the basis of MC γ-showers. Alternatively, one optimizes the cuts on an independent data sample containing strong γ-ray signal. In this analysis, MC γ-showers were used for the optimization. One distinguishes between so-called tight and so-called loose cuts. Tight cuts are obtained by optimizing on the best significance of the signal with an addition requirement of a minimum number of γ-events after cuts. Tight cuts are usually applied when searching for new VHE γ-ray emitters. Loose cuts are obtained by widening tight cuts until the significance of the signal drops by more than $\approx 20\%$. In this way, one gains statistics of the signal without losing much on the sensitivity. Loose cuts are usually applied to determine the energy spectrum and the light curve of already established γ-ray signals. The size of the signal regions is Size (or energy) dependent since Alpha and $\theta^2$ are much better.
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Figure 5.10: Sketch of the signal (Source) and background (Anti-source) regions for the Alpha-approach. The image in the WOBBLE 1 data set (left sketch) will be included in the ON-Alpha plot. The event will be excluded from the OFF-Alpha plot because the angle $\alpha_{\text{on}} < (\alpha_0 = 10^\circ)$. The image in the WOBBLE 2 data set (right sketch) will be included in the OFF-Alpha plot. The event will be excluded from the ON-Alpha plot because the angle $\alpha_{\text{off}} < (\alpha_0 = 10^\circ)$.

defined for higher Size values. The acceptance for the MC $\gamma$-rays after all cuts is about 40–50% and 70–80% for the tight and loose cuts, respectively.

5.10.1 Alpha approach

Definition of ON and OFF regions: In the case of the Alpha approach, the signal region is defined in the Alpha variable. The ON region is centered at the source position. For the WOBBLE mode data, the OFF region is centered at a position opposite to the source in respect to the camera center. This is the so-called anti-source position. See the sketch in Fig. 5.10 illustrating the source and anti-source positions. The $\gamma$-like events from a known source position are expected to have small Alpha values. For events with Size > 200 ph.e. the signal region in the Alpha plot is usually defined as $0 < \text{Alpha} < 4$ degrees for tight cuts and $0 < \text{Alpha} < 15 - 20$ degrees for loose cuts. An Alpha plot for the Crab Nebula data set is shown in Fig. 5.11. A minimum Size cut of 320 ph.e. was applied to maximize the sensitivity for this type of presentation. A hadronness cut of Hadronness$<$0.17 has been used. $\gamma$-like events with image parameters calculated with respect to the source position are shown by the red crosses (the so-called ON-Alpha plot). The background distribution (the so-called OFF-Alpha plot) is constructed for Alpha values calculated with respect to a position, which is on the opposite side of the camera than the source position (anti-source position, OFF plot, shown by the grey filled histogram in Fig. 5.11.). Both distributions, ON and OFF-Alpha plot, are highly correlated since they contain the same events. In
order to avoid an unwanted contribution from $\gamma$-events in the OFF sample and to guarantee the statistical independence between the ON and the OFF samples in the signal region, the following procedure is applied (see Fig. 5.10 for the sketch): events with $\text{Alpha}_{\text{ON}} < \alpha_0$ (with $\text{Alpha}_{\text{ON}}$ calculated with respect to the source position) are excluded from the OFF sample, and events with $\text{Alpha}_{\text{OFF}} < \alpha_0$ (with $\text{Alpha}_{\text{OFF}}$ calculated with respect to the anti-source position) are excluded from the ON sample. This cut is called anti-alpha cut. In the example of the left sketch in Fig. 5.10, the event will be included in the ON-Alpha plot but it will be excluded from the OFF-Alpha plot because the angle $\alpha_{\text{on}} < (\alpha_0 = 10^\circ)$. Analogous in the example of the right sketch in Fig. 5.10, the event will be included in the OFF-Alpha plot but it will be excluded from the ON-Alpha plot because the angle $\alpha_{\text{off}} < (\alpha_0 = 10^\circ)$. The anti-alpha cut assures that the $\text{Alpha}$ distributions for ON and OFF events are statistically independent for $\text{Alpha} < \alpha_0$.

In order to demonstrate the sensitivity of the analysis, tight cuts are applied to the data set (Fig. 5.11). The anti-alpha cut of $\alpha_0 = 10^\circ$ is also applied, i.e the $\text{Alpha}$ distributions (ON and OFF) are uncorrelated for $0 < \text{Alpha} < 10$ degrees. The difference between ON and OFF $\text{Alpha}$ plots gives the distribution of excess events and is shown in the insert of Fig. 5.11 (blue points). The excess
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**Figure 5.11:** $\text{Alpha}$ plot with cuts: $\text{Size} > 320$ ph.e. and $\text{Hadronness} < 0.17$. Resulting $\text{Alpha}$ plots for the source position (ON-Alpha plot, red crosses) and for the opposite position in the camera (OFF-Alpha plot, grey histogram) are shown. Applying a cut of $\text{Alpha} = 6^\circ$ one obtains a significance of $15.4$ $\sigma$. See text for more explanation. Insert: $\text{Alpha}$ plot of excess events is shown (blue crosses) overlaid with the MC expectation for a point source (black line).
distribution is overlaid with the MC γ-ray prediction for a point source (black curve) and agrees with it well. The width of the Alpha distribution for MC γ-ray is roughly 3 deg, calculated by a Gaussian fit to the distribution:

\[ f(\text{Alpha}) \propto \exp \left( -\frac{\text{Alpha}^2}{2\sigma^2} \right) \]  \hspace{1cm} (5.5)

**Significance:** The signal region in the Alpha plot is chosen to be 6 degrees (marked by a vertical dashed line), corresponding to 70% MC γ-acceptance after cuts. The number of ON events \((N_{on})\) in the signal region is 568, and the number of expected background events \((N_{bg})\) is 164. The significance of the signal is calculated using an assumption that both Alpha distributions (ON and OFF) have a Poissonian distribution. Then we can calculate the probability that the observed excess is due to a background fluctuation (null hypothesis). This probability can be then converted into a number of standard deviations \(S\) for the null hypothesis to be true. Obtaining, for example, for a signal a significance of \(S = 3\sigma\) means that a signal, which is as high or higher than the observed one, has a probability of \((100\% - 99.73\%) = 0.27\%\) to be due to a background fluctuation. In the particular case of ON and OFF data samples, we use formula 17 from Li and Ma (1983):

\[ S = \sqrt{2} \left( N_{on} \ln \left[ \frac{1 + \alpha}{\alpha} \left( \frac{N_{on}}{N_{on} + N_{off}} \right) \right] + N_{off} \ln \left[ (1 + \alpha) \left( \frac{N_{off}}{N_{on} + N_{off}} \right) \right] \right)^{1/2} \]  \hspace{1cm} (5.6)

The \(N_{on}\) and \(N_{off}\) are the numbers of ON and OFF events in the signal region, respectively. The \(\alpha = t_{on}/t_{off}\) is the ratio between the effective on-time of the ON and the OFF samples, implying that \(N_{bg} = \alpha \cdot N_{off}\). It can be seen from Formula 5.6 the smaller the value of \(\alpha\) the higher the obtained significance by the same numbers \(N_{on}\) and \(N_{bg}\). The reason for this is that a small \(\alpha\) value means a higher statistics on the background and, therefore, a better knowledge of the expected background level in the source region. Thus, a smaller \(\alpha\) value makes an analysis more sensitive. In the particular case of the WOBBLE-mode data and the Alpha approach, \(\alpha = 1\).

**Sensitivity:** The analysis can also be quantified in terms of its sensitivity. A common sensitivity unit for the different IACTs is the flux, which will be measured with \(5\sigma\) in 50 hours of observation. This number is normally used to compare different experiments and their potential to detect weak fluxes. It is, however, not common to use Formula 5.6 to compute the sensitivity but instead a Gaussian approximation of it. The resulting number of standard deviations for a given observation time is then:

\[ \text{Sens}(t) = \frac{N_{ex}}{\sqrt{N_{bg}}} \cdot \sqrt{\frac{t}{T}} \]  \hspace{1cm} (5.7)
where \( N_{ex} = N_{on} - N_{bg} \) is the number of excess events, \( T \) is the observation time, and \( t \) is the normalization time. I want to stress that this definition does not take into account fluctuations of the uncertainty of the mean number of the background events and gives, therefore, an optimistic sensitivity. Moreover, formula 5.7 overestimates stronger the sensitivity of an experiment with a poorer background estimation compared to an experiment with a better background estimation. In the particular case of the analysis presented here, the observation time \( T = 1.7 \) h, and one obtains 
\[
Sens(t = 1\, h) = \frac{404}{\sqrt{164}} \cdot \sqrt{t/|h|}/1.7 = 24.2\sigma \sqrt{t/|h|}.
\]
In 50 hours of observation an excess with a significance of \( Sens(50\, h) = 24.2\sigma \sqrt{50} = 171\sigma \) would be detected from a Crab Nebula like source. Equivalently, in 50 hours of observation a source with a flux level of \( 5\sigma/171\sigma = 2.9\% \) of the Crab Nebula would be detected with \( 5\sigma \). This number agrees well with the current claims of the MAGIC sensitivity, in which for the ON mode data set a flux sensitivity of \( 2.21\pm0.05\pm0.2\% \) of the Crab Nebula flux is obtained (Albert et al., 2007i).

The description so far refers to data taken in the WOBBLE mode. If the data are taken in the ON-OFF mode, the OFF-Alpha plot is produced using the OFF data sample. There is no need of the anti-alpha cut, but a normalization between ON and OFF sample has to be done. A natural way would be to normalize the two distributions according to the effective observation time in the ON and in the OFF samples. However, due to some differences in the camera efficiencies between different data sets, the normalization is done using the ON-Alpha plot. In this case a normalization region is chosen where no \( \gamma \)-ray events are expected, usually from 30 to 85 degrees. The expected background level \( N_{bg} \) in the signal region of the \textit{Alpha} plot is estimated using the number of OFF events in the signal region. In case of a very strong \( \gamma \)-ray signal, the expected background level can even be estimated from the ON data itself, performing a parabolic fit to the \textit{Alpha} plot in the background region (usually from 30 to 85 degrees) and then extrapolating the fit into the signal region. See Paneque (2005) for a detailed discussion on how the fit is performed.

### 5.10.2 \( \theta^2 \) approach

**Definition of ON and OFF regions:** For the data taken in the WOBBLE mode, the preferred signal extraction method is the \( \theta^2 \) approach. The \textit{Disp} method allows one to reconstruct arrival directions of the \( \gamma \)-candidates on the camera plane. The resolution of the method is about 0.1 degree (slightly depending on the energy). The resolution is called the point spread function (PSF) and is defined as the \( \sigma \) of the Gaussian fit to the \( \theta^2 \) plot of the MC \( \gamma \)-rays:

\[
y(\theta^2) \propto \exp\left(-\frac{\theta^2}{2\sigma^2}\right)
\]  

(5.8)

In the WOBBLE mode, the source location is \( 0.4^\circ \) off the camera center. This allows one to define several regions in the field of view of the camera, which
Figure 5.12: Sketch of the signal (ON) and background (OFF) regions for the $\theta^2$-approach. For each WOBBLE position, 1 ON region is defined and 3 OFF regions, symmetrically to the camera center. An image in the WOBBLE 1 data set (left picture) will be included in the ON sample because its estimated arrival direction (using the Disp method) is within the ON region. An image in the WOBBLE 2 data set (right picture) will be included in the OFF sample because its estimated arrival direction is within one of the OFF regions.

have the same offset and symmetry with respect to the camera center as the ON source region. In Fig. 5.12 three such OFF regions are defined, for each WOBBLE position. For every event, which survived the $\gamma$/hadron separation, the source position is calculated using the $\theta^2$ value. The calculated source position of an event is in camera coordinates ($x$ and $y$). Now, an ON-$\theta^2$ plot is produced for the source position (red crosses in Fig. 5.13). In addition, one can produce 3 OFF-$\theta^2$ plots, one for each OFF region as defined in Fig. 5.12. Note that the ratio between ON and OFF regions is 1 to 3, improving the estimation of the expected number of background events. The individual OFF $\theta^2$ distributions are added together and scaled by 1/3 (grey histogram in Fig. 5.13) to be compared with the ON source $\theta^2$ plot. Note that by construction, $\theta^2$ values up to $0.08[\text{deg}]^2$ for both $\theta^2$ distributions (ON and OFF) are completely uncorrelated, whereas there is a small correlation for values $0.08[\text{deg}]^2 < \theta^2$. The difference between ON and OFF $\theta^2$ distributions is plotted in the insert of Fig. 5.13 (blue points). The distribution is overlaid with the MC $\gamma$-ray prediction for a point source (black curve) and agrees with it well.

**Significance:** Again, in order to compute the significance of the signal and the sensitivity of the analysis, tight cuts are applied. The signal region is defined as $\theta^2 < 0.024\text{deg}^2$, which is indicated by the black dashed vertical line in Fig. 5.13.
5. The Standard Analysis of MAGIC data

The number of ON events is 498, whereas the number of the estimated background events is 122. Using Equation 5.6 one obtains a significance of $S = 20.4\sigma$. Note that $\alpha = 1/3$ for the Equation 5.6 due to differences in the ON and OFF statistics. This is also the main advantage of the $\theta^2$ approach compared to the Alpha approach presented above, making the $\theta^2$ more sensitive (compare $S_{\theta^2} = 20.4\sigma$ with $S_{\text{alpha}} = 15.4\sigma$).

**Sensitivity:** The sensitivity of the analysis is again computed using Equation 5.7 resulting in $\text{Sens}(t = 1\, \text{h}) = \frac{376}{\sqrt{122}} \cdot \frac{1}{\sqrt{1.7}} = 26.1\sigma\sqrt{t/\text{h}}$. This corresponds to 2.7% of the Crab Nebula flux, which would be detected with 5$\sigma$ in 50 hours of observation. As one can see, there is basically no difference between the sensitivity numbers of the Alpha approach (2.9%) and the $\theta^2$ approach (2.7%), whereas the actual significances differ. I would like to stress again that the calculation of the sensitivities (Equation 5.7) is not correct due to neglecting the uncertainty of the background fluctuations.

5.11 The sky maps
Sky maps are calculated by reconstructing the arrival directions of each $\gamma$-like event in camera coordinates, transforming these into sky coordinates, filling the sky coordinates of all $\gamma$-like events into a histogram, and subtracting the expected background. Sky maps are produced using the Disp method, like for the $\theta^2$ approach, allowing to reconstruct the arrival direction of the primary particle for each event, which survived the $\gamma$/hadron separation cuts. For the sky maps it is important that no source dependent parameters are used in the separation in order not to bias certain camera areas.

The background subtraction requires a special attention. The reason is that the camera acceptance for $\gamma$-rays is not homogeneous and may also differ between data sets due to different star fields, zenith angles, bad pixels, trigger inefficiencies etc. For WOBBLE data the background estimation can be done from the same data set. This is an important advantage since it allows to take into account the $\gamma$-ray acceptance of each individual data set separately. The background estimation works as follows: The arrival direction $(X_s, Y_s)$ in camera coordinates is reconstructed for each $\gamma$-like event. The full data set still contains mostly hadron events but also real $\gamma$-events. Therefore, the camera is divided into two halves and only events, for which the reconstructed arrival direction is in the half not containing the source position, are used for the background estimation. In this way two 2-dimensional histograms for the background events are created, one for each camera half. In the particular case it means that for the WOBBLE 1 data set, only events with $Y_s < 0$ are kept, because the Crab Nebula position is in the upper part of the camera; while for the WOBBLE 2 data set, only events with $Y_s > 0$ are kept (see Fig. 5.4). The two histograms for the two camera halves
are then normalized to each other either using the observation time difference between the two data sets. The normalization factor is usually close to 1 (±5%) since almost equal amount of time is spent in both Wobble pointings. Let us call the resulting 2-dimensional histogram \( \text{CamMapOFF} \). The \( \text{CamMapOFF} \) histogram represents the background acceptance of the camera in camera coordinates for the particular data set. In the next step, for each \( \gamma \)-candidate (A) of the data set, a random event (B) is taken from the \( \text{CamMapOFF} \) histogram. The arrival direction of the event (B) is projected into the sky coordinates using the arrival time of the event (A). The procedure is repeated 30 times, i.e. for every \( \gamma \)-candidate 30 random background events are projected into the sky coordinates. The resulting 2-dimensional histogram \( \text{SkyMapBg} \) represents the background acceptance in sky coordinates for the particular data set. Finally, the normalized background model \( \text{SkyMapBg} \) is subtracted from the distribution of \( \gamma \)-candidates. The resulting distribution of excess events in sky coordinates is shown in Fig. 5.14. The normalization is obtained from a sky map region where no \( \gamma \)-ray source is expected. The excess events in bins of 1/12 deg × 1/12 deg are color coded. The excess has a roughly Gaussian shape with a PSF of 0.1deg consistent with the one obtained from the \( \theta^2 \) plot (see Fig. 5.13).

The fit by a Gaussian to the sky map is also used to determine the center of gravity of the emission, with an error on the parameters defining the source position accuracy. For this particular data set, it is

- RA: +5:34:33 ± 0:0:01
- Dec: +22:0:35 ± 0:0:12

The errors are statistical only. A systematic uncertainty, caused by the fact that the real pointing of the telescope can be systematically wrong, has to be considered in addition. The systematic error of the pointing accuracy is 0.01 degrees (1 \( \sigma \) value). The catalog position of the Crab Nebula pulsar (in the center of the Nebula) is:

- pulsar RA: +5:34:31.97
- pulsar Dec: +22:0:52.1

Since the PSF is slightly larger than the bin size of the extracted excess events (Fig. 5.14), a smoothing of the sky map is common. Hereby, the excess map is folded with a Gaussian distribution with a \( \sigma_{\text{gauss}} = \text{PSF} = 0.1 \text{deg} \). The

\[ \text{SkyMapBg} \]

It is worth noticing that the \( \text{SkyMapBg} \) is not a real background acceptance of the camera in sky coordinates but a model. By construction, the model scrambles the arrival times of the events. However, on average the zenith and azimuth distribution of the background events used for the model is the same as of the data sample. The possible error made in this method is negligible. The reason is that small differences in the camera acceptance due to changes of the zenith angle of observation are small compared to differences in the spatial camera acceptance.
resulting smoothed (also called oversampled) sky map is shown in Fig. 5.15. The smoothing polishes the sky map, averaging over the fluctuations and leaving over (or even highlighting) regions which are above the fluctuation level of the map. This might be especially important for weak signals and helps to identify γ-ray emitters. On the other hand the smoothing also widens the signal, which might cause disadvantages for correlation studies between the VHE γ-ray signal and data from other wavelengths.

5.12 Energy determination and spectrum calculation

The energy estimation is again performed using the Random Forest technique and a MC γ-sample for training. The parameters used for the energy estimation are the same as for the γ/hadron separation. Since the Random Forest is usually a decision tree to distinguish between two possibilities, a following modification had to be made: The MC training sample is divided into many (e.g. 1000) energy bins and probabilities are calculated that a given event belongs to a certain energy bin. The probabilities are then used as weights to assign an energy to the event. The obtained parametrization for the energy estimation is applied to an independent MC γ-sample. The actual migration from the true energy into the estimated energy is called migration matrix. The migration matrix for this MC sample is shown in Fig. 5.16, left plot. Fig. 5.16, right plot shows the quality of the energy reconstruction characterized by the resolution and the bias. The energy resolution is defined by the RMS value from a Gaussian fit to the relation:

\[
\frac{E_{\text{estim}} - E_{\text{mc}}}{E_{\text{estim}}} \quad (5.9)
\]

The resolution is about 25% between 100 GeV and 10 TeV. The bias of the reconstruction is the Gaussian mean of the relation 5.9. Though the correlation between the reconstructed and the true energy is linear for most of the energies, biases below 150 GeV and above 8 TeV in the estimated energy are clearly seen. At low energies, the estimator seems to overestimate the energy, whereas at very high energies it underestimates the energy. This behavior is typical for all kind of energy estimators for different IACTs and must be corrected for when producing the final energy spectrum. The procedure for correcting the biases is called unfolding and is presented in the next subsection (unfolding).

The differential γ-ray energy spectrum is defined as:

\[
\frac{dF}{dE}(E) = \frac{dN_\gamma}{dE \, dA_{\text{eff}} \, dt_{\text{eff}}} \quad (5.10)
\]

with the number of excess events \( N_\gamma \), the effective collection area \( A_{\text{eff}} \), and the effective observation time \( t_{\text{eff}} \). The effective collection area \( A_{\text{eff}} \) is the area in which
For the energy spectrum determination, looser cuts are applied compared to the cuts giving the highest significance. The reason is that once the $\gamma$-ray signal is established, the total number of excess events and the energy threshold become more important than the significance. Thus, the looser cuts in *Hadronness* are chosen to increase the $\gamma$-ray acceptance. The energy thresholds of the analysis is defined as the peak in the differential energy distribution of the MC-$\gamma$ events after all cuts (see Fig. 5.17). For this particular analysis, the analysis threshold is 178 GeV. The maximum of the distribution is rather flat. The position of the maximum changes slightly with cuts. Thus, the resulting threshold for small zenith angle observations ranges typically between 150 and 180 GeV. These values do not mean that there is no signal below the quoted energy threshold. Depending on the energy spectrum of the source and the strength of the signal, the actual lowest energy, at which a significant excess can still be found, is by a factor 1.5 to 2 lower. In fact, for this particular Crab Nebula data set, the lowest energy bin is from 126 to 158 GeV with an excess of 169 events corresponding to a significance of 3.1 $\sigma$. In the next lower energy bin (between 100 and 126 GeV), the excess is just 45 events with a significance of 1.5 $\sigma$. Please note that the excess is calculated
5.12. Energy determination and spectrum calculation

in bins of estimated (not true) energy because the true energy is not a measurable quantity. However, as we know from the migration matrix (see Fig. 5.16), at lower energies, the estimated energy is systematically higher than the true one. This means that a significant excess was found down to about 100 GeV.

![MC \(\gamma\)-distribution after loose cuts](image)

**Figure 5.17:** Distribution of MC \(\gamma\)-events after loose cuts as they are used for the energy spectrum calculation. The maximum of the distribution defines the energy threshold of the analysis. In this case it is 178 GeV as indicated by a dashed vertical line. An effective analysis threshold corresponding to a lowest extracted significant excess is about 100 GeV (indicated by a dotted vertical line).

The energy spectrum is then calculated in the following way. The number of excess events per estimated energy bin is divided by the total effective observation time \(t_{\text{eff}}\) and the effective area for this energy bin \(A_{\text{eff}}\). The effective area after all cuts is calculated using the test sample of MC \(\gamma\)-rays and is shown in Fig. 5.18. The errors on the spectrum include errors on the number of excess events and the uncertainty of the effective collection area. Note that the error on the effective observation time is the same for all energy bins and is not included in the error bars of the spectrum.\(^7\) The resulting spectrum is shown in Fig. 5.19. Note that the spectrum is calculated in bins of estimated energy, which might differ from the true energy (as discussed before and seen in Fig. 5.16). The calculation of the energy spectrum in bins of true energy, a procedure which is called unfolding, is presented in the next Subsection.

\(^7\)The error on the effective observation time is usually very small compared to the uncertainties of the number of excess events and the effective collection area.
5.13 Unfolding the energy spectrum

Measurements of physical quantities are often systematically distorted due to the fact that the detectors are not ideal. The distortions are due to biases in the measurements and to the finite resolution of the detectors. A typical task, where this problem appears, is the determination of the energy spectrum of measured \( \gamma \)-rays. The biases occur due to the fact that the true energy is not measured. The distortions due to biases and finite resolution can be written in the form:

\[
Y(y) = \int M(y, x)S(x)dx \quad \text{or} \quad Y_i = \sum_j M_{ij}S_j \quad \text{or} \quad Y = M \times S \tag{5.11}
\]

where \( y \) is estimated energy, \( x \) is the true energy, \( M \) describes the detector response (in this case it is the migration matrix as shown in Fig. 5.16), \( Y \) is the measured distribution and \( S \) is the true distribution (the one without distortions). The aim is to determine \( S \), given \( Y \) and \( M \). There are various approaches to solve this problem. The simplest solution (called deconvolution) is to invert the matrix and is technically correct. However, it is often useless due to large correlations between adjacent bins, which imply large fluctuations of their contents. This fact is the basis of the unfolding methods with regularization. In these methods one considers two additional terms: one term, \( \chi_0^2 \), expressing the degree of agreement between the prediction \( M \times S \) and the measurement \( Y \), and another term, \( \text{Reg} \), which is a measure of the smoothness of \( S \). A solution for \( S \) is obtained by minimizing the expression

\[
\chi^2 = \frac{w}{2} \times \chi_0^2 + \text{Reg} \tag{5.12}
\]
for a fixed regularization parameter $w$. Large values of $w$, corresponding to no regularization, often produce noisy unfolded distributions that perfectly fit the data. Very small values of $w$ will, on the other hand, overemphasize the regularization, leading to larger deviation from the measurement but a very smooth unfolded distribution. So, the proper choice of $w$ is very important. In the MAGIC software, a variety of methods is implemented which differ in the way regularization is implemented.

![Differential energy spectrum of the Crab Nebula](image)

**Figure 5.20:** Differential energy spectrum of the Crab Nebula. The energy spectrum (black crosses) is obtained using Tikhonov method of unfolding. The x-error bars indicate the width of energy bins. A fit by a power law to the data points is shown by the black solid line. The systematic uncertainty using different unfolding methods is shown by the brown area (hardly visible). In addition, the parametrization obtained from a different data set of MAGIC data on the Crab Nebula is shown (green solid line, Albert et al. (2007i)) as well as the flux measured by the HEGRA experiment (blue dashed line, Aharonian et al. (2004b)).

Another approach consists in assuming a parametrization of the true distribution $S$ and then comparing $M \times S$ with the measured distribution $Y$. This is called Forward unfolding. The main difference to the previous methods is that an assumption about the true distribution has to be made. Moreover, no explicit
regularization is done in the Forward unfolding. On the other hand, the result of the Forward unfolding is just the best fit with corresponding errors using a guessed parametrization, but no points scattered around an unknown real distribution can be provided. More details on algorithms, considerations on the choice for \( w \) and technical implementation can be found in Wittek (2005); Aliu and Wittek (2006).

Table 5.1: Parameter values from a power law fit to the results of different unfolding methods for the energy spectrum of the Crab Nebula. The power law fit has a form 

\[
\frac{dN}{dE} = f_0 \left( \frac{E}{300\text{GeV}} \right)^{-\Gamma}.
\]

In addition, the quality of the fit is given in terms of \( \chi^2 \) divided by the number of degrees of freedom (NDF).

<table>
<thead>
<tr>
<th>Method</th>
<th>( f_0 ) [(10^{-10}\text{(TeV cm}^2\text{s)}^{-1}])</th>
<th>( \Gamma )</th>
<th>( \chi^2/\text{NDF} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tikhonov</td>
<td>4.9(\pm)0.1</td>
<td>2.46(\pm)0.11</td>
<td>5.67/6</td>
</tr>
<tr>
<td>Bertero</td>
<td>4.7(\pm)0.5</td>
<td>2.43(\pm)0.11</td>
<td>7.58/6</td>
</tr>
<tr>
<td>Schmelling</td>
<td>5.0(\pm)0.1</td>
<td>2.50(\pm)0.11</td>
<td>9.51/6</td>
</tr>
<tr>
<td>Forward</td>
<td>4.5(\pm)0.5</td>
<td>2.39(\pm)0.11</td>
<td>12.3/9</td>
</tr>
</tbody>
</table>

Unfolding results are only accepted if the results from the different methods are consistent with each other and if some criteria are satisfied concerning the regularization strength and the \( \chi^2 \) value. The energy spectrum for the particular data set is unfolded using four different methods: Tikhonov (Tikhonov and Arsenin, 1979), Bertero (Bertero, 1989), Schmelling (Schmelling et al., 1994) and the Forward unfolding. Good agreement between all methods is found. In Fig. 5.20 the result of Tikhonov is shown. The resulting differential energy spectrum can be well described by a power law function (black solid line in Fig. 5.20) with:

\[
\frac{dN}{dE} = (4.9 \pm 0.1) \times 10^{-10} \times \left( \frac{E}{300\text{GeV}} \right)^{-2.43\pm0.11}[\text{TeV}^{-1}\text{cm}^{-2}\text{s}^{-1}] \quad (5.13)
\]

This result is in good agreement with the energy spectrum obtained using a 20 hours Crab Nebula data sample (Albert et al., 2007i) as shown by the green solid line in Fig. 5.20. The result obtained by the HEGRA collaboration using a data sample of 400 hours (Aharonian et al., 2004b) above 500 GeV is also shown and agrees well with the presented results, too. A somewhat softer spectral slope obtained by the HEGRA collaboration (this work: \( \Gamma = 2.46 \pm 0.11 \) compared to HEGRA: \( \Gamma = 2.62 \pm 0.02 \)) can be explained by the different energy ranges measured. In case of HEGRA, the spectrum is measured above 500 GeV, whereas the present result is given above 100 GeV. In fact, one expects a hardening of the energy spectrum of the Crab Nebula towards 100 GeV due to the proximity of the peak position of the IC component of the \( \gamma \)-ray emission. This hardening was also found in Albert et al. (2007i) leading to an estimate of the position of the IC peak (i.e. the slope \( \Gamma = -2 \)) at \( 77 \pm 37 \text{ GeV} \).

Energy spectra obtained by the other unfolding methods can also be well described by a power law fit. The fit parameters are summarized in Table 5.1.
5.14 The light curves

together with the corresponding fit quality ($\chi^2$/NDF) and demonstrate the good agreement between different unfolding procedures. The power law fits from different methods are used to estimate the systematic error of the unfolding, which is shown by the brown area in Fig. 5.20. The systematic error of the unfolding is much smaller than other systematic effects (see below) and can be neglected.

As can already be seen from Fig. 5.20, the obtained energy spectrum is in good agreement with the MAGIC publication of the Crab Nebula observations:

$$dN/dE = (5.7 \pm 0.2) \times 10^{-10} \times (E/300\text{GeV})^{-2.48\pm0.03}[\text{TeV}^{-1}\text{cm}^{-2}\text{s}^{-1}]$$ (5.14)

The flux normalization factor of this parametrization is 15% higher than in the present analysis, which is within the systematic uncertainties of the analysis (20%, see below).

5.14 The light curves

When the $\gamma$-flux is determined in time intervals, the so-called light curves is created. The light curve is defined as:

$$\frac{dF}{dE}(E,t) = \frac{dN_\gamma}{dE \, dA_{\text{eff}}(t) \, dt_{\text{eff}}(t)}$$ (5.15)

The symbols are the same as in Equation 5.10. Since the effective collection area depends on the zenith angle distribution of the data set, it implicitly depends on the time. Usually the statistics of the signal does not allow to make light curves in the many energy bins for several time intervals. In this case, one defines the light curve of the integral flux above a certain energy $E_0$:

$$F_{E>E_0}(t) = \int_{E_0}^{\infty} dE \frac{dN_\gamma}{dE \, dA_{\text{eff}}(t) \, dt_{\text{eff}}(t)}$$ (5.16)

Practically, light curves are obtained by making bins in time and calculating the number of excess events in each time bin separately for a given range in estimated energy. The effective collection area is calculated separately for each time bin by using the MC $\gamma$-event sample with the zenith angle distribution of the data events in a given time bin. Since the energy range is usually dominated by the events with energies close to the low energy limit (due to a falling power law spectrum) the lower energy limit for the light curve has to be chosen carefully. A safe low energy end is an energy value on the plateau of the collection area, i.e. where the collection area is rather insensitive to small mismatches between the true and the reconstructed energy of the signal events. For this particular data set a value of 200 GeV is chosen (see Fig. 5.18). A significantly smaller value would cause a strong systematic uncertainty due to the steep changing collection area. No unfolding is performed for light curves. It is an additional reason not
The resulting light curves in 10 minute binning for the two observed nights are shown in Fig. 5.21. In the lower panel, the background rates after cuts are shown to demonstrate the stability of the observing conditions and the detector performance. The integral fluxes above 200 GeV are in good agreement with a constant emission. A fit by a constant (black solid line in Fig. 5.21) leads to $\chi^2/NDF = 14.5/11$. The fitted integral flux $F$ is:

$$F(E > 200 \text{ GeV}) = (1.77 \pm 0.14) \times 10^{-10} \text{ cm}^{-2} \text{s}^{-1}$$  (5.17)

This value is in good agreement with the integral Crab Nebula flux measured with the MAGIC telescope using a different data sample (Albert et al., 2007i):

$$F(E > 200 \text{ GeV}) = (1.96 \pm 0.05) \times 10^{-10} \text{ cm}^{-2} \text{s}^{-1}$$  (5.18)

### 5.15 Analysis of low energy events

The analysis technique presented here is the so-called classical one. The classical techniques are based on the reduction of a measured event to a few characteristic parameters ($Size$, $Width$, $Length$ etc., see in Section 5.8). The parameters are then used to reconstruct the shower properties in the atmosphere and for the $\gamma$-hadron separation. The classical methods are used in other IACT experiments like Whipple, VERITAS, HEGRA or H.E.S.S. These methods are robust, fast,
and have been proven to perform very well for energies above $\sim$200 GeV. The MAGIC standard software is also based on the classical technique. However, the first years of MAGIC have shown that these tools have difficulties to reconstruct the shower nature below approximately 150 GeV or for images with a total Size of 200 ph.e. The reason is mainly that for lower energies the number of radiating shower particles is small, and that the natural differences in $\gamma$- and hadron-induced showers are less pronounced. At even lower Size values, the differences between image parameters of individual images are dominated by fluctuations in the shower development. In addition, several other backgrounds mimic $\gamma$-ray induced images: distant muons and electromagnetic subshowers of hadronic showers. See Section 4.1.4 for details on the backgrounds. One can summarize analysis problems occurring with events containing a small amount of light:

1. At low energies (below 150 GeV), single particle tracks start to be distinguishable. The images are heavily contaminated by shower fluctuations. This means that many $\gamma$-induced images look irregular, they do not have a clear elliptical shape and the shape parameters do not provide enough information for $\gamma$-hadron separation, position and energy reconstruction.

2. The image from distant muons with large impact parameters from the telescope is a shrank arc, which mimics a small elliptical image like they are from a $\gamma$-induced image.

3. Hadronic subshowers can be purely electromagnetic (e.m.) showers, which make an irreducible background if only the the e.m. subshower is observed.

4. At Size values below 100 ph.e., air showers produced by cosmic electrons are detected as well as some images originated from a pure light of the night sky fluctuations.

The problem point 2 can be easily overcome using a stereoscopic telescope system, i.e. building a system of several telescopes and recording the same showers in Cherenkov light from different directions (telescopes), as it will be realized with the MAGIC II telescope. Distant muons will produce an image in one of the telescopes only and thus can be easily rejected. The probability that several subshowers from a hadronic shower (point 3) will be detected by different telescopes is also high, and such events can then be rejected. The two remaining problems (1 and 4) cannot be solved with a stereoscopic system and are a matter of investigations. A reconstruction of the shower maximum may overcome the problem number 4. The described in Appendix model analysis promises to partially overcome these problems. However, all 4 points make an analysis of a single IACT more complicated, effectively reducing its sensitivity.

There are different approaches to overcome the analysis difficulties described above and improve the results. Naturally, all of them try to extract more information from the measured event and use this additional information for background
reduction and energy reconstruction. The main dilemma is to extract from a measured event as much information as possible but not to be overwhelmed by noise. The other main problem is to define parameters which are sensitive to the remaining small differences between \( \gamma \)- and hadron–induced showers. One of the ideas is that the time information (arrival time of photons in the PMTs) can be used to distinguish between camera pixels containing noise and pixels containing signal from a shower. This so-called time image cleaning allows to decrease the tail cuts during the image cleaning and keep information enclosed in tails of the images. The method improved the suppression of the night sky background fluctuations and reduced the minimum size of analyzed images down to 60 ph.e. However, the \( \gamma \)/hadron separation improved only marginally. Details on the performance of this method can be found in Otte (2007). Another very promising alternative analysis method, called model analysis, was developed in the scope of this thesis. Its concept, realization and performance are described in detail in Chapter B.

5.16 Systematic effects and concluding remarks

Apart from statistical errors quoted in this Chapter, the measurement of the \( \gamma \)-ray spectrum, and light curves is affected by systematic errors, most of which are difficult to evaluate. The most important systematic affects are the following:

1. **Atmospheric conditions and atmospheric model.** The MC shower simulation uses the U.S. standard atmosphere and the Elterman model (Elterman, 1964) for the distribution of aerosols and ozone. Atmospheric changes as humidity, temperature, high clouds, haze, calima\(^8\) are not taken into account in the simulation and may lead to an underestimation of the shower energy. The averaged atmospheric values between Summer and Winter change by about 15% the transmission of the atmosphere (Bernlöhr, 2000). Therefore, the subsequent systematic effect on the energy scale is taken to be 15%.

2. **Knowledge of the hardware components of the detector.** Several hardware components are difficult to monitor. Following are the main systematic errors due to hardware components:
   - Reflectivity of the mirrors. The assumed reflectivity is 85%. It critically depends on amount of dust on the mirrors and also worsens with time due to aging. The estimated uncertainty is 5% and affects the energy estimation of the \( \gamma \)-rays.
   - Quality of the optical PSF. The simulated optical PSF has a Gaussian shape with the sigma of 15 mm. The PSF depends critically on the

\(^8\)fine dust or sand blown from the Sahara Desert
accuracy of the active mirror control and the bending model of the
telescope. The uncertainty is estimated to be 5% and also affects the
energy estimation.

- Photon losses on the camera entrance. The protective plexiglas win-
dow at the PMT camera and the Winston cones may suffer from dust.
An additional 3-5% systematic error has to be considered.

- Light-to-photoelectron conversion has been estimated to have a sys-
tematic error of 5-10%. The conversion is difficult to measure and is
dominated by the uncertainty of the light collection efficiency of the
first PMT dynode. This error also affects the energy estimation.

- Trigger inefficiencies. Maybe currently the main systematic uncer-
tainty. At energies below 150 GeV the effect is estimated to be 20%.
At higher energies it is lower and reaches at ≈ 1 TeV a value of 5%.
The trigger inefficiency affects both flux and the energy estimation.

3. **Analysis chain.**

- The calibration chain using F-Factor method introduces an overall
systematic error of 8% (Gaug, 2006). This error affects the energy
estimation of the events.

- Errors in the calculation of the effective on-time. The systematic error
can be caused by dead times of the system which are not considered
in the analysis. The systematic error is estimated to be 2% and affects
γ-fluxes independent of energy.

- Differences in analysis details (signal extraction, image cleaning, γ/hadron
separation method, unfolding) lead to a systematic error of 3% (Otte,
2007).

- Software bugs. This error is difficult to assess. On this stage of the
experiment a guess value of 3% can be considered as conservative.

4. **Monte-Carlo – data agreement.** Possible differences between simulated
showers and real showers may lead to an error in computation of effective
areas. This can affect both the absolute energy scale and the flux level.
The effect is estimated to be 10%.

The overall systematic error on the energy scale is 16%. Depending on the
spectral slope of the γ-ray source, the error on the flux differs. Assuming a slope
of 2.5, the error on the flux is ≈ -30% +50%. For a steeper slope, the effect is
larger. Assuming a slope of 4.0, the error on the flux is ≈ -50% +100%. It must
be stressed that most of the effects lead to an underestimation of the γ-ray energy
and/or γ-ray flux. The influence of the systematic errors on the spectral slope is
conservatively estimated to be 0.2.
Chapter 6

Observations of Markarian 421

Markarian 421 (Mrk 421, redshift $z = 0.030$) is the closest known and, together with Mrk 501, the best studied TeV blazar. It was the first extragalactic $\gamma$-ray source detected in the TeV energy range using IACTs (Punch et al., 1992; Petry et al., 1996). Mrk 421 was also the source with the fastest observed flux variations among TeV $\gamma$-ray emitters before the very fast variability of Mrk 501 (Albert et al., 2007g) and PKS2155 (Aharonian et al., 2007b) was found. So far, Mrk 421 showed flux variations of nearly two orders of magnitude and occasional flux doubling times as short as 15 min (Gaidos et al., 1996; Aharonian et al., 2002c). Variations in the hardness of the TeV $\gamma$-ray spectrum during flares and correlated with the flux level were reported by several groups (Krennrich et al. (e.g. 2002); Aharonian et al. (e.g. 2005d)). Simultaneous observations in the X-ray and GeV-TeV bands show a significant flux correlation (Krawczynski et al., 2001; Błażejowski et al., 2005).

Mrk 421 was detected and studied at all accessible wavelengths of the electromagnetic spectrum from radio to very high energy (VHE) $\gamma$-rays, e.g. extending over $\sim 19$ decades in energy. The broad-band spectral energy distribution (SED) shows a typical two bump structure with the first peak in the keV energy range and the second peak at GeV-TeV energies. The SED is commonly interpreted as beamed, non-thermal emission of synchrotron and inverse-Compton scattering from ultrarelativistic electrons, accelerated by shocks moving along the jets at relativistic bulk speed (See Chapter 2 for more details). Worth mentioning that contributions from hadronic production cannot be excluded (Mannheim, 1993; Mücke et al., 2003). A way to distinguish between the different emission models is to close some gaps in the SED, as well as to determine the position of the second peak in the SED and to obtain simultaneous, time resolved data in a broad energy range by performing multiwavelegth campaigns.
6.1 Motivation of the observations

Known to be a strong VHE $\gamma$-ray emitter, Mrk 421 was one of the main targets for the MAGIC collaboration to be observed in the commissioning phase of the telescope. Not surprisingly, the first detected $\gamma$-ray signal by MAGIC was from Mrk 421. The signal on a 6 $\sigma$ level was found in a 2 hours data set recorded in February 2004 (D. Paneque, private communication). In Spring–Summer 2004 the Crab Nebula, the standard candle of the TeV $\gamma$-ray astrophysics, cannot be observed from La Palma. Therefore, Mrk 421 became the main target to study the performance of the telescope. The source was observed regularly in 2004–2005, and then the data were used to finalize the analysis tools for the MAGIC telescope. Since the source is known to be variable in flux, the stability of the telescope was rather difficult to determine from the detected signal. Nevertheless, one could test the analysis threshold of the MAGIC telescope, i.e. one could determine the lowest energy, at which a $\gamma$-ray signal could be detected.

Using the Mrk 421 data I present here, the ability of the telescope to measure energy spectra down to 100 GeV was shown for the first time. Previously, VHE $\gamma$-rays from Mrk 421 were measured down to 300 GeV (Piron et al., 2001), i.e. MAGIC explored formerly unknown domain between 100 and 300 GeV. The MAGIC observations were sensitive enough to significantly detect Mrk 421 in the lowest flux state ever on a night-by-night basis. Flux variations on time scales of minutes could be quantified in all measured flux states. The analysis of the data set was published in Albert et al. (2007e), which is currently the most cited MAGIC publication on an extragalactic source.

6.2 The data set

The Mrk 421 data taken between November 2004 and April 2005 were divided into four samples. Due to changes in hardware, data taken before and after February 2005 were treated separately. Most of the data were taken at small zenith angles ($ZA < 30^\circ$) to assure a low trigger energy threshold. Only 1.5 h in December 2005 were taken at $42^\circ < ZA < 55^\circ$ for simultaneous observations with the H.E.S.S. telescope system (Mazin et al. (2005), see Section 6.7). Most of the data were taken in the ON mode. We considered the $\gamma$-ray signal from Mrk 421 to be strong enough to make OFF observations dispensable. Instead, the background level was estimated from the ON data, outside the signal region. In April 2005 part of the data were taken in the WOBBLE mode. The Mrk 421 data set consists, therefore, of 4 data samples, which are summarized in Table 6.1. For each data sample a separate Monte-Carlo (MC) set of $\gamma$ events was simulated, taking into account the zenith angle of observation, the observational mode, and the hardware configuration of the telescope.

The full data set corresponds to 29.0 hours. Runs with problems in the hard-
6.3. The VHE $\gamma$-ray signal

The analysis of the data set was performed with the tools described in Chapter 5. During the entire observation period, Mrk 421 was found to be in a moderate to high flux state, resulting in a clear signal in all four data samples. Fig. 6.1 shows the $\text{Alpha}$ distribution of the $\gamma$-candidates of the combined samples I, II, and III with an energy threshold of $\sim 150 \text{ GeV}$. An excess of about 7000 events was found, which, for the given background, corresponds to an excess of more than 49 standard deviations. The number of excess events and the significances for the individual samples are summarized in Table 6.1.

Fig. 6.3 shows a sky map produced with the $Disp$ method (see Chapter 5) using samples III and IV. The reconstructed source position from the sky map (Fig. 6.3, indicated by the black cross) is centered at RA $= +11\text{h}04'19''$, DEC $= 38^\circ 11'41''$. The systematic error of the telescope pointing is 2$'$. The $\gamma$ PSF is indicated by a white circle in the left bottom corner. The observed extension of Mrk 421 is compatible with the MC expectation of a point source, which can also be seen in Fig. 6.2.

### Table 6.1: Results of the Mrk 421 data using the $\alpha$ approach (see text for details).

Samples I+II were recorded in November 2004 - January 2005, while samples III+IV were taken in April 2005.

<table>
<thead>
<tr>
<th>sample</th>
<th>on time [h]</th>
<th>zenith [°]</th>
<th>mode</th>
<th>$E_{\text{thr}}$ [GeV]</th>
<th>$N_{\text{on}}$</th>
<th>$N_{\text{off}}$</th>
<th>$N_{\text{excess}}$</th>
<th>sigma</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>4.63</td>
<td>9.3 - 31.2</td>
<td>ON</td>
<td>150</td>
<td>3761</td>
<td>1878 $\pm$ 32</td>
<td>1883 $\pm$ 69</td>
<td>29.3</td>
</tr>
<tr>
<td>II</td>
<td>1.53</td>
<td>42.4 - 55.0</td>
<td>ON</td>
<td>260</td>
<td>1086</td>
<td>674 $\pm$ 25</td>
<td>413 $\pm$ 41</td>
<td>10.1</td>
</tr>
<tr>
<td>III</td>
<td>9.30</td>
<td>9.2 - 27.5</td>
<td>ON</td>
<td>150</td>
<td>8083</td>
<td>4360 $\pm$ 49</td>
<td>3723 $\pm$ 102</td>
<td>38.9</td>
</tr>
<tr>
<td>IV</td>
<td>10.12</td>
<td>9.4 - 32.4</td>
<td>wobble</td>
<td>150</td>
<td>7740</td>
<td>4532 $\pm$ 67</td>
<td>3208 $\pm$ 111</td>
<td>29.1</td>
</tr>
</tbody>
</table>

ware or unusual trigger rates were rejected in order to ensure a stable performance and good atmospheric conditions. Removing these runs the total observation time decreased to 25.6 h.

6.4 Light curves and their variability

The integral $\gamma$-fluxes above 200 GeV, averaged over each night of observation, are shown in the upper panels of Fig. 6.4. Significant variations of up to a factor of four overall and up to a factor two in between successive nights can be seen. Since sample II has an energy threshold of 260 GeV it is not included in the light curve. The relatively high analysis energy threshold of 200 GeV applied for the light curve ensures that the results are independent of the actual trigger
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Figure 6.1: Alpha distribution for the combined data samples I+II+III with $E_{\text{thresh}} = 150$ GeV. A vertical line indicates the Alpha cut used to extract excess events. The black curve is a 2nd degree polynomial fit to the Alpha distribution between 30 and 90 degrees and is used to estimate the background level between 0 and 10 degrees.

Figure 6.2: $\theta^2$ distribution for the combined data samples III+IV with $E_{\text{thresh}} = 150$ GeV after background subtraction. The black line is the MC-$\gamma$ expectation for a point source.

thresholds during each night. In the middle panels of Fig. 6.4 the corresponding flux in the X-ray band as observed by the All-Sky-Monitor (ASM\(^1\)) on-board the RXTE satellite is shown. In the lower panels of Fig. 6.4 the optical data taken by the KVA telescope\(^2\) on La Palma are shown. The contribution of the host galaxy (appr. 8.0 mJy) has been subtracted. Both the X-ray data and the optical flux show a moderate variability within the observation period.

For the 6 nights in April (MJD 53465 to 53471), the light curve above 200 GeV is shown in Fig. 6.5 in bins of 10 minutes. We also added the background rates for each night in the same binning, in order to demonstrate that the small variation in the excess rates and the daily changes are not caused by detector effects or atmospheric transmission changes. The vertical lines indicate the time in each night at which the observation mode was changed from ON to Wobble. The mean integral energy flux per night, $\overline{F}$, in units of $10^{-9}\text{cm}^{-2}\text{s}^{-1}$ and the quality of the fit constant are shown in the panels. The horizontal dashed line corresponds to the integral flux of the Crab Nebula above 200 GeV. Combining the findings from the intra-night light curves we conclude that we did not find significant short-term flux variability within individual nights, despite the high sensitivity of MAGIC for such a search. On the other hand, we observe significant

\(^1\)see http://heasarc.gsfc.nasa.gov/xte_weather/
\(^2\)see http://tur3.tur.iac.es/
6.4. Light curves and their variability

Figure 6.3: Sky map of excess events in the region of Mrk 421 for samples III+IV using the Disp method. The black cross indicates the reconstructed source position. Note that the vertical scale is in units of \( \text{[events / (0.05 \times 0.05 \, \text{deg}^2)]} \).

Figure 6.4: Night-by-night light curve for Mrk 421 from November 2004 to April 2005. Left panels: data from November 2004 to April 2005. Right panels: expanded data for 6 nights in April 2005. Upper panel: MAGIC data, night average of Mrk 421 above 200 GeV using samples I+III+IV. Middle panel: corresponding day-by-day X-ray counts as observed by the RXTE/ASM. Lower panel: Light curve of the optical flux of Mrk 421 as measured by the KVA telescope.
day-to-day variation by up to a factor of two, and differences up to a factor of four in the full sample.

### 6.5 The energy spectrum

#### The measured spectrum

For the spectrum calculation, we combined the entire data set because the differences between the fluxes on individual nights are rather moderate (see Fig. 6.4). The resulting averaged differential energy spectrum is shown in Table 6.2 and in Fig. 6.6 by filled grey boxes. The energy spectra extend from around 100 GeV to several TeV. The last spectral point at 4.4 TeV is an 95% upper limit. The error bars shown are statistical only. Systematic errors are estimated to be 18% on the absolute energy scale, which correspond to 44% on the absolute flux level for a photon index of 2.2. The systematic error on the slope is estimated to be 0.2. The attenuation of the VHE photons by intergalactic low energy photons and the determination of the intrinsic spectrum of Mrk 421 are discussed below.

#### VHE γ-ray absorption by the EBL

The VHE photons from Mrk 421 cross ~400 million light years distance on their way to Earth. They interact with the low energy photons of the extragalactic background light (EBL, see Section 1.5 and Chapter 9) consisting of redshifted star light of all epochs and reemission of a part of this light by dust in galaxies. The most common reaction channel between VHE γ-rays and the low energy photons of the EBL is pair production

\[ \gamma_{\text{VHE}} + \gamma_{\text{EBL}} \rightarrow e^+ e^- \],

a reaction which has its largest cross section when the center of mass energy is roughly 3.6 times larger than the threshold energy of \( 2m_e c^2 \). The intrinsic (de-absorbed) photon spectrum, \( dN/dE_i \), of a blazar located at redshift \( z \) is given by:

\[ dN/dE_i = dN/dE_{\text{obs}} \times \exp[\tau_{\gamma\gamma}(E, z)], \]

where \( dN/dE_{\text{obs}} \) is the observed spectrum and \( \tau_{\gamma\gamma}(E, z) \) is the optical depth. The distance to Mrk 421 implies that the optical depth (e.g. Eq. 1.10 in Section 1.3) strongly depends on the shape and absolute photon density of the EBL between 1 and 30 μm wavelength. A rather complicated distortion of the intrinsic spectrum takes place above ~100 GeV. Although the calculation of the optical depth is straightforward, the spectral energy distribution of the EBL is uncertain (Chapter 3). In Fig. 6.7, the current status of the EBL measurements and the used EBL model (Primack et al. (2005), solid line) are summarized.
Figure 6.5: Light curve for 6 nights in 2006 April in 10 minutes binning. *Upper panels:* flux above 200 GeV. Mean integral energy flux above 200 GeV, $F$, in units of $(10^{-9}\text{cm}^{-2}\text{s}^{-1})$ and the quality of the fit by a constant are shown in the panels. *Lower panels:* mean background rate $R_{\text{bg}}$ per minute after cuts. Note the rising background rate towards the end of each observation slot, related to the rising moon. $R_{\text{bg}}$ and the quality of the fit by a constant are shown. The vertical dotted lines indicate the time of the switchover from the ON observational mode to the Wobble mode. The dotted horizontal line indicates the Crab Nebula integral flux above 200 GeV as measured by MAGIC (Albert et al., 2007i).
Figure 6.6: Differential energy distribution of Mrk 421 averaged over the whole data sample. The measured energy spectrum is shown by the filled gray squares and the deabsorbed spectrum by the filled black circles. The spectral point at the highest energy is a 95% upper limit. The gray shaded area corresponds to a systematic error from a slope error of ±0.2 as quoted in the text. The solid black line indicates the best fit to the deabsorbed spectrum by a power law with exponential cutoff; its parameters are listed in the inset. For comparison, the measured Crab Nebula spectrum (Albert et al., 2007i) is shown by the dotted gray line.

The attenuation coefficients $\exp(-\tau_{\gamma\gamma})$ are shown as the function of energy of VHE $\gamma$-rays in Fig. 6.8. I want to stress that the attenuation coefficients are very similar to the ones published recently by Stecker et al. (2006).

The de-absorbed spectrum of Mrk 421

The measured spectrum and the reconstructed de-absorbed (i.e. corrected for the effect of intergalactic absorption) spectrum are shown in Fig. 6.6. For comparison, the Crab Nebula spectrum is also shown. The de-absorbed spectrum (shown by filled black circles) is clearly curved; its probability of being a simple power law is $1.6 \times 10^{-8}$. The de-absorbed spectrum is fitted by a power law with an exponential cut-off: $dN/dE = N_0 (E/0.2\text{TeV})^{-\alpha} \exp(-E/E_{\text{cutoff}})$, $\alpha$ being the photon index, solid line in Fig. 6.6. The fit parameters are listed in the inlay of Fig. 6.6. The power law with a cut-off describes well the de-absorbed spectrum of Mrk 421, with a photon index $\alpha = 2.20 \pm 0.08$ and a cut-off energy of $E_{\text{cutoff}} = (1.44 \pm 0.28) \text{TeV}$. 
### Table 6.2: Averaged measured differential energy spectrum of Mrk 421, derived from the data set presented in the Thesis. The last point is an 95% upper limit.

<table>
<thead>
<tr>
<th>energy bin [GeV]</th>
<th>differential flux dN/dE [photons/(TeV cm^2 s)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower bin edge</td>
<td>mean E</td>
</tr>
<tr>
<td>108</td>
<td>134</td>
</tr>
<tr>
<td>167</td>
<td>208</td>
</tr>
<tr>
<td>259</td>
<td>321</td>
</tr>
<tr>
<td>402</td>
<td>498</td>
</tr>
<tr>
<td>623</td>
<td>770</td>
</tr>
<tr>
<td>965</td>
<td>1192</td>
</tr>
<tr>
<td>1497</td>
<td>1845</td>
</tr>
<tr>
<td>2321</td>
<td>2856</td>
</tr>
<tr>
<td>3598</td>
<td>4429</td>
</tr>
</tbody>
</table>

### Table 6.3: Systematic study of the fit parameters on the de-absorbed spectrum of Mrk 421. The fitted function is a power law with an exponential cut-off: \( dN/dE = N_0(E/0.2\text{TeV})^{-\alpha} \exp(-E/E_{\text{cutoff}}) \). We show fit values on the photon index, \( \alpha \), and the cut-off energy, \( E_{\text{cutoff}} \), for following assumptions: nominal values (A), a systematic shift by +18% in the VHE energy scale (B), a systematic shift by -18% in the VHE energy scale (C), a systematic shift by +18% in the VHE energy scale and, in addition, 25% more density of the EBL (D), and a systematic shift by -18% in the VHE energy scale and, in addition, 25% less density of the EBL (E). Note that the resulting systematic errors are comparable with the statistical errors.

<table>
<thead>
<tr>
<th></th>
<th>( \alpha )</th>
<th>( E_{\text{cutoff}} ) [TeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: nominal</td>
<td>2.20 ± 0.08</td>
<td>1.44 ± 0.28</td>
</tr>
<tr>
<td>B: E+18%</td>
<td>2.16 ± 0.08</td>
<td>1.59 ± 0.29</td>
</tr>
<tr>
<td>C: E-18%</td>
<td>2.24 ± 0.08</td>
<td>1.26 ± 0.26</td>
</tr>
<tr>
<td>D: (E+18%) + (EBL+25%)</td>
<td>2.12 ± 0.08</td>
<td>1.61 ± 0.29</td>
</tr>
<tr>
<td>E: (E-18%) + (EBL-25%)</td>
<td>2.20 ± 0.08</td>
<td>1.09 ± 0.20</td>
</tr>
</tbody>
</table>
Figure 6.7: Energy density of the extragalactic background light (EBL). Direct measurements, galaxy counts, low and upper limits are shown by different symbols, as described in the legend. The black solid curve is the EBL spectrum as in Primack et al. (2005) for z=0 but upscaled by a factor 1.5 to match low limits derived from the galaxy counts (Elbaz et al., 2002; Metcalfe et al., 2003; Fazio et al., 2004).

Figure 6.8: Attenuation coefficient $\exp(-\tau_{\gamma\gamma})$ for Mrk 421 (z=0.030) using the EBL spectrum as shown in Fig. 6.7.
6.5. The energy spectrum

Figure 6.9: Differential energy spectra of Mrk 421 multiplied by $E^2$ in different activity states from different experiments. The spectra are de-absorbed using the EBL model from Primack et al. (2005), upscaled by a factor of 1.5. A log-parabolic fit is performed (dashed lines) to determine the peak position in the SED (see Fig. 6.11). For clarity, only the highest and lowest flux curves of the published Whipple results are shown. Note that for the MAGIC spectrum the upper flux limit at 4.4 TeV is not shown.
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Figure 6.10: Relation between the different flux states at 1 TeV (determined from a power law approximation of the spectra between 700 GeV and 4 TeV) and the fitted photon index of the published data as in Fig. 6.9. A correlation between the flux state and the hardness can be clearly seen.

Taking into account the systematic uncertainty of 18% on the absolute energy scale of our measurement and in addition a guessed 25% uncertainty on the EBL level, we find that neither the photon index nor the cut-off energy substantially change (See Table 6.3). The fitted photon index was found to be between 2.12 and 2.24, whereas the cut-off energy was found to be between 1.1 and 1.6 TeV. From this study we conclude that the curvature of the spectrum is source inherent: either at the measured flux level this cosmic accelerator is close to its energy limit, or there exists a source–intrinsic absorption.

6.6 Discussion

6.6.1 Comparison with previous observations of Mrk 421

In Fig. 6.9 we show a compilation of the (de-absorbed) energy density spectra using also several previously published high statistics observations of Mrk 421. For the compilation of Mrk 421 data we used historical data from CAT (Piron et al., 2001), HEGRA (Aharonian et al., 2002c; Schweizer, 2002), H.E.S.S. (Aharonian et al., 2005d), and Whipple (Krennrich et al., 2002)\(^3\). All measured spectra are shown in order not to clutter Fig. 6.9.

\(^3\)For the Whipple measurements, only spectra in the highest and in the lowest flux state are shown in order not to clutter Fig. 6.9.
6.6. Discussion

de-absorbed using the same EBL model as described in Subsection 6.5. The activity of the source during the MAGIC observations clearly was at the lower flux range end, and our results extend also to energies lower than those previously observed, thus being complementary both in source intensity and energy range. All results are, within errors, consistent with each other, and all show significant deviations from a simple power law, which cannot be explained by attenuation effects. They are, therefore, likely to be source-intrinsic.

From the compilation of the de-absorbed Mrk 421 spectra, it is evident that with an increasing flux state the spectrum becomes harder. In order to verify this, we fitted the spectra by a simple power law \( \frac{dN}{dE} \propto E^{-\alpha} \) in the overlapping energy region between 700 GeV and 4 TeV. The resulting photon indices \( \alpha \) as function of the fitted flux at 1 TeV are shown in Fig. 6.10. Evidently, with increasing flux the spectra harden. A similar trend (but with lower statistics) was previously observed using data from individual experiments: Whipple data in Krennrich et al. (2002), HEGRA data in Aharonian et al. (2002c, 2003a), and CAT data in (Giebels et al., 2007).

The curvatures observed are indicative for a maximum in the SED, and are most likely due to inverse-Compton (IC) scattering, whose position appears to be dependent on the source flux intensity. We have, therefore, performed a log-parabolic fit for all available data. The log-parabola has the following parametrization:

\[
\log 10(\nu F_\nu) = A + B (\log 10(E) - \log 10(E_p)),
\]

with \( \nu F_\nu = E^2 \frac{dN}{dE} \) and \( E_p \) being the energy of the peak position. The best fit for the log-parabolic ansatz are shown in Fig. 6.9 by the dashed lines. In Fig. 6.11 we compare the resulting peak positions for the different experiments as a function of their (fitted) energy density at 1 TeV. Evidently, with increasing flux the peak shifts to higher energy values.

The present study is the first comparison of this kind between results of the different experiments. The results of the study show:

- The correlation between flux state and hardness of the spectrum, seen by previous experiments, can be confirmed with a high confidence;

- The correlation between the flux state and the position of the “IC” peak is evident;

- Systematic differences between individual experiments are rather small.

Future intensive observations extending the measurements further down to lower energies should corroborate these results. Such observations are part of the future MAGIC physics program.
6.6.2 A short comment on the light curves

In the observation period between November 2004 and April 2005 we observed night-to-night flux variations up to a factor of 2 and a maximum flux change in the entire set of a factor 4. No short-term flux variations well below 1 hour, as observed during high flaring activity in previous experiments (Gaidos et al., 1996; Aharonian et al., 2002c), were seen, although the sensitivity of MAGIC would allow to detect fast flares in the given flux range. Two equally likely explanations are that either we deal with large fluctuations resulting in the absence of any fast flare during the observation period, or fast flaring is a feature that occurs only when the source is very active. This calls for further high statistics and high sensitivity studies when the source is in its low to moderate flux state.

6.6.3 X-ray / VHE $\gamma$-ray and optical / VHE $\gamma$-ray correlation studies

The correlation between the $\gamma$-ray flux measured by MAGIC and the X-ray flux measured by RXTE/ASM is shown in Fig. 6.12. For the MAGIC flux we take the nightly average above 200 GeV (see also Fig. 6.4). For the X-ray data, we calculate the average of those RXTE/ASM pointings (dwell) which were taken simultaneously with MAGIC data, allowing ±1 hour extension with respect to the MAGIC data in order to increase X-ray statistics. Fig. 6.12 shows a clear correlation between X-ray and $\gamma$-ray data. The linear fit (solid line), forced to go through (0,0), has a slope of $1.4 \pm 0.1 \frac{10^{-10}}{\text{cm}^2 \text{s} \text{sr} \text{Hz}}$ counts and has a $\chi^2$ probability of 54%. The parabolic fit (dashed line) which is also forced to go through (0,0) has the same $\chi^2$ probability of 54%. The correlation coefficient $r = 0.64^{+0.15}_{-0.22}$ (errors correspond to 1σ level) is different from zero by 2.4 standard deviations (taking into account the non-linearity of errors).

In Fig. 6.13 the MAGIC $\gamma$-ray flux above 200 GeV is shown together with simultaneous KVA optical data. The latter have been averaged over the MAGIC integration time. One can see a possible $\gamma$-ray/optical anti-correlation during the 8 nights of simultaneous observations, however, the correlation coefficient $r = -0.59^{+0.36}_{-0.22}$ is compatible with zero within 1.5 standard deviations.

6.6.4 Comparison with models

Given the temporal correlation between X-ray and $\gamma$-ray fluxes, it is reasonable to infer that the VHE $\gamma$-ray radiation is dominated by emission resulting from IC upscattering of the synchrotron X-ray photons by their parent population of relativistic electrons. Such correlation can be modeled with a homogeneous synchrotron-self-Compton (SSC) model. The model also predicts a parabolic correlation between X-ray and VHE $\gamma$-ray flux states. Based on this model it is possible to constrain the parameter space of the emission region and estimate its
basic parameters, the Doppler factor, $D$, and the rest-frame magnetic field, $B$, of the emitting plasma in the relativistic jet. To this end we follow the procedure first devised by Bednarek and Protheroe (1997) for the Mrk 421 flare of 16 May 1994, subsequently improved by, e.g., Tavecchio et al. (2001); Bednarek and Protheroe (1999); Kataoka et al. (1999); Katarzyński et al. (2003). Application of this method requires precise simultaneous multiwavelength information. Since a synchrotron (X-ray) spectrum simultaneous with the MAGIC observations is not available, we have to resort to previous X-ray observations arguing that similar TeV $\gamma$-ray states (IC emission) should correspond to similar X-ray states (synchrotron emission). In fact, similar $\gamma$-ray spectra of Mrk 421 have already been observed several times – including the HEGRA observations in April 1998 (Aharonian et al., 1999a) for which simultaneous BeppoSAX observations are available (Fossati et al., 2000; Massaro et al., 2004). Here we use the X-ray spectra and parameterization, reported by Massaro et al. (2004) for 21 April 1998. Note that the X-ray flux level between the simultaneous RXTE/ASM data and the BeppoSAX data used here is very similar (see Fig. 6.15).

The low to moderate flux state MAGIC $\gamma$-ray spectrum, reported here for energies at $\sim$100 GeV, warrants a better investigation of the crucial energy range where the IC peak is expected to occur than in previous data sets. In cooperation with Włodek Bednarek and following Bednarek and Protheroe (1997, 1999) we then constrain the allowed parameters of the emission region ($D$ and $B$) from the ratio of the $\gamma$-ray power to the X-ray power, measured at their respective peak emission (see thick curves in the upper panels of Fig. 6.14). The radiation field density and the electron spectrum, co-spatial in the blob, were derived as
Figure 6.14: Constraints on the parameter space (Doppler factor, $D$, versus magnetic field strength, $B$) for the emission region in the jet of Mrk 421 based on the one-zone homogeneous SSC model. From the ratio of the $\gamma$-ray to X-ray power during the MAGIC observations of Mrk 421 (measured at the peaks in the synchrotron and IC spectra) the allowed values are limited to the thick curves (assumed IC peak at 100 GeV) or to the thin curves (assumed IC peak at 10 GeV). The left figures correspond to a 1 hour variability, whereas the right figures correspond to a 1 day variability. The physical conditions in the blob are limited by the electron cooling in the synchrotron and IC processes, optical depth for $\gamma$-rays, and maximum energy of electrons, as discussed in the text. These constraints are shown by the dashed and dot-dashed lines. The allowed region is limited by these lines and is marked by the grey shaded area. The $\gamma$-ray spectra are calculated for the values of the Doppler factor and magnetic field strength marked by A, B, and C (for 1 hr variability), and D, E, and F (for 1 day variability). They are compared with the de-absorbed MAGIC spectrum (shown as full black circles) in the bottom figures. The fit by a power law with an exponential cut-off to the de-absorbed spectrum (as in Fig 6.6) is shown by the black solid line, whereas the measured spectrum is shown by the grey full squares.
a function of $D$ and $B$ for a blob radius assumed equal to the light travel time corresponding to the shortest reported variability time scale (for observational arguments see Takahashi et al. (2000)). We further constrain the allowed parameter space by arguing that the synchrotron and IC cooling time scales should be shorter than the observed variability time scale. These conditions are fulfilled above the dot-dashed lines (for synchrotron cooling) and on the left of the grey dashed line (for the IC cooling) for the 1 hr (upper left panel of Fig. 6.14) and 1 day (upper right panel of Fig. 6.14) variability time scales. The condition that the blob has to be transparent to the VHE $\gamma$-rays leads to a further lower bound on $D$ by requiring that the optical depth by pair production has to be lower than unity. The corresponding limits for photon energies of 100 GeV and 3 TeV (which define the energy range of MAGIC measurement) are shown in the upper panels of Fig. 6.14 as thin and thick dotted lines, respectively. One last condition arises from comparing the maximum energy of electrons, determined by the maximum energy of synchrotron photons $\sim 40$ keV, with the maximum energy of the detected photons $\sim 3$ TeV (see dashed line in the upper panels of Fig. 6.14). These limiting conditions build an allowed region in the $D$-$B$ plane as marked by the grey shaded area. The allowed parameters of the emission region correspond to the part of the thick full curve inside the region limited by all these lines (see Fig. 6.14). In order to determine the values of $D$ and $B$ more precisely, we now calculate the $\gamma$-ray spectra for the points A, B, and C for 1 hr variability, and the points D, E, and F for 1 day variability, and compare the predicted spectrum with the actual de-absorbed spectrum. From the lower panels of Fig. 6.14 it is clear that the best description is provided by the blob with Doppler factor $D \sim 22$ and magnetic field $B \sim 0.7$ G (the point B) for 1 hr variability, and $D \sim 9$ and $B \sim 0.3$ G (the point D) for 1 day variability. In order to assess how this result is sensitive on the correct localization of the peak energy in the $\gamma$-ray spectrum (which is in fact only limited by the lower energy end of the MAGIC spectrum), we show the allowed parameter space for the $\gamma$-ray peak at 10 GeV (see thin full curves in Fig. 6.14). The constraints for the peak at 10 GeV and 100 GeV are almost the same for the parts of the curves inside the allowed region. It is interesting that the emission parameters, as estimated here for the moderate flux state of Mrk 421 (for the 1 day variability time scale), are not very different from those estimated by Bednarek and Protheroe (1997) for the flaring state. This suggest that the flaring state may not be related to the significant change of the blob’s Doppler factor and magnetic field strength.

In Fig. 6.15 the broadband SED of Mrk 421 is shown. Large symbols represent averaged data described in this Thesis: optical data from KVA (star), X-rays from RXTE/ASM (full square), $\gamma$-rays from MAGIC (full points). The grey curve in the X-rays corresponds to a log-parabolic fit performed by Massaro et al. (2004) on BeppoSAX data of Mrk 421 taken on 21 April 1998. The two black curves through the $\gamma$-ray spectrum are almost indistinguishable and correspond to the best SSC model parameters for 1-hr and 1-day variability time scales (points B
and D respectively, calculated according to Eq. (13) in Bednarek and Protheroe (1999) who apply the Klein-Nishina cross-section as in 2.48 of Blumenthal and Gould (1970)).

**Figure 6.15:** The broad-band SED of Mrk 421 from optical wavelengths through VHE $\gamma$-rays. Large symbols represent averaged data described in this Thesis: optical data from KVA (star), X-rays from RXTE/ASM (full square), de-absorbed $\gamma$-rays from MAGIC (full points). The grey full squares are archival EGRET measurements (Hartman et al., 1999). The grey curve in the X-rays corresponds to the log-parabolic fit taken from Massaro et al. (2004) using BeppoSAX (Boella et al., 1997) data of Mrk 421 taken on 21 April 1998. The two black curves through the $\gamma$-ray spectrum (almost indistinguishable) correspond to the SSC model parameter sets B and D (see text and Fig. 6.14 for details). The grey dashed line denotes a fit by the SSC model as in Krawczynski et al. (2004), see text for details.

In addition, we apply the SSC code provided by Krawczynski et al. (2004) to our data set. The fitted broad-band SED is shown by the grey dashed line in Fig. 6.15, and the model parameters are listed in Table 6.4. For the fit, we used the simultaneous KVA, ASM and MAGIC data, as well as the archival BeppoSAX observations from 21 April 1998 (Massaro et al., 2004). In contrast to the parameters adopted in Krawczynski et al. (2001), we used a smaller Doppler factor (15 instead of 50), resulting in a somewhat larger emitting region ($1.1 \times 10^{16}$ cm instead of $2.7 \times 10^{15}$ cm), and a higher particle density ($0.15$ [erg cm$^{-3}$] instead of...
Table 6.4: Fitted SSC model parameters for Mrk 421. The corresponding photon spectrum is shown in Fig. 6.15.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>spherical blob with:</td>
<td></td>
</tr>
<tr>
<td>Doppler factor</td>
<td>15</td>
</tr>
<tr>
<td>magnetic field</td>
<td>0.20 Gauss</td>
</tr>
<tr>
<td>radius of emitting region</td>
<td>$1.1 \times 10^{16}$ cm</td>
</tr>
<tr>
<td>injected electron spectrum:</td>
<td></td>
</tr>
<tr>
<td>electron energy density</td>
<td>0.15 erg/cm$^3$</td>
</tr>
<tr>
<td>$5 &lt; \log_{10}(E[eV]) &lt; 10.9$</td>
<td>Index 2.31</td>
</tr>
<tr>
<td>$10.9 &lt; \log_{10}(E[eV]) &lt; 11.6$</td>
<td>Index 3.88</td>
</tr>
</tbody>
</table>

0.01 [erg cm$^{-3}$]$^4$). We note that the fitted values of magnetic field and Doppler factor are within the allowed range as defined above. Remarkably, the archival EGRET data (Hartman et al., 1999) are somewhat below the fit, suggesting an IC peak around 100 GeV.

6.7 H.E.S.S. – MAGIC simultaneous observations of Mrk 421

New generation Cherenkov telescopes cover a wide range of longitudes (137°E to 110°W) allowing continuous observations to follow transient sources. Given the close match in longitude of the MAGIC (17.9°W) and H.E.S.S. (16°E) sites, simultaneous observations at greatly differing zenith angles are also feasible. The measurable energy range can thus be extended beyond what is accessible to individual instruments. The planning and coordination of world-wide observations is challenging and requires close interaction between the different collaborations. First results from a joint H.E.S.S. and MAGIC observation of Mrk 421 in 2004 are presented here. The results were also published in Mazin et al. (2005). The potential of Global Network of Cherenkov Telescopes (GNCT) campaigns for blazar physics and studies of the energy dependent absorption of very high energy (VHE) $\gamma$-rays on the extragalactic background light are discussed in Appendix A.6.

Triggered by an increased activity observed in the X-ray band and by observations with the Whipple telescope (H. Krawczynski, private communication) on December 14, 2004 the H.E.S.S. and MAGIC collaborations performed a joint observation of Mrk 421. Due to weather conditions a common observation could only be performed during two nights (December 18 and 19). Moreover, due to observational constrains (such as zenith angle and dark time), the common ob-

$^4$1 erg = $10^{-7}$ Joule
servational window was only open for 30 minutes on each night. The joint data sample of Mrk 421 encompasses:

1. H.E.S.S.: 25 min, zenith angle range = 65-67°, good weather conditions
2. MAGIC: 25 min, zenith angle range = 47-54°, good weather conditions.

The data have been analyzed independently by both experiments without communicating a preliminary status of the results.

The results of the analysis of the joint data are shown in Fig. 6.16. A clear detection in both experiments in the simultaneous data set (6 - 10 σ) could be achieved and a reasonable number of photons in the different energy bands was collected. The results are encouraging given the comparably low flux state of the source, the short simultaneous observation time, and the non-optimal zenith angles observed.

The joint energy spectrum is shown in Fig. 6.17. The joint spectrum can be well described by a simple power law with a spectral index Γ = 2.51 ± 0.11. The spectrum has not been corrected for the EBL absorption. The excellent agreement between both data in the overlap region is encouraging and prove the potential of joint observations.

6.8 Concluding Remarks

Mrk 421 was observed with the MAGIC telescope during several months in 2004 and 2005. Briefly, I have presented the following:

- first high sensitivity observation down to ≈ 100 GeV;
Figure 6.17: The joint H.E.S.S.-MAGIC energy spectrum of Mrk 421. Note the extension of the accessible energy range due to the combination of the two instruments.

- no strong evidence for short flares below 1 hour duration despite sufficient sensitivity;
- flux variation up to a factor 2 between consecutive nights and up to a factor 4 in the entire observation period;
- confirmation of a source–inherent effect resulting in a curved spectrum after de-absorption in case of low to moderate flux intensity;
- a strong correlation between spectral hardness (photon index between $700\ \text{GeV}$ and $4\ \text{TeV}$) and flux intensity, obtained by comparison of the de-absorbed energy spectra of various experiments covering different flux levels;
- a clear trend for the (possibly IC) peak position to shift towards higher energies with increased source intensity, obtained by the same comparison;
- confirmation of a significant correlation between X-ray and VHE $\gamma$-ray intensity during a state of low to medium intensity;
• a hint that different flaring states result from differences in electron populations (electron spectrum) rather than from significant change of the blob’s Doppler factor and magnetic field strength.

I want to add the following conclusions. The flux state was found to be low to moderate, ranging in intensity between 0.5 and 2 Crab units, integrated above 200 GeV. While clear night to night variations were found, the intra-night light curve, binned in 10-minute time intervals, does not show significant variations. I want to stress that MAGIC is sensitive enough to detect variabilities on the 10-minute time scale at such moderate flux level. A clear correlation \( r = 0.64^{+0.15}_{-0.22} \) between X-rays and \( \gamma \)-rays was found, while no clear correlation was seen between optical and \( \gamma \)-rays. This supports the leptonic origin of the \( \gamma \)-rays from Mrk 421.

The energy spectrum resulting from the combined MAGIC data, corrected for the extragalactic absorption, suggests the presence of an IC peak at about 100 GeV when the source is in a low / moderate flux state. The spectrum is clearly curved at energies above 1 TeV, and can be fitted by a power-law with an exponential cut-off. The broad-band SED in the observed flux state can be well described by a homogeneous SSC model provided that the emission region moves with a Doppler factor \( \sim 9 \) and its magnetic field strength is \( \sim 0.3 \) G for a 1-day variability time scale. Surprisingly, these parameters do not differ substantially from those estimated for the emission region of Mrk 421 during a strong flare (Bednarek and Protheroe, 1997). The fit with an alternative SSC code of Krawczynski et al. (2001) lead to similar Doppler factor and magnetic field values.
Chapter 7

Discovery of VHE $\gamma$-rays from Markarian 180

An optical / VHE $\gamma$-ray correlation was never observed before. However, the optical–GeV correlations (seen e.g. in 3C 279 (Hartman et al., 2001)) suggest that at least in some sources, such correlations exist. Using this as a guideline, the MAGIC collaboration has been performing Target of Opportunity observations whenever alerted that sources were in a high flux state in the optical band. See more on observation strategies for MAGIC in Appendix A. In this Chapter I report on the discovery of VHE $\gamma$-rays from Markarian 180 with MAGIC. The discovery was accompanied by an optical outburst of the source, and this makes it very tempting to speculate about the connection between optical activity and increased VHE emission. The analysis and the results are published in Albert et al. (2006b).

7.1 Motivation of the observations

The AGN Markarian 180 (Mrk 180, 1ES 1133+704) is a well-known high frequency peaked BL Lac (HBL) at a redshift of $z = 0.045$ (Falco et al., 1999). A general feature of BL Lac objects is that their spectral energy distribution (SED) exhibits the already mentioned two-bump structure (see Chapter 2 for more details). In many cases the second peak of the SED is not observable because of low sensitivity above a few 100 MeV of satellite-borne detectors and too high energy threshold of ground-based $\gamma$-ray detectors. In case of Mrk 180, HEGRA (Aharonian et al., 2004a) and Whipple (Horan et al., 2004) observed this object but were only able to derive flux upper limits, and EGRET did not detect the source (Falomo et al., 1994; Hartman et al., 1999).

In the optical, Mrk 180 is characterized by a bright host galaxy $R = 14.17 \pm 0.02$ mag and a much fainter (variable) core $R = 15.79 \pm 0.02$ mag (Nilsson et al., 2003). The variations in total optical brightness are therefore small. The
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Figure 7.1: The R-band light curve of Mrk 180 extending from January 2003 to end of March 2006 as measured by the KVA telescope. The vertical line indicates the date of the alert. 5 mJy is equivalent to 14.47 mag.

source is observed regularly as part of the Tuorla Observatory Blazar monitoring program (http://users.utu.fi/kani/1m/) with the Tuorla 1 m telescope and the KVA 35 cm telescope (http://tur3.tur.iac.es/). To determine the core flux we had to subtract the flux of the host galaxy and a nearby star within the $5''$ aperture radius (together R=14.96 mag resp. 3.2 mJy (Nilsson et al., 2006)).

After Mrk 180 had been detected in the X-rays by HEAO-1 (Mufson and Hutter, 1981) it was observed by various satellites with fluxes ranging from $6.3 \times 10^{-12}$ erg cm$^{-2}$ s$^{-1}$ (Donato et al., 2001) around 1 keV and $5.0 \text{ to } 9.8 \times 10^{-12}$ erg cm$^{-2}$ s$^{-1}$ in the 2-10 keV band (Perlman et al., 2005; Donato et al., 2005). The source is monitored by the ASM on-board the RXTE satellite.

The observation of Mrk 180 was triggered by a brightening of the source in the optical on 2006 March 23 by Elina Lindfors. She gave the alert as the core flux increased by 50% from its quiescent level value as determined from over three years of data recording, shown in Fig. 7.1. During the MAGIC observation optical follow-up observations were performed with KVA. The simultaneous MAGIC, ASM and KVA light curves are shown in Fig. 7.2. Around this time Mrk 180 was also observed as part of the AGN monitoring program by the University of Michigan Radio Observatory (UMRAO). The 4.8 GHz flux density was $0.21 \pm 0.02$ Jy and the 14.5 GHz flux density was $0.22 \pm 0.06$ Jy from 2006 Jan 1. - Apr. 13 (H. D. and M. F. Aller, private communication). No evidence for flaring was found between January and April 2006.

7.2 The data set

Mrk 180 was observed in 2006 during 8 nights (from March 23 to 31), for a total of 12.4 hours, at zenith angles ranging from 39° to 44°. The observations were performed in the WOBBLE mode (see Section 4.2.2), in which the telescope is pointed alternatively for 20 minutes to two opposite sky positions at 0.4° off the
7.2. The data set

Figure 7.2: Light curve of Mrk 180 for MJD=53815-53825 (March 21 to March 31). Upper panel: VHE $\gamma$-rays measured by MAGIC above 200 GeV. Middle panel: ASM count rate. Lower panel: optical flux measured by KVA. The dashed lines show the zero level, the solid line indicates the mean integral flux as measured by MAGIC above 200 GeV.

The data were analyzed using the standard analysis and calibration programs as described in Chapter 5. For the $\gamma$/hadron shower separation the Random Forest method was used (Section 5.9). For the $\gamma$-ray signal extraction the $\theta^2$ approach was applied (Section 5.10.2). A final cut of $\theta^2 < 0.024$ is applied to determine the significance of the signal and the number of excess events. The energy of the $\gamma$-ray candidates was also estimated using the Random Forest technique. The applied cuts were chosen to be looser than the ones in Fig. 7.3 in order to gain statistics on the $\gamma$-ray candidates. Due to the large zenith angle of the observation, the corresponding energy threshold (defined as the peak in the differential energy distribution of the MC-$\gamma$ events) after cuts was about 200 GeV. Effects on the spectrum determination, introduced by the limited energy resolution of the detector, were corrected using the unfolding according to Section 5.13.
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Figure 7.3: The $\theta^2$-distribution for the ON-source data (points) and normalized OFF-source events (grey histogram) for Mrk 180. The vertical dashed line indicates the $\theta^2$ cut used to determine excess events. The total excess of 165 events corresponds to a significance of 5.5 $\sigma$.

7.3 The VHE $\gamma$-ray signal

The distribution of $\theta^2$ values after cuts is shown in Fig. 7.3. The signal of 165 events over 605.2 normalized background events corresponds to a 5.5 $\sigma$ excess using Eq. 17 in Li and Ma (1983). The shape of the excess is consistent with a point-like source seen by MAGIC.

7.4 Light curves and their variability

Fig. 7.2 shows the VHE light curve together with the ASM daily averages and the R-band flux data. No evidence for flux variability was found in the MAGIC for $E > 200$ GeV. The fit to the nightly integrated flux is consistent with a constant emission ($\chi^2 = 7.1$ for 6 degrees of freedom). The X-ray flux of the source is generally below the ASM sensitivity, but on March 25 a 3 $\sigma$ excess was observed, which suggests that the source was also active in X-rays. The optical flux reached its maximum in the night MAGIC started the observations (March 23) and began to decrease afterwards.
7.5. The energy spectrum of Mrk 180

The measured energy spectrum of Mrk 180 is shown in Fig. 7.5. Assuming a power law spectrum we obtained the following parameterization:

\[
\frac{dN}{dE} = (4.5 \pm 1.8) \times 10^{-11} \left( \frac{E}{0.3 \text{ TeV}} \right)^{-3.3 \pm 0.7} \frac{1}{\text{TeV cm}^2 \text{s}}
\]

The observed integral flux above 200 GeV is

\[ F(E > 200 \text{ GeV}) = (2.25 \pm 0.69) \times 10^{-11} \text{ cm}^{-2} \text{s}^{-1}, \]

which corresponds to \(1.27 \times 10^{-11}\) ergs cm\(^{-2}\)s\(^{-1}\) resp. 11\% of the Crab Nebula flux measured by MAGIC. The errors are statistical only. We estimate the systematic errors to be around 50\% for the absolute flux level and 0.2 for the spectral index. The large systematic flux error is a consequence of the steep slope. See more on the systematic errors in Section 5.16.
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Figure 7.5: The differential energy spectrum of Mrk 180. Full circles: the spectrum measured by MAGIC. Open circles: the de-absorbed energy spectrum (see text). The horizontal bars indicate the size of each energy bin. The black line represents a power law fit to the measured spectrum. The fit parameters are listed in the figure. For comparison, the Crab Nebula energy spectrum as measured by MAGIC is shown (Albert et al. (2007i), dashed line).

7.6 The intrinsic energy spectrum of Mrk 180

The VHE $\gamma$-rays from Mrk 180 are partially absorbed by the low energy photons of the evolving extragalactic background light (EBL, see Section 1.5 and Chapter 3 for details). Given the redshift $z=0.045$ of Mrk 180 the effect is small for photons with energies below 1 TeV. I calculate the optical depth and the resulting attenuation of the VHE $\gamma$-rays from Mrk 180 using the number density of the evolving EBL provided by the best fit model of Kneiske et al. (2002). This state-of-the-art model is consistent with the recently derived upper limits on the EBL inferred from arguments on AGN spectra by (Aharonian et al., 2006a) but see also Chapter 9. The attenuation was determined by numerical integration of equation 1.10. The de-absorbed energy spectrum of Mrk 180 is also shown in Fig. 7.5 (open circles). A fit with a simple power law to the de-absorbed spectrum reveals a slope with $\alpha = -2.8 \pm 0.7$.

7.7 Discussion of the results

I have presented the first detection of VHE $\gamma$-ray emission from Mrk 180. The discovery was triggered by an optical flare, but no significant variations in the
VHE regime were found. The short observation period and the small signal do not allow to carry out detailed studies. It is therefore not possible to judge whether the detected VHE flux level represents a flaring or a quiescent state of the AGN.

Earlier observations by other experiments have only set upper limits on the VHE $\gamma$-ray emission from Mrk 180. HEGRA observed the source for 9.8 hours and derived an upper limit (99% c.l.) at 1.5 TeV of 12% of the Crab Nebula flux (Aharonian et al., 2004a). Whipple observed Mrk 180 during three observation periods for a total of 26.8 hours, and has set a flux upper limit at 300 GeV of 10.8% of the Crab Nebula flux (Horan et al., 2004). Both upper limits are above the flux presented in this paper.

Fig. 7.6 shows the broad-band SED of Mrk 180: the radio, optical and X-ray data are from UMRAO, KVA, ASM, and the NED database. The VHE data from this analysis are compared with the above quoted upper limits. Simultaneous data are noted in black while historical data are noted in grey. The predicted flux by the leptonic phenomenological model of Fossati et al. (2000) (shown as dashed line) is too high, as already emphasized by the non-detection measurements (Aharonian et al., 2004a; Horan et al., 2004). A more detailed synchrotron self Compton (SSC) model from (Costamante and Ghisellini, 2002) (shown as solid line) seems to describe the data more closely. I do not model the simultaneous data with an independent SSC code. The reason is that there are neither simultaneous nor historical X-ray data which would help to determine the Synchrotron peak position. In addition, the VHE $\gamma$-ray data do not provide the variability time scale neither the position of the IC peak. The degeneracy is, therefore, very big between possible parameter sets and no particular constraints on the emission mechanism can be derived from this kind of modeling.

The rather steep slope of the VHE spectrum suggests an IC peak position well below 200 GeV, while the non-detection by EGRET gives a lower limit of $\sim$ 1 GeV for the peak position. This is in agreement with the SSC model of Costamante and Ghisellini (2002) suggesting the IC peak position at around 10 GeV. The overall IC luminosity, however, is underestimated in this model: the observed integral flux above 300 GeV is a factor 30 larger than predicted. An explanation for this discrepancy could be the model’s underlying assumption of a quiescent state synchrotron spectrum to obtain the IC flux. This could indeed suggest that our measurement was made during a high state.

7.8 Concluding Remarks

The discovery of VHE emission from Mrk 180 during an optical outburst makes it very tempting to speculate about the connection between optical activity and increased VHE emission. Since Mrk 180 has not been observed prior to the outburst with MAGIC and the upper limits from other experiments are above the observed flux level, further observations are needed. See more on a possible
optical / VHE emission in the following Chapter.

Figure 7.6: The spectral energy distribution of Mrk 180. Simultaneous data (UMRAO, KVA, ASM, and MAGIC) are noted in black. Grey points represent historical data (Giommi et al., 2002; Perlman et al., 2005). The arrows denote the upper limits from ASM, EGRET (Fichtel et al., 1994), Whipple, and HEGRA. The solid line is from Costamante and Ghisellini (2002) and the dashed line is from Fossati et al. (2000) (see text).
Chapter 8

Discovery of VHE $\gamma$-rays from 1ES 1011+496

Here I report on the discovery of Very High Energy (VHE) $\gamma$-ray emission from BL Lacertae object 1ES 1011+496. The observations were triggered like in the case of Mrk 180, Chapter 7, by an optical outburst in March 2007 and the source was observed with the MAGIC telescope from March to May 2007. The discovery was made during the writing phase of the thesis, the results are also published in Albert et al. (2007c).

8.1 Motivation of the observations

1ES 1011+496 is, like Mrk 421 and Mrk 180, a high-frequency-peaked BL Lac (HBL) with a redshift of $z = 0.212$. The source is a strong X-ray emitter and has been also detected by EGRET (Hartman et al., 1999). 1ES 1011+496 is one of the TeV blazar candidates as defined by Costamante and Ghisellini (2002). Previous observations by the HEGRA CT system and the Whipple telescope resulted in upper limits only (Aharonian et al., 2004a; Horan et al., 2004). The non-detection is most likely a consequence of a relatively high energy threshold of these instruments and a large distance of 1ES 1011+496 causing a strong absorption by the EBL (see Section 1.5 and Chapter 3 for details of the EBL). The low energy threshold and a good sensitivity of MAGIC around 150 GeV motivated observations of this VHE $\gamma$-ray candidate with MAGIC.

1ES 1011+496 was also observed with MAGIC in March–April 2006, as part of a systematic scan of X-ray bright HBLs, in a lower optical state. The observations resulted in a $3.5\sigma$ hint of a VHE $\gamma$-ray signal. The analysis of the data are presented in Albert et al. (2007f) and are not part of this thesis. Here I report on the observations of 1ES 1011+496 in 2007 only.
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Figure 8.1: Optical spectrum of 1ES 1011+496 obtained with the Multi Mirror Telescope, using the Blue Channel Spectrograph with the 300 line/mm grating, a 1.5” slit, and Loral 3kx1k CCD. Integration time was 30 minutes. Absorption lines of host galaxy (Ca H&K, CH G, Hβ and Mg b) are clearly visible and indicate a redshift of $z = 0.212 \pm 0.002$.

8.2 Redshift determination of 1ES 1011+496

Until now the redshift of 1ES 1011+496 has been uncertain as it was based on assumed association with cluster Abell 950 (Wisniewski et al., 1986) leading to a value of $z = 0.200$. Due to a high relevance of the redshift for the modeling of the VHE γ-ray emission, further investigations to determine the distance have been made. Fortunately, an optical spectrum of 1ES 1011+496 of good quality was found in the archival data taken by Eric Perlman with the Multi Mirror Telescope (E. Perlman, private communication). The optical spectrum is shown in Fig 8.1. The instrument used to take the spectrum is the Blue Channel Spectrograph with the 300 line/mm grating, a 1.5” slit, and Loral 3kx1k CCD. With help of Kari Nilsson from the Tuorla Observatory, the following absorption lines from the host galaxy could have been identified in the spectrum: Ca H&K, CH G, Hβ and Mg b). The combination of the Doppler-shifted lines allowed to determine the redshift of the source: $z = 0.212 \pm 0.002$. The redshift determined here makes 1ES 1011+496 the most distant source yet detected to emit VHE γ-rays.

8.3 The data set

The MAGIC observations were triggered in 2007 by a high optical state of 1ES 1011+496 on March 12 (Fig. 8.2). The source has been monitored for more than four years with the optical KVA and Tuorla 1m telescopes as a part of the Tuorla blazar monitoring program. In March 2007 it reached the highest flux level ever observed during the monitoring. The core flux, which is the host galaxy subtracted flux level (the host galaxy level is taken from Nilsson et al. (2006) and is $0.49 \pm 0.02 \text{ mJy}$), increased by more than 50% from the local minimum of
the light curve. The high optical state of increased flux continued through the
MAGIC observations, even there was an observation gap of 3 weeks (for both the
MAGIC and KVA observations) due to bad weather.

1ES 1011+496 is monitored by RXTE/ASM and SWIFT/BAT, but the X-ray
flux of the source is below the sensitivity of these instruments and the light curves
show no indication of flaring. The source was also observed in Metsähovi Radio
Observatory in May 2007. The source was not detected at 37 GHz, which indi-
cates that the source was not in high state in millimeter regime (A. Lähteenmäki,
private communication).

After the alert, MAGIC observed the source in March–May 2007. The datatak-
ing was delayed due to bad weather. The total observation time with MAGIC was
26.2 hours and the observations were performed at zenith angles ranging from 20°
to 37°. The observations were done in the WOBBLE-mode (see Section 4.2.2).
After removing runs with unusual trigger rates mostly caused by bad weather
conditions, the effective observational time amounts to 18.7 hours.

8.4 The energy spectrum and the light curves

The MAGIC data were calibrated and analyzed using the standard tools as de-
scribed in Section 5. The distribution of $\theta^2$-values after cuts is shown in Fig. 8.3.
The signal of 297 events over 1591 normalized background events corresponds to
a excess with significance of 6.21 $\sigma$ using Equation 5.6 for the calculation.

To search for time variability the sample was divided into 14 sub-samples,
one for each observing night. Figure 8.5 shows the integral flux for each night
calculated for a photon flux above 200 GeV. The energy threshold has been chosen
to reduce systematic effects arising from a rapidly decreasing effective area for
$\gamma$-rays for lower energies. The flux is statistically constant at an emission level of
$F(>200 \text{ GeV})=(1.58\pm0.32) \times 10^{-11} \text{ photons cm}^{-2}\text{s}^{-1}$. In the inset of Figure 8.5,
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Figure 8.3: Distribution of $\theta^2$ for ON-region data and normalized OFF-region data. The signal region is marked by the dashed line.

I show integral fluxes above 200 GeV on a year-by-year basis. The first point in the inset corresponds to an earlier observation of 1ES1011+496 by MAGIC in 2006, which lead to a hint of a signal (Albert et al., 2007f). This hint can now be interpreted as being due to a lower flux state of the source than measured in 2007.

The differential energy spectrum of 1ES 1011+496 is shown in Fig. 8.6. The spectrum extends from $\sim 120$ GeV to $\sim 750$ GeV and can be well approximated by a power law:

$$\frac{dN}{dE} = (2.0 \pm 0.1) \cdot 10^{-10} \left( \frac{E}{0.2 \text{ TeV}} \right)^{-4.0\pm0.5} \frac{1}{\text{TeV cm}^2 \text{s}}$$

The errors are statistical only. We estimate the systematic uncertainty to be around 75% for the absolute flux level and 0.2 for the spectral index. The observed spectrum is affected by the evolving extragalactic background light (EBL, see Section 1.5 and Chapter 3 for details) as the VHE $\gamma$-rays are partially altered by interactions with the low-energy photons of the EBL. Therefore, to obtain the intrinsic spectrum of the source, the observed spectrum must be corrected. The optical depth and the resulting attenuation of the VHE $\gamma$-rays from 1ES 1011+496 are calculated using the number density of the evolving EBL provided by the
8.5 Discussion of the results

I report the discovery of VHE $\gamma$-ray emission from BL Lac object 1ES 1011+496. With the redshift of $z = 0.212$, it is the most distant source detected to emit VHE $\gamma$-rays up to date. The energy spectrum of 1ES 1011+496 is one of the softest measured VHE $\gamma$-ray spectrum so far. Even after the deabsorption the spectrum remains soft with an intrinsic index of $\Gamma_{\text{int}} = 3.3 \pm 0.7$. The behavior of the spectrum (soft and no significant excess above $\sim 800$ GeV) in turn confirms our current understanding of the evolving EBL (e.g. Primack et al. (2005) and

Figure 8.4: Sky map of smoothed excess events in the region of 1ES 1011+496. The catalogue source position is marked by the black cross and coincides with the measured excess within the errors. The sky map is folded with a Gaussian of $\sigma = 0.1$ deg, which corresponds to the $\gamma$-PSF of the analysis.

best-fit model of Kneiske et al. (2002). Even after the correction, the slope of the spectrum is $\Gamma_{\text{int}} = 3.3 \pm 0.7$ (dashed red line in Fig. 8.6, $\chi^2 / \text{NDF} = 2.55/2$), softer than observed for other HBLs in TeV energies and thus not providing new constraints on the EBL density.
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**Figure 8.5:** The night-by-night light curve of 1ES 1011+496 from 2007 March 17 (MJD 54176) to 2007 May 18 (MJD 54238).

**Figure 8.6:** The measured spectrum (black filled circles), the power-law fit to the data (solid line), the deabsorbed spectrum (brown open circles), and the fit to the deabsorbed spectrum (dashed red line). The last measured point is a 95% upper limit. In the deabsorbed spectrum, the last spectral point at $\approx 600$ GeV is $1.6\,\sigma$ above the fit and thus not significant. The Crab Nebula spectrum (green dashed line, Albert et al. (2007i)) is shown for comparison.
8.5. Discussion of the results

Table 8.1: Fitted SSC model parameters for 1ES 1011+496. The corresponding photon spectrum is shown in Fig. 8.7 by the dashed-dotted line.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>spherical blob with:</td>
<td></td>
</tr>
<tr>
<td>Doppler factor</td>
<td>20</td>
</tr>
<tr>
<td>magnetic field</td>
<td>0.15 Gauss</td>
</tr>
<tr>
<td>radius of emitting region</td>
<td>$1.0 \times 10^{16}$ cm</td>
</tr>
<tr>
<td>injected electron spectrum:</td>
<td></td>
</tr>
<tr>
<td>normalization of the electron energy density</td>
<td>$2 \times 10^4$ cm$^{-3}$</td>
</tr>
<tr>
<td>electron slope for $8.7 &lt; \log_{10}(E[\text{eV}]) &lt; 10.4$</td>
<td>index 2.0</td>
</tr>
<tr>
<td>electron slope for $10.4 &lt; \log_{10}(E[\text{eV}]) &lt; 13.0$</td>
<td>index 5.0</td>
</tr>
</tbody>
</table>

the low model in Kneiske et al. (2002)) and is not in conflict with the recently derived EBL limits by Aharonian et al. (2006a) and in Chapter 9 (Mazin and Raue, 2007).

In Fig. 8.7 we show the Spectral Energy Distribution (SED) of 1ES 1011+496 constructed using historical data (open green circles, from Costamante and Ghisellini, 2002) and the quasi-simultaneous optical R-band data (filled red triangle) and the deabsorbed MAGIC spectrum (filled red circles). I also report in green the EGRET flux of the source 3EG J1009+4855, possibly associated with 1ES 1011+496 (Hartman et al. (1992) but see also Sowards-Emmerd et al. (2003) for doubts on this association).

The predicted TeV flux by the leptonic phenomenological model of Fossati et al. (2000) (shown as dashed line in Fig. 8.7) is lower than the observed flux. A more detailed synchrotron self Compton (SSC) model from Costamante and Ghisellini, 2002) (shown as solid line) is also below the MAGIC measurement. Since the predictions were based on an averaged flux state of 1ES 1011+496, our observation hints to an increased flux state in all wavelengths. The increased optical emission (red triangle) supports this idea.

In collaboration with Fabrizio Tavecchio we model the SED by using an one-zone SSC model (see Tavecchio et al., 2001 for a description). In brief, the emission region is assumed to be spherical, with radius $R$, filled with tangled magnetic field with intensity $B$ and relativistic electrons following a smoothed broken power-law energy distributions specified by the limits $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$, the break at $\gamma_b$ and by the normalization, $K$. Relativistic effects are taken into account by the Doppler relativistic factor $\delta$.

If the position and the luminosity of the synchrotron and IC peaks are known and an estimate of the minimum variability time scale is available, it is possible to uniquely constrain the model parameters. Unfortunately in this case (like in the case of Mrk 180, Chapter 7) we do not have all the required information and therefore the model parameters reported here are not unique. In particular, we fix the synchrotron peak by requiring that it reproduces the optical flux and
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1ES 1011+496 has been previously observed with the HEGRA telescope, which reported an upper limit of $F(E>1 \text{ TeV}) \leq 1.8 \cdot 10^{-12}$ photons cm$^{-2}$s$^{-1}$ (Aharonian et al., 2004a) that is well above the detected flux we found. As already mentioned above, 1ES 1011+496 was also observed by MAGIC, as part of a systematic scan of X-ray bright HBLs, in March–April 2006. Being in a lower optical state (the core flux was $\sim 50\%$ lower than that in March–May 2007), the observations showed a marginal signal with $3.5\sigma$ significance corresponding to an integral flux of $F(>180 \text{ GeV})=(1.26\pm0.4) \cdot 10^{-11}$ photons cm$^{-2}$s$^{-1}$, i.e. $\sim 40\%$ (Albert et al., 2007f) lower than the detected flux in March–May 2007 (see also

**Figure 8.7:** The broad-band spectral energy distribution of 1ES 1011+496. The two different fits are done by varying the $\gamma_{\text{min}}$ (see text). The other fit parameters are: $R=10^{16}$ cm, $\delta=20$, $B=0.15$ G, $\gamma_{\text{max}}=4\times10^{4}$ and $n_{e}=2\times10^{4}$ cm$^{-3}$

the historical X-ray spectrum, while we assume that the IC peak is not too far from the MAGIC threshold: with this choice we minimize the required emitted luminosity, since a lower IC peak frequency would directly imply a larger IC luminosity.

I present here one SSC model, which is shown by the dashed-dotted line in Fig. 8.7. In order to fit the EGRET point, the model requires a high minimum electron energy of $E=0.5$ GeV (corresponding $\gamma_{\text{min}}=3\times10^{3}$ in the model) in order to “narrow” both the synchrotron and IC bump (Katarzyński et al., 2006). The other model parameters are summarized in Table 8.1. However, without the limitation set by the EGRET, the minimum electron energy can be relaxed. It is clear that simultaneous GLAST–MAGIC observations of this source could provide important constraints on the model parameters.
the inset in Figure 8.5). A similar trend was also found for BL Lac (Albert et al., 2007b), where the observations during a lower optical state failed to detect VHE $\gamma$-rays. This seems to indicate that there is a connection between the optical high state and the higher flux of VHE $\gamma$-ray emission at least in some sources. To further investigate this possibility follow-up observations of the detected objects as well as further observations of other AGN during high optical states are required.
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Chapter 9

Constraints On the Extragalactic Background Light

The extragalactic background light (EBL) in the ultraviolet to far-infrared wavelength region carries important information about galaxy and star formation history (see Chapter 3 for details). Direct measurements are difficult, especially in the mid infrared region (see also Chapter 3 for details). I derive here, in collaboration with Martin Raue (Hamburg University), limits on the EBL density from the energy spectra of distant sources of very high energetic $\gamma$-rays (VHE $\gamma$-rays). The method itself and the achieved results are published in Mazin and Raue (2007) and was included in the highlights in the last International Cosmic Ray Conference in July 2007 (Hinton, 2007; Raue and Mazin, 2007).

The VHE $\gamma$-rays are attenuated by the photons of the EBL via pair production, which leaves an imprint on the measured spectra from distant sources. Up to September 2006 (the date of this study), there were 14 detected extragalactic sources of VHE $\gamma$-rays, 13 of which are TeV blazars\(^1\). With physical assumptions about the intrinsic spectra of these sources, limits on the EBL can be derived. In this study I present a new method of deriving constraints on the EBL. Only very basic assumptions about TeV blazar physics are used to derive the limits. Another strong point of the study is that no pre-defined EBL model is used, but instead a large number of generic shapes constructed from a grid in EBL density vs. wavelength. In the study spectral data from all known TeV blazars are utilized, making this the most complete study so far.

I derive limits on the EBL using three individual TeV blazar spectra (Mkn 501, H 1426+428, 1ES 1101-232) and using all spectra combined. Combining the results from individual spectra leads to significantly stronger constraints over a wide wavelength range from the optical ($\sim 1\,\mu$m) to the far-infrared ($\sim 80\,\mu$m). The limits are only a factor of 2 to 3 above the lower limits derived from the source counts. In the mid-infrared the limits are the strongest constraints derived from

\(^1\)I call “TeV blazars” all blazars with a detected emission above 0.1 TeV
TeV blazar spectra so far over an extended wavelength range. A high density of the EBL around $1\mu$m, reported by direct detection experiments, can be excluded.

This Chapter is organized as follows: In Section 9.1 I summarize the aims and goals of the study, in Section 9.2 I describe the method of using splines and a grid in EBL density vs. wavelength to construct different shapes, in Section 9.3 the TeV blazar spectra are introduced, and in Section 9.4 I describe the criteria, which are imposed on these spectra to derive limits on the density of the EBL. In Section 9.5 results for individual sources and in Section 9.6 the combined results are discussed. Conclusions of the study and an outlook are given in Section 9.7.

9.1 Idea and aim of the study

In the past 2-3 years, many new TeV blazars have been discovered and the established ones were remeasured with higher sensitivity, resulted in a better precision, with the new Imaging Atmospheric Cherenkov Telescopes (IACT) such as H.E.S.S. and MAGIC. It is therefore of high interest whether the new measurements agree with the previous limits on the EBL. Furthermore, to derive limits on the EBL from the data, it is important to scrutinize all available data together to obtain a consistent picture and to maximize the constraints. In this study spectra from all known TeV blazars are used to derive upper limits on the EBL density in a wide wavelength range from the optical to far-infrared. Moreover, a common criticism of the previously derived EBL limits with this method is that the limits are obtained by assuming a certain EBL model and e.g. scaling it, or by exploring just a few model parameters. Since EBL models are complex and different models do not agree in details, the derived limits become very model-dependent. In order to avoid this dependency, we (me and Martin Raue) developed a novel technique of describing the EBL number density by spline functions, which allows us to test a large number of hypothetical EBL shapes. The aims of the study are:

1. Provide limits on the EBL density, which do not rely on a predefined shape or model, but rather allow for any shape compatible with the current limits from direct measurements and model predications.

2. Treat all TeV blazar spectra in a consistent way, using simple and generic assumptions about the intrinsic VHE $\gamma$-ray spectra and a statistical approach to find exclusion criteria.

3. Use spectral data from all detected TeV blazars to
   (a) derive upper limits on the EBL density using the individual spectra and then
   (b) combine these results into a single robust limit on the EBL density for a wide wavelength range.
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TeV γ-rays traversing the extragalactic radiation fields are absorbed via pair production with the low-energy photons of the EBL: $\gamma_{\text{TeV}} \gamma_{\text{EBL}} \rightarrow e^+ e^-$. Details on the cross section (Heitler, 1960) and the exact calculations can be found in Section 1.5 (see also Dwek and Krennrich 2005 for an overview). Here, I focus on the new technique using splines (as introduced below) in order to examine as many as several million possible EBL shapes.

To calculate the optical depth $\tau_\gamma$ for a TeV-γ ray of energy $E_\gamma$ emitted at a redshift of $z$ for one realization/shape of the EBL, one needs to solve a three-fold integral over the distance $\ell$, the interaction angles between the two photons.

![Figure 9.1: Examples for spline shapes resulting from the grid layout, overlaid on the grid points (red filled circles). The dashed black line illustrates the thinnest structure that can be achieved with the grid setup. A Planck spectrum (blue line) is given for comparison. Further examples for shapes are given as solid black lines.](image1)

![Figure 9.2: Left: Grid points (red filled circles) and minimum and maximum shape of the scan. Right: Minimum and maximum shape overlaid on the EBL measurements from Fig. 3.4](image2)
\[ \mu = \cos \theta \] and the number density of the EBL photons \( n_\epsilon \):

\[
\tau_\gamma(E_\gamma, \, z) = \int_0^z d\ell(z) \int_{-1}^{+1} d\mu \frac{1 - \mu}{2} \int_{\epsilon_{th}}^{\infty} d\epsilon' \ n_\epsilon(\epsilon', \, z) \ \sigma_{\gamma\gamma}(E_\gamma', \, \epsilon', \, \mu)
\]

where \( \sigma_{\gamma\gamma} \) is the pair production cross section, \( \epsilon \) the energy of the EBL photon, and \( E_\gamma' \) and \( \epsilon' \) refer to redshifted energy values.

For the large number of shapes (\( \sim 8 \) million) which are analyzed in this study, a full numerical integration would require an extensive amount of computing power. To avoid this problem, the EBL number density at \( z = 0 \) is parametrized as a spline

\[
n_\epsilon(\epsilon) = \sum_{i=0}^{k} w_i s_{i,p}(\epsilon) \quad (9.2)
\]

with

\[
s_{i,0}(\epsilon) = \begin{cases} 1 & \text{if } \epsilon_i \leq \epsilon < \epsilon_{i+1} \text{ and } \epsilon_i < \epsilon_{i+1} \\ 0 & \text{otherwise} \end{cases}
\]

\[
s_{i,p}(\epsilon) = \frac{\epsilon - \epsilon_i}{\epsilon_{i+p} - \epsilon_i} s_{i,p-1}(\epsilon) + \frac{\epsilon_{i+p+1} - \epsilon}{\epsilon_{i+p+1} - \epsilon_{i+1}} s_{i+1,p-1}(\epsilon).
\]

Here \( p \) is the order of the spline and is set to \( p = 3 \) throughout the Chapter, \( k \) is the number of supporting points, \( \epsilon_1, \ldots, \epsilon_k \) are the positions of the supporting points of the curve, and \( w_1, \ldots, w_k \) are weights controlling the shape of the curve.

A way to visualize this spline is to add a number of Gaussian-like base functions to lead to a smooth curve, whereby the base functions can be weighted \( (w_i) \) to achieve different overall shapes. These base functions are characterized by a position of the center and a certain width, which depends on the order \( p \) and the spacing of the supporting points.

By inserting Eq. (9.2) into Eq. (9.1) and then swapping the integration and the summation, one obtains an expression for the optical depth, where the integral can be solved easily for a certain redshift and set of supporting points of the spline. The optical depth can then be calculated by a simple summation, where the shape of the EBL is determined by the choice of a set of weights.

To estimate the numerical uncertainties in the integration of the base functions, the result for \( \tau_\gamma \) from the summation is compared to the results from a full integration over the actual EBL shapes for several shapes and spectra used in this study. The deviation for almost all settings is found to be less than 0.5%. Even for extreme cases (high redshift, high EBL density), the deviation is always less than 2%. These small deviations arise from inaccuracies in the numerical integration of the base functions.

The spline parameterization is used to construct a set of EBL shapes using a grid in EBL energy density vs. wavelength. The x-positions of the grid points
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(wavelength) are used as positions for the supporting points $\epsilon_i$ of the spline. The y-positions of the grid points (energy density) are used as weights $w_i$.

For the supporting points (x-axis of the grid) $\epsilon_i$, 16 equidistant points are used in $\log_{10}(\lambda)$ ($\lambda = \frac{hc}{\epsilon}$) from 0.1 to 1000 $\mu$m. The number and distance of the supporting points, together with the order of the spline, determines the minimum width of the structures, which can be described with the spline. Given the grid setup and the spline of order $p = 3$, the thinnest peak or dip that can be modeled is about three grid points wide (Fig. 9.1). This minimum width is similar to a Planck spectrum from a black body radiation (Fig. 9.1). It is expected that the EBL originates mainly from an overlap of the redshifted spectra of single stars, for which a Planck spectrum is a good first-order approximation, and dust reemission. Thus, an EBL structure thinner than a Planck spectrum is unlikely.

Noteworthy, any extremely sharp and strong cut-offs or bumps can only be described in an approximate way. Such features can arise from the Lyman-\(\alpha\) drop-off of massive Population III stars in certain models (Salvaterra and Ferrara (e.g. 2003) and Section 3.5), but they are generally not expected on larger wavelength scales, since they would be smoothed out by redshift. Of course, the upper limits depend on the thickness of the structures modeled, and the choice of minimum thickness has to be physically motivated, as it is in this case.

The weights $w_i$ of the spline (y-axis of the grid) are varied in 12 equidistant steps in $\log_{10}$(energy density) from 0.1 to 100 nW m\(^{-2}\) sr\(^{-1}\) sr\(^{-1}\). Since the grid point positions are applied directly as weights $w_i$, the resulting curve does not directly go through the grid points. So for all limits derived in this study, the actual curve has to be considered and not the grid point positions. The use of the grid point positions as weights also results in several shapes lying between two grid points. This is illustrated in Fig. 9.1 for two arbitrarily chosen grid points between 10 and 20 $\mu$m.

For the scan, a subset of grid points is selected such that all resulting shapes are within the limits given by the galaxy counts on the lower end and by the limits from the direct measurements and the fluctuation analyses on the upper end. In the 20 to 100 $\mu$m regime, a somewhat looser shape is chosen, given the wider spread of the (tentative) measurements (Fig. 9.2). By iterating over all grid points (Fig. 9.2, left plot), one obtains 8 064 000 different EBL shapes, which will be examined.

The expansion of the Universe and the shifting of the photon’s wavelength (energy) due to the Doppler effect are taken into account in Equation 9.1. However, the generic shapes used in this analysis have no redshift dependency, thus evolution of the EBL cannot be taken into account. Neglecting the evolution of the EBL is a valid assumption for nearby sources (e.g. Mkn 501), but for distant sources\(^2\) this can result in an additional error in the order of 10 to 20% depending on the evolution model and redshift (see e.g. Aharonian et al. 2006a). The

\(^2\)the farthest source in the study is 1ES 1101-232, $z = 0.186$
possible systematic error arising from this assumption will be discussed further in Section 9.7.

For a given optical depth \( \tau_{\gamma}(E_{\gamma}, z) \) one can determine the intrinsic differential energy spectrum using

\[
dN/dE_{\text{intr}} = dN/dE_{\text{obs}} \times \exp[\tau_{\gamma}(E_{\gamma}, z)],
\]

where \( dN/dE_{\text{obs}} \) is the observed spectrum. The intrinsic spectrum is then tested on its physical feasibility as described in Section 9.4. This process is repeated for all VHE \( \gamma \)-ray sources (described in the next section) and for all 8 064 000 EBL shapes.

### 9.3 The used TeV blazar sample

Since the detection of the first extragalactic VHE \( \gamma \)-ray source Mrk 421 in 1992 (Punch et al., 1992), a wealth of new data from this source type has become available. Up to now all detected VHE \( \gamma \)-ray sources belong to the class of active galactic nuclei (AGN) and, with the only one exception of the radio galaxy M 87 (Aharonian et al., 2003c, 2006c), to the subclass of TeV blazars (Horan and Weekes, 2004). AGNs are known to be highly variable sources, with variations of the absolute flux levels in the TeV range by more than an order of magnitude and on time scales as short as 15 min (e.g. Gaidos et al., 1996; Aharonian et al., 2002c). Changes in the spectral shapes have also been observed (e.g. Krennrich et al., 2002; Aharonian et al., 2002c), see also Chapter 2.

In this study we utilize spectral data obtained during the past seven years by four different experimental groups operating ground-based imaging atmospheric Cherenkov telescopes (IACTs): Whipple (Finley and The VERITAS Collaboration, 2001), HEGRA (Daum et al., 1997), H.E.S.S. (Hinton, 2004), and MAGIC.
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Figure 9.3: TeV blazar sample chosen for this study. From all detected TeV blazars, at least one spectrum is shown with the exception of PG 1553+113 (unknown redshift). The spectra are multiplied by $E^2$ to emphasize spectral differences and are spread out along the Y-axis and ordered in redshift (closest source at the bottom) to avoid cluttering of the plot. The corresponding scaling factors are given in the legend of the plot.

We select at least one spectrum for every extragalactic source with known redshift. If there is more than one measurement with a comparable energy range, we take the spectrum with the better statistics and the harder spectrum (expected to give stronger constraints, see Sect. 9.4). If different measurements of one source cover different energy ranges, we include both spectra as independent tests. Another possibility would be to combine the measurements from different experiments, as was done before in the case of H 1426+428 (Aharonian et al., 2003d). However, since the sources are known to be variable in the flux level and spectral shape, a combination of non-simultaneous data is not trivial. In addition, in a conservative approach one has to consider the systematic errors reported by the individual experiments, which are around 20%. The method is quite sensitive to the errors of the flux, and this additional error would weaken the results. We therefore do not use combined spectra. The selected TeV blazar spectra are summarized in Fig. 9.3 and Table 9.1. In the case the measured spectrum can be described well by a simple power law $dN/dE \propto E^{-\Gamma}$, only the slope $\Gamma$ is quoted. Otherwise, the cut-off energy $E_{\text{coff}}$ according to $dN/dE \propto E^{-\Gamma} \exp(-E/E_{\text{coff}})$ is also quoted. If no systematic error in the photon index is given in the corresponding paper, we use a value of 0.2 (values in brackets). In Fig. 9.3 the spectra are multiplied by $E^2$ to emphasize spectral differences and are spread out along the Y-axis and ordered in redshift (closest source at the bottom) to avoid cluttering the plot.

We did not include data from the radio galaxy M 87, which was recently
confirmed as a VHE γ-ray emitter (Aharonian et al., 2006e). M 87 is a nearby source \((z = 0.00436)\), so even for high EBL densities the attenuation is weak and would only be noticeable at energies \(\geq 30\) TeV. Nevertheless, M 87 has a hard spectrum with a photon index of \(\Gamma \sim 2.2\) (currently measured up to 20 TeV), so further observations that extend the energy range to even higher energies could make M 87 an interesting target for EBL studies as well.

The cross section \(\sigma_{\gamma\gamma}\) of the pair production process has a distinct peak close to the threshold. The maximum attenuation of VHE photons of energy \(E_\gamma\) occurs by interaction with low-energy photons with a wavelength

\[
\lambda^\text{max}(\mu\text{m}) \approx 1.24 E_\gamma(\text{TeV}). \tag{9.5}
\]

Since the selected spectra cover an energy region from 100 GeV up to more than 20 TeV, the EBL wavelength range for the absorption of VHE γ-rays spans from UV \((\sim 0.1\mu\text{m})\) to the mid IR \((\sim 30\mu\text{m})\). As already pointed out, this region is difficult to measure directly and it is of particular cosmological interest since it might contain a signature of Population III stars.

### 9.4 Exclusion criteria for the EBL shapes

**Table 9.2:** Analytical functions that are used to fit the intrinsic TeV blazar spectrum.

<table>
<thead>
<tr>
<th>#</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Formula (f(E) = dN/dE)</th>
<th>Parameters to evaluate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>simple power law</td>
<td>PL</td>
<td>(N_0E^{-\Gamma})</td>
<td>(\chi^2, \Gamma^PL)</td>
</tr>
<tr>
<td>2</td>
<td>broken power law with transition region</td>
<td>BPL</td>
<td>(N_0E^{-\Gamma_1} \left[ 1 + \left( \frac{E}{E_b} \right)^{\Gamma_1-\Gamma_2} \right]^{\Gamma_1-\Gamma_2} )</td>
<td>(\chi^2, \Gamma^BPL, \Gamma^BPL)</td>
</tr>
<tr>
<td>3</td>
<td>broken power law with transition region and super-exponential pile-up</td>
<td>BPLSE</td>
<td>(BPL \times \exp \left( \frac{E}{E_p} \right) )</td>
<td>(\chi^2)</td>
</tr>
<tr>
<td>4</td>
<td>double broken power law with transition regions</td>
<td>DBPL</td>
<td>(BPL \times \left[ 1 + \left( \frac{E}{E_{b2}} \right)^{\Gamma_2-\Gamma_3} \right]^{\Gamma_2-\Gamma_3} )</td>
<td>(\chi^2, \Gamma^DBPL, \Gamma^DBPL, \Gamma^DBPL)</td>
</tr>
<tr>
<td>5</td>
<td>double broken power law with transition regions and super-exponential pile-up</td>
<td>DBPLSE</td>
<td>(DBPL \times \exp \left( \frac{E}{E_{b2}} \right) )</td>
<td>(\chi^2)</td>
</tr>
</tbody>
</table>

We aim to construct an upper limit on the EBL density using the TeV blazar sample described in Sect. 9.3. In order to achieve this, every EBL shape is examined (as introduced in Sect. 9.2) to see whether the intrinsic TeV blazar spectra, which result from correcting the measured spectra for the corresponding optical depths, are physically feasible\(^3\). EBL shapes are considered to be allowed

\(^3\)I call an intrinsic energy spectrum “feasible” if its spectral shape does not contradict possible emission scenarios of VHE γ-rays
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![Graphs showing various analytical functions for fitting intrinsic TeV blazar spectra.](image)
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**Figure 9.4:** Sketch of the analytical functions that are used to fit the intrinsic TeV blazar spectra

if the intrinsic spectra of all tested TeV blazars are feasible. As an upper limit we define the upper envelope of all allowed shapes. The envelope is constraining in the wavelength range where it lies below the maximum shape tested in the scan. Otherwise no upper limit is quoted.

There are different ways to examine a TeV blazar spectrum upon its feasibility. In this study we follow very general arguments arising from the shock acceleration scenario of relativistic particles. As discussed in Section 2.4.4, the resulting intrinsic $\gamma$-ray spectrum should have the photon index $\Gamma > 1.5$.\(^4\) In an extreme case we deal with a monoenergetic spectrum of VHE relativistic electrons. Then, and this is the most extreme case, a resulting IC photon index can be as small as $\Gamma = 2/3$. We use this limit in the present study, in addition to the standard limit of $\Gamma = 1.5$, to demonstrate the strength of the method.

In the simplest models, it is assumed that VHE photons originate from a single compact region (so-called one-zone scenario). This results in a smooth, convex spectral energy-distribution with two peaks at certain energies in a $\log(\nu F(\nu))$ vs. $\log(\nu)$ representation. Yet there are no obvious arguments against scenarios including some kind of multizone models, which can be naturally realized in the jets of TeV blazars. Then, the measured spectrum of VHE $\gamma$-ray emitting sources will be a superposition of several one-zone emission regions. So far, there has been no indication of this in the measured spectra, however, the attenuation of VHE $\gamma$-rays by EBL photons could hide such substructures.

\(^4\)assuming the photon spectrum of the form $dN/dE \sim E^{-\Gamma}$.
In addition to the constraints on the photon index of the intrinsic TeV blazar spectra, we also argue that a super-exponentially rising energy spectrum with an increasing energy is not realistic. The so-called pile-up\(^5\) at high energies was first noticed by Protheroe and Meyer (2000) for the Mkn 501 spectrum, and early attempts to avoid it invoked violation of the Lorentz invariance (Kifune, 1999; Protheroe and Meyer, 2000). On the other hand, Stecker and Glashow (2001) argue that the same Mkn 501 spectrum data can be used to place severe constraints on the Lorentz-invariance breaking parameter. Another possibility for explaining pile-ups would require an ultrarelativistic jet with a very high bulk-motion Lorentz factor \(\Gamma_0 > 3 \times 10^7\) (Aharonian et al., 2002f). The pile-ups, however, seem to arise at different energies for different sources, which is not expected in these models. Moreover, the pile-ups can be easily avoided by choosing a sufficiently low level of the EBL density.

Based on the arguments above and including possible multizone emission scenarios, we assume that at least one of the following smooth, analytical functions can describe the intrinsic spectrum satisfactorily well: a simple power law (PL), a broken power law with a transition region (BPL), a broken power law with a transition region and a super-exponential pile-up (BPLSE), a double broken power law with two transition regions (DBPL), or a double broken power law with two transition regions and a super-exponential pile-up (DBPLSE). These functions are summarized in Table 9.2 and illustrated in Fig. 9.4.

In case we fail to find such a function, we abandon any further examination of the fit parameters, and a given EBL shape (realization) is not excluded. It is noteworthy that less than 0.06% of all intrinsic spectra of the TeV blazars could not be fitted well by the chosen functional forms, which are described below.

In order to determine a good analytic description, we fit the intrinsic spectrum with the functions listed above, starting with the simplest one (PL). As “good description” we take a fit with a chance probability \(P_{\text{Fit}} > 5\%\) based on its \(\chi^2\) value. The determined fit parameters are examined to be physically meaningful as described below. If the fit has a probability \(P_{\text{Fit}} < 5\%\), we do not consider the function and examine the next function from the list (Table 9.2, Fig. 9.4). Also if the fit has a chance probability \(P_{\text{Fit}} > 5\%\), but the determined parameters do not lead to an exclusion of the corresponding EBL shape, we take the next function from the list. The reason is that a function with more free parameters can lead to a significantly better fit. In order to make sure that a more complicated function indeed describes the intrinsic shape better than a simpler one, we use the likelihood ratio test (Eadie et al. 1988, Appendix C). We require at least a 95\% probability to prefer a function with a higher number of free parameters. Only if the function is preferred, we examine its fitted parameters and their errors. Spectra with \(n\) data points are only fitted with functions with up to \(n - 1\) parameters. In case of spectra with low statistics, we fix the softness of the break

\(^5\text{pile-up} – \text{here a rapid raise of the energy flux with increasing energy}\)
(f, see Table 9.2) between two spectral indices to an \textit{a priori} chosen value of \( f = 4 \) to allow for a fit by a higher-order function (e.g. in case of the BPL for H1426+428).

We finally define the following criteria to exclude an assumed EBL shape:

- At least one of the determined photon indices from the best hypothesis is outside of the allowed range, i.e. \( \Gamma_{i, \text{max}} < \Gamma_{\text{limit}} \), where \( \Gamma_{\text{limit}} = 1.5 \) or \( 2/3 \), and \( \Gamma_{i, \text{max}} = \Gamma_i + \sigma_{\Gamma_i} + \sigma_{\text{sys}} \) with \( \Gamma_i \) the fitted photon index and its error, respectively, and \( \sigma_{\text{sys}} \) as the systematic error on the spectral slope (as given for the corresponding measurement).

- The best fit is obtained by one of the two shapes with an exponential pile-up (BPLSE or DBPLSE).

A single confidence level for the derived upper limits on the EBL density cannot be quoted easily: For the test on the photon index we use a 1\( \sigma \) confidence level (as defined for two-sided distributions, including systematic errors). For the likelihood ratio test, we use a 2\( \sigma \) level (as defined for one-sided distributions). Thus, the confidence level for the upper limit ranges from 68\% to 95\%.

As discussed in this section, the theoretical expectations on the smallest possible photon index \( \Gamma_{\text{limit}} \) have a given spread. Thus, we perform two EBL scans, assuming a limit of \( \Gamma_{\text{limit}} = 1.5 \) for the first case, dubbed \textit{realistic} case, and for the second case, dubbed \textit{extreme} case, a limit of \( \Gamma_{\text{limit}} = 2/3 \). From here on, we refer to \textit{realistic} and \textit{extreme} scan accordingly.

Since our exclusion criteria consider the effect of an EBL shape solely on the hardness of the spectra of extragalactic VHE \( \gamma \)-ray sources, some shapes might be considered acceptable in our scan, even though other criteria for exclusion could be found (e.g. exclusion based on spectral shape of the EBL, related to the energy density of star and dust emission as discussed in Dwek and Krennrich 2005). In this respect our approach is conservative.

9.5 Results for individual spectra

To present the results for individual spectra in a compact and non-repetitive way, we sort our preselected spectra into three categories. For each category we select one prototype spectrum (following similar criteria to those in Sect. 9.3), for which we give results. The categories considered are:

"Nearby and well-measured". As prototype spectrum we select the Mkn 501 spectrum (\( z = 0.034 \)) recorded by HEGRA during a major TeV flare in 1997. The relatively hard spectrum provides good statistics from 800 GeV up to 25 TeV. Other sources in this category are Mkn 421 and 1ES 1959+650. 1ES 2344+514 and Mkn 180 are at a comparable distance, but the spectra do not have such high statistics. PKS 2005-489 lies somewhere between this
and the following category. Spectra in this category mainly provide limits in the FIR due to a pile-up at high energies.

"Intermediate distance, wide energy range". The prototype for this category is the spectrum from H 1426+428 at a redshift of $z = 0.129$, with energies ranging from 700 GeV up to 12 TeV. PKS 2155-304 is at a comparable distance, and its measured spectrum has a better statistic, but the highest energy point is only at 2.5 TeV; and the spectrum is much softer.

"Distant source, hard spectrum". The most distant TeV blazar discovered so far with a published energy spectrum is 1ES 1101-232 at a redshift of $z = 0.186$. Its spectrum is hard and ranges from 160 GeV to 3.3 TeV. H 2356-309 and 1ES 1218+304 are at similar distances, but the statistics are not as good and/or the spectrum is softer. This makes 1ES 1101-232 the natural choice for a prototype spectrum in this category.

As the limit on the EBL for the individual spectra (and for the combined results in Sect. 9.6 as well), we define the envelope shape of all allowed EBL shapes. In most cases a single EBL shape represents the highest allowed shape only for a small wavelength interval. Consequently the envelope shape consists of a number of segments from different EBL shapes. One exception occurs, if the maximum shape tested in the scan is allowed. In this case the spectrum does not constrain the EBL density. In general, a spectrum constrains the EBL density when the envelope shape lies below the maximum shape tested in the scan.
Given the energy range of the spectra, the limit is only valid for wavelengths $\lambda_{\text{Lim}}$:

$$\lambda^{\text{max}}(E_{\text{min}}) < \lambda_{\text{Lim}} < \lambda^{\text{thresh}}(E_{\text{max}})$$

(9.6)

where $\lambda^{\text{max}}(E_{\text{min}})$ is the wavelength for which the cross section for pair production with the lowest energy point of the VHE spectrum $E_{\text{min}}$ is maximized (following Eqn. (9.5)). The variable $\lambda^{\text{thresh}}(E_{\text{max}})$ is the threshold wavelength for pair production with the highest energy point of the VHE spectrum $E_{\text{max}}$. This wavelength range roughly reflects the sensitivity of the exclusion criteria. There is, of course, some freedom of choice for the wavelength range, given the complexity of the criteria.

In the following three sections the results for the individual prototype spectra for the realistic scan with $\Gamma_{\text{max}} > 1.5$ are summarized. The results for the extreme
### Table 9.3: Fit results for the Mkn 501 spectrum using the functions from Fig. 9.5.

<table>
<thead>
<tr>
<th>Shape A</th>
<th>Pref</th>
<th>$\Gamma_{1,\text{max}}$</th>
<th>$\Gamma_{2,\text{max}}$</th>
<th>$\Gamma_{3,\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPL</td>
<td>0.00</td>
<td>(2.13)</td>
<td>(-0.47)</td>
<td>—</td>
</tr>
<tr>
<td>BPLSE</td>
<td>0.04</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DBPL</td>
<td>0.19</td>
<td>yes</td>
<td>2.12</td>
<td>1.62</td>
</tr>
<tr>
<td>DBPLSE</td>
<td>0.40</td>
<td>no</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Shape B</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BPL</td>
<td>0.16</td>
<td>yes</td>
<td>2.85</td>
<td>1.77</td>
</tr>
<tr>
<td>BPLSE</td>
<td>0.23</td>
<td>no</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DBPL</td>
<td>0.12</td>
<td>no</td>
<td>(3.91)</td>
<td>(1.42)</td>
</tr>
<tr>
<td>DBPLSE</td>
<td>0.24</td>
<td>no</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

scan with $\Gamma_{\text{max}} > 2/3$ for all prototype spectra are presented in Sect. 9.5.4.

#### 9.5.1 Nearby and well-measured: Mkn 501 (HEGRA)

The envelope shape derived for the Mkn 501 spectrum is shown in Fig. 9.5 in comparison with the maximum and minimum EBL shapes tested in the scan. Although $7,766,674$ out of $8,064,000$ EBL shapes (96.3%) can be excluded, the effective limit is only constraining in the 20 to 80 $\mu$m wavelength region, where it lies below the maximum tested shape. Note that our method is not only testing the overall level of the EBL density but is also sensitive to its structures. Despite the fact that, for the Mkn 501 spectrum, almost all of the tested EBL shapes are excluded, certain types of shapes are allowed, independent of their respective EBL density level. This can be illustrated with an EBL shape, which has a power law dependency $n(\epsilon) \sim \epsilon^{-1}$ or $\nu I_\nu \sim \lambda^{-1}$. Then the optical depth is independent of the energy of VHE photons and the intrinsic TeV blazar spectrum has the same shape as the observed one (Aharonian, 2001). With such a type of shape, an allowed high EBL density level in the MIR can be constructed by choosing a corresponding high density level in the optical/NIR.

The rejection power in the FIR results mainly from the hard intrinsic Mkn 501 spectrum above $\sim5$ TeV that often can only be described by an exponential or super exponential rise. Two of the limiting shapes, together with the resulting intrinsic spectra and fit functions, are shown in Fig. 9.5 and the corresponding fit results can be found in Table 9.3. In the table, the fit probabilities are given in the column “$P_{\text{Fit}}$”. The parameters are put in parentheses, if the corresponding fit has a low probability or it is not preferred over a fit by a function with less free parameters (result of the likelihood ratio test, indicated in the column “Pref”). The fit with a PL function did not meet our acceptance criteria, and the function is omitted from the figure for the sake of legibility. For the two shapes displayed...
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9.5.1 The pile up at high energies is already visible but not yet significant.

9.5.2 Intermediate distance, wide energy range: H1426+428

Using the H1426+428 energy spectrum 5,571,772 EBL shapes (corresponding to 69.09% of all shapes) are excluded. The resulting envelope shape is displayed in Fig. 9.7, together with all highest allowed shapes. The limit is constraining from ∼6 to ∼20 μm and the constraints are not very strong. This is illustrated in Fig. 9.8, where two representative highest allowed EBL shapes and the resulting intrinsic spectra are shown, as are the relevant fit functions. Shape A is almost as high as the maximum shape of the scan. Although the intrinsic spectrum is already convex, the relative low statistics of the spectrum even allows for an acceptable fit by a simple PL and results in large errors on the fit parameters for the BPL. Consequently the EBL shape A cannot be excluded. Shape B has a high peak in the O/IR wavelength region but lies below all upper limits in the FIR. The resulting intrinsic spectrum is best described with a simple PL with a maximum slope $\Gamma_{\text{PL}} = 1.63 > 1.5$ and is therefore allowed.

9.5.3 Distant source, hard spectrum: 1ES 1101-232

The spectrum from 1ES 1101-232 gives the strongest constraints for all individual spectra, even though slightly fewer EBL shapes (7,706,625, 95.57% of all shapes) are excluded than in the case of Mkn 501. This is due to the different sensitivities
in EBL wavelength; the 1ES 1101-232 spectrum is only sensitive up to \(10\,\mu m\). The resulting maximum shapes and the envelope shape are shown in Fig. 9.9. The envelope shape constrains the EBL density in the wavelength range from \(\sim 0.4\) to \(\sim 10\,\mu m\) and clearly excludes the NIR excess claimed by Matsumoto et al. (2005) as being of extragalactic origin. At EBL wavelengths of \(\sim 2\,\mu m\) the limit is consistent with the limit derived by Aharonian et al. (2006a) for the same source with a different technique (see Sect. 9.6). Two representative highest allowed shapes and the corresponding intrinsic spectra are shown in Fig. 9.10. Shape A illustrates the intrinsic spectrum for a high EBL density in the UV/O, while shape B is the maximum shape for wavelengths around 3\,\mu m. For both shapes the examined fit parameters are close to the allowed limits (see caption for values), as expected for the highest allowed shapes.
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The number of excluded shapes for all individual spectra for the realistic scan are summarized in Table 9.4. One finds that some spectra (namely 1ES2344+514, Mkn180, and PKS2005-489) exclude none of the EBL shapes of the scan. This is mainly a result of the low statistics and limited energy range of the spectra, hence resulting in large errors on the fit parameters. The highest number of excluded shapes and the strongest constraint in the scan result from the previously
presented prototype spectra Mkn\,501, H\,1426+428, and 1ES\,1101-232.

The results of the scan from all TeV spectra are combined by excluding all EBL shapes of the scan, which are excluded by at least one of the spectra.

### 9.6.1 Combined results of the realistic scan

A large fraction of the shapes (98.08\%) are excluded by more than one spectra (see Fig. 9.12), which strengthens our results. In total, we exclude 8\,056\,718 shapes, which leaves us with only 7\,282 (0.01\%) allowed shapes. The resulting maximum shapes (dashed lines) and the envelope shape for the combined results are shown in the upper panel of Fig. 9.13 in comparison to the results from the individual prototype spectra. In the optical-to-near-infrared the combined limit
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follows exactly the limit derived from the 1ES1101-232 spectrum. For longer wavelengths, however, the combined limit lies significantly below the limits derived from individual spectra. This is particularly striking in the MIR, where the H 1426+428 spectrum provided only weak limits and the combined limit now gives considerable constraints. This can be understood from the fact that, for a high EBL density in the MIR, a high density in the optical to NIR is needed such that the spectra (Mkn 501, H 1426+428) will not get too hard. These high densities in the optical-to-NIR are now excluded by the 1ES1110-232 spectrum, which therefore result in stronger constraints in the MIR.

The combined limit for the realistic scan in comparison to the direct measurements and limits is shown in the lower panel of Fig. 9.13. In the optical-to-NIR one finds that the combined limit lies significantly below the claimed NIR excess by Matsumoto et al. (2005). It is compatible with the detections reported by Dwek and Arendt (1998), Gorjian et al. (2000), Wright and Reese (2000), and Cambrésy et al. (2001). In the same figure the limit reported by the H.E.S.S. collaboration for 1ES1101-232 derived with a different technique (Aharonian et al., 2006a) is shown and at wavelengths around 2 - 3 μm it is in good agreement with
Table 9.4: Number of excluded EBL shapes for the realistic scan for individual spectra (column 2) as well as the number of the intrinsic spectra, which could not be fitted satisfactorily (column 3).

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>#Shapes Excluded</th>
<th>#Shapes No Fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkn 421 (MAGIC)</td>
<td>1756869 (21.79%)</td>
<td>59258 (0.94%)</td>
</tr>
<tr>
<td>Mkn 421 (HEGRA)</td>
<td>888575 (11.02%)</td>
<td>0</td>
</tr>
<tr>
<td>Mkn 421 (Whipple)</td>
<td>2287059 (28.36%)</td>
<td>0</td>
</tr>
<tr>
<td>Mkn 501</td>
<td>7760733 (96.24%)</td>
<td>1296 (0.43%)</td>
</tr>
<tr>
<td>1ES 2344+514</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mkn 180</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1ES 1959+650</td>
<td>1086314 (13.47%)</td>
<td>423 (0.01%)</td>
</tr>
<tr>
<td>PKS 2005-489</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PKS 2155-304</td>
<td>4248872 (52.69%)</td>
<td>0</td>
</tr>
<tr>
<td>H 1426+428</td>
<td>5571771 (69.09%)</td>
<td>2 (0.00%)</td>
</tr>
<tr>
<td>H 2356-309</td>
<td>4657817 (57.76%)</td>
<td>0</td>
</tr>
<tr>
<td>1ES 1218+304</td>
<td>19540 (00.24%)</td>
<td>0</td>
</tr>
<tr>
<td>1ES 1101-232</td>
<td>7706624 (95.57%)</td>
<td>0</td>
</tr>
</tbody>
</table>

a The percentage of these numbers to the number of all shapes (8064000) for column 2 and to the number of the allowed shapes for this spectrum for column 3 is also quoted. If the number of shapes is zero, the percentage is omitted.

the limit derived here. For shorter wavelengths our limit lies significantly higher. While for the H.E.S.S. limit comparable exclusion criteria for the spectra were used, a fixed reference shape scaled in the level of the EBL density was used to calculate the EBL limit\(^6\), which presumably causes the differences at smaller wavelengths. In the MIR to FIR our combined limit lies below all previously reported upper limits from direct measurements and fluctuation analysis. For EBL wavelengths greater than 2 \(\mu\)m, the limit lies only about a factor of 2 to 2.5 higher than the absolute lower limit from source counts, leaving very little room for additional contributions to the EBL in this wavelength region. In the FIR it lies more than a factor of \(\sim 2\) below the claimed detection by Finkbeiner et al. (2000).

9.6.2 Combined results of the extreme scan

In the realistic scan, after combining the results from Mkn 501, H 1426+428, and 1ES 1110-232, adding more spectra does not further strengthen the limit (though marginal more shapes are excluded). Hence, for the extreme scan, we only combine the results from these three spectra. The limit for the extreme scan

\(^6\)In addition to the fixed shape, several other possible EBL components, like a bump in the UV, were examined (Aharonian et al., 2006a).
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9.6.3 Comparison of combined results with model predictions

In Fig. 9.15 the limits derived in this study are shown in comparison to predictions from EBL models by Kneiske et al. (2002), Stecker et al. (2006), and Primack et al. (2005) (at \( z = 0 \)). The models lie below our realistic limits, only the high model of Kneiske et al. (2002) is slightly higher in the NIR, and the fast evolution model of Stecker et al. (2006) is marginally higher in the MIR. These two models are also excluded when applying the criteria from Sect. 9.4 while the other models are allowed. Noteworthy is that the Primack et al. (2005) and the low model from Kneiske et al. (2002) are below the lower limits derived from galaxy counts in the MIR and FIR.
Figure 9.13: Combined results for the realistic scan. Upper Panel: All highest allowed shapes of the combined scan (dashed grey lines) and the corresponding envelope shape (solid black line) in comparison to the limits for individual spectra: Mkn 501 (solid blue line), H 1426+428 (solid yellow line), and 1ES 1101-232 (solid red line). The minimum and maximum shapes of the scan are also shown (grey lines). Lower Panel: The combined limit from the realistic scan (solid black line) in comparison to direct measurements and limits (grey marker). The grey dashed curve around 2 μm is the limit derived by Aharonian et al. (2006a).
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Figure 9.14: Combined results from the extreme scan (dashed black line) in comparison to the realistic scan (solid black line). Grey lines are the minimum and the maximum shapes tested in the scan. Grey markers are direct measurements and limits.

Figure 9.15: EBL limits from the realistic (thick solid black curve) and the extreme scan (thick dashed black curve) in comparison to different EBL models at $z = 0$ (blue curves): updated version of the Kneiske et al. (2002) high and low models (solid), Stecker et al. (2006) fast and baseline evolution models (dashed), Primack et al. (2005) (dashed dotted).
9.7 Summary and conclusions

In this study we present a new method of constraining the density of the extragalactic background light (EBL) in the optical-to-far-infrared wavelength regime using VHE spectra of TeV blazars. We derive strong upper limits, which are only a factor 2 to 3 higher than the lower limits determined from the source counts. Unlike many previous studies of this kind, we do not use one or a few pre-defined EBL shapes or models, but rather a scan on a grid in EBL density vs. wavelength. This grid covers the wavelength range from 0.1 $\mu$m to 1000 $\mu$m and spans the EBL density range from the lower limits from the source counts to the upper limits determined from direct measurements and fluctuation analyses. By iterating over all scan points, we test a large set of different EBL shapes (8 064 000 in total). Each EBL shape is described by a spline function, which allows us to calculate the optical depth of VHE $\gamma$-rays for this shape via a simple summation instead of solving three integrals numerically. The resolution of the scan for sharp bumps or dips in the EBL is limited by the choice of the grid and the order of the spline.

To test the EBL shapes, we use the measured VHE $\gamma$-ray spectra from distant sources, which carry an imprint of the EBL from attenuation via pair production. We included spectra from all known TeV blazars (13 in total), making this the most complete study of this type up to now. All spectra are scrutinized with the same robust algorithm. For each spectrum and each EBL shape, the intrinsic spectrum is calculated and an analytical description of the intrinsic spectrum is determined by fitting several functions. The fit parameters and errors of the functions are subsequently used to evaluate whether the intrinsic spectrum is physically feasible. We use two conservative criteria from the theory of VHE $\gamma$-ray emission in TeV blazars. The EBL shape is excluded if (i) a part of the intrinsic spectrum is harder than a theoretical limit or (ii) the intrinsic spectrum shows a significant pile-up at high energies. Since there is some spread in the predictions from theory, we included two independent scans for two theoretical limits on the hardness of the spectrum: (1) the realistic case allowing a photon index of $\Gamma > 1.5$ and (2) the extreme allowed case with $\Gamma > 2/3$.

We present limits derived from individual VHE $\gamma$-ray spectra. The strongest constraints result from the 1ES 1101-232 spectrum in the wavelength range from 0.8 and 10 $\mu$m, mainly due to the hard spectrum and its large redshift. An extragalactic origin of the claimed excess in the NIR between 1 and 2 $\mu$m (Matsumoto et al., 2005) can be excluded even by the extreme scan. This result confirms the results from the recent publication of Aharonian et al. (2006a). In the FIR (20 and 80 $\mu$m), strong upper limits are provided by the nearby TeV blazar Mkn 501. H 1426+428, situated at an intermediate distance, provides some constraints on the EBL density in the MIR (between 1 and 15 $\mu$m), connecting the upper limits derived from 1ES 1101-232 and Mkn 501. Most of the other spectra provide constraints in certain wavelength ranges, but they are not as strong as the limits from the three mentioned sources.
By combining the results from all spectra, we find that the upper limits become much lower compared to the limits derived for individual spectra, especially in the wavelength range between 4 and 60 μm. In the wavelength region from 2 to 80 μm, the combined limit for the realistic case lies below the upper limits derived from fluctuation analyses of the direct measurements (Kashlinsky and Odenwald, 2000) and is just a factor of 2 to 2.5 above the absolute lower limits from the source counts. This makes it the most constraining limit in the MIR to FIR region so far. As expected, the upper limits from the extreme scan are less constraining (factor of 2.5 to 3.5 above the lower limit from the source counts), but still substantial for this wide wavelength range.

The derived upper limits can be interpreted in two different ways:

1. The EBL density in the optical-to-FIR is significantly lower than suggested by direct measurements, and the actual EBL level seems to be close to the existing lower limits. It can thus be concluded that experiments like HST, ISO, and Spitzer resolve most of the sources in the universe. This would indicate that there is very little room left for a significant contribution of heavy and bright Population III stars to the EBL density in this wavelength region.

2. The assumptions used for this study are not correct. This would require a revision of the current understanding of TeV blazar physics and models, which has so far been fairly successful in modeling multi-wavelength data from the radio to the VHE for all detected sources.

We estimate that the main contribution to the systematic errors arises from the minimum width of the EBL structures that can be resolved by the scan. Although the choice of the grid spacing, which defines the minimum width of the EBL structures, is physically well motivated, there are arguments that even thinner structures could be realized in nature due to, say absorption effects. We tested a 20% smaller grid spacing, resulting in much less realistic, but still possible, EBL structures, when using the 1ES 1101-232 spectrum. The resulting limits on the EBL are 20 to 30% higher than the ones presented in Section 5.3. We therefore conclude that the overall contribution from the grid setup to the systematic error is at most 30%.

Another contribution to the systematic error originates from ignoring the evolution of the EBL in the method. To estimate the effect of the evolution of the EBL for the most distant sources, we calculate the late contribution to the EBL in the redshift interval between $z = 0$ and $z = 0.2$. Here, we utilize the EBL model by Kneiske et al. (2002) (the recently updated version is used, Kneiske 2006, private communication). We obtain a wavelength dependent contribution, which has a maximum value of 3-4 nW m$^{-2}$sr$^{-1}$ in the optical to NIR (the relevant wavelength region for the distant sources in our scan). Given that these values
are derived with the extreme assumption that all late emission occurred instantaneously at $z=0$, we estimate the systematic error arising from the EBL evolution to 10% of the derived limits. Note that Aharonian et al. (2006a) estimated an error of $<10\%$ for the most distant TeV blazar in our study 1ES 1101-232.

To study the effect of the uncertainties in the absolute energy scale of IACT measurements, we calculate a limit on the EBL utilizing the energy spectra from Mkn 501, H 1426+428, and 1ES 1101-232 shifted by 15% to lower energies (for $\Gamma > 1.5$, realistic scan). Since the optical depth is increasing with energy, the energy shift reduces the attenuation of the spectra, especially reducing the effect of a possible pile-up at the highest energies. The difference between the limit derived from the energy shifted spectra and the realistic limit is negligible in the optical to NIR ($<6\mu m$), while there is a moderate effect in the MIR to FIR on the level of $1-4.5\, nW\, m^{-2}sr^{-1}$. We therefore conclude that the systematic error in the MIR to FIR ($\lambda > 6\mu m$) introduced by the uncertainties in the absolute energy scale of IACT measurements is close to $10-45\%$ of our realistic limit.

Adding the individual errors quadratically, we finally conclude that the (very conservative) systematic error on the upper limit is about 32% in the optical-to-NIR and 33–55% in MIR to FIR.

The strong constraints derived in this study only allow for a low level of the EBL in the optical to the far-infrared, suggesting that the universe is more transparent to VHE $\gamma$-rays than previously thought. Hence, we expect detections of many new extragalactic VHE sources in the next few years. Further multi-wavelength studies of TeV blazars will improve the understanding of the underlying physics, which will help to refine the exclusion criteria for the VHE spectra in this kind of study. The upcoming GLAST satellite experiment, operating in an energy range from 0.1 up to $\sim 100$ GeV, will allow such studies of the EBL to be extended to the ultraviolet-to-optical wavelength region.
Chapter 10

Implication from the EBL: redshift of PG 1553+113

PG 1553+113 is another known BL Lac object, newly detected in the GeV-TeV energy range by H.E.S.S. and MAGIC (Aharonian et al., 2006d; Albert et al., 2007a). The redshift of this source is unknown and a lower limit of $z > 0.09$ was recently estimated using its optical spectrum. The very high energy (VHE) spectrum of PG 1553+113 is attenuated due to the absorption by the low energy photon field of the extragalactic background light (EBL). Together with Florian Goebel (MPI for Physics, Munich) we developed a method to test the redshift of the PG 1553+113 using the measured VHE $\gamma$-ray spectrum and our knowledge about the EBL. In brief, we correct the combined H.E.S.S. and MAGIC spectrum of PG 1553+113 for this absorption assuming a minimum density of the evolving EBL. We use an argument that the intrinsic photon index cannot be harder than $\Gamma = 1.5$ and derive an upper limit on the redshift of $z < 0.69$. Moreover, we find that a redshift above $z = 0.42$ implies a possible break of the intrinsic spectrum at about 200 GeV. Assuming that such a break is absent, we derive a much stronger upper limit of $z < 0.42$. Alternatively, this break might be attributed to an additional emission component in the jet of PG 1553+113. This would be the first evidence for a second component is detected in the VHE spectrum of a blazar. This study was published in Mazin and Goebel (2007).

10.1 The case of the blazar PG 1553+113

PG 1553+113 was discovered in the Palomar-Green survey of UV-excess stellar objects (Green et al., 1986). It is classified as a BL Lac object based on its featureless spectrum and its significant optical variability (Falomo and Treves, 1990; Miller et al., 1988). PG 1553+113 is well studied from the radio to the X-ray regime. Based on its broad-band spectral energy distribution (SED), PG 1553+113 is now classified as a high-frequency peaked BL Lac (Giommi et al.,
The redshift of PG 1553+113 is essentially unknown. It was initially determined to be $z=0.36$ (Miller and Green, 1983) but later this claim was withdrawn (Falomo and Treves, 1990). To date no emission or absorption lines have been measured despite several observation campaigns with optical instruments. No host galaxy was resolved in *Hubble Space Telescope* (HST) images of PG 1553+113 taken during the HST survey of 110 BL Lac objects (Scarpa et al., 2000). The HST results were used to set a lower limit of $z>0.78$ (Sbarufatti et al., 2005) for PG 1553+113 assuming that PG 1553+113 is a typical L-star elliptical galaxy (Stefan Wagner, private communication). A more recent publication claims a lower limit on the redshift of $z>0.09$ using the ESO-VLT optical spectroscopy survey of 42 BL Lacertae objects of unknown redshift (Sbarufatti et al., 2006).

The possibility of a large redshift is of critical importance to VHE observations due to the absorption of VHE photons by pair-production on the extragalactic background light (EBL, see Section 1.5 and Chapter 3 for details). This absorption, which is energy dependent and increases strongly with redshift, distorts the VHE energy spectra observed from distant objects. Note that the most distant objects detected so far at VHE are 1ES 1011+496 ($z = 0.212$, Albert et al. (2007c), Chapter 8) and 1ES 1101-232 ($z = 0.186$, Aharonian et al. (2007d)).

Recently, VHE $\gamma$-ray emission from PG 1553+113 was measured by H.E.S.S (Aharonian et al., 2006d) and by MAGIC (Albert et al., 2007a). Both collaborations reported a soft energy spectrum with a differential photon index of $\Gamma = 4.0 \pm 0.6$ and $\Gamma = 4.2 \pm 0.3$ respectively. The VHE data from the two measurements were used independently to derive an upper limit on the redshift of the source of $z < 0.74$. This limit is based on the assumption of a minimum possible level of the EBL and the maximum hardness of the intrinsic VHE spectrum. Although the intrinsic VHE $\gamma$-ray spectra of the AGNs are not well known, it can be assumed that the intrinsic photon index of the sources is not harder than $\Gamma_{\text{int}}=1.5$. However, there are emission scenarios where the maximum possible VHE photon index is even harder ($\Gamma_{\text{int}} = 2/3$, Katarzyński et al. (2006), Section 2.4.4).

Here we use the combined H.E.S.S. and MAGIC spectrum of PG 1553+113 to derive upper limits on its redshift, assuming the two limits on the hardness of the intrinsic photon index ($\Gamma_{\text{int}}=1.5$ and $\Gamma_{\text{int}} = 2/3$).

In addition, we present an alternative method to estimate an upper limit on the redshift of PG 1553+113 assuming that there is no break in the intrinsic VHE spectrum of the source.

### 10.2 Assumed minimum EBL

The most likely reaction channel in the interaction of VHE $\gamma$-rays with the low energy photons of the EBL is pair production $\gamma_{\text{VHE}} + \gamma_{\text{EBL}} \rightarrow e^+ e^-$ (see Sec-
10.3. Combining the spectra of PG 1553+113 from H.E.S.S. and MAGIC

Figure 10.1: Energy density of the extragalactic background light (EBL). Direct measurements, galaxy counts, low and upper limits are shown by different symbols as described in the legend. The dashed black line represents the upper limit set by H.E.S.S. (Aharonian et al., 2007d). The black solid curve is the minimum EBL spectrum taken from Kneiske et al. (2002) for z=0. The model takes evolution of the EBL into account.

The relevant EBL wavelength range for the absorption of VHE $\gamma$-rays spans from UV light (0.1 $\mu$m) to far infrared (few 100 $\mu$m). This light predominantly consists of redshifted star light of all epochs and reemission of a part of this light by dust in galaxies (for more details see more Chapter 3). The intrinsic (de-absorbed) VHE photon spectrum, $dN/dE_i$, of a blazar located at redshift $z$ can be determined using:

$$dN/dE_i = dN/dE_{obs} \times \exp[-\tau_{\gamma\gamma}(E, z)],$$  \hspace{1cm} (10.1)

where $dN/dE_{obs}$ is the observed spectrum and $\tau_{\gamma\gamma}(E, z)$ is the optical depth.

In the present study, we want to use the lowest possible realistic level of the EBL in order to derive a minimum redshift, above which a break in the VHE spectrum of PG 1553+113 becomes evident. Several EBL models have been developed, taking into account the evolution of the EBL, which is related to star and galaxy evolution (e.g. Kneiske et al. (2002); Primack et al. (2005); Stecker et al. (2006)). Though different in approach, the models agree in their predictions within a factor of 2. For this study, we use the lower limit model from Kneiske et al. (2002), which is just at the level of the direct lower limits set by the galaxy counts (see Fig. 10.1).
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Figure 10.2: Differential measured energy spectrum of PG 1553+113 multiplied by $E^2$ to show the energy density. The spectrum measured by H.E.S.S. is shown by grey points, whereas the MAGIC spectrum is shown by black boxes. The last point in the MAGIC spectrum is a 95% upper limit.

10.3 Combining the spectra of PG 1553+113 from H.E.S.S. and MAGIC

The differential VHE $\gamma$-ray spectra of PG1553+113 published by H.E.S.S. and MAGIC are shown in Fig. 10.2. The photon fluxes are multiplied by $E^2$, which is equivalent to a $\nu F(\nu)$ representation. The H.E.S.S. data are shown as grey circles and the MAGIC data by black boxes. For H.E.S.S., the data were taken in spring–summer 2005. In case of MAGIC, it is a combined data set taken between spring 2005 and winter 2006. The last spectral point is a 95% upper limit and will not be used in the further analysis. AGNs are known to be variable sources in flux so that, in general, it is not trivial to combine non-simultaneous data sets. In the present case, however, the agreement between the spectra measured by H.E.S.S. and MAGIC is very good. As a test, we fitted a power law

$$dN/dE = N_0 E^{-\Gamma}$$ (10.2)

to the observed spectra in the overlapping energy region between 150 and 600 GeV by fixing the slope (observed photon index $\Gamma$) to the value measured by H.E.S.S.: $\Gamma = 4$. The resulting normalization factors are

$$N_0 = (2.01 \pm 0.34) \times 10^{-13} \text{ phot/}(\text{TeV cm}^2\text{s})^{-1}$$
10.4 Determination of upper limits on the redshift of PG 1553+113

Two different methods are used. The first one assumes that the spectral index of the intrinsic differential photon spectrum is not higher than 1.5 (or, alternatively, 2/3). The second one assumes that the intrinsic photon spectrum has no break in the measured energy region from 80 to 600 GeV.

10.4.1 Maximum intrinsic photon index $\Gamma_{\text{int}}$

A fit of Eq. 10.3 is performed to the intrinsic spectrum of PG 1553+113. The fitted index $\Gamma_{\text{int}}$ and its error $\sigma_{\Gamma}$ are combined to $\Gamma_{\text{max}}$, where $\Gamma_{\text{max}} = \Gamma_{\text{int}} + 2 \times \sigma_{\Gamma}$ corresponding to a 95% confidence level. We note that despite the fact that for $z > 0.42$ (see below) a curved power law gives a significantly better fit to the intrinsic spectrum than a simple power law, the $\chi^2$ value of the latter fit is still acceptable. A redshift $z$ is considered to be unrealistic if $\Gamma_{\text{max}} < 1.5$ or, in case of the extreme scenario, $\Gamma_{\text{max}} < 2/3$.

10.4.2 Presence of a break in the intrinsic photon spectrum

The second method is based on the indication that for larger redshifts ($z > 0.3$) the intrinsic spectrum of PG 1553+113 exhibits a break at about 200 GeV with the intrinsic energy spectrum rising after the break (see Fig. 10.3). Such a break in the intrinsic spectrum of PG 1553+113 cannot be excluded a priori. It could be attributed to a second population of $\gamma$-ray emitting particles. However, in none of the measured VHE $\gamma$-ray spectra of extragalactic sources such a component has been found. Thus, if a spectrum shows a break, either it is the first time a second emitting component is found in a VHE $\gamma$-ray spectrum or a lower redshift value $z$ has to be assumed.
Figure 10.3: Constraint on the redshift of PG 1553+113. Hollow points: measured combined (normalized) differential energy spectrum of PG 1553+113 using MAGIC (squares) and H.E.S.S. (circles) data from 2005 and 2006. Filled points: intrinsic spectrum of PG 1553+113, using minimum possible density of the evolving EBL and the redshift of $z = 0.42$. Black dotted line: power law fit to the intrinsic spectrum; the fitted photon index is listed in the inlay. Black solid line: curved power law fit. The probability of the likelihood ratio test is 95.06%, meaning that the fit by a curved power law is to be preferred over the fit by a power law.
To test the presence of a second component (or the presence of a break) in the VHE spectrum of PG 1553+113 we performed a likelihood ratio test (see Appendix C) on the intrinsic spectrum. Two hypotheses are tested. Hypothesis A is a simple power law (2 free parameters):

\[ \frac{dN}{dE} = N_0 E^{-\Gamma_{\text{int}}} \]  \hspace{1cm} (10.3)

Hypothesis B is a curved power law (3 free parameters):

\[ \frac{dN}{dE} = N_0 E^{-(\alpha + \beta \ln(E))} \]  \hspace{1cm} (10.4)

which corresponds to a parabolic law in a log(E^2 dN/dE) vs. log(E) representation. A parabolic shape is a natural choice to describe the transition region of a break between two spectral components. By fitting the two functional forms (Eq. 10.3 and 10.4) to the de-absorbed spectrum one obtains values of the likelihood functions \( L_A \) and \( L_B \). If hypothesis A is true the likelihood ratio \( R = -\ln(L_A/L_B) \) is approximately \( \chi^2 \) distributed with one degree of freedom.

One defines a probability

\[ P = \int_0^{R_{\text{meas}}} p(\chi^2) \, d\chi^2 \]  \hspace{1cm} (10.5)

where \( p(\chi^2) \) is the \( \chi^2 \) probability density function and \( R_{\text{meas}} \) is the measured value of \( R \). Hypothesis A will be rejected (and hypothesis B will be accepted) if \( P \) is greater than the confidence level, which is set to 95%.

### 10.5 Break in the VHE spectrum of PG 1553+113?

We examined a wide range of redshifts values \( z \) between 0.1 and 0.9 in steps of 0.02. Each time, the corresponding optical depth was calculated and the intrinsic spectrum of PG 1553+113 was determined using the low limit model from Kneiske et al. (2002). The probability of the likelihood ratio test and the intrinsic photon index \( \Gamma_{\text{int}} \) as a function of redshift \( z \) are shown in Fig. 10.4.

The intrinsic photon index \( \Gamma_{\text{int}} \) as a function of the redshift is shown by the thick blue line in Fig. 10.4. A 2\( \sigma \) confidence belt is drawn as blue shaded area. The result without the normalization between the H.E.S.S. and MAGIC measured spectrum of PG 1553+113 is shown by the dashed blue line with a corresponding 2\( \sigma \) confidence belt as grey shaded area. Assuming that the intrinsic photon index cannot be harder than \( \Gamma_{\text{int}} = 1.5 \), we obtain a redshift limit of \( z < 0.69 \) with a confidence of 95%. Assuming the maximally hard spectrum as proposed by Katarzyński et al. (2006) with \( \Gamma_{\text{int}} = 2/3 \), we obtain a redshift upper limit of \( z < 0.80 \).

The intrinsic spectrum was considered to have a break if the likelihood ratio test gave more than 95% confidence. The probability of the likelihood ratio
Figure 10.4: Constraints on the redshift of PG 1553+113 (see text for details). 

Black points and left Y-axis: probability of the likelihood ratio test (Eq. 10.5). The black arrow indicates the minimum redshift ($z = 0.42$), at which the break in the intrinsic spectrum of PG 1553+113 is evident.

Blue line and right Y-axis: intrinsic photon index $\Gamma_{\text{int}}$. Shaded areas correspond to 2 $\sigma$ confidence belt. The intrinsic spectrum is harder than this for $z > 0.69$, which is indicated by the blue arrow. The extreme case of $\Gamma = 2/3$ leads to an upper limit of $z < 0.80$ as indicated by the dashed blue arrow.
test as a function of the redshift is shown by the black points and thick black line in Fig. 10.4. The smallest redshift, for which the test gave more than 95% confidence, is $z = 0.42$ (see Fig. 10.3). The assumption that there is no break in the intrinsic spectrum of PG 1553+113 thus leads to an upper limit on its redshift of $z < 0.42$. The result without the normalization between the H.E.S.S. and MAGIC measured spectrum is shown by the thin black line. The systematic uncertainty in the derived limits, arising from the applied normalization of 10% between the H.E.S.S. and MAGIC data, is below 10%.

The test for the existence of a break cannot be applied to the H.E.S.S. spectrum alone since the break occurs around the lower end of the energy region of the H.E.S.S. measurement. On the other hand, applying this test to the MAGIC data alone never reaches the required probability of 95% for the existence of the break due to insufficient statistics.

### 10.6 Discussion of the results

In this study, we combined H.E.S.S. and MAGIC data using their good agreement and used a realistic minimum density of the EBL to reconstruct the intrinsic spectrum of PG 1553+113. We showed that the intrinsic photon index $\Gamma_{\text{int}}$ becomes smaller than $\Gamma_{\text{int}} = 1.5$ at $z = 0.69$, which can be considered a robust upper limit on the redshift of PG 1553+113. In case of the extreme emission scenario with $\Gamma_{\text{int}} = 2/3$, we obtain an upper limit of $z < 0.80$. Moreover, we showed that a break in the intrinsic spectrum at about 200 GeV becomes evident at a redshift of $z = 0.42$. The break can either be interpreted as an upper limit on the redshift of PG 1553+113 or as evidence for a second emission component in the VHE spectrum of the object. The upper limit of $z < 0.42$ implies values of the intrinsic slope indicating that the peak of the high-energy component of the SED lies below few hundred GeV, as typically derived for the closest TeV blazars Mrk 421 and Mrk 501 (in low flux state). We note that increasing the statistics by combining the spectra of MAGIC and H.E.S.S. resulted in a moderate improvement of the redshift upper limit. On the other hand, the second method, which is based on the search for structures in the intrinsic spectrum and which resulted in much more stringent limits, became only feasible using the combined data set.

The knowledge of the distance of PG 1553+113 is crucial for the modeling of the emission processes in the object, especially for combining X-ray and VHE data. In case the redshift of PG 1553+113 is larger than $z > 0.2$ it would not only be the farthest AGN detected in the VHE range so far but also by far the most energetic one. Further campaigns to determine the redshift of PG 1553+113 directly as well as extensive VHE observations are certainly interesting.
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Conclusion and Outlook

In the scope of this thesis I contributed to the field of VHE γ-ray astrophysics and its connection to cosmology. The results profited from the high sensitivity of the MAGIC telescope and especially from its low threshold. For the first time properties of the blazar Markarian 421, an AGN located at the redshift of \( z = 0.030 \), have been measured in the energy domain between 100 and 400 GeV. A clear curvature of the energy spectrum indicates that the (possibly inverse-Compton) peak position is at \( \approx 100 \text{ GeV} \). The study of the broad-band energy spectrum using the MAGIC and archival data resulted in a support for a leptonic scenario of the γ-ray emission. Within this scenario, a clear hint is found that different flaring states result from differences in electron populations (electron spectrum) rather than from significant change of the blob’s Doppler factor and magnetic field strength.

The understanding of the blazar properties and emission mechanisms responsible for the observed variability at all wavelengths is far from being complete. A necessary condition to progress in this field is a detection of more sources emitting VHE γ-rays. In the scope of this thesis, two new blazars, Markarian 180 (\( z = 0.045 \)) and 1ES 1011+496 (\( z = 0.212 \)) have been discovered in the VHE γ-ray domain making it to a total of 13 sources in the GeV-TeV catalog of extragalactic sources. In both cases, the discovery was triggered by an optical outburst of the sources, which makes it very tempting to speculate that an optically high state of blazars is related to a VHE γ-ray activity. In case this relation exists, a detection of new extragalactic VHE γ-ray emitters can become easier since optical instruments are much more numerous and sensitive than X-ray satellites, which are usually used to trigger VHE γ-ray observations.

The available measurements of VHE γ-ray spectra of blazars were used to constrain the density of the EBL. With the existing sample of 13 extragalactic blazars detected at VHE, strong limits were derived in the broad wavelength range from the ultraviolet to far infrared. The derived upper limits are the strongest so far and can be interpreted in two different ways:

1. The EBL density in the optical-to-FIR is significantly lower than suggested
by direct measurements, and the actual EBL level seems to be close to the existing lower limits. It can then be concluded that experiments like HST, ISO, and Spitzer resolve most of the sources in the universe. This would indicate that there is very little room for a significant contribution of heavy and bright Population III stars to the EBL density in this wavelength region.

2. The assumptions on the intrinsic blazar spectra used for this study are not correct. This would require a revision of the current understanding of TeV blazar physics and models, which has so far been fairly successful in modeling multi-wavelength data from the radio to the VHE for all detected sources.

However, the GeV–TeV blazar sample is still small and the measured VHE \( \gamma \)-ray spectra are affected by large statistical uncertainties, which prevents one from distinguishing between an EBL imprint and intrinsic features of the sources. Hence, only upper limits on the EBL can be derived. Only with a larger sample of high quality VHE \( \gamma \)-ray spectra and a better understanding of the processes of the VHE \( \gamma \)-ray emission it will be possible to resolve the EBL level. Moreover, using many well-measured energy spectra of VHE \( \gamma \)-ray sources at different redshifts, one can constrain individual EBL contributions in redshift slices. This would be the first experimental measurement of the EBL evolution and an indirect measurement of the star formation rate as a function of the redshift.

Naturally, the next steps in this research field include both future observations of well established GeV-TeV blazars and the search for new VHE \( \gamma \)-ray emitting blazars. Precise measurements of energy spectra and light curves of the established sources in combination with simultaneous observations at other wavelengths will provide details on the jet structure and the acceleration mechanism. In addition, EBL constraints can be substantially improved by more precise measurements of the established GeV-TeV blazars. Especially the energy spectra above 20 TeV are important to constrain the EBL in the far infrared, where no EBL constraints using the current generation of IACTs are provided so far. Another major goal of future observations is the detection of new extragalactic VHE \( \gamma \)-ray sources exploiting the redshift range of these sources. So far the TeV blazar 1ES1011+496 is the most distant source with a redshift of \( z = 0.212 \) while it is expected that VHE \( \gamma \)-ray sources with detectable fluxes exist up to a redshift of \( z = 1 \).

Joint efforts between big collaborations MAGIC, H.E.S.S. and VERITAS are ongoing in order to maxime the potential to detect blazars in flaring state. In addition, future observations of extragalactic VHE \( \gamma \)-ray sources will significantly profit from the new generation of sensitive IACT systems like MAGIC II and H.E.S.S. II starting operations in 2008 and 2009, respectively. Using the stereoscopic observation mode for the MAGIC II system of two telescopes, the sensitivity of MAGIC observations will increase by a factor of roughly 3. Motivated by
the outstanding results of the current ground based IACT experiments, ambitious plans already exist to build an IACT array of many telescopes. This Cherenkov Telescope Array, CTA, aims to increase the flux sensitivity by a factor of 10 and extend the accessible energy range from several 10’s of GeV to 100 TeV. Projects like CTA promise a further dynamical development of VHE γ-ray astrophysics exploiting its exceptional physics potential for the next 10–15 years and beyond.
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MAGIC strategies for the observation of AGNs

As MAGIC went online in 2003, only six extragalactic VHE $\gamma$-ray emitters were established: Mkn 421, Mkn 501, 1ES 1959+650, 1ES 2344+514, H 1426+428, and PKS 2155-304. All of them are HBLs, i.e. low luminosity blazars having the synchrotron peak in X-ray band. In following, I present the strategies to study known and to discover new extragalactic VHE $\gamma$-ray sources.

A.1 Monitoring of the bright TeV blazars

During the commissioning phase of the MAGIC telescope in the years 2003–2004, data on established blazars Mkn 421, Mkn 501, and 1ES 1959+650 were collected. Significant signals were obtained from all three sources, which for the first time allowed to study the properties of these sources below 300 GeV (Albert et al., 2006d, 2007e,g). Flux and spectral variabilities in time, correlations with other wavelength data and historical evolution of the source behavior could be studies with a precision which was not possible with previous instruments (see Chapter 6).

After the commissioning phase, the MAGIC collaboration established a long term monitoring program of bright TeV blazars. Currently, Mkn 421, Mkn 501, 1ES 1959+650 are being monitored 40 times per year and source for 20 minutes duration. In addition, whenever the scheduling plan allows it, the two sources 1H1426+428 and 1ES2344+514 (40 times 40 minutes each) should be observed. The sensitivity of MAGIC allows one to detect a signal if the flux level exceeds 50% of the Crab flux at a significance level of 5 sigma within 20 minutes. The monitoring observations are therefore well suited to trigger those multiwavelength campaigns, which are based on a high GeV/TeV $\gamma$-ray flux level. In addition, a long term flux level variability and statistics can be studied. The monitoring of the sources above 100 GeV will, among others, help to estimate the statis-
tical significance of possible correlations between observed neutrino events (by Amanda/IceCube) and \(\gamma\)-ray flares (E. Bernardini, internal IceCube/Amanda report). Since the proposed monitoring measurements are independent of any trigger condition they allow the detection of possible orphan flares, i.e. GeV/TeV flares without X-ray counterparts.

The integrated data will allow one to study energy spectra for different flux levels. In particular, since most of the data is expected to be taken during low flux levels, it will increase the hitherto scarce statistics taken during quiescent states.

**A.2 Source hunting using the blazar sequence**

Using the blazar sequence (see Section 2.2.2) as a guideline, the following criteria were used to select a catalog of primary candidates for new sources:

- High X-ray flux (based on Donato et al. (2001)), \(F_{1\text{keV}} > 2\,\mu\text{Jy}\);
- moderate redshift: \(z < 0.3\);
- Culmination below 30 deg in La Palma, leading to sources with a declination between -2 deg and +58 deg.

Overall, 13 sources were selected and observed during the first year of operation of the MAGIC telescope. In that campaign the HBL source 1ES 1218+304 was discovered and the other HBL source 1ES 2344+514 was detected in a low flux state but with high significance. For other sources, upper limits on the level of 2 to 10\% of the Crab Nebula flux were derived (Albert et al., 2007f).

The blazar PG 1553+113 did not fulfill the criteria above because its redshift was cataloged to be \(z = 0.36\). The other criteria (X-ray flux and culmination in La Palma) were very well suited making PG1553+113 to an excellent candidate. Since, in addition, doubts about its redshift of \(z = 0.36\) arose, it was proposed to observe it with MAGIC. The combined observations from 2005 and 2006 lead to a co-discovery of PG 1553+113 by H.E.S.S. (Aharonian et al., 2006d) and MAGIC (Albert et al., 2007a).

**A.3 Are the powerful LBL emitting at VHE?**

The total luminosity of most LBLs is about two orders of magnitude higher than the one of HBLs. In the past, there were two detection claims of an LBLs at VHE: 3C66A \((z = 0.444,\) Neshpor et al. (1998)) and BL Lac \((z = 0.069,\) Neshpor et al. (2001)). The detections were very much doubtful and could not be confirmed by the more sensitive instruments HEGRA and Whipple, which observed the sources at the same time. Still, powerful LBLs, especially those which are rather
intermediate blazars (i.e. having the synchrotron peak in the UV), are possible candidates for VHE $\gamma$-ray emission. Moreover, observing LBLs at VHE probes the blazar sequence (Section 2.2.2). MAGIC observed several LBLs, and the observations resulted in the discovery of a VHE $\gamma$-ray signal from BL Lac (Albert et al., 2007b). This is up to now the only LBL found to emit $\gamma$-rays at TeV energies and consequences to the blazar sequence are not yet clear.

A.4 The Target of Opportunity (ToO) program

Blazars have extremely variable flux in all energy regimes from radio to TeV regime. The connection between optical flares and GeV-TeV flares is yet to be studied, but the optical–$\gamma$-ray correlations seen in 3C 279 (Hartman et al., 2001) might suggest that at least in some sources and for some flares such correlations exist. X-ray–TeV correlations in HBLs have been studied in more detail and often correlations have been found (e.g. Fossati et al. (2004)) although the relationship has proven to be rather complicated. Gamma-ray flares have been detected in the absence of X-ray flares (Holder et al., 2003; Krawczynski, 2004) and vice versa (Rebillot and VERITAS Collaboration, 2003). Still, in many cases it is possible to use the mean X-ray flux (at least over long time scales) as an indicator of source activity, which could result in enhanced emission of GeV-TeV gamma-rays (de la Calle Perez, I. and Bond, I.H. and Boyle, P.J. and others, 2003). In order to study correlations of fast flares the alerts from ASM weather map are very useful. Noteworthy, the ASM has not enough sensitivity to detect X-ray flares of weak X-ray sources. In many cases, an X-ray flare remains undetected unless another powerful X-ray instrument observes the source during the flare. An optical monitoring is easier than in X-rays and provides more often a trigger alert. The goal of optical alerts and alerts based on ASM light curves is to study more time variability correlations: can we see increased GeV-TeV emission, when the source is in a high optical/X-ray state?

Using this as a guideline, the MAGIC collaboration has been performing Target of Opportunity observations whenever alerted that sources were in a high flux state in the optical and/or X-ray band. Whereas X-ray alerts have been issued only for the established TeV blazar Mrk 421, optical alerts have been issued on sources previously unseen in the VHE band. The subsequent MAGIC observations on Mkn 180 and 1ES1011+496 lead to discovery of these sources above 100 GeV (see Chapters 7 and 8). For other optical alerts (5 in total), no sufficient MAGIC data could be collected due to adverse weather conditions.

The discovery of VHE emission from Mrk 180 and 1ES1011+496 during an optical outburst makes it very tempting to speculate about the connection between optical activity and increased VHE emission. The same was also found for BL Lac (Albert et al., 2007b), where the observations during the lower optical state failed to detect VHE $\gamma$-rays.
Note, however, that the ToO strategy favors leptonic models, which predict strong correlations between the two spectral bumps in the SED of the blazars. It might well happen that

### A.5 Multiwavelength campaigns

The value of simultaneous multiwavelength campaigns cannot be overestimated. Since the blazars are variable in all wavebands, simultaneous data are essential to constrain emission models and to be able to disentangle them. To constrain the models, the following observables are needed: the position and the flux level of the first (probably, Synchrotron) peak, the position and the flux level of the second peak, the spectral shapes around the peak positions, and the variability time scale. With the current generation of X-ray satellites (XMM-Newton, INTEGRAL, Suzaku, RXTE, and Swift) and ground based Cherenkov telescopes (H.E.S.S. MAGIC, VERITAS), an excellent combination is possible to simultaneously measure the SED of blazars, including a precise measurement of the two peaks. Supporting simultaneous measurements in radio and optical can complete the SED measurement, providing valuable information about the first spectral peak. An organization of multiwavelength campaigns is a challenging task because it involves coordination of big collaborations and satellite experiments. I was closely involved in all multiwavelength campaigns of extragalactic sources with MAGIC. Results of the multiwavelength campaign on the HBL objects Mkn 421 and Mkn 501 with the KVA (optical), SUZAKU (X-ray), MGAIC, and H.E.S.S. (VHE) are published in Hayashida et al. (2007).

### A.6 Concept of “Global Network of Cherenkov Telescopes”

The idea of “Global Network of Cherenkov Telescopes” (GNCT) was born during this work and is a part of this Thesis. The combination of similar longitude but widely different latitudes of the H.E.S.S. and MAGIC sites allows one to carry out simultaneously small and large or very large zenith angle observations for sources with declination $|\delta| > 20^\circ$ like e.g. Mkn 421 ($\delta = +38^{\circ}12'32''$), Mkn 501 ($\delta = +39^{\circ}45'37''$), PKS 2155-304 ($\delta = -30^{\circ}13'32''$), M 87 ($\delta = +12^{\circ}23'29''$), and H1426+428 ($\delta = 42^{\circ}40'21''$). Observations at low zenith angles allow measurements with a low energy threshold. For large zenith angles the Cherenkov light cone illuminates a large region on the ground. Due to the reduced photon density this results in a higher energy threshold. On the other hand the effective collection area is significantly increased which improves the sensitivity for $\gamma$-rays at high energies, where the fluxes are very low. Figure A.1 illustrates the observational situation for two facilities located at positions of MAGIC and H.E.S.S.
Observatories at similar latitude but different longitude (e.g. MAGIC in La Palma and VERITAS in Arizona or H.E.S.S. in Namibia and CANGAROO III in Australia) allow a different observation strategy. Follow-up observations of variable sources effectively allow one to overcome the long gaps in observation time of ground based Cherenkov detectors during day time.

**Figure A.1:** For two observatories at different latitudes, the showers will be observed under different inclination angles. Observations at high inclination angles result in a large collection area but also a high energy threshold.

**Figure A.2:** Combined energy spectrum from the Crab nebula taken around culmination. The large overlap of the energy spectra allows a good cross-calibration (Mazin et al., 2005).

Furthermore, having two observatories at similar latitudes and different longitudes (MAGIC in La Palma and VERITAS in Arizona) allows follow up observations of transient sources, which increases the duty cycle of the ground based Cherenkov detectors.

Carrying out simultaneous observations for bright sources \( (F \geq F_{\text{Crab}}) \), it is also feasible to obtain differential energy spectra between 50 GeV and 50 TeV within a few hours of observation. This means that just with two instruments (MAGIC and H.E.S.S.) one can simultaneously cover 3 decades of energy in a rather short time. In Figure A.2 a combined energy spectrum of the Crab Nebula, the standard candle of VHE \( \gamma \)-ray astrophysics, is shown. Observations of H.E.S.S. contain 10 h of data at mean zenith angle of 45° from 2003/2004. MAGIC data contain 2 hours of data at mean zenith angle of 15° in 2004. Since the Crab Nebula is a strong and stable \( \gamma \)-ray emitter, it is an ideal source to cross calibrate the instruments in the overlapping energy range. Figure A.2 shows a good agreement and indicates a small or the a similar systematic uncertainty of the independent detector calibrations. For variable sources the changes in the spectral index and detailed light curves in three decades of energy can be measured.
Following these ideas, MAGIC, H.E.S.S. and VERITAS collaborations adopted bi-lateral cooperation agreements, including well defined alert criteria for established VHE $\gamma$-ray sources and joint observations on targets of opportunity. The first results from a joint H.E.S.S. and MAGIC observation of the HBL object Mkn 421 in 2004 are presented later in Section 6.7. The first steps towards the GNCT are made!
Appendix B

Model Analysis

In this Chapter I present the development and implementation of an alternative analysis method called model analysis for the MAGIC telescope. The method uses the entire information recorded in the camera including arriving time of the photons and performs a fit with the expected averaged photon distribution in the camera. In Section B.4 I present results of a performance study using MC data. Preliminary results using data of the same Crab Nebula data sample used in the Chapter 5 are presented in Section B.5.

The model analysis is based on a simple idea to create expected averaged photon distributions from air showers for each energy, sky direction, and impact parameter. The expected photon distributions on the camera plane (hereafter templates) are created for $\gamma$-induced showers only. Every measured event is then compared with these templates and a fit is used to determine the best template for the particular event. A loglikelihood function containing the charge and the timing of each camera pixel is minimized taking into account fluctuations of the NSB light. The templates contain predicted values even for pixels, which are located substantially distant from the image center and usually have only a small charge. This allows to use an image information, which is normally lost during the image cleaning in the standard analysis (see Section 5.7). The so-called “tails” of the measured events can be used for a better $\gamma$/hadron separation and energy determination. In case the fit does not converge or the resulting fit probability is too small, the event is rejected as not being $\gamma$-like. In this way, an alternative $\gamma$/hadron separation can be performed. Another convenient aspect of the fit is that the fit parameters are direct physical quantities of the air shower, namely: energy of the primary particle, orientation of the shower axis, and impact distance from the telescope. The values determined from the fit can then directly be used for further analysis like determination of the source energy spectrum and the source location.

The idea of the model analysis is not new. Already in 1996, M. Ulrich started developing templates for the HEGRA CT system (Ulrich, 1996). However, the computer power at that time was not enough to produce sufficiently many MC...
The CAT collaboration developed a similar method based on a semianalytical shower description, which did not need many MC events to produce the templates (Le Bohec et al., 1998). The method was successfully applied to the CAT data and has been proven to be more sensitive for lower energies than the classical approach. With an energy threshold of 250 GeV at low zenith angles, the CAT experiment achieved the lowest energy threshold among the IACTs of the last generation (Piron et al., 2001), and the usage of the model analysis was one of the reasons of this success. Continuing the CAT tradition, the French part of the H.E.S.S. collaboration has implemented the model analysis for the H.E.S.S. data (de Naurois, 2006). Though not published yet, the analysis results obtained from this method yield the lowest threshold and highest detection significance among different H.E.S.S. analysis methods (M. de Naurois, private communication). Motivated by the good experience of the CAT and H.E.S.S. collaborations with this analysis method, we developed the model analysis for the MAGIC telescope.

### B.1 Motivation for the model analysis approach

The model analysis has several advantages compared to the classical approach. It mainly takes the NSB fluctuations correctly into account allowing to analyze information in the pixels with a low charge. In the classical (standard) analysis this information is usually lost during the image cleaning procedure. The noise level for each pixel is measured during the pedestal runs and constantly updated (see in Section 4.2.2) and is used to estimate the uncertainty of the measured signal in the pixel. In this way, also the treatment of stars in the FoV is easier: the high signal fluctuations in the affected pixels can be taken into account in the function to be minimized. Hence, no special treatment for stars is needed. The next advantage is that lower energy events can be better reconstructed because the templates predict not only the shape of the image core (normally just a few pixels) but also the tails of the image containing important information.

One of the relevant characteristics of an image is the *head-tail* information, i.e., an ability to distinguish on which side along the major axis of the image the impact point of the shower is located. In Fig. B.1, an example of a template is shown. The asymmetric photon distribution along the main axis, defining head-tail information, is clearly visible. In Fig. B.2, the longitudinal and transversal profiles of the expected image for 100 GeV showers at 100 m impact distance are shown. In the longitudinal profile, the striking asymmetry between the head and the tail of the image is clearly visible. We expect the fit to recognize this asymmetry in the measured events even if it is just above or inside the mean noise level. Furthermore, the model analysis provides a completely independent \(\gamma\)-hadron separation. Hadron-like candidates can be separated from the \(\gamma\)-like events by just one cut in the fit probability. In addition, as already mentioned,
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Figure B.1: An example of the templates. Shown is expected averaged photon density in the camera coordinates for $\gamma$-ray showers with energy $E=100$ GeV and impact point $I = 100$ m. The source position is supposed to be in the camera center, i.e. at $X=Y=0$.

from the fit results one directly obtains an estimation of the physical parameters of the air shower, in particular the orientation of the shower in the atmosphere (and hence the incoming direction of the primary $\gamma$-ray) and the energy of the primary $\gamma$-ray.

The model analysis may also be used in combination with the classical approach. For instance, for the $\gamma$/hadron separation, one may not only want to use the cut in the fit probability but a combination of cuts in image parameters and in the fit probability. Another possibility would be to use the fit probability as an additional parameter for the energy estimation.

Of course, the model analysis also has a few disadvantages, too. The main one is that the fitting of the measured events with templates is a very time consuming procedure. In the current implementation, the model analysis needs about 1 second for 20 events, which is a factor ten slower than the data taking speed. The speed is already optimized by using a fast Marquardt-Levenberg algorithm (Press et al., 1992) and by loading the templates in the program buffer during the fitting. Using the standard standard MINUIT package would result
Figure B.2: Profiles of the Cherenkov photon distribution on the camera plane for 100 GeV γ-ray showers at 100 m impact distance from the telescope. An asymmetry between the head and the tail of the image is clearly visible in the longitudinal profile.

in a speed reduction by a factor of 100 to 200. A reading of the templates from disc during each fitting step would result in an additional speed reduction by a factor of 100.

Another disadvantage is time consumption for the template generation. As mentioned above, there are two ways of template generation: based on a semianalytical description of the shower development or based on MC γ–events. We have decided to follow the second option in order to avoid additional tuning between the semianalytical shower description and the real γ–ray showers. However, this is very time consuming because one needs a sufficiently large statistic of γ–ray showers for each parameter set (energy, impact, zenith angle etc.) in order to obtain templates with a negligible statistical uncertainty for the expected values. On the other hand, the template generation has to be done only once. The latest estimation yields that we need about 1 year to produce the templates for the complete range of zenith and azimuth angles.

B.2 Template Generation

In this Section, I give a closer explanation what is meant by templates, how they are generated, and what parameters are used for the fit.

B.2.1 Generation of shower templates

The main idea of the templates generated by MC is rather simple. One simulates many γ–events with the same fixed initial parameters and superimposes the resulting shower images and calculates the mean light intensity at each camera
position. The most straightforward way is to use the complete MC chain for the MAGIC telescope (see Section 5.4) up to FADC signals of the readout electronics. After the simulation, one would average events in terms of the FADC signals and calculate the mean expected signal for each channel. In this way, there would be no need for any approximation (except of those, which are done in the standard MC chain of the MAGIC telescope). However, this way is basically impossible due to the amount of different parameter sets needed. In fact, any rotation of the telescope with respect to a fixed shower in the atmosphere causes the light to hit different PMTs and, therefore, the expected signal in a channel is different.

An alternative was found in terms of the following procedure:

- Standard MC chain is used up to the reflector output, i.e. light distribution of a shower on the camera plane. Showers are simulated for a fixed energy of the γ-rays, and for a fixed zenith and azimuth angles. The same showers are used for 20 different impact points by placing the MAGIC telescope at 20 different positions on a line starting from the shower impact point on the ground, i.e. impact distance 0 m. The maximum impact distance is 240 m. The position of a γ-ray source is chosen to be in the camera center.

- The resulting photon distributions on the camera plane are averaged using a binning, which is much finer than the actual pixel size of the camera. The smearing of the photon distribution with the actual optical PSF of the MAGIC telescope is done just before the averaging. The resulting photon distributions are saved in 2-dimensional histograms. These are the templates.

- When fitting the templates to the data events, the templates are rotated and shifted to match the measured events (see Fig. B.3) and then pixelized to the camera geometry (Section B.3.2).

There are two deficiencies in this procedure. The main one is caused by the fact that the templates are created for a source position in the camera center only. However, the aberration effect (see Section 4.2.1), which is small compared to shower-to-shower fluctuations is negligible. The differences in the model analysis performance between a source position in the camera center (ON mode) and a source position 0.4 degrees off-center (Wobble mode) are discussed in Subsection B.4.2.

The second deficiency comes from the detector specific noise. I make an assumption that it can be taken into account by a simple parametrization during the fitting procedure. The templates are produced in terms of photon distribution, whereas the data is calibrated in number of photoelectrons. I am using a fixed conversion factor between photons and photoelectrons for all pixels, which might be too simplistic.

Noteworthy, the templates do not contain any NSB and electronic noise, i.e. they consist of shower Cherenkov photons only. This is done in order to obtain
Figure B.3: Sketch illustrating shift and rotation of the template for a given measured event. A: a measured event E (blue ellipse) is to be compared with a template T (green ellipse). The black filled circle represents the camera center and the red star the source position of the template in camera coordinates. B: the template is shifted to the position of the measured image. C: the template is rotated to match the event. The red star represents now the reconstructed source position for a given fit for the template.

templates, which are independent from the noise level of the sky and the electronics. The noise is added later during the fitting procedure using the measured values of the current noise level in the data. In this way, different noise levels in the data can be treated easily and efficiently. The templates include shower fluctuations and photon statistics fluctuations.

B.2.2 Template parameters

The templates are generated as a function of the following parameters:

- energy of the primary $\gamma$-ray, $E$
- height of the shower maximum, $T_{\text{max}}$
- impact distance from the telescope, $I$
- zenith angle of the primary $\gamma$-ray, $Z_d$
- azimuth angle of the primary $\gamma$-ray, $A_z$ (not implemented yet)

The energy $E$ of the primary $\gamma$-ray and the impact parameter $I$ of the air shower are obviously relevant parameters as well as the zenith angle $Z_d$ of the shower. There have been studies about the influence of the Earth’s magnetic field on the shower development and hence the importance of the azimuth angle $A_z$ of the shower (de los Reyes, 2002; Commichau, 2007). It has been shown that this influence is not negligible mainly due to different number of electrons and positrons in a shower (Hillas, 1982). In order to take this into account, templates are produced with a fixed $A_z$ direction of the air showers. Within the scope
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Figure B.4: Templates for 100GeV γ-rays at 100 m impact distance from the telescope. Left: template for the second bin in Tmax, corresponding to a medium height of 12 km. Right: template for the fourth bin in Tmax, corresponding to a medium height of 10 km. The source position is located at 0,0 in camera coordinates. Color coded is the numbers of photons per template spatial bin (3×3mm²). Differences in absolute numbers of expected photons, image shape, and position of the CoG of the image in respect to the source position (here at 0,0) are clearly visible.

of this thesis, the templates are produced for a zenith angle Zd = 0 deg only. All following plots and discussions imply Zd = 0 deg unless a different value is stated explicitly. Due to the vertical arriving direction of the showers, the azimuth orientation has no influence on the images and the effects of the Earth’s magnetic field were not studied.

In addition, the position of the shower maximum (Tmax, the height above the sea level, at which the number of shower particles is the largest) has a statistical fluctuation, which is mainly determined by the fluctuations in the first and in the second interaction points (see e.g. Subsection 4.1.1). Different shower heights result in a different angular distance to the center of gravity of the image and, therefore, important for a correct reconstruction of the shower characteristics. In Fig. B.4, one can see the templates for 100 GeV γ-showers for two different Tmax values. Whereas the left template corresponds to roughly 12 km above the sea level, the right template corresponds to the Tmax at roughly 10 km above the sea level. Both templates show a typical 100 GeV γ-ray shower image. Differences in absolute numbers of expected photons, image shape, and position of the CoG of the image in respect to the source position (here at 0,0) are clearly visible.

Due to these substantial changes, averaging over a total range over Tmax values does not reproduce a representative mean image. Therefore, we divide the simulated showers in 5 Tmax bins with similar number of events in each bin (see an example in Fig. B.5). Templates are then produced for each Tmax bin separately.
Figure B.5: Distribution of the fitted (inside CORSIKA) shower maximum position in the atmosphere for $\gamma$-ray showers with $E = 100$ GeV and $Zd = 0$ deg. The $T_{max}$ values are show by the black histogram. A fit by a convoluted Landau and Gaussian function is shown by the blue dashed curve. The distribution is divided into 5 bins with a similar statistics per bin as indicated by the red lines. Model templates are produced for each bin separately.

It is certainly not possible to simulate all possible values of energies, impact parameters and zenith angles with sufficient statistics. The simulation is done in a grid of these parameters, and the distances between the simulated values (knots) has been chosen as a compromise between the time needed for a simulation and the level of changes in the templates between the knots. The grid in energy is chosen between 50 GeV and 50 TeV in 40 equidistant logarithmic values. The grid in impact distance has 20 different values, chosen linearly between 0 m to 240 m. The binning in the shower maximum $T_{max}$ depends on the energy of the shower. As shown in Fig.B.6, the shower maximum position gets closer to Earth as the energy of $\gamma$-rays increases.

B.2.3 Quantities to store

For each template the following 4 quantities are stored for each template pixel $i$ corresponding to an area on the camera plane of $3 \times 3\text{mm}^2$:

- $\mu \equiv < Q_i >$: the mean number of photons
- $\sigma_\mu$: the standard deviation (RMS) of $\mu$
- $\tau \equiv < T_i >$: the mean relative arrival time of photons
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**Figure B.6:** Distribution of available model templates in energy $E$ and shower maximum $T_{max}$. For each energy, 5 bins in $T_{max}$ centered at the displayed full points are produced. For a given energy, the lowest and the highest point in $T_{max}$ build the possible fitting range in $T_{max}$ as marked by the red line.

- $\sigma_\tau$: the standard deviation (RMS) of $\tau$

The mean expected number of photons for a given pixel $\mu$ is the only quantity which is stored in the templates of the previous and existing implementations of the model analysis (CAT and H.E.S.S.). In the templates for MAGIC, not only $\mu$ can be stored but also three other quantities. The $\sigma_\mu$ has two contributions, one coming from the Cherenkov photon statistics, the other one is due to fluctuations in the shower development ($\sigma_{fluct}$):

$$\sigma_\mu^2 = <Q_i> + \sigma_{fluct}^2. \quad (B.1)$$

MAGIC offers another measured quantity per pixel $i$: the relative arrival time of the signal $t_i$. This can be compared to the mean relative expected photon arrival time in the templates $\tau$. Again, in addition to the mean value, we can also calculate and store a spread of it, $\sigma_\tau$.

The mean values are not obtained by a simple averaging of the individual $\gamma$-ray showers. The reason is that due to intrinsic differences of the shower development, individual images have slightly shifted position in the camera and also the orientation of individual images differs by up to several degrees. In order to produce a representative average, the following procedure is applied: for each image the CoG of the photon distribution and the orientation of the main axis are calculated. Since the simulated source position is in the camera center, all showers should point there. Therefore, the individual images are turned by the angular offset between the calculated and expected orientation of the image. The CoG of all images are also shifted to a common camera point.
Figure B.7: Stored quantities in the templates. Shown is an example of 100GeV γ-rays at 100 m impact distance from the telescope and third (medium) bin in $T_{max}$. Upper left: mean number of photons, $\mu$. Upper right: RMS of number of photons, $\sigma_\mu$. Lower left: mean expected arrival time, $\tau$. Lower right: RMS of expected arrival time, $\sigma_\tau$. The values per template pixel (3 mm × 3 mm) are displayed in color.

After the images are rotated and shifted to a common camera point, the template quantities $\mu$, $\sigma_\mu$, $\tau$, $\sigma_\tau$ are calculated. In case of $\tau$, a weighted mean with the number of photons in a given pixel is calculated.

An example of a template is shown in Fig. B.7. The template of the four quantities $\mu$, $\sigma_\mu$, $\tau$, $\sigma_\tau$ is shown in camera coordinates. One can clearly see the head-tail differences in the photon distribution as well as in the time distribution. This template was produced using 2000 showers with an energy of 100 GeV, an impact distance of 100 m and the third (medium) bin in $T_{max}$. The values per template pixel are displayed in color.

The dimension of the templates is 3.0 m × 3.0 m centered at the center of gravity of the photon distribution. The dimension of the templates is compared to the size of the MAGIC camera in Fig. B.8, left sketch. The dimension of the templates is chosen to be big enough in order not to truncate high energy images.

The small MAGIC pixels are ≈86 times larger than the template pixel. Mainly due to a technical reason, namely in order to accelerate the fitting procedure, the
recorded values in a template bin are representative for the area of a small MAGIC pixel centered at that bin. As shown in Fig. B.8, right sketch, the content of the central pixel is the sum of itself and the bin contents from the 96 bins around it. In case of the time information, the weighted average instead of the sum from the 97 bins is calculated. The obtained values are then normalized by the difference between the area of 97 template pixels and the area of a small MAGIC pixel. Due to this construction, the stored values are densities per small MAGIC pixel.

It is also worth noticing that the RMS values are clearly larger than it is expected from a pure Poissonian distribution ($\sigma_N = \sqrt{N}$, where $N$ is the number of photons). This can be explained by the differences in the shower development in the atmosphere between single showers. We assume that the mean expected arrival time and the spread of the mean values (for the number of photons and time) will provide additional help for the $\gamma$/hadron separation as well as for the energy estimation. The way these values are used in the construction of the likelihood function is presented in Subsection B.3.1.

### B.2.4 Comments on evolution of the templates as a function of shower parameters

The evolution of the images as a function of the $\gamma$-ray energy is shown in Fig. B.9. The number of photons is displayed in the upper panels, while the expected relative arrival is displayed in the lower panels. The black ellipse marks the FWHM of the photon signal. Note that the photon signal is displayed in a logarithmic scale. An interesting observation is that the area, at which the signal is above half of the maximum value, i.e. the area within the ellipse, remains
Figure B.9: Templates for expected number of photons and arriving photon times for different energies at 100 m impact distance. Energies shown are: 50 GeV, 140 GeV, 400 GeV, 1. TeV, and 3.15 TeV. The time spread is within 1 ns at the FWHM of the signal (marked by the black ellipse) for all energies. Note that the number of photons is displayed in a logarithmic scale.

almost constant for all energies. Moreover, the spread of arrival times for this inner area is always below 1 ns. The total spread of arrival times increases with increasing energy and reaches 4 ns at 3 TeV.

The evolution of the images as a function of the impact parameter is shown in Fig. B.10. At a fixed energy of 100 GeV, an evolution of the images from the impact distance between 30 m and 160 m is shown. The black ellipse limits again a region, in which the photon signal is above the FWHM value of a given template. One can clearly see that the shape of the image strongly depends on the impact parameter. The time distribution also changes with the impact parameter. Moreover, the time gradient changes along the major axis as a function of the impact distance: while for distances below 100 m photons from the head of the image arrive first, for distances above 120 m photons from the tail arrive first. This means that the time gradient can be used for the head-tail determination. However, because of the change in the time gradient one needs a good estimation of the impact distance of the shower.

B.3 Template fitting

In this Section, I briefly describe the fitting procedure of events (real data or MC) with the templates. After introducing some technical details, I go into details of the fitting and finally present and discuss the performance of the method. Several strategies have been tested during the development phase of the model analysis and the one giving the best performance is presented here. However, some ideas could not be tested due to time constraints in which this thesis had to be finished.
Figure B.10: Templates for expected number of photons and arriving photon times for different impact points for 100 GeV showers. Impact distances shown are: 30 m, 70 m, 100 m, 120 m, and 160 m. The time spread is within 2 ns at the FWHM of the signal (marked by the black ellipse) but the time gradient is nicely visible. The gradient changes sign at around 120 meters impact distance.

and a further improvement of the performance is believed to be possible in future.

B.3.1 Likelihood Function

A correctly constructed function to be minimized during the fit is crucial for the success of the model analysis. In our construction, the following aspects have been considered for the likelihood function:

- The measured quantity per event is the number of photoelectrons per pixel.
- The NSB noise follows the Poissonian statistics.
- The photon statistics of the Cherenkov photons is not Poissonian because of the large shower-to-shower fluctuations. The standard deviation $\sigma_{\mu}$ of the expected number of Cherenkov photons $\mu$ is known by construction of the model templates. We construct a Gauss-term to describe the probability to observe $S$ Cherenkov photons for the expected value $\mu$ of Cherenkov photons.
- We fold the Poissonian distribution of the NSB contribution to the measured signal with the Gauss-term for the signal due to Cherenkov photons.

The resulting probability $P_i$ for a pixel $i$ has the form:

$$P(S, \mu)_i = \sum_n \frac{\lambda^n}{n!} e^{-\lambda} \frac{1}{\sqrt{2\pi}\sigma_n} \exp\left(-\frac{(S+\lambda)-(\mu+n))^2}{2\sigma_n^2}\right)$$

with $\sigma_n^2 = \sigma_{\mu}^2 + \sigma_{el}^2 + \sigma_{cal}^2 + n(F^2 - 1)$

(B.2)
while the following notation is used:

- \( \lambda \): The mean of the night sky background (NSB) contribution. \( \lambda \) is known from the calibration procedure (see Section 5.2). Moreover, the mean of the NSB contribution, \( \lambda \), has been subtracted from the measured signals during the calibration. As a result, the reconstructed signals of the pixels containing only noise are distributed around zero.

- The measured signal \( S \) has an unknown contribution \( n \) due to the NSB photons. The number \( n \) in photoelectrons is Poisson distributed around the mean value \( \lambda \).

- The Gaussian error \( \sigma_n \) has several contributions:
  - the total error of the model (photon statistics and the shower fluctuations), \( \sigma_\mu \)
  - electronic noise, \( \sigma_{el} \)
  - calibration error, \( \sigma_{cal} \)
  - fluctuation coming from the photomultiplier tube, \( \sqrt{n(F^2 - 1)} \)

The overall likelihood function \( L \) for an event is then a product of individual probabilities per pixel:

\[
L = \prod_i P(S, \mu)_i \tag{B.3}
\]

Finally, the loglikelihood function \( Ln_L \) is used to be minimized during the fitting routine:

\[
Ln_L = -2 \ln(L) \tag{B.4}
\]

Equations B.3, B.3, and B.4 do not include any timing information of the signals. This is already a complete model analysis similar by construction to the one of CAT or H.E.S.S. We hope, however, to improve the reconstruction of the shower properties of the \( \gamma \)-ray candidates as well as the \( \gamma \)/hadron separation by including the timing information into the fitting routine. The implementation is done in the following way:

1. For each pixel, the probability \( Pt_i \) to measure a signal at a time \( t \) is assumed to be:

\[
Pt(t, \tau)_i = \frac{1}{\sqrt{2\pi}\sigma_T} \exp \left( -\frac{(t - \tau)^2}{2\sigma_T^2} \right) \tag{B.5}
\]

with mean arrival time \( \tau \) and width \( \sigma_T \).

2. The width \( \sigma_T \) has two contributions:
   - error of the model prediction (part of the templates), \( \sigma_\tau \)
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Figure B.11: Pixelization of the templates.
Sketch illustrates how to obtain a value (e.g. number of photons) at a reference location \( R(x, y) \) from a template. The black thin lines illustrate 4 template pixels, centered at the filled black points with contents \( A \), \( B \), \( C \), and \( D \). In an intermediate step, values \( P_1 \) and \( P_2 \) are computed using a linear interpolation along the Y-axis. Then, again via the linear interpolation between \( P_1 \) and \( P_2 \), the desired value of \( R \) is obtained.

- error of the arrival time measurement (part of the calibration), \( \sigma_t \)

so that \( \sigma_T^2 = \sigma_r^2 + \sigma_t^2 \)

3. The overall likelihood function \( L \) is then analog to Equation B.3

\[
L = \prod_i (P(S, \mu_i) P(t, \tau_i))
\]  

(B.6)

The loglikelihood function \( \ln L \) remains as in Equation B.4.

B.3.2 Pixelization and interpolation

The templates are saved in small bins 3 mm \( \times \) 3 mm as described in Subsection B.2.3. The measured events contain information per pixel according the geometry of the MAGIC camera. In order to compare the events with the templates, the templates are “pixelized”, i.e. the template information is translated from the template binning into the geometry of the MAGIC camera. This is done using the following recipe. First, the template is shifted and rotated to match the measured image (see Fig. B.3). Then the template values at the coordinates
of each MAGIC pixel are determined using a linear interpolation between neighboring template pixels (see Fig. B.11). The pixelization of the templates is done at every step of the minimization procedure.

The templates are produced and stored for discrete values of energy, impact distances and shower maximum only. To obtain templates at arbitrary values of $E$, $I$, and $T_{\text{max}}$ an interpolation procedure is needed. For a given values of $E$, $I$, and $T_{\text{max}}$ a linear interpolation of the 8 surrounding templates with values $E_1$, $E_2$, $I_1$, $I_2$, $T_{\text{max}1}$, $T_{\text{max}2}$ such that

- $E_1 < E < E_2$
- $I_1 < I < I_2$
- $T_{\text{max}1} < T_{\text{max}} < T_{\text{max}2}$

is performed. The interpolation is performed at any fitting step. From the computational point of view, the interpolation is the most time consuming step in the model analysis. This is due to the time needed to open and close 8 files, which are stored in a compressed way. Storing templates in an uncompressed way would result in a volume of over 30GB, which would allow to perform the model analysis on some few dedicated machines only. An even faster solution would be to load all templates in the buffer in order not to open and close files all the time. However, it is not yet possible to easily access machines with more than several GB memory space. A possible solution is to increase the pixel size of the templates in order to reduce the template volume. As a test, templates with 12 mm $\times$ 12 mm pixel size instead of 3 mm $\times$ 3 mm can be loaded easily in machines with 4 GB RAM. A fitting speed of 20 events per second has been achieved while differences in the fit results between the 3 mm $\times$ 3 mm and 12 mm $\times$ 12 mm templates are negligible.

### B.3.3 Free and fixed parameters and starting values

Overall, 6 parameters are included into the fitting algorithm. The first 3 parameters define the position of the image in the camera: $\bar{X}$, $\bar{Y}$ (position of the CoG of the image), and $\delta$, the orientation angle of the main shower axis in the camera. The other 3 parameters define the physical characteristics of the shower: its energy $E$, the shower maximum $T_{\text{max}}$, and the impact distance $I$ from the telescope.

The $\bar{X}$, $\bar{Y}$, and $\delta$ are also calculated during the standard calculation of the image parameters (see Subsection 5.8). The standard analysis is much faster compared to the model fit and, thus, can run as an additional task just before the fit is performed. In Fig. B.12 the relative differences between fitted and calculated values are shown for these three parameters. One can clearly see that the differences are much below 1% level for most of the events. Therefore, in order
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Figure B.12: Relative difference between fitted $\overline{X}$, $\overline{Y}$, $\delta$ and the values calculated after the standard image cleaning. Note that the Y-axis is logarithmic and the width of the distributions is much below 1% level though there are wide tails. A MC $\gamma$-sample has been used for this study.

to save computation time, the $\overline{X}$, $\overline{Y}$, and $\delta$ are fixed during the fit to the values calculated during the standard analysis. For the remaining three parameters, $E$, $T_{\text{max}}$, and $I$, the fit is performed.

The asymmetry between $\text{Head}$ and $\text{Tail}$ of the image, as clearly seen in the templates, is also aimed to be reconstructed by the fit correctly. Knowledge of the correct $\text{Head}$ and $\text{Tail}$ assignment for the events removes an ambiguity, at which side along the major axis the real arriving direction is located. Ideally, by reconstructing $\text{Head}$ and $\text{Tail}$ always correctly, one removes 50% of background events (since the arrival direction for background events is random) by keeping all the $\gamma$-events from the source. However, once the starting parameters are chosen for a given $\text{Head} – \text{Tail}$ assignment, the fit never succeeds to turn by 180 degrees. Therefore, we perform the fit twice: one starting with the orientation closer to the camera center and another one with the opposite orientation. The solution with the better fit result is then used for the further analysis.

For a single telescope analysis, there is a degeneracy in the reconstruction of the energy of a shower, its impact point in respect to the telescope and the position of the shower maximum. The degeneracy arises from the fact that a shower with a smaller energy closer to the telescope can be misinterpreted as a higher energy shower with a larger impact parameter. Decent starting values for the free fit parameters are therefore important for both saving computational time (fast convergence) and a higher probability for the fit to succeed. We use the image parameters calculated during the standard analysis to get starting values. As already mentioned above, $\overline{X}$, $\overline{Y}$, and $\delta$ are used directly. In case of the energy of primary $\gamma$-rays, the following parametrization is used:

$$\log_{10}(E_{\text{est}}) = A + B \cdot \log_{10}(\text{Size}/\text{Width}) + C \cdot (\log_{10}(\text{Size}/\text{Width}))^2 \ [\text{GeV}] \ (B.7)$$
The parameters $A$, $B$, and $C$ are obtained from a subsample of MC $\gamma$-events. Fig. B.13 shows the parametrization of the energy as a function of the Size/Width ratio (left plot) and the resulting energy resolution (right plot). As it can be seen from Fig. B.13, the energy resolution is about 35-40% improving at higher Size values. Note that this simple parametrization is used only to obtain the starting values for the model fit.

A starting value for the impact parameter is obtained from one of the following two estimations. In case the source position is known and source dependent parameters can be used in the analysis, the following parametrization is used:

\[
I_{est} = A_1 + B_1 \cdot (\text{Dist}/\text{Width}) \ [m] \text{ for } \text{Dist}/\text{Width} < 10
\]
\[
I_{est} = A_2 + B_2 \cdot (\text{Dist}/\text{Width}) \ [m] \text{ for } \text{Dist}/\text{Width} > 10
\]  

(B.8)

As it can be seen from Fig. B.14, the impact resolution is about 20-30% and has a bias: At higher impact distances, especially above the hump at 120 m, the values are underestimated. Though at impact distances below 30 m the resolution does not look good either, the effect is rather small due to small absolute values of the mis-reconstruction. Moreover, the statistics of the events below 30 m is low.

In case the source dependent parameters are not used, a $Disp$ parametrization
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Figure B.14: Estimation of the starting values for the impact distance $I$ using image parameters. 
Left plot: estimation of the impact distance as a function of the Dist/Width ratio. The red graph is the profile of the distribution and the blue line is the parametrization used to estimate the impact distance. The parametrization coincides with the to the mean values of the profile for impact values below 120 m. For larger impact values, a steeper parametrization is chosen in order to account for the peak rather than for the mean of the profile distribution. Right plot: Relative resolution of the estimated impact distance as a function of the true impact distance of MC $\gamma$-events. The RMS is 20-30% for most of the range, whereas there is some bias towards higher impact distances.

is used to estimate the Dist parameter:

$$\text{Disp} = \left(1 - \frac{\text{Width}}{\text{Length}}\right) \cdot (A_3 - B_3 \cdot \log_{10}(\text{Size}) + C_3 \cdot (\log_{10}(\text{Size}))^2); \quad (B.9)$$

Then, the Disp is used instead of the Dist in Equation B.8 to estimate the impact point. The result of the parametrization and the spread of the estimated values can be seen in Fig. B.15. It can be seen that the Disp parametrization does not work well beyond the hump (above 120 m) and there is a degeneracy in the estimated values. Obviously, the knowledge of the source position improves the estimation of the impact point substantially as it can be seen from the differences between Fig. B.14 and Fig. B.15.

### B.3.4 Fitting procedure

The free parameters (energy $E$, impact point $I$ and the height of the shower maximum $T_{max}$) have to remain inside the range for which the templates have been produced. In the current implementation, the following ranges are used:
Figure B.15: Estimation of the starting values for the impact distance $I$ using source independent image parameters.

*Left plot:* estimation of the impact distance as a function of the $\text{Disp}/\text{Width}$ ratio. The red graph is the profile of the distribution and the blue line is the parametrization used to estimate the impact distance. The used parametrization shown by a blue line is obtained from Fig. B.14. *Right plot:* Relative resolution of the estimated impact distance as a function of the true impact distance of MC $\gamma$-events. The RMS is 20–50% and the distribution has a strong bias towards higher impact distances.

- Energy: $50 \text{ GeV} < E < 3750 \text{ GeV}$;
- Impact point: $0 \text{ m} < I < 240 \text{ m}$;
- Height of the shower maximum: depending on energy (see Fig. B.6).

Since $T_{\text{max}}$ is energy dependent, it is not possible to use fixed limits of $T_{\text{max}}$ for all energy values. Therefore, the limits are adjusted according to the current estimated energy. In Fig. B.6, the distribution of bins in shower maximum height is shown as a function of energy. Each full circle corresponds to an available template. The interpolation in $T_{\text{max}}$ is done between these points so that the fitting range in $T_{\text{max}}$ is given by the lowest and the highest $T_{\text{max}}$ for each energy as marked by the red line.

The bottle neck of the model analysis is the time needed for the fitting of the events. Therefore, for the success of the model analysis, a fast and efficient fitting algorithm is essential. We have realized this at the very beginning of the development and decided to use the so-called Marquardt-Levenberg method, which is suitable for solving nonlinear models. In the following, I briefly describe the idea, assumptions and the possible problems of the method. More details about the method can be found in Press et al. (1992).
A side note: The Marquardt-Levenberg method was originally developed by Marquardt (Marquardt, 1963) using an earlier idea of Levenberg (Levenberg, 1944) for the $\chi^2$ function assuming a normal distribution of the data. The $\chi^2$ function is a special case of the generalized likelihood function $L$. In this special case of the normal distribution it is valid:

$$\chi^2 = -2 \ln L$$

(B.10)

In order to use the Marquardt-Levenberg method, we constructed the loglikelihood function $\ln L$ in the same way (compare Equation B.10 and Equation B.4). One can show that the properties of the $\chi^2$ function, which are used for the Marquardt-Levenberg method, also apply for the loglikelihood function $\ln L$.

The implemented Marquardt-Levenberg method to find the best template parameters for the events (MC and data) proved to be a factor of about 200 faster than any of the routines from the standard MINUIT package. However, the method performs well if the starting values are not too far from the best ones. In particular, if the starting parameter of the impact distance is wrong by more than 50 meters, only in very rare cases the real values are found. This is a known problem of many local minima in a flat valley of complicated topography. A solution to this problem would be to perform a gross scan in a parameter space and use the best result as a starting point for the minimization.

B.3.5 Integrating into the standard analysis chain

The model analysis is made available in the standard analysis chain as an option. The flow diagram in Fig. B.16 shows the additional tasks in yellow. The event container with the calibrated information per pixel has to be copied in order not to interfere with the standard image cleaning. The standard image parameters are calculated and used to estimate starting parameters of the model fit.

For the convergence of the fit the following criterion is used: the difference between the best loglikelihood value and the second-best is less than $1 \cdot 10^{-5}$. A maximum of 100 fitting steps is set. If the fit does not converge after 100 steps, the fit is declared as “not converged”, but the fit results of the best loglikelihood value are still saved.

There is one complication in case the time information is used in the fitting procedure. The problem is how to treat pixels with very low signals being due to noise. The arrival for those pixels is neither distributed Gaussian nor Poissonian, it is just a flat distribution bounded by the time window of the readout. Another problem arises from those pixels, at which the expected number of photons is zero and hence the expected arrival time is undefined. In order to avoid these complications, we decided to use the time information in the fit only for those pixels, which photon signals are above a certain threshold. For those pixels, the arrival time is well defined and can be well compared to the expected arrival time assuming a normal distribution.
Figure B.16: Incorporation of the model analysis into the standard analysis chain. Standard tasks are marked in grey. New tasks allowing for the model analysis are marked yellow. The final output is written in the same data format with additional event parameters determined by the model fit.

In Fig. B.17, an example of a typical well fitted event is shown. On the left, one can see a MC $\gamma$-event after calibration, whereas on the right the best fit is displayed. The real values of the inducing $\gamma$-ray are shown on the top of the left plot. The fitted values (shown on the top right) agree with the real ones quite well. The real source position of the event is shown by the black filled circle, whereas the fitted source position is displayed by a yellow star. Both agree quite well too.

B.4 Monte-Carlo results

In the following I present MC studies on the performance of the model analysis. The study has several goals: (1) to show the performance of the method with the best setting, (2) compare the performance of the model analysis between ON and WOBBLE-mode data, (3) show the effect of using timing information, and (4) compare the performance in case the source position is known with the one
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Figure B.17: An example of the fitted event. On the left an MC γ-event is shown, whereas the number of photoelectrons per pixel is color coded. On the right, the best fit is shown together with the fitted parameters. The source position of the event is marked by the filled black circle. The reconstructed source position is marked by the yellow star.

where the source position is unknown.

To test the performance of the model analysis, a standard MC γ-ray set was chosen. I chose only MC γ-rays at small zenith angle from 0 to 30 deg because the model templates are produced for the vertical showers only. The MC sample consists of two parts: one with the source position in the camera center (ON mode), the other one with the source position 0.4° off camera center (WOBBLE mode). A minimum cut of 2 neighboring pixels containing at least 10 phe is applied in order to better compare results with the standard analysis, in which the image cleaning 10-5 is used (Section 5.7).

B.4.1 Default setting: WOBBLE mode, timing, known source position

The default setting of the tests for the performance of the model analysis is: (i) WOBBLE mode, (ii) using signal timing, and (iii) known source position. The fact that the source position is known allows using the Dist parameter to estimate the impact point of the shower and the energy of the event. The disadvantage of using Dist is that sky maps cannot be produced.

The performance plots of the model analysis for the default setting are shown in Fig. B.18. The plots from left to right and top to down:

- (A) Convergence of the fit as a function of the Size parameter. The fit converges for more than 98% of the total events. At high Size values less events converge but the fraction is still above 80%.
Figure B.18: Performance of the model analysis on MC γ-ray sample. The default setting is shown: WOBBLE mode, using timing, using known source position. See text for details of the plots.
• (B) Loglikelihood value as a function of the Size parameter. The entries are normalized to 1 for each bin along the x-axis separately. One can see that the likelihood values slightly depend on the Size parameter, which might introduce a bias in the energy reconstruction.

• (C) True (MC) energy as a function of the fitted energy. The entries are normalized to 1 for each bin along the x-axis separately. The green dashed line indicates an ideal correlation between the two quantities. A profile histogram in the bins of fitted energy is shown by the red crosses.

• (D) Energy resolution as a function of the fitted energy. The energy resolution is defined as the RMS value (Gaussian fit) of the relation:
\[
\frac{E_{\text{fit}} - E_{\text{mc}}}{E_{\text{fit}}} \tag{B.11}
\]
The bias of the energy reconstruction, i.e. the Gaussian mean fitted to the relation B.11, is also shown.

• (E) True (MC) impact distance as a function of the fitted impact distance. The green dashed line indicates an ideal correlation between the two quantities. A profile histogram in the bins of fitted energy is shown by the red crosses.

• (F) Impact resolution as a function of the fitted impact distance. The impact resolution is defined analog to the energy resolution and is the RMS value of:
\[
\frac{I_{\text{fit}} - I_{\text{mc}}}{I_{\text{fit}}} \tag{B.12}
\]
The bias of the impact reconstruction is also shown.

• (G) $\theta^2$-plot. A Gauss-like function is fitted to the distribution of $\theta^2$-values (shown by the black line) leading to a PSF of the method with the indicated width $\sigma$.

• (H) Head-Tail assignment of the model fit. The fraction of the correct Head-Tail assignment is shown as a function of the Size parameter. The fit result is shown by the red points, the result of the standard (Hillas) analysis is shown by the blue points.

Comments on the energy resolution: The energy resolution is about 40%-19% along the energy range from 50 GeV$^1$ to 4 TeV, and there is a continuous improvement in the resolution with the increasing energy. The energy resolution is

$^1$Note also that the trigger threshold of the MAGIC telescope is about 60 GeV at low zenith angle.
better than the one obtained by the standard analysis (see Fig. 5.16) in the range between 300 GeV to 4 TeV. The reason for the improvement is most probably the cut on the maximum reconstructed impact parameter of the events (here chosen to be $I < 120$ m), which is not used in the standard analysis. It is worth to note that the energy resolution does not break down at $\gamma$-ray energies below 100 GeV as it happens in the standard analysis (see Fig. 5.16). A reasonable energy resolution of 35% is possible down to 65 GeV.

**Comments on the impact parameter resolution:** The impact parameter resolution is about 20%-25% for the range between 30 m and 200 m, which is very good for a single telescope. The impact parameter resolution is the best around the “hump” of the Cherenkov light pool, i.e. in the range between 90 and 130 m from the telescope.

**Comments on the $\theta^2$-plot:** The width of the $\theta^2$ distribution, $\sigma$ of the PSF, is another improvement compared to the standard analysis. The value obtained with the model analysis, $\sigma = 0.065 \pm 0.001$ deg, is to be compared with the standard PSF of $\sigma \approx 0.10$ deg.

**Comments on the Head-Tail reconstruction:** A most impressive improvement is achieved for the correct assignment of the Head-Tail asymmetry. While for the standard analysis only $\approx 60\%$ of the events with low Size values are assigned with the correct Head-Tail orientation, this fraction is above 80% for the model analysis.

### B.4.2 ON mode, timing, known source position

The performance of the model analysis for the ON-mode sample using timing and the source position is shown in Fig. B.19. Compared to the WOBBLE mode (Section B.4.1), very similar energy and impact resolutions are achieved. The width of the $\theta^2$ distribution is slightly better than in case of the WOBBLE mode: $\sigma_{\text{WOBBLE}} = 0.062 \pm 0.01$ deg vs. $\sigma_{\text{WOBBLE}} = 0.065 \pm 0.001$ deg. The Head-Tail assignment is equally good as in case of the WOBBLE mode.

I conclude that the performance in this test in the WOBBLE mode is equally good as in the ON mode. This is particularly important because the templates are produced with the source position in the camera center, thus for a source off center the coma aberration effects are not taken properly into account. Since there is only slight degradation in the width of the $\theta^2$ distribution, the model analysis in its current implementation should perform similarly well for ON and WOBBLE mode data.

### B.4.3 WOBBLE mode, no timing, known source position

An important result of the study is how much improvement one gains by using the timing informations of PMT signals. In Fig. B.20 the performance in the WOBBLE mode without using the timing information is shown. The plots have
Figure B.19: Performance of the model analysis on MC γ-ray sample. The setting shown corresponds to: ON mode, using timing, using known source position. See Section B.4.1 and Section B.4.2 for details of the plots.
Figure B.20: Performance of the model analysis on a MC γ-ray sample. The setting shown corresponds to: WOBBLE mode, not using timing, using known source position. See Section B.4.1 and Section B.4.3 for details of the plots.
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Figure B.21: Source position reconstruction, WOBBLE mode. Left plot: camera plot with reconstructed directions of MC events. The true position is marked by the black star. Right, above plot: Projections of the reconstructed directions along the X- and Y-axis in the camera. Note that the Y-position is shifted by \( \approx 3 \) mm down in respect to the true position. Right, bottom plot: The \( \theta^2 \) distribution of the events.

to be compared to Fig. B.18. One can see that the energy resolution becomes worse if no timing information is used. Moreover, the width of the \( \theta^2 \) distribution increases from \( \sigma_{\text{Time}} = 0.065 \pm 0.01 \) deg to \( \sigma_{\text{NoTime}} = 0.068 \pm 0.001 \) deg. In addition, the Head-Tail assignment at high energies is worse than the one by using timing. The fit often does not converge for images with high Size parameters (Fig. B.20, plot A). It seems that the timing information helps the fit to converge. However, even without convergence, the fit results look reasonable, which might mean that the convergence criteria can be optimized further.

B.4.4 WOBBLE mode, timing, unknown source position

The position of a \( \gamma \)-ray source is not always available. Also for extended sources it is necessary to perform an analysis without using source-dependent parameters. The only difference in case of the model analysis is that no source dependent image parameters are used to get starting values for \( E \) and \( I \) (see Section B.3.3, Equation B.9). In Fig. B.21 the source position reconstruction is shown. The width of the \( \theta^2 \) distribution is \( \sigma_{\text{Time}} = 0.074 \pm 0.01 \) deg and is 15% worse than for the default setting. Still, the accuracy of the source position reconstruction is slightly better than the one of the standard analysis, especially at low energies.

The performance of this setting in respect to other variables is shown in Fig. B.22. One can see that the energy reconstruction is considerably worse than in the case the source-dependent parameters can be used (see Fig. B.18).
Figure B.22: Performance of the model analysis on a MC γ-ray sample. The setting shown corresponds to: WOBBLE mode, using timing, the source position is unknown. Note that the energy and impact reconstruction are much worse that in case the source position is known. See Section B.4.1 and Section B.4.4 for details of the plots.
Figure B.23: Alpha plots for the Crab nebula above 320 phe. On the left is the result of the standard analysis. On the right, the result of the standard analysis including the Head-Tail assignment from the model analysis.

The reason is that the impact parameter reconstruction basically fails. The only difference to the case where the source position is known (Section B.4.1) is the way how starting values for the fit parameters for impact and energy are obtained. It seems that the model analysis is very sensitive to the starting values. One possible solution to improve the energy and impact reconstruction is to use better starting values, e.g. to use values estimated through the Random Forest method.

B.5 Performance of the method on the Crab Nebula data

The most impressive improvement of the model analysis on the MC sample is the head-tail assignment. To test this improvement on real data, we chose to use a subsample of the Crab Nebula data sample analyzed in Chapter 5. The effective on-time from this subsample accounts to 1.28 h. The effect of the usage of the head-tail assignment from the model analysis is shown in Fig. B.23. The same γ/hadron separation cuts have been applied to the data as for the standard analysis (see Section 5.10.1, Figure 5.11). The left plot in Fig. B.23 shows the result of the signal extraction using the standard analysis. In the right plot, the head-tail assignment from the model analysis is used in addition. The head-tail assignment can be used to define the Alpha parameter from 0 to 180 deg (right plot) instead of the usual 0 to 90 deg (left plot). From Fig. B.23 one can
Figure B.24: Alpha plots for the Crab nebula above 150 phe. On the left is the result of the standard analysis. On the right, the result of the standard analysis including the Head-Tail assignment from the model analysis.

see that the number of background events (OFF) decreased by $\approx 9\%$ while the number of excess events decreased by $\approx 5\%$. Since the significance of the excess changes with the $\sqrt{N_{\text{bkg}}}$, there is basically no change in the significance between the two methods. The reason is that for events with $\text{Size} > 320$ phe the head-tail assignment of the standard analysis is quite good, and it has been used for the $\gamma$/hadron separation. This is also the reason that the Alpha distribution in the right plot of Fig. B.23 has much less events in the background region for $\alpha > 90$ degrees than in the background region for $30 < \alpha < 90$ degrees.

In order to verify the performance of the model analysis, a lower cut of $\text{Size} > 150$ phe has been applied to the same data set keeping all other cuts the same as above. The resulting Alpha-plots are shown in Fig. B.24. A higher significance of the signal is obtained by combining the standard analysis with the Head-Tail assignment of the model analysis. With this lower $\text{Size}$ cut, the inclusion of the Head-Tail assignment into the Alpha-plot reduced the background level by $\approx 15\%$ whereas the number of excess events was reduced by $\approx 3.5\%$ only. This improvement of the signal-to-background ratio corresponds to $\approx 5\%$ increase in flux sensitivity.

The model analysis also reconstructs the Head-Tail asymmetry better for showers outside of the “hump” of the Cherenkov light pool, i.e. showers with large Dist parameters ($\text{Dist} > 1.2$ deg). In the standard analysis, a sharp cut of $\text{Dist} < 1.2$ deg has been applied. As a test, we remove this cut for the Alpha180-plot. The resulting Alpha180-plot is shown in Fig. B.25, right plot. The left plot in Fig. B.24 and Fig. B.25 are identical corresponding to the result of the
Figure B.25: Alpha-plots for the Crab nebula above 150 phe. On the left is the result of the standard analysis. On the right, the result of the standard analysis including the Head-Tail assignment from the model analysis. In addition, no Dist cuts have been applied to produce the Alpha-plot on the right. The number of excess events as well as the significance increased compared to the result in Fig. B.24.

standard analysis. In the right plot of Fig. B.25 more excess events are obtained than in the standard analysis while the background level is still lower than in the standard analysis. The result corresponds to $\approx 8\%$ improvement of the sensitivity.

It is expected that the value from the model analysis can be used as a $\gamma$/hadron separation parameter to further improve the sensitivity. However, first tests on real data showed that the likelihood value is dependent on the NSB level. This is not unexpected given the construction of the function to be minimized (see Equation B.3). The dependence of the final likelihood values on the NSB level does not mean that the performance of the analysis method depends on the NSB level. This, however, was not tested yet. In turn, for the $\gamma$/hadron separation it means that the cuts cannot be easily chosen using the MC data because the NSB level in the standard MC sample is less than in the real data. A production of the MC sample with the NSB level matching the one of the data is ongoing.

### B.6 Concluding Remarks

Motivated by a good experience of the CAT Le Bohec et al. (1998) and H.E.S.S. de Naurois (2006) collaborations, we have developed and implemented the model analysis for the MAGIC telescope. Our model analysis is based on the averages of the MC simulated events. For the first time, the timing information of the photons is taken into account. Though tuning and testing of the method is ongoing, the
model analysis already provides an independent analysis chain for the MAGIC data, including $\gamma$/hadron separation, a source position reconstruction, an energy estimation, and a Head-Tail assignment.

After the first tests on MC data, we can already show an improvement compared to the standard analysis. A better energy estimation especially for energies below 150 GeV, and a superior head-tail determination are the two major achievements of the method. A further improvement is possible by tuning the templates and optimizing the starting values. It is not yet clear if the model analysis provides a powerful tool for $\gamma$/hadron separation and how much it may decrease the energy threshold. In any case we expect an additional improvement of the sensitivity of the experiment by combining the model analysis with the standard one as the first test already showed an improvement in the order of 10% at low energies.
Appendix C

The Likelihood Ratio Test

The likelihood ratio test (Eadie et al., 1988) is a standard statistical tool to test between two hypotheses whether an improvement to a fit quality (quantified by corresponding $\chi^2$ values) is expected from a normal distribution or if it is significant. By fitting two functional forms to the intrinsic spectrum, one obtains values of the likelihood functions $L_A$ and $L_B$. If hypothesis A is true, the likelihood ratio $R = -\ln(L_A/L_B)$ is approximately $\chi^2$ distributed with $N$ degrees of freedom. $N$ is the difference between numbers of degrees of freedom of hypothesis A and hypothesis B. One defines a probability

$$P = \int_0^{R_{\text{meas}}} p(\chi^2) \, d\chi^2$$

(C.1)

where $p(\chi^2)$ is the $\chi^2$ probability density function and $R_{\text{meas}}$ the measured value of $R$. Hypothesis A will be rejected (and hypothesis B will be accepted) if $P$ is greater than the confidence level, which is set to 95%.
C. The Likelihood Ratio Test
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