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Abstract For the downlink of a multi-user system with
decentralized receivers, we extend both linear and nonlin-
ear transmit filters. As a special case of the joint opti-
mization of transmitter and receiver, transmit processing
emerges from restricting the receivers to be scalar. Such
a setup then corresponds to the downlink of a multi-user
system with decentralized receivers that cannot cooperate
and cannot combine their received signals in order to ob-
tain the symbol estimates of the data streams associated to
them. Instead of designing the transmitter based on the
common assumption that all receivers use the same scalar
weight, i. e. the factor of theautomatic gain control(AGC),
we allow different weights and end up with modified trans-
mitter structures. Thus, performance improvements can be
obtained especially for scenarios, where the receivers have
different average channel powers due to path loss or shad-
owing. Consequently, smaller bit error rates can be allo-
cated to users with strong channels compared to the con-
ventional case, whereas users with weak channel powers

Figure 1: Downlink of multi-usemultiple-input single-output
(MISO) system.

where the signals of all receiving antennas are combined
in order to estimate the data symbols of the allocated
data streams. Instead, each data stream is associated to
a different user implying that the receiving antennas are
located somewhere in the coverage area of the serving
base station, making cooperation impossible. The diago-
nalization of the channel at both receiver and transmitter
thus does not work as in [12], [13], and [14].
A popular approach for transmit processing is to al-

show almost no deterioration. locate identical scalar weights to all receivers, follow-

ing from the initial approach of shifting the equalization
from the receiver to the transmitter, e.g. see [6, 15]. We
Transmit processing at the base station has gained a loflTOP this constraint and allow for different user weights
of attraction in wireless communications, see [1, 2, 3], !eadlngto moQ|f|ed transmltters_tructures. Notg that also
in [7, 8, 9], different scalar weights are applied, lead-

1. Introduction

[4], or [5]. In the downlink of a time division duplex i i : ;
system, signal processing can be transferred from the reiNd t0 @ suboptimum solution there since the heuris-

ceiver side to the transmitter side (base station), which fic @pproach is not based on an optimization criterion.
has less stringent constraints in terms of available com-Whether the receiver units apply scalar weights or not
puting power and power supply. Due to this shift of the does not change the individual instantanesigsal-to-

computational load, simple and cheap receivers are fea-10iS€ ratios(SNRs) as both noise and signals of each
sible offering long standby durations. Complex opera- User are amplified by the same factor. However, the as-
tions like channel estimation and FIR filtering for equal- Sumption of the different receiver weighting surprisingly
ization become obsolete. As highlighted in [6], trans- Ieads tonew transmit filter structuresNote tha’_[ the user
mit processing can be regarded as a special case of thd/€ights can be interpreted as an AGC making sure that
joint optimization of transmitter and receiver. An addi- the signal levelis correct. For QAM modulation alpha-
tional constraint in the joint optimization ensures, that PEts where symbol information is also stored in the am-
the receivers are kept very simple by performing only Plitude notonly in the phase, the application of the cor-
a scalar weighting to their received signals even in fre- réct weight s indispensable. .

quency selective scenarios. Note that when completely This paper is organized as follows: In Section 2, we
omitting any kind of signal processing at the receivers, discuss the system model underlying all derivations and
many optimization criteria like unbiasedness for exam- simulation results. The linear transmit matched filter, the

ple could not be maintained due to the limited available linear transmit zero-forcing filter, and the linear trans-
transmit power. The main computational load thus is lo- mit Wiener filter are extended in Section 3, whereas the
cated at the transmitter side, being an attractive schemenodified nonlinear zero-forcing filter witflomlinson-

for the downlink in wireless multi-user systems. Due to Harashima-PrecodingTHP) is derived in Section 4.
the decentralized receivers (e.g. [7, 8, 9, 10, 11]), non- Having presented simulation results in Section 5, this pa-
cooperative receive processing has to be applied as thé?®r concludes in Section 6.

individual users havg different locations. Thls_bfoad- 2. System model and notation

cast channel scenario leads to a further restriction of
the “receiver side” compared to the general single-user
multiple-input multiple-outpugMIMO) case [12], [13],

Fig. 1 shows the downlink of the broadcast channel
[10]. For the sake of simplicity, we restrict ourselves to



non-dispersive channels with multiple transmit antennas, 3. Extension of linear transmit filters
as the main principles of the extension towards different
scaling factors hold in this case, too. For frequency se-
lective channels, the modifications can be implemented

in a similar way, and surprisingly, latency time optimiza- mit matched filte TXMF), thetransmit zero-forcing fil-

tion is mostly decoupled from the determination of all ter (TxZF), and theransmit Wiener filte(TXWF).
other parameters. The complex-valued data symbols of

the K users are denoted by, k € {1,..., K} and are 3.1 D|agonal Transmlt_Matched F|_Iter _
stacked in the column vector Thediagonal transmit matched filtdDTxMF) maxi-

mizes

In this section, we extend three well-knowaonven-
tional linear transmit filters to their respectigitagonal
versions with different user weights, namely tiens-

51[51,...,5K]T€(CK. ‘E [gHSHQ

Y(P,by,...,bg) =
As we focus on frequency flat channels, no FIR filtering E([s[I35] E | Bnll3] @)
has to be applied at the transmitter. Hence, the transmit |tr(BHPRs)|2
filter consists of spatial filtersp,, € C"= correspond- = tr(Rs) tr(BR,B) €R,

ing to the K columns of the precoding filter matrix
where (2) rather describes the total SNR of a MIMO
P =[p,,...,pyg| € CNoxK, system than that of a multi-user MISO system (MIMO
with decentralized receivers), but otherwise a weighted
Here, N, denotes the number of antenna elements de-sum of the individual SNRs would have to be minimized
ployed at the transmitter. Thieth rowh;. of the channel  which we do not consider here. The desired transmit fil-
matrix ter Pyr and the user weightByr follow from
H = [hy,...,hg]T € CE*Na
{Pwr, Bur} = argmax (P, b1, ..., bk)
reflects the channel coefficients comprising the transmis- {pP.B}
sion coefficients from allV, transmit antennas to the subjecttoE [|| Ps||3] < E,, and (3)
th receiver. The entries di, are complex-valued re- B_vEK T
alizations of NV, zero-mean Gaussian random variables = 2 k=1 brexey.

each having the same variangg . Different path losses  The first constraint in (3) ensures that the transmit power
of the users become manifest in different variarm‘,#ks does not exceed;,, whereas the second constraint
of the random variables generating the entries offthe  forces the receivers not to cooperate, so the estigate
channel vectorhy,. For the derivationsin Sections 3and  of the data symba#;, from userk has to be computed

4, we assume perfechannel state informatio(CSI) at from the received signaj, = h;fPs + n&, other sig-

the transmitter side. Inaccuracies in CSI due to chan-nalsy, with [ # & must not be utilized. For uncorrelated
nel estimation or time-variant scenarios can be overcomedata symbols, i.e. diagondt, = E[ss"], solving (3)

by channel prediction and a robust paradigm, see [16]returns a transmit filter

or [17]. The noise vecto contains the perturbations
at the K receivers. Finally, the user weight of uders p_ Ey
represented by, € Ry o, againk € {1,...,K}. For -\ tv(H"BR;BH)
notational simplicity, we introduce thdiagonalmatrix

J*H"B, (4)

which still depends on the choice 8, andy € [0;27)
B = diag{bi}, € RY X, may be chosen freely as it does not change the total SNR.
By means of (4), (2) reduces to
which now no longer has to be a scaled identity ma-

trix 511 as in [6] and [18] where all users had to ap- E.. tr(BRsBHH")

ply the same weigh8—!, i.e.b;, = S~ 1Vk. With these (b, bx) = tr(Rs) tr(BR,B)
definitions, the estimat@for the user symbols is reads K .9 o , (5
as . B, Zk:l bkask Rkl
- K K ’
§= BHPs+ By <CX. 1) Y102 Yo biog,

Notation: Deterministic vectors and matrices are de- With 02, = [Rs]y, andoy, = E[|n:|*]. The total SNR
noted by lower and upper case bold letters. The respec-y(bi,...,bx) in (5) is maximized by choosing
tive random variables are written in sans serif font. The
operatorE[-], ()T, ()Y, (), (-)*, andtr(-) stand for by =0 Vk# kve and bey, 7 0, (6)

expectation with respect to symbols and noise, transpo-
sition, Hermitian transposition, pseudo inverse, complex
conjugate, and trace of a matrix, respectively. The scalar
element in rowb and columnc of the matrix A is de- o2 5

noted by[A]; ., andI x stands for the{ x K identity kmr = kzﬁ%majj} UT”h’f”?' (7)
matrix, whosek-th column ise;,, and|| - |2 is the Eu- ren e

clidean norm. The zero-matrix of dimensionx n reads Eqn. (7) results from the partial derivative of (5) with re-
as0,,xn. spect to allby, leading to an eigenvalue problem. The

kyr denoting the only served user following from the
maximum metric



magnitude oby,,,. is not of relevancy, since it is revoked
in (4), the power constraint consequently is fulfilled. Al-
together, the transmit filteP\r and the user weights

bMF 1, - - -, bur,x read as
*
lep _ Etr -Lp hkMF e,]g ’
2
USkMF HhkMF ||2 ME (8)
byvr iy =1, burr =0VE # kyvp.

From (8) we can conclude, that tdeagonalversion of
the transmit matched filteonly accounts for the data
stream of usekyr, Whereas all other data streams are
discarded, = 0 Vk # k). In contrast, the&onven-
tional TXMF servesall users according to their channel
powers.
3.2 Diagonal Transmit Zero-Forcing Filter

The diagonal transmit zero-forcing filte(DTxZF) is

Egns. (11) and (12) reveal, that different scalar MSEs
er = El|sk — $]|?] are allocated to the different users
in case of thaliagonalversion even forrfm = 0,2, vk €
{1,..., K}, whereas theonventionaktounterpart with
equal user weights assigns identical MSEs. If the noise
variances; and the symbol variances, are invariant
w.r.t. k, the MSE quotient in a two user scenario can be
expressed as

e _ 0 [hals
b ka2’

i.e. the user with the stronger channel is favored and will
exhibit a smaller MSE. For more than two users, the
MSE quotient expressions become more complicated but
the bottom line stays the same — “stronger” users will
be preferred and will feature a smaller bit error rate.
3.3 Diagonal Transmit Wiener Filter

Based on the same cost function as the DTxZF, the

(14)

€2

characterized by complete interference cancellation anddiagonal transmit Wiener filte{DTxWF) minimizes the
unbiasedness of the desired signals. In the noise freemean square error

case, i.en = Ok «1, the estimaté& is therefore identical
to the original symbol vectos. The cost function to
optimize is the mean square error

e(P,by,...,bx) =E[||s — s3]
K
)
= Z biof’k € R+7()
k=1

of the symbols and their estimate$, which boils down
to the simple sum of the weighted noise variana%ks
because of the interference removal constrBl# P =
Ix. The optimization underlying thé&ransmit zero-
forcing filterreads as

{Pzr,Bzr} = argmine(P, by, ...
{P,B}
subjecttoBHP = Ik, E[||Ps|3] < Ey., and

K T
B =) i1 brerey.

7bK)

(10)

e(P,by,....bx) =E[||s —$[3] (15)

but without an unbiasedness and interference cancella-
tion constraint, similar to theonventionalTxXWF [6],
[18]:

{Pwr, Bwr} = argmine(P,by,...,bx)

{P.B}
subject toE [|| Ps||3] < Ei. and

K T
B = Zk:l bkekek .

(16)

The transmit filter minimizing (16) can be expressed as

-1
Iy, | HYBwr,

17)
whereupon it turns out to be advantageous to split up all
user weights via, = 3'~'b}, in order to easily fulfill the
power constraint in (16), sincBwr = 8P’ andP’ is
independent of’. In addition, evaluating (15) with (17)

tr (BiypRy)

Pywr= <HHB%VFH+
Etr

The first constraint_in (10) corresponds to unbigsed— reveals, that only the quotients /b, are of interest, so
ness and complete interference suppression. Using theypjitting »,, = 3'~1b;, solves the first constraint in (16).

method of Lagrangian multipliers, we find

Py — HY (HHH)_1 B!, (11)

implying a dissipated transmit powet ||| Ps||3]
S b 2ol [((HH™) V. Limiting this value
by E:. and minimizing (9) finally leads to the scalar
weights

K
Z'rn:l

/ 2
@m0y,

)
Etr

823

bzpyk = 4 (12)

Nk

and the substitutiony, = o2 [((HH")™!;,. Insert-

ing (11) and (12) into (9), we find the mean square error

of thediagonal transmit zero-forcing filter

2
EZF = EL“ (Zle Ozkag’k) (13)

For K = 2 users, the optimum receiver factorsihyr
can be computed analytically by maximizing the MSE

. Clbil + Cgb% + Clgb%bg

by, by) =
£(b1, bo) d1b + dobd + diob2b2

(18)

from (15) having applied (17), with the constraint of
real-valuednon-negativeé;,. The real-valued constants
1, C2, C12, d1, d2, d12 depend on the channel matd,

the available maximum transmit powgk,, and on the
noise variances; , o5,. For K > 3, numerical so-
lutions have to be applied. In any case, tfiagonal
version features the possibility — according to the given
SNR Egs/Ny — to switch off individual data streams.
This property can also be observed in the single user
MIMO case withfully cooperating receiving antennas,
where less data streams thain (K, N,) are transmit-
ted over the dominant eigenmodes when the SNR is too
small, cf. [12], [13], and [14]. Thereby, we observe



there and thus leads to a suboptimum solution. Despite
1.2p ] the nonlinearity of the transmit filter with the transmit
signaly = PM(I1s + F'v), the framework from Sub-
2 ol | section 3.2 can again be applied to obtain the desired
'§0_87 zero-forcing filter, sincé(x) = z + a with the auxil-
5 iary signala (cf. Eqn. 19). All filter computations now
S0.6F 1 restuponthe vectat = IT™ (I x—F)v € C¥ denoting
E the input of the unitary permutation matrix
=0.4¢ B
¢ K
0.2} 1 T =) ege} €{0;1}K (20)
) ) ) k=1
~20 -10 0 10 20 describing the precoding order (cf. Fig. 3 and see [15]).

10log,o(E/Ng) i, denotes the index of the user precoded atthestep.

_ _ ) ) Note that the precoding order has significant impact on
Figure 2: Ratiob, /b, of the diagonal zero-forcing (DTxZF), the bit error rate. The feedback filtdéf € CE*X has
V\:::eg?\er(DTleF),ngnc:] .r;;'attc:f‘:] filter (E Tr:(nM::Z fol.r dt'.ﬁir' 10 be lower triangular, as only already precoded symbols
ﬁh Hz/Hhvj‘gej;g an instantaneous channet realization Willean pe fed back. The input of the linear filtBris de-

22T = 2 noted byv € CX, having a diagonal covariance matrix

the familiar convergence properties of tbenventional .
, gence prop E[w"] = diag{o}, }/_, € R,
TXWF, i.e. the DTXWF converges to the DTxZF for a
large SNR, and to the DTxMF for the SNR reaching since we make the assumption, that symbol which ran
zero. The latter implies, that only a single user will be through the modulo operation are almost uncorrelated

served, cf. (8). This behavior is shown in Fig. 2, where among each other. Due to the modified transmitter struc-
the quotient; /b, of the presented linear diagonal filters  tyre, the MSE now reads as

is plotted versus the average SNR. In this special real-

ization of the channel|hy|3/||h1 3 ~ 2.9, 02, = o2, e(P,F,I1,by,...,bk) =

ando? = o2 was assumed. From (14), we obtain K 1)
bzr 1/bzr2 ~ /2.9 ~ 1.3 independently from the SNR E[|ld—-B(HPv+1)|3] = Zbioik,

for the diagonal zero-forcing filter (cross marker). In k=1

contrast, the diagonal matched filter (plus marker) sets
bur1 = 0, cf. (6) and (7), since user two features a
stronger channel. For the diagonal Wiener filter (trian-
gle up marker), the first user is discarded if the SNR {P,F,B,II}zr = argmin ¢(P,F,II,B)

is below approx.—9 dB. Increasing the SNR, the quo- {P,F,B,II}

tient bwr,1/bwr,2 continuously increases, and asymp-  gybject to: BHP = I (15 — F),

totically, the ratiobzr 1 /bzr 2 Will be reached. B [HPVHg] < B, (22)

4, Extension of the nonlinear transmit F lower triangulay and

Zero-Forcing Filter with Tomlinson- K -
i i B = b )
Harashima-Precoding > ke brerey

and the zero-forcing constraint looks slightly different
compared to (10), cf. [15]:

Forcing F' to be lower triangular with zero main-
diagonal can be transferred inkbconstraintsS, Fey, =
Re(z) 1 | Im(z) 1 01, With the selection matri§y, = [I, 0px (kx| €

Mz)=a—|——=+5| 7= | ——+5|T (19) {0, 1}*%. The closed form solution of (22) can be
found for an arbitrary numbek’ of users and reads as

By adding nonlinear modulo operators

=xr+a
K
both at transmitter and receivers, tiiiagonal transmit ) S Z H"BypIT5.ST
zero-forcing filteris equipped with THP [6], [7], [8], [9], =1
and [15]. The constant depends on the used modula- ° oo\ ! "
tion alphabet (e.g. [8], [19], [20]) anf}| denotes the (SkHZFBZFHH BZFHZFSk) Srerey
floor operator. Different from the originally intended K N
purpose of the THP in [21] and [22], where intersymbol- - Z by (HQO)H) e; ef.
interference in a single-user single-input single-output —

system is eliminated by a non-linear recursive structure Fyp = I — ITyp Byp H Py, and
at the transmitter, we apply this approach to the broad-

cast scenario in the frequency flat case, yielding a spa- ZK L Ja o2

. . . . m= m= N,
tial precoding instead of a temporal one. The idea of pyp,; = a O;k ,
allowing for different user weights, can also be found i, Bt

in [7, 8, 9], indeed it is not based upon an optimization (23)
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e exel , which does not need to check &l! per- 10— DTxZFmean |
mutations, reads as -10 -5 15 20

0 5 10
, 10 loglo(Es/No)
ik = argmin

+
‘(H;‘”H) el
Le{l,... . K} \{ikt1,--ix }

Ve {K,K—-1,...,1},

24 Figure 4:ConventionalTxZF) vs. diagonal(DTxZF) transmit
2> (24) o
zero-forcing filter forK = 2 users,N, = 4 antennas.

and can be found in [15] as well as a more detailed
derivation of the similaconventionallxZF THP. 10

5. Simulation Results

ER

Averaged over 80000 channel realizations, uncodedglo-2

bit-error-rates (BERs) are presented depending on the 3

=]
meanEs /N ratio. Note that the average channel power §
of user 1 is ten times the mean channel power of user 2.~ _,
ie. o7 = 1007, as for identical average powers, | =& TXWF user 1
only small gains can be achieved by extending the fil- —o— TXWF user 2

ters towards their diagonal counterparts. Fig. 4 shows o ngi 323;
the zero-forcing variants and highlights the behavior al- 107 ; :
ready stated in Subsection 3.2, cf. (14): The stronger -0
user (square marker) dramatically benefits, whereas the
Wef_iker user (star marker) has to face only a slight d(_agra'Figure 5:Conventiona TXWF) vs. diagonal (DTxWF) trans-
dation. Note that the BERs of user 1 and user 2 (circle it wiener filter for X' = 2 users N, = 4 antennas.
marker) are identical for the conventional zero-forcing
filter (TxZF), since we assumed identical noise vari- age channel power. Thenitary version [7] is outper-
ances. The user averaged BER (triangle down marker)formed by thediagonalversion and behaves similar to
of the DTxZF is always smaller than the one of the con- theconventionabne, especially in the high-SNR region,
ventional TxZF (circle marker), but since it is mainly although theconventionallxZF THP in [15] makes use
governed by the weaker user, the user-averaged gain i®of identical user weights, whereas thaitary variant
small. permits different scalars.

Similar results are obtained by the Wiener filters, cf. .
Fig. 5. TheconventionaVersion already allocates differ- 6. Conclusion
ent MSEs to the users according to their average channel \we addressed the extension of transmit filters for

powers, and thdiagonalversion allows for a furtherre-  decentralized receivers. The modified filters allow for
duction of the BER of the stronger user (square marker performance improvements especially when individual
vs. circle marker). For an SNR value of apprex dB, users exhibit different mean channel powers. Both linear

there is almost a boundary point between the curves ofand nonlinear transmitter structures can be extended by
the diagonal version and the conventional version. For the presented paradigm.

this SNR,b; =~ by holds on average, hence both variants
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