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Abstract—In this paper, we present a novel algorithm for determining the sum-rate optimal transmit covariance matrices for the MIMO broadcast channel. Instead of optimizing the covariances directly, our algorithm operates on the preceding matrices, i.e., the square roots of the covariances. As a result, no eigenvalue decompositions are required in the iterations, and the complexity per iteration is significantly lower. A look at the convergence over the required number of computations shows a visible advantage over the state-of-the-art sum power iterative waterfilling algorithm. Also, our algorithm allows us to find the optimal sum-rate for an arbitrarily limited number of data streams per user. Finally, with a simple modification, our algorithm can also be used for sum-MSE minimization.

I. INTRODUCTION

We consider the multiple input multiple output (MIMO) broadcast channel with perfect channel state information at the transmitter. The optimal sum-rate for a given transmit power constraint is achieved by dirty paper coding [1]. Furthermore, the resulting sum-capacity is the same as that of a dual MIMO multiple access channel (MAC) with a sum power constraint [2]. As the problem of finding the optimal transmit covariances for the MAC is concave as opposed to the broadcast problem, and since the MAC covariances can be converted to the broadcast scenario by means of a simple procedure [2], the sum-capacity problem for the broadcast channel is usually addressed by means of the dual MAC.

A closed form solution for this problem does not exist for more than one user. In [3], an algorithm based on following the principal eigenmode of the gradient was introduced. A more sophisticated iterative algorithm was proposed in [4], making use of the idea of iterative waterfilling [5]. This algorithm in its simplest form is not necessarily always convergent; one method to solve this problem is to update only the covariances of one random user pair at a time [6], since for two users the algorithm always converges. Alternatively, convergence can be ensured with an iteration-invariant memory factor, however, at the cost of slower convergence [4]. In [7], a simple search for a near-optimal memory factor in each iteration was shown to significantly speed up convergence. The method in [7] so far presents the computationally most efficient way of finding the sum-capacity. Nonetheless, at each iteration several eigenvalue decompositions (EVDs) must be computed.

Another iterative covariance-optimizing method has recently been proposed in [8]. Here, the Lagrange-dual optimization problem is investigated. The resulting algorithm allows for a slightly less complex waterfilling operation, but consists of nested iterative loops and therefore has high, non-deterministic complexity per inner loop.

In this paper, we approach the problem from a different perspective: instead of maximizing the sum-rate by choice of the covariance matrices, we examine the precoding (or beamforming) matrices, i.e., the square roots of the covariances. This way, the optimization problem does not have any semidefiniteness constraints. We can then formulate an iterative algorithm based on the projected gradient ascent method. This algorithm does not require any eigenvalue decompositions and the computational complexity per iteration is significantly lower than that of the state-of-the-art iterative waterfilling method, as is shown in our detailed complexity analysis in Section IV. Furthermore, it allows us to limit the number of data streams for each user to a number smaller than the number of that user’s antennas. This way, the complexity per iteration can be dramatically reduced, while the resulting precoders are in general suboptimal with respect to the sum-rate.

As shown in Section V, an interesting property of our sum-capacity algorithm is that simply by changing the exponent of a certain expression from one to two, we arrive at an algorithm for finding the optimal precoding matrices in terms of minimum mean square error (MMSE) when only linear operations are allowed at transmitter and receiver, a problem to which a closed form solution does not exist either. This algorithm has already been published in [9], and is shown to clearly outperform existing procedures for the MIMO MMSE problem in terms of complexity. Finally, in Section VI, we plot the convergence behavior of our novel sum-capacity algorithm compared to that of the state-of-the-art technique taking into account the lower complexity per iteration. It turns out that the proposed algorithm without eigenvalue decompositions clearly performs better in the examined scenarios.

Notation: $0_m$ denotes the $m \times m$ zero matrix, $I_{m \times n}$, where $m \geq n$, is the left $m \times n$ part of the $m \times m$ identity matrix. $\| \cdot \|_F$ denotes the Frobenius norm of a matrix. The operator $\succeq$ is the partial order induced by the convex cone of positive semidefinite matrices.

II. DUAL MAC SYSTEM MODEL

Instead of treating the problem of the broadcast channel directly, we examine the dual MAC as in [2], which is obtained by switching the roles of transmitters and receivers and taking the conjugate transpose of the channel matrices. In the dual MAC, the same sum power constraint is imposed as in the broadcast channel. As shown in [2], the sum-capacity of the broadcast channel is the same as that of its dual MAC. Furthermore, the capacity-achieving transmit covariances for
the broadcast channel can be obtained from the respective MAC covariances by a simple set of transformations [2].

In the dual MAC, \( K \) decentralized multi-antenna users transmit the data vectors to one centralized receiver with \( N \) antennas. The precoding matrix of user \( k \) is denoted by \( T_k \in \mathbb{C}^{r_k \times B_k} \), where \( r_k \) denotes the transmit antennas of user \( k \) and \( B_k \) the number of precoded data streams. Assuming data vectors with identity covariance matrices, the transmit covariances evaluate to \( Q_k = T_k T_k^H \in \mathbb{C}^{r_k \times r_k} \). The sum power constraint reads as \( \sum_{k=1}^{K} \text{tr}(Q_k) \leq P_{\text{Tx}} \). We describe the transmission from user \( k \) to the receiver with the channel matrix \( H_k \in \mathbb{C}^{N \times r_k} \). At the receiver, white Gaussian noise with the covariance matrix \( \sigma_n^2 I_N \) is added to the signal.

### III. REVIEW OF EXISTING ALGORITHMS

The MAC sum-rate resulting from the transmit covariance matrices \( Q_1, \ldots, Q_K \) can be expressed as

\[
R(Q_1, \ldots, Q_K) = \log_2 \det \left( \sigma_n^2 I_N + \sum_{k=1}^{K} H_k Q_k H_k^H \right) - N \log_2 \sigma_n^2.
\]

(1)

The maximization of \( R(Q_1, \ldots, Q_K) \) subject to the positive semidefiniteness of the covariances \( Q_1, \ldots, Q_K \) and the sum power constraint \( \sum_{k=1}^{K} \text{tr}(Q_k) \leq P_{\text{Tx}} \) is a concave maximization problem [4] for which the Karush-Kuhn-Tucker optimality conditions are not only necessary, but also sufficient [10]. In general, the optimization

\[
\max_{Q_1, \ldots, Q_K} R(Q_1, \ldots, Q_K) \quad \text{s.t.: } Q_k \succeq 0_{r_k} \forall k \text{ and } \sum_{k=1}^{K} \text{tr}(Q_k) \leq P_{\text{Tx}}
\]

(2)

cannot be solved in a closed form for \( K \geq 2 \), therefore iterative techniques must be applied. Jindal et al. [4] extended the iterative waterfilling algorithm with individual power constraints from [5] to the case in which there is a sum power constraint. To this end, the authors introduce effective channels, resulting from interpreting the other users’ contributions as colored noise, and iteratively perform waterfilling on the blockdiagonal effective channel Gram.

We examine this procedure from another point of view: after some manipulations of the KKT conditions for (2), we find that the optimal \( Q_1, \ldots, Q_K \) of (2) must fulfill the system of nonlinear equations

\[
\text{blkdiag}(Q_k)_{k=1}^K = \text{blkdiag}\left( \frac{I_{r_k}}{\mu} - (H_k^H X_k^{-1} H_k)^{-1} \right)_{k=1}^K
\]

(3)

where \( X_k := \sigma_n^2 I_N + \sum_{i \neq k} H_i Q_i H_i^H \in \mathbb{C}^{N \times N} \) denotes the interference plus noise covariance matrix of user \( k \) and \( \mu \) is the Lagrangian factor ensuring that the sum power constraint is fulfilled with equality. Checked variables ‘\( \cdot \)’ indicate that they fulfill the KKT conditions. The operator ‘\( \cdot \)’ performs the orthogonal projection of its Hermitian argument onto the cone of positive semidefinite matrices by setting all negative eigenvalues to zero [11]. This operator can be thought of as the multi-dimensional extension of the max(\( \cdot \),0) operator known from scalar waterfilling. However, above compact notation already tells us which eigenspace has to be chosen for the optimum transmit covariances, and the optimum waterfilling power allocation directly follows as well.

The system of nonlinear equations describing the KKT conditions is only an implicit set of equations for the optimum covariances \( Q_1, \ldots, Q_K \) and cannot be solved explicitly. It can be thought of, however, as a fixed point equation, which Jindal et al. attempt to solve iteratively by means of the Picard (or direct) iteration: the covariances \( Q_k^{(\ell+1)}, k = 1, \ldots, K \) in iteration \( \ell + 1 \) are obtained by evaluating the right-hand side of the matrix-valued function (3) for the covariances of iteration \( \ell \), resulting in the iterative waterfilling algorithm:

\[
\text{blkdiag}(Q_k^{(\ell+1)})_{k=1}^K = \text{blkdiag}\left( \frac{I_{r_k}}{\mu} - (H_k^H X_k^{(\ell)} - H_k)^{-1} \right)_{k=1}^K
\]

\[
Q_k^{(\ell+1)} = Q_k^{(\ell)} \forall k
\]

Depending on the channel realization and the number of users, the matrix-valued function on the right-hand side of (3) need not be a contraction mapping, i.e., the sequence obtained by repeatedly applying the function must not converge to the unique fixed point regardless of the initial value. Convergence to the optimum solution when applying the Picard iteration can only be guaranteed for \( K \leq 2 \) users, see [4], and indeed, this kind of iteration starts to oscillate in some cases. To overcome this problem, Jindal et al. introduced a ‘smoothing’ factor \( \alpha^{(\ell)} \in (0; 1] \) representing the influence of \( Q_k^{(\ell)} \) on the covariances in iteration \( \ell + 1 \):

\[
Q_k^{(\ell+1)} = \alpha^{(\ell)} Q_k^{(\ell)} + (1 - \alpha^{(\ell)}) Q_k \forall k
\]

(4)

This type of iteration is called Mann iteration, and the authors in [4] conservatively choose \( \alpha^{(\ell)} = \frac{2}{K} \forall \ell \), which is proven to lead to convergence to the global optimum. This conservative iteration-invariant choice, however, leads to a rather low rate of convergence.

A clever enhancement of the modified iterative waterfilling algorithm was proposed by Böhnke et al. in [7]. Here, the step size \( \alpha^{(\ell)} \) is assumed to be time variant and is optimized in each iteration with a simple line search technique: the sum-rate is evaluated for the temporary step sizes \( \alpha^{(\ell)} = 0, \alpha^{(\ell)} = 1 \), and \( \alpha^{(\ell)} = \frac{K}{2} \). Based on these three samples, the behavior of the sum-rate over \( \alpha^{(\ell)} \in (0; 1] \) is approximated by a parabola. If the apex of the parabola lies within this half-open interval, the step size \( \alpha^{(\ell)} \) is chosen accordingly, otherwise \( \alpha^{(\ell)} = 1 \). Algorithm 1 shows the implementation for unit variance noise \( \sigma_n^2 = 1 \) according to [7].

In the following, we analyze the number of floating point operations (FLOPs) required per iteration, where both a scalar complex multiplication and a scalar complex addition count as one FLOP and comparisons etc. are neglected [12]. We assume \( r_k = r \), i.e., all users have the same number of antennas, and neglect linear and quadratic terms.

**Line 2:** computation and scaling of \( H_k H_k^H \), summation of \( K \) Hermitian matrices: \( K N^2 r + K N r + \frac{K N^2}{2} \) FLOPs

**Line 4:** \( K N^2 \) FLOPs

**Line 5:** Cholesky factorization of \( X_k = M_k M_k^H \), calculation of \( M_k^{-1} H_k \) via forward substitution, computation of the Gram: \( K N^3 + \frac{K N^2}{2} + K N^2 r + K N r^2 + K N r - \frac{K N^2}{2} \) FLOPs
Algorithm 1 Covariance-Based Rate Maximization [7]

1: \( Q_k \leftarrow \frac{P_k}{\sum_{k=1}^{K} I_{rx}} \) \( \forall k \)
2: \( X \leftarrow I_N + \sum_{k=1}^{K} H_k Q_k H_k^H \)
3: repeat
4: \( X_k \leftarrow X - H_k Q_k H_k^H \) \( \forall k \)
5: \( W_k A_k W_k^H = H_k^H X_k^{-1} H_k \) \( \forall k \)
6: \( P_k \leftarrow \max(\mu I_{rx} - A_k^{-1}, 0) \) s.t.: \( \sum_{k=1}^{K} \text{tr}(P_k) = P_{tx} \)
7: \( Q_k \leftarrow W_k P_k W_k^H \) \( \forall k \)
8: \( X \leftarrow I_N + \sum_{k=1}^{K} H_k Q_k H_k^H \)
9: Find optimum scalar \( \alpha \) from parabola
10: \( Q_k \leftarrow \alpha Q_k + (1 - \alpha) Q_k \) \( \forall k \)
11: \( X \leftarrow \alpha X + (1 - \alpha) X \)
12: until convergence

Complete eigenvalue decomposition: \( 9r^3K \) FLOPs
Note that for \( N \gtrsim 3r \), it is cheaper to apply the matrix inversion lemma and to compute only a single inverse \( X^{-1} \) instead of \( K \) inverses \( X_k^{-1} \)

Line 7: \( K^3 + \frac{3KN^2}{2} \) FLOPs

Line 8: Cholesky factorization of \( Q_k = L_k L_k^H \), computation of \( L_k H_k^H \), computation of the Gram, summation of the \( K \) Hermitian matrices: \( \frac{K^3}{3} + \frac{KN^2}{2} + KNr^2 + KN^2 + KNr \) FLOPs
Note that when \( N < \frac{1}{3} \) it is more efficient not to calculate \( Q_k \) explicitly, but to start with \( H_k W_k \) and then include \( P_k \) and compute the Gram

Line 9: three determinants of \( H_k X_k H_k^H \): \( NKN^2 \) FLOPs

Line 10: update \( H_k Q_k H_k^H \): \( NKN^2 \) FLOPs

In sum, we have \( K^3 + \frac{3KN^2}{3} + 2KNr^2 + 2KN^2 + 2KNr + 3K^2 + 3K^2 + 2K^2 + 2K^2 + 2K^2 + 2KNr \) FLOPs per iteration (lines 4 through 11).

IV. RATE MAXIMIZATION WITHOUT EIGENVALUE DECOMPOSITIONS

Since the covariance-based rate maximization algorithms require a projection onto the cone of positive semidefinite matrices, eigenvalue decompositions are inevitable. A complete eigenvalue decomposition, however, is computationally rather expensive: it requires about \( 9r^3 + O(r^2) \) FLOPs for an \( r \times r \) Hermitian matrix, see [13]. In the following, we present a rate maximization approach that is based on the preceding matrices instead of the transmit covariances and therefore does not require an EVD. To this end, we utilize the scaled projected gradient algorithm [14], which can be seen as an extension of the steepest ascent method to constrained optimization problems. The preceding matrices do not have to be positive semidefinite, the only constraint therefore is the sum power, which now reads as \( \sum_{k=1}^{K} ||T_k||^2 \leq P_{tx} \). Thus, the optimization (2) changes to

\[
\max_{T_1,\ldots,T_K} R(T_1,\ldots,T_K) \quad \text{s.t.:} \quad \sum_{k=1}^{K} ||T_k||^2 \leq P_{tx}, \tag{5}
\]

where the utility \( R(T_1,\ldots,T_K) \) follows from (1) in conjunction with \( Q_k = T_k T_k^H \) \( \forall k \). The scaled complex gradient of the utility function w.r.t. the precoder of user \( k \) reads as

\[
\begin{align*}
\lim_{\lambda \to 0} \frac{\partial R(T_1,\ldots,T_K)}{\partial T_k^H} &= H_k^H X^{-1} H_k T_k,
\end{align*}
\]

where \( X := \sigma_N^2 I_N + \sum_{i=1}^{K} H_i T_i H_i^H \). Since we use the definition of complex derivatives from [15], we need to derive with respect to the complex conjugate, in order to get the direction of the steepest ascent. For high signal-to-noise ratios (SNRs), the squared Frobenius norm of (6) scales with the reciprocal SNR and is therefore very small, leading to unnecessarily small steps. In order to overcome this problem, we introduce a preconditioning scalar \( \lambda \) which rescales all gradients such that the ‘length’ of the total gradient is the same as that of the covariances themselves:

\[
\lambda = \sqrt{\frac{P_{tx}}{\sum_{k=1}^{K} ||H_k^H X^{(t)} H_k||_F^2}},
\]

The update rule for the precoders in iteration \( \ell + 1 \) reads as

\[
T_k^{(\ell + 1)} = (I_{rx} + \frac{s^{(t)}}{\lambda^{(t)}} H_k^H X^{(t)} - H_k T_k^{(t)})/\kappa^{(t)}.
\]

The step size \( s^{(t)} \) is chosen adaptively and reduced as soon as the utility decreases. Setting \( s^{(t)} := \frac{s_0}{\sqrt{\kappa^{(t)}}} \) with fixed \( s_0 \) and incrementing \( s^{(t)} \) by one as soon as the utility decreases satisfies the sufficient properties \( \sum_{t=0}^{\infty} s^{(t)} = \infty \) and \( \sum_{t=0}^{\infty} s^{(t)2} < \infty \) to let the algorithm converge [14]. Clearly, the new precoders in step \( \ell + 1 \) also need to satisfy the transmit power constraint. This orthogonal projection onto the ball with radius \( \sqrt{P_{tx}} \) is simply a division by

\[
\kappa^{(t)} = \sqrt{\frac{\sum_{k=1}^{K} ||T_k^{(t)}||^2 + s^{(t)} \lambda^{(t)} ||H_k^H X^{(t)} - H_k T_k^{(t)}||^2}{P_{tx}}}.
\]

Adaptively decreasing the step size ensures that the sequence in fact reaches a stationary point fulfilling the KKT conditions.
conditions of (5) and does not run into an oscillation for \( \ell \to \infty \). Recall that the covariance-based optimization (2) is a concave maximization problem and the stationary point fulfilling the KKTs of (2) is the global optimum. However, the utility function is not concave in the precoders. Furthermore, it can be shown that, when the precoders are used instead of the covariances, there are several additional rank-deficient solutions to the KKTs, which turn out to represent saddle-points and minima. Since the problem is concave on the set of covariances, it is clear that a steepest ascent algorithm on \( Q_k \) will lead to the global maximum. As each set of precoding matrices \( T_k \) corresponds to a set of covariance matrices, it is intuitively plausible that following the steepest ascent in the precoders will lead to the maximum result. From the second line in (7), however, we can see that the rank of \( T_k \) will never change in the course of a finite number of iterations, i.e., a rank-deficient initialization will never be able to reach the maximum, if the maximum has full rank. If the maximum is rank-deficient, on the other hand, is drastically reduced.

We can interpret the saddle-points corresponding to rank-deficient precoders as optimal solutions for the case in which users are not allowed to perform full multiplexing, but must transmit less data streams as they have transmit antennas. Indeed, this is another advantage of our approach of working on the precoders and not on the covariances: assume that a multi-antenna user is restricted to transmitting at most a single data stream. Then, its transmit covariance matrix is restricted to have rank one. Such a constraint is nonconvex and the existing algorithms are not able to handle this case. With our algorithm, on the other hand, we are free to restrict the number of data streams transmitted per user arbitrarily from 1 to \( r_k \), simply by initializing the algorithm with tall precoding matrices. If at most a single stream per user is to be transmitted, we are likely to achieve a sum-rate below the maximum, the computational complexity of each iteration, on the other hand, is drastically reduced.

In Algorithm 2, the pseudo-code for our procedure is given for the case in which the number of data streams per user can be arbitrarily restricted. In line 1, we initialize all precoders with full rank and uniform power allocation, and the initial step size is chosen. In line 3, we compute the rate up to a constant summand, see (1). All gradients are computed in line 5, the normalization factor \( \lambda \) is computed in line 6. Lines 8 through 14 are repeatedly executed with decreasing step size, until the utility increases. First, the new unscaled precoders are determined in line 8 with the gradient ascent method, then line 9 performs the projection onto the power constraint set. If the sum-rate obtained by all \( T_k^1 \) is smaller than the one achieved by all \( T_k \) (which, as simulations show, occurs very seldomly), we reduce the step size in line 13 and try again. Otherwise, the precoders are updated.

Again, we analyze the computational complexity of the initialization and iterations of Alg. 2 assuming \( B_k = r_k = r \).

Line 2: computation and scaling of \( H_k H_k^H \), summation of \( K \) Hermitian matrices: \( KN^2 r + K N r + \frac{K ^ 2 \lambda}{2} \) FLOPs

Line 3: determinant via Cholesky factorization of \( X = LL^H \), \( \frac{N^2}{2} \) FLOPs

Line 5: \( L^{-1} H_k \) via forward substitution, calculation of Gram, multiplication from the right with \( T_k \): \( KN^2 r + K N r + 2 K r^3 - \frac{K ^ 2 \lambda}{2} \) FLOPs

Line 6: K Frobenius norms: \( 2 K r^2 \) FLOPs

Line 8: scaling and addition: \( 2 K r^2 \) FLOPs

Line 9: K Frobenius norms and scaling: \( 3 K r^2 \) FLOPs

Line 10: calculation of \( T_k^H H_k^H \), computation of the Gram, summation of \( K \) Hermitian matrices: \( 2 K N r^2 + K N^2 r \) FLOPs

Line 11: determinant via Cholesky factorization of \( X = LL^H \), same as line 3

Altogether, \( \frac{N^2}{3} + KN^2 r + K N r + \frac{K N^2}{2} \) FLOPs are required for the initialization (lines 1 through 3), and \( 2 K r^3 + 2 K N^2 r + 3 K N r^2 + K N r + 2 K r^3 + \frac{9 K r^5}{2} \) FLOPs per iteration (lines 5 through 16).

V. RELATION TO SUM-MSE MINIMIZATION

In [9], a very similar algorithm was presented for the problem of sum-MSE minimization with linear precoding and equalization in a multi-user MIMO environment. In the following, we will briefly derive this MMSE algorithm and show how it differs from our sum-rate algorithm.

Again, we examine a dual MAC with a sum power constraint, according to the duality framework described in [9], [16]. The \( K \) transmitters employ the precoding matrices \( T_k \) and the receiver uses an equalization matrix to obtain estimates of the transmitted data vectors from the noisy received signal. Assuming that the receiver chooses the optimal receive filter, the sum-MSE \( \varepsilon(T_1, \ldots, T_K) \) reads as [9]

\[
\varepsilon(T_1, \ldots, T_K) = \sigma^2 \text{tr} \left( \left( \sum_{k=1}^{K} H_k T_k T_k^H H_k^H \right)^{-1} \right) + \sum_{k=1}^{K} B_k - N.
\]

(8)

Note that the matrix \( X \) is the same as in the previous sections and that the precoder-dependent part that is to be optimized reads as \( \text{tr}(X^{-1}) \), as opposed to \( \log \det(X) \) for the sum-rate problem. For the projected gradient algorithm to be applied to the sum-MSE minimization problem, we compute the gradient of \( \text{tr}(X^{-1}) \), where we neglect the factor \( \sigma^2 \), as the gradient will be normalized anyway. The scaled gradient reads as

\[
\frac{\partial \varepsilon(T_1, \ldots, T_K)}{\partial T_k} = -H_k^H X^{-2} H_k T_k,
\]

(9)

which has the exact same structure as the gradient (6) that arises in the sum-rate maximization problem, with the exception that the matrix \( X \) is taken to the power of \( -2 \) instead of \( -1 \) and that the expression is preceded by a minus sign. We wish to perform a gradient descent, however, instead of an ascent, and therefore we subtract the scaled gradient. The update rules for the sum-MSE problem and the rate-maximization problem can now be unified to

\[
T_k^{(\ell+1)} = \frac{T_k^{(\ell)} + s^{(\ell)} \chi^{(\ell)} H_k^H X^{(\ell)} - \alpha H_k T_k^{(\ell)}}{\kappa^{(\ell)}}.
\]

(10)
where $\alpha = 1$ maximizes the sum-rate and $\alpha = 2$ minimizes the MSE. Furthermore, we have to replace $\log_2 \det(\cdot)$ by $\text{tr}[(\cdot)^{-1}]$ in lines 3 and 11 of Algorithm 2 and replace line 12 by $(-1)^{\alpha \text{new\_metric}} \geq (-1)^{\alpha \text{last\_metric}}$ and line 15 by $(-1)^{\alpha \text{new\_metric}} < (-1)^{\alpha \text{last\_metric}}$.

VI. SIMULATION RESULTS

For the numerical simulations, we chose a scenario similar to the one in [7], however with all users having the same number of transmit antennas, in order to able to apply the FLOP counts from the end of Section III and Section IV. In Fig. 1, we look at a single representative channel realization with $K = 15$ users, $N = 4$ base-station antennas, and $r = 3$ antennas per user. The initial step size $s_0$ is 10, the transmit power $P_{\text{Tx}}$ is set to 100, and the noise has unit variance. Our novel precoder-based approach with no restrictions on the number of data streams ($B_k = r_k \forall k$) is marked with circles, whereas the covariance based approach from [7] and Algorithm 2 from [4] are marked with triangles and squares, respectively. Since these algorithms uniformly allocate the power to all streams initially, both curves start at the same rate. Again, our precoder-based approach with no restrictions on the number of antennas (single iteration), the convergence over the number of FLOPs, i.e., without iteration. Although our novel approach has a slower convergence per iteration (each marker corresponds to a single iteration), the convergence over the number of FLOPs, which is a far more relevant metric, is slightly better than with the covariance based approach. Restricting the number of data streams to $B_k = 1 \forall k$ (dot marker curve) leads to a drastically reduced complexity, but reaches the maximum sum-rate for this particular configuration.

Another scenario is shown in Fig. 2, where $K = 6$ users transmit their data over $r_k = 4 \forall k$ transmit antennas each to a base station equipped with $N = 6$ antennas. Again, our precoder-based approach allowing the transmission of $B_k = r_k$ streams visibly outperforms the state-of-the-art algorithm from [7]. If we now restrict the number of streams to $B_k = 1 \forall k$, the sum-capacity of the channel cannot be reached.

Note that although we only presented two exemplary channel realizations, the qualitative behavior is somewhat similar over a wide range of system parameters.
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