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Abstract—We derive and compare different approaches to Tomlinson-Harashima precoding (THP) in frequency-selective multi-user scenarios with a centralized multi-antenna transmitter and single-antenna receivers. Starting with spatio-temporal THP, we discuss how to simplify this relatively complex approach to systems that perform either spatial THP or temporal THP only.

For each approach, we give a MMSE design rule for computing the feedback filters at the receiver. Similar to the receiver, where already detected symbols are fed back to remove interference, THP at the transmitter feeds back already precoded symbols [(7), (8)] and (precoding or pre-equalization).

In [19], [20], THP was used to perform spatial equalization (or multi-user separation) in multi-user transmission over frequency-flat channels. This we call spatial THP (S-THP), i.e. THP is used to combat interference from symbols sent at the same time instant (but designated for different users) as the symbol under consideration.

In [21], we combined both temporal THP and spatial THP into joint spatio-temporal THP (ST-THP) to end up with a general THP approach for multi-user transmission over frequency-selective channels. Motivated by the advantages of FIR filter structures with respect to real-world implementations, we generally constrain the feedforward filter in a THP system to be FIR, in contrast to [22]. Due to the fact that a FIR transmit filter is used, the performance of ST-THP depends on the selected latency time. A second parameter that influences system performance is the order in which the data streams designated for the different users are encoded. As discussed in [21], for ST-THP, the joint optimization of latency time and order is computationally infeasible. Therefore, a sub-optimum approach has to be chosen. Still, even the sub-optimum approach presented in [21] induces a high computational complexity.

In this work, we introduce a new optimization for WF-ST-THP which also includes the optimization of the latency time and the ordering. We also investigate how simplifications of the ST-THP procedure can reduce computational complexity and how these simplifications affect system performance. More precisely, we compare ST-THP with systems that perform either S-THP or T-THP only. In terms of complexity, it turns out that, under certain assumptions, S-THP can greatly simplify the computation of the latency time, whereas the computation of the order is not affected. In contrast to S-THP, T-THP in ST-THP the computation of the optimum latency time is equivalent to the sub-optimum approach presented in [21] for ST-THP. Still, complexity is significantly reduced, too, as the order does no longer have an impact on the system performance – thus, it is not necessary to compute an optimum order.

We use simulations to compare ST-THP with S-THP and T-THP in terms of performance. Simulation results show that for the scenarios under consideration, system performance is...
significant degraded if ST-THP is simplified into S-THP. On the other hand, T-THP can provide most of the performance of the more complex ST-THP.

After introducing the system model and reviewing the principle of THP in Section II, we employ a new optimization which includes the latency time and the ordering to compute the WF-ST-THP filters together with the appropriate ordering and latency time in Section III. In Sections IV and V, we discuss and compare special cases of the WF-ST-THP, respectively. The simulation results are presented in Section VI.

A. Notation

Vectors and matrices are denoted by lower case bold and capital bold letters, respectively. We use $E[\cdot]$, $\ast$, $\circ$, $(\cdot)^T$, and $(\cdot)^H$ for expectation, convolution, the Kronecker product, complex conjugation, transposition, and conjugate transposition, respectively. The pseudo inverse is denoted by $(\cdot)^+$. All random processes are assumed to be zero-mean and stationary. The variance of the scalar process $(\cdot)$ is first transformed by the permutation matrix $O$. Notation $\Pi(O)$ respectively. The pseudo inverse is denoted by $(\cdot)^+$. All random processes are assumed to be zero-mean and stationary. The variance of the scalar process $(\cdot)$ is first transformed by the permutation matrix $O$. We chose the index of the $s_{[n]}$ is denoted by $\sigma_s^2 = E[[s[n]]^2]$. The $N \times M$ zero matrix is $O_{N \times M}$, the $M$-dimensional zero vector is $0_M$, and the $N \times N$ identity matrix is $I_N$, whose $n$-th column is $e_n$.

II. SYSTEM MODEL

We investigate a system with $N_a$ antenna elements at the transmitter and $K$ single antenna receivers as depicted in Fig. 1. The $K$ scalar data streams are collected in the vector data signal

$$s[n] = [s_1[n], \ldots, s_K[n]]^T \in \mathbb{C}^K,$$

which is first transformed by the permutation matrix

$$\Pi(O) = [E_i E_h^T] \in \{0, 1\}^{K \times K},$$

where $\Pi(O)^T \Pi(O) = I_K$, $e_i \in \{0, 1\}^K$, and we introduced the ordering $O = [b_1, \ldots, b_K]$.

The $i$-th element $b_i$, $i = 1, \ldots, K$, of the ordering $O$ is the index of the $i$-th precoded scalar data stream $s_{[n]}$. Note that $b_i \in \{1, \ldots, K\}$\{b_1, \ldots, b_{i-1}\}. We chose the above definition for the permutation matrix $\Pi(O)$, since the resulting notation is simple. Note that the permutation matrix $\Pi(O)$ leads to a sorted output $\Pi(O)s[n]$, whose first entry is precoded first and whose last entry is precoded last.

The permuted data signal $\Pi(O)s[n]$ is passed through the precoder consisting of the matrix FIR feedforward filter

$$P[l] = \sum_{\ell=0}^L P_{\ell} \delta[n - \ell] \in \mathbb{C}^{N_a \times K},$$

and the feedback filters

$$F \in \mathbb{C}^{K \times K} \quad \text{and} \quad T[n] = \sum_{i=1}^{L+Q-\nu} T_i \delta[n - i] \in \mathbb{C}^{K \times K}$$

for spatial and temporal THP, respectively. The temporal feedback filter $T[n]$ has to be strictly temporally causal, that is all coefficients for delays smaller than $1$ have to be zero. Similarly, the spatial feedback filter $F$ has to be strictly spatially causal, i.e. $F$ has to be lower triangular with zero main diagonal due to the sorting introduced by $\Pi(O)$. This causality constraint on the spatial feedback filter $F$ can be split into $K$ constraints on the columns of $F$:

$$S_i F e_i = 0_i, \quad i = 1, \ldots, K, \quad (1)$$

where $e_i \in \{0, 1\}^K$ and the selection matrix $S_i = [1, 0_{i \times K-1}] \in \mathbb{C}^{1 \times K}$

cuts out the first $i$ elements of a $K$-dimensional vector.

The modulo operation

$$M(x) = x - \left\lfloor \frac{\text{Re}(x)}{\gamma} + \frac{1}{2} \right\rfloor \gamma - j \left\lfloor \frac{\text{Im}(x)}{\gamma} + \frac{1}{2} \right\rfloor \gamma$$

is applied element-wise, e.g. for $x = [x_1, \ldots, x_N]^T \in \mathbb{C}^N$;

$$M(x) = [M(x_1), \ldots, M(x_N)]^T \in \mathbb{M}^N,$$

and limits the output amplitude of the feedback loop, since the output of $M(x)$ has entries with real and imaginary parts whose absolute values are smaller than $\gamma/2$. Equivalently, the output of $M(x)$ is element of the set

$$M = \{x + j y \mid x, y \in [-\gamma/2, \gamma/2] \}. $$

The floor operator $[\cdot]$ gives the integer number smaller than or equal to the argument. The constant $\gamma$ depends on the employed modulation alphabet, e.g. $\gamma = 2\sqrt{2}$ for QPSK and $\gamma = 8/\sqrt{10}$ for 16QAM under the assumption that the symbols have unit variance, that is $\sigma_s^2 = 1$, $k = 1, \ldots, K$. We observe that the output of the modulo operator $M(\cdot)$ is simply the sum of the argument and a signal whose entries have real and imaginary parts which are integer multiples of the constant $\gamma$. Hence, we can replace the modulo operators at the transmitter and the receivers by the summation with the auxiliary signals $\Pi(O)a[n]$ and $-\tilde{a}_1[n], \ldots, -\tilde{a}_K[n]$, respectively, whose real and imaginary parts are integer multiples of the constant $\gamma$.

When moving $\Pi(O)a[n]$ to the front of the feedback loop, we obtain Fig. 2. We utilize $d[n] \in \mathbb{C}^K$ as the desired signal and $d[n] = [d_1[n], \ldots, d_K[n]]^T \in \mathbb{C}^K$ as the estimate in the following optimizations, because the auxiliary signals $a[n]$ and $-\tilde{a}_1[n], \ldots, -\tilde{a}_K[n]$ are automatically generated by the modulo operators to ensure that $\tilde{a}_i[n] \in \mathbb{M}_K$ and $\tilde{s}_1[n], \ldots, \tilde{s}_K[n] \in \mathbb{M}$. Fig. 2 also helps to understand the basic principle of THP. When the filters are designed following a zero-forcing criterion and when the noise is zero, the combination of the precoding filters $P[n]$, $F$, and $T[n]$ together with the scalar weight $\beta^{-1}$ invert the channels $h_1[n], \ldots, h_K[n]$. Hence, $\tilde{a}_i[n] = e_i^T a[n]$ and $\tilde{s}_i[n] = s_i[n]$ in this case, if the symbols $s_i[n] \in \mathbb{M}_i$, $i = 1, \ldots, K$.

From Fig. 2, we see that the desired signal $d[n]$ can be expressed as a function of the modulo output $\tilde{v}[n]$:

$$d[n] = \Pi(O)^T (\tilde{v}[n] - F \tilde{v}[n] - T[n] \ast \tilde{v}[n]).$$
Obviously, the convolution of $v[n]$ with $T[n]$ can be decomposed in the following way:

$$T[n] * v[n] = \sum_{\ell=0}^{L+Q-\nu} \sum_{i=1}^{K} T_i e_i e_i^T v[n - \ell],$$

where $e_i \in \{0,1\}^K$. With the definition of the vector containing delayed versions of the $i$-th modulo output, the coefficients of the temporal feedback filter $T[n]$ applied to the $i$-th modulo output, and the selection matrix cutting out the last $L + Q - \nu$ elements of an $L + Q$-dimensional vector $v[n] = [e_1^T v[n], \ldots, e_i^T v[n - L - Q]]^T \in \mathbb{M}^{L+Q+1}$, $T_i = [T_1 e_i, \ldots, T_{L+Q-\nu} e_i] \in \mathbb{C}^{K \times L+Q-\nu}$, and $S^{(\nu)} = [0_{L+Q-\nu \times \nu}, 1_{L+Q-\nu}] \in \{0,1\}^{L+Q-\nu \times L+Q+1}$, respectively, we can rewrite above result for the $b_k$-th desired signal $d_{b_k}[n] = e_{k}^T d[n]$, $k = 1, \ldots, K$:

$$d_{b_k}[n - \nu] = e_{k}^T v_{k}[n] - e_{k}^T \sum_{i=1}^{K} (F e_i e_i^T + T_i S^{(\nu)}) v_i[n],$$

since $e_{k}^T \hat{I}^{(O),T} = e_{k}^T$. Here, $e_{\nu+1} \in \{0,1\}^{L+Q+1}$ and $e_{\nu+1}^T v[n] = e_{k}^T v[n - \nu]$. Note that the delayed $d_{b_k}[n - \nu]$ is the desired signal. In other words, we allow a latency time $\nu \in \{0, \ldots, L+Q\}$. Thus, a symbol is estimated at the receiver symbol times after it has been applied to the input of the precoder at the transmitter.

The output $v[n]$ of the modulo operator at the transmitter is passed through the feedforward filter $P[n]$, propagates over the vector FIR channel of order $Q$

$$h_{b_k}[n] = \sum_{q=0}^{Q} h_{b_k,q} \delta[n - q] \in \mathbb{C}^N,$$

is perturbed by the complex noise $\eta_{b_k}[n] \in \mathbb{C}$, and is weighted with the scalar $\beta^{-1} \in \mathbb{R}_+$ to form the estimate at the $b_k$-th receiver:

$$\hat{d}_{b_k}[n] = \beta^{-1} h_{b_k}^T[n] * P[n] * v[n] + \beta^{-1} \eta_{b_k}[n],$$

$$= \beta^{-1} \sum_{\ell=0}^{L} \sum_{q=0}^{Q} \sum_{i=1}^{K} e_i^T P_i^T h_{b_k,q} v_i[n - \ell - q] + \beta^{-1} \eta_{b_k}[n].$$

Here, $e_i \in \{0,1\}^K$ and $b_k \in \{1, \ldots, K\} \setminus \{b_1, \ldots, b_{k-1}\}$ is the $k$-th element of the ordering $O$. Alternatively, we can write:

$$\hat{d}_{b_k}[n] = \beta^{-1} \sum_{i=1}^{K} p_i^T H_{b_k} u_i[n] + \beta^{-1} \eta_{b_k}[n],$$

(3)

where we introduced the vector with the feedforward filter coefficients for the $i$-th precoded data stream and the block Toeplitz convolution matrix of the $b_k$-th channel:

$$p_i = [e_i^T P_0^T, \ldots, e_i^T P_L^T]^T \in \mathbb{C}^{N_1(L+1)}$$

and

$$H_{b_k} = \sum_{q=0}^{Q} S_{(Q,L+1,Q)} \otimes h_{b_k,q} \in \mathbb{C}^{N_1(L+1) \times L+Q+1},$$

respectively. The selection matrix employed for the $b_k$-th channel matrix $H_{b_k}$ is defined as

$$S_{(Q,M,N)} = [0_{M \times Q}, 1_{M}, 0_{M \times N - Q}] \in \{0,1\}^{M \times M+N}.$$

Note that the desired signal for the estimate $\hat{d}_{b_k}[n]$ in (3) is the delayed signal $d_{b_k}[n - \nu]$ (see Eq. 2).

The transmit power can be expressed as

$$E[\|y[n]\|^2_2] = \sum_{i=1}^{K} \sigma_i^2 p_i^H p_i,$$

(4)

because we make the assumption that the outputs $v[n]$ of the modulo operator at the transmitter are uncorrelated, i.e. $E[v[n]v^H[n+k]] = \sigma_v^2 \delta[k] 1_K$. Under the popular assumption that the entries of $v[n]$ are uniformly distributed over $\mathbb{M}$, we get $\sigma_v^2 = \pi^2/6.$
III. MULTIUSER WIENER SPATIO-TEMPORAL THP (WF-ST-THP)

The linear transmit Wiener filter (TxWF) minimizes the mean square error (MSE) together with a transmit power constraint (see e.g. [9]). We use a similar optimization for Wiener spatio-temporal THP (WF-ST-THP). As was noted in Section II, the spatial feedback filter $F$ has to be spatially causal:

$$\{P_{WF}, F_{WF}, T_{WF}, \beta_{WF}, C_{WF}, \nu_{WF}\} = \arg\min_{\{P, F, T, \beta, O, \nu\}} \sum_{k=1}^{K} \sigma_{e_k}^2$$

subject to

$$E[\|y[n]\|^2] = E_r$$ and

$$F:$$ lower triangular, zero main diagonal.

For brevity, we combine the feedforward filter and temporal feedback filter coefficients in

$$P = [p_1, \ldots, p_K]$$ and $T = [T_1, \ldots, T_K]$, respectively, and the MSE for the $b_k$-th data stream reads as

$$\sigma_{e_k}^2 = E[\|d_{b_k}[n - \nu] - d_{b_k}[n]\|^2].$$

Plugging (2) and (3) into the MSE definition, yields:

$$\sigma_{e_k}^2 = \beta^2 \sigma_{p_{b_k}}^2 + \sigma_{e_{k}}^2 \left(1 + \epsilon_k F F^H e_k + \sum_{i=1}^{K} e_i^T T_i T_i^H e_k\right) + 2\beta^2 \sigma_{e_{k+1}}^2 \sum_{i=1}^{K} \text{Re}\left(p_{b_k}^T H_{b_k} (e_{\nu+1} + e_i^{\nu}) F^H + S^{(\nu, \nu)} T_i^H e_k\right) - 2\beta^2 \sigma_{e_{k}}^2 \sum_{i=1}^{K} p_{b_k}^T H_{b_k} H_{b_k}^H p_i^*,$$

since the diagonal elements of the spatial feedback filter $F$ are zero and the modulo outputs are uncorrelated, that is $E[v_i[n]v_i^H[n]] = \sigma_{e_{k}}^2 \delta[i - k]$. The transmit power constraint can be rewritten with (4) and the causality constraint on $F$ can be found in (1). Above WF-ST-THP optimization in (5) can be solved with the Lagrangian function

$$L(P, \ldots) = \sum_{k=1}^{K} \sigma_{e_k}^2 - \rho \left(\sum_{i=1}^{K} \sigma_{e_{i}}^2 p_{i}^T p_i - E_r\right),$$

where the Lagrangian multipliers are $\mu_i \in \mathbb{C}$, $i = 1, \ldots, K$, and $\rho \in \mathbb{R}$. The derivatives of the Lagrangian $L(P, \ldots)$ with respect to the $i$-th temporal feedback filter and the spatial feedback filter result in ($F_{WF}$ is in $\mathbb{C}^{K \times K}$):

$$T_{WF,i} = -\gamma_{WF} p_{WF,i}^T H_{b_k} S^{(\nu, \nu)},$$

$$F_{WF} = \beta^2 \sum_{i=1}^{K} (S_i^T S_i - 1_{K}) \epsilon_k p_{WF,i}^T H_{b_k} e_{\nu+1} + e_i^T,$$

respectively. For the spatial feedback filter expression, we used the causality condition for $F$ in (1). Multiplying the derivative of the Lagrangian function $L(P, \ldots)$ with respect to $p_i$ with $p_i^T$ from the left, summing up over $i = 1, \ldots, K$, and plugging this result into the derivative of $L(P, \ldots)$ with respect to $\beta$ leads to:

$$\rho = -\beta^2 \sum_{k=1}^{K} \sigma_{e_k}^2 E_r = -\beta^2 \xi_{WF},$$

where we also utilized the transmit power constraint. Including this result, (7), and (8) into the derivative of $L(P, \ldots)$ with respect to the feedforward filter $p_i$, we obtain the WF-ST-THP feedforward filter:

$$P_{WF,i} = \beta^2 \epsilon_{WF}^T H_{b_k} \left(\sum_{k=1}^{K} H_{b_k} (\Pi_{i}^{(\nu, \nu)} H_{b_k}^H + \xi_{WF}^1 N_{i}(L+1))^{-1}\right).$$

The introduced projector $\Pi_{i}^{(\nu, \nu)} \in \{0, 1\}^{L+Q+1 \times L+Q+1}$ can be written as

$$\Pi_{i}^{(\nu, \nu)} = I_{L+Q+1} + S^{(\nu, \nu)} T_{\nu+1} - S^{(\nu, \nu)} T^{(\nu, \nu)} S^{(\nu, \nu)}.$$

Consequently, the last $L + Q - \nu$ columns of $H_{b_k}$ and the last rows of $H_{b_k}^H$ are always set to zero, whereas the $\nu + 1$-th column of $H_{b_k}$ (the $\nu + 1$-th row of $H_{b_k}^H$) is only set to zero, if $k > i$, that is the $\nu + 1$-th column is only changed for channels belonging to data streams which are precoded later. Note that $\Pi_{i}^{(\nu, \nu)} = I_{L+Q+1} - S^{(\nu, \nu)} T^{(\nu, \nu)} S^{(\nu, \nu)}$, i.e. only the last $L + Q - \nu$ columns of $H_{b_k}$, $k = 1, \ldots, K$, are set to zero in this case.

In (7), (8), and (9), we can find the WF-ST-THP filters for a fixed latency time $\nu$ and a fixed ordering $O$. To obtain the optimum $\nu$ and $O$, we plug (7), (8), and (9) into the MSE for the $b_i$-th data stream:

$$\sigma_{e_i}^2 = \sigma_{e_{b_i}}^2 - \beta_{WF}^2 \sum_{k=1}^{K} \epsilon_{k}^T S_{i} F e_{i},$$

After applying the matrix inversion lemma (e.g. [23]) to $P_{WF,i}$ and summing up over $i = 1, \ldots, K$, we get the total MSE:

$$\sigma_{e}^2 = \sum_{i=1}^{K} \sigma_{e_{b_i}}^2 + \sum_{k=1}^{K} \epsilon_{k}^T \sum_{i=1}^{K} S_{i} F e_{i} - \epsilon_{b_i}^T C_{i}^{(\nu, \nu)} - e_{b_i}^T,$$

where we use the abbreviation

$$C_{i}^{(\nu, \nu)} = \Pi_{i}^{(\nu, \nu)} H_{b_k}^H \Pi_{i}^{(\nu, \nu)} + \xi_{WF}^1 K_{i}(L+Q+1),$$

The introduced projector $\Pi_{i}^{(\nu, \nu)} \in \{0, 1\}^{K \times K}$ can be written as

$$\Pi_{i}^{(\nu, \nu)} = \sum_{k=1}^{K} (S_{b_i} e_{b_i}^T \otimes I_{K}^{(\nu, \nu)}),$$

$$H = [H_{1}, \ldots, H_{K}] \in \mathbb{C}^{N_{\nu}(L+1) \times K(L+Q+1)}$$

and $e_{b_i} = e_{b_i} \otimes e_{\nu+1} \in \{0, 1\}^{K(L+Q+1)}$.

Here, $e_{b_i} \in \{0, 1\}^{K}$ and $e_{\nu+1} \in \{0, 1\}^{L+Q+1}$. The optimum choice for the latency time $\nu$ and the ordering $O$ can be obtained by trying all $K!(L+Q+1)$ possible combinations of $\nu$ and $O$ and using the one which minimizes the total MSE in (11). Since this approach is too complex, we suggest to employ
The inverse of $G$ depends on THP filters is given as pseudo code in Table I. The procedure of $b$ ordering (11), we minimize each summand under the assumption that the following elements of the ordering time optimization from the ordering optimization. First, we following suboptimum approach which decouples the latency time optimization from the ordering optimization. 

$$
\chi^2 = \sum_{h=0}^{K} |p_h|^2 \\
\beta = \sqrt{\chi^2} \\
\text{for } i = 0, \ldots, L; \\
P_i = \beta(0_{N_x \times N_x}, 1_{N_x}, 0_{N_x \times N_y})[p_0, \ldots, p_K] \\
\gamma = \frac{1}{2} \sum_{h=0}^{K} \sum_{j=1}^{L} e_h^T H e_j \\
\text{for } i = 1, \ldots, K; \\
f_i = (S_i^T S_i - K_i) \sum_{j=1}^{K} e_j p_i^T H e_j \\
T_i = -\sum_{j=1}^{K} e_j p_i^T H p_j \sum_{j=1}^{K} e_j p_i^T S_i e_j \\
T_i = [T_0, \ldots, T_{K-1}]
$$

### Table I
FILTER COMPARISON FOR WF-ST-THP

| 1: | $\nu \leftarrow \arg \min_{\nu} \sum_{k=1}^{K} e_k(\nu)^T C_k^{(\nu)} e_k(\nu)$ \\
| 2: | $O \leftarrow \{1, \ldots, K\}$ \\
| 3: | $G \leftarrow \hat{H} \hat{H}^T$ \\
| 4: | for $i = K, \ldots, 1$: \\
| 5: | $C_i \leftarrow \left(G_i^{(\nu)} + \xi_{WF} K_{L+Q+1}^{-1}\right)^{-1}$ \\
| 6: | $b_i \leftarrow \arg \min_{b_i} e_i(\nu)^T C_i^{(\nu)} e_i(\nu)$ \\
| 7: | $p_i^T \leftarrow e_i(\nu)^T C_i^{(\nu)} e_i(\nu)$ \\
| 8: | $G \leftarrow G_i^{(\nu)} + \xi_{WF} K_{L+Q+1}^{-1}$ \\
| 9: | $\beta \leftarrow \sqrt{\chi^2}$ \\
| 10: | $\gamma = \frac{1}{2} \sum_{h=0}^{K} |p_h|^2$ \\
| 11: | $\beta = \sqrt{\gamma}$ \\
| 12: | $P_i = \beta(0_{N_x \times N_x}, 1_{N_x}, 0_{N_x \times N_y})[p_0, \ldots, p_K]$ \\
| 13: | $\gamma = \frac{1}{2} \sum_{h=0}^{K} \sum_{j=1}^{L} e_h^T H e_j \\
| 14: | $f_i = (S_i^T S_i - K_i) \sum_{j=1}^{K} e_j p_i^T H e_j \\
| 15: | $T_i = -\sum_{j=1}^{K} e_j p_i^T H e_j \sum_{j=1}^{K} e_j p_i^T S_i e_j \\
| 16: | $T_i = [T_0, \ldots, T_{K-1}]$

### Table II
ORDERED ST-THP

| 1: | $\nu \leftarrow \arg \min_{\nu} \sum_{k=1}^{K} e_k(\nu)^T C_k^{(\nu)} e_k(\nu)$ \\
| 2: | $O \leftarrow \{1, \ldots, K\}$ \\
| 3: | $G \leftarrow \hat{H} \hat{H}^T$ \\
| 4: | for $i = K, \ldots, 1$: \\
| 5: | $C_i \leftarrow \left(G_i^{(\nu)} + \xi_{WF} K_{L+Q+1}^{-1}\right)^{-1}$ \\
| 6: | $b_i \leftarrow \arg \min_{b_i} e_i(\nu)^T C_i^{(\nu)} e_i(\nu)$ \\
| 7: | $p_i^T \leftarrow e_i(\nu)^T C_i^{(\nu)} e_i(\nu)$ \\
| 8: | $G \leftarrow G_i^{(\nu)} + \xi_{WF} K_{L+Q+1}^{-1}$ \\
| 9: | $\beta \leftarrow \sqrt{\gamma}$ \\
| 10: | $\gamma = \frac{1}{2} \sum_{h=0}^{K} |p_h|^2$ \\
| 11: | $\beta = \sqrt{\gamma}$ \\
| 12: | $P_i = \beta(0_{N_x \times N_x}, 1_{N_x}, 0_{N_x \times N_y})[p_0, \ldots, p_K]$ \\
| 13: | $\gamma = \frac{1}{2} \sum_{h=0}^{K} \sum_{j=1}^{L} e_h^T H e_j \\
| 14: | $f_i = (S_i^T S_i - K_i) \sum_{j=1}^{K} e_j p_i^T H e_j \\
| 15: | $T_i = -\sum_{j=1}^{K} e_j p_i^T H e_j \sum_{j=1}^{K} e_j p_i^T S_i e_j \\
| 16: | $T_i = [T_0, \ldots, T_{K-1}]$

### Table III
FILTER COMPUTATION FOR ZF-ST-THP

The ZF-ST-THP algorithm is identical to the WF-ST-THP algorithm in Table I except for the lines 1, 5, 6, and 7, which can be found in Table III.

### B. Wiener Spatial THP (WF-S-THP)

When adding the constraint $T[n] = 0_{K \times K} \delta[n]$ to the WF-ST-THP optimization in (5), we end up with the **Wiener spatial THP** (WF-S-THP), since the temporal feedback filter is switched off. The WF-ST-THP results for the feedforward filter in (9) and for the spatial feedback filter in (8) are also valid for WF-S-THP, if we redefine the projector (cf. Eq. 10)

$$
\Pi_i^{(\nu)} = 1_{L+Q+1} + (\|S_i e_k\|_2^2 - 1) e_{\nu+1} e_{\nu+1}^T \\
$$

which is part of the projector $\Pi_i^{(\nu)}$ in (12). After skipping lines 16–18 in Table I and taking into account the redefinition of the projector $\Pi_i^{(\nu)}$, we end up with the WF-S-THP algorithm to compute the filter coefficients. In Table II, we must drop line 3. Again, zero-forcing spatial THP (ZF-S-THP) can be found by applying the limit $\xi_{WF} \rightarrow 0$.

We see that WF-S-THP has significantly lower complexity than WF-ST-THP, because the latency time optimization is dramatically simplified. This simplification is due to the sub-optimality of the latency time optimization, since we assume that the spatial feedback filter is inactive. Hence, $C_i^{(\nu)} = \hat{H} \hat{H} + \xi_{WF} K_{L+Q+1}$
is independent of $\nu$ and the WF-S-THP latency time optimization is the same as the TxWF latency time optimization. However, we have to perform an optimization of the ordering for WF-S-THP.

C. Wiener Temporal THP (WF-T-THP)

By restricting the spatial feedback filter to be zero, that is

$$F = 0_{K \times K},$$

the WF-ST-THP optimization in (5) leads to the Wiener temporal THP (WF-T-THP). The solutions for the feedback filter in (7) and for the feedforward filter in (9) can also be used for WF-T-THP, if we plug in $H_{K,K}^{(\nu)}$ instead of $H_{K,K}^{(\nu)}$ (see Eq. 10) and set (cf. Eq. 12):

$$\Pi_i^{(\nu)} = 1_{K} \otimes \Pi_{i}^{(\nu)},$$

i.e. the filters are independent of the ordering $O$. Table I is also valid for WF-T-THP, if we drop line 15 and replace the lines 4–9 by the lines of Table IV. Moreover, we have to skip the second line in Table II and replace $v_i[n]$ by $s_{\nu_i}[n]$ in the third line of Table II. Note that the limit $\xi_{\text{WF}} \to 0$ yields zero-forcing temporal THP (ZF-T-THP).

Since we do not have to optimize the ordering for WF-T-THP, the complexity is significantly lower than for WF-ST-THP, but the optimization of the latency time is still necessary.

D. Wiener Transmit Filter (TxWF)

Obviously, the linear TxWF can be found, when none of the feedback filters is active, that is we have to add the constraints

$$F = 0_{K \times K} \quad \text{and} \quad T[n] = 0_{K \times K} \delta[n]$$

to the WF-ST-THP optimization to find the TxWF (cf. [9]).

The TxWF has lower complexity than all THP approaches, as no ordering optimization is necessary and the latency time optimization is very simple.

V. COMPARISON OF SPECIAL CASES

To see the differences of the ST-THP variants, we concentrate on the zero-forcing types, since they are more illustrative. The conclusions also apply to the Wiener types, the main difference is that most zero entries are replaced by entries which only converge to zero for high SNR. To understand the zero-forcing approaches, we investigate the coefficients of the combination of the scalar weighting $\beta^{-1}$ at the receivers, the channels which are collected in the sorted matrix filter $H[n] = [h_{b_1}[n], \ldots, h_{b_K}[n]]^T \in \mathbb{C}^{K \times N}$, and the feedforward filter $P[n]$:

$$A[n] = \beta^{-1} H[n] * P[n] = \sum_{i=0}^{L+Q} A_i \delta[n-i].$$

When putting the $L+Q+1$ coefficients of $A[n]$ into one matrix, we get:

$$\text{TxZF: } \begin{bmatrix} 0_{K \times K}, \ldots, 0_{K \times K}, 1_K, 0_{K \times K}, \ldots, 0_{K \times K} \end{bmatrix},$$

$$\text{ZF-S-THP: } \begin{bmatrix} 0_{K \times K}, \ldots, 0_{K \times K}, 1_K, 0_{K \times K}, \ldots, 0_{K \times K} \end{bmatrix},$$

$$\text{ZF-T-THP: } \begin{bmatrix} 0_{K \times K}, \ldots, 0_{K \times K}, 1_K, A_{v+1}, \ldots, A_{L+Q} \end{bmatrix},$$

$$\text{ZF-ST-THP: } \begin{bmatrix} 0_{K \times K}, \ldots, 0_{K \times K}, 1_K, A_{v+1}, \ldots, A_{L+Q} \end{bmatrix}.$$
the TxZF. Note that ZF-ST-THP only has little additional performance gain compared to ZF-T-THP.

![Fig. 3. Comparison of Zero-Forcing Precoders for QPSK Transmission](image)

When employing the Wiener types of precoders for QPSK transmission, we obtain the results depicted in Fig. 4. We see that the best zero-forcing precoder ZF-ST-THP (cf. Fig. 3) is worse than WF-T-THP but nevertheless has a comparable performance as the Wiener precoder types. Surprisingly, the TxWF leads to the smallest uncoded BER below an SNR of about 2 dB. This disadvantage of the THP transmitters is again due to the infinite extension of the constellation set caused by the modulo operations. Note that this introduction of additional neighbors especially deteriorates the BER results for QPSK transmission. However, we also have to take into account that the WF-T-THP and WF-ST-THP have a feedforward filter with the half order of the TxWF filter order. Moreover, we investigate the correctness of our assumption concerning the power of the precoded symbols $v_k[n]$. Recall that we assumed $\sigma_v^2 = \sigma^2/6$. Accordingly, we define the transmit power loss (TPL) as follows:

$$\text{TPL} = -10 \log_{10} \left( \frac{6}{K N \tau} \sum_{n=0}^{N-1} ||v[n]||^2 \right) \text{dB},$$

where $N = 100$ denotes the number of transmitted symbols of one block, $K = 3$ is the number of receivers, and $\tau = 2\sqrt{2}$ for QPSK. Fig. 5 shows the transmit power loss for ZF-ST-THP and WF-ST-THP. We can conclude that for ZF-THP, $\sigma_v^2 = \sigma^2/6$ represents a good approximation of the precoder output symbol power, since the power loss is around 0.25 dB. For WF-ST-THP, the transmit power loss is much more significant, especially for low SNR values. It can be shown that for low SNR values, the average power of the feedback terms is small compared to the average data symbol power $\sigma_v^2$. As a result, for decreasing SNR the assumption of a uniform distribution of the modulo outputs over $\mathcal{M}$ is rendered more and more imprecise. In the limit SNR $\rightarrow 0$, the data symbols pass the precoder unchanged. We can conclude that if QPSK modulation is employed, the performance of Wiener THP is clearly degraded by the transmit power loss in low SNR regions.

![Fig. 4. Comparison of Wiener Precoders for QPSK Transmission](image)

In Fig. 6, we present the results for the zero-forcing precoders, when 16QAM is transmitted. Like for QPSK transmission (cf. Fig. 3), we observe a dramatic improvement of the uncoded BER performance, when switching from the TxZF or ZF-S-THP to ZF-T-THP or ZF-ST-THP. Moreover, ZF-T-THP is very close to ZF-ST-THP, whereas ZF-S-THP cannot reach the ZF-ST-THP performance.

The uncoded BER results for 16QAM transmission with Wiener precoders are shown in Fig. 7. Interestingly, the linear TxWF is outperformed by all Wiener THP approaches for the whole depicted SNR range, because the additional neighbors introduced by the modulo operations do not have such an impact as for QPSK (cf. Fig. 4). Like for ZF-THP, WF-T-THP is close to WF-ST-THP which has much higher complexity due to the ordering algorithm. Thus, T-THP is a good alternative for ST-THP, since both lead to comparable results, but T-THP has significantly lower complexity. Note that for 16QAM, the ZF-T-THP and ZF-ST-THP nearly lead to the same uncoded BER performances as the WF-T-THP and WF-ST-THP, respectively.
VII. CONCLUSIONS

We have presented a WF-ST-THP optimization, which does not only optimize the filter coefficients but also the latency time and the ordering. Since the computation of the optimum latency time and the optimum ordering has prohibitive complexity, we proposed a suboptimum approach. We have discussed special cases of WF-ST-THP, namely the ZF-ST-THP, WF-S-THP, and WF-T-THP. The simulation results revealed that most of the performance gain of WF-ST-THP is due to the temporal THP component. Therefore, WF-T-THP is a good low complexity alternative for WF-ST-THP.
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