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Fading Correlations in Wireless MIMO
Communication Systems

Michel T. Ivrla€, Wolfgang Utschick, and Josef A. Nossékllow, IEEE

Abstract—We investigate the effects of fading correlations on Y Pr/r n,
wireless communication systems employing multiple antennas at é /i\
both the receiver and the transmitter side of the link, so called mul- 1 A
tiple-input multiple-output (MIMO) systems. It turns out that the 5 & S

amount of transmitter sided channel knowledge plays an impor-
tant part when dealing with fading correlations. Furthermore, the
possible availability of time diversity in a time-selective channel

can have essential influence on performance. To study the influ- s,
ence of time-selectivity, the concept dfample-mean outagss intro-

duced and applied to information theoretic measures, like capacity

or cutoff rate. It will be shown, that in some cases correlated fading

Soamts
NV:>

may offer better performance than uncorrelated fading permits, W n,

which is due to exploitable antenna gain, that will also be defined

in a general form for MIMO systems. é 1 /L A
Sy ® Sp

Index Terms—Eigenbeamforming, fading correlation, long-term
channel knowledge, MIMO capacity, multiple-input multiple-

output (MIMO) antenna gain, sample-mean outage cutoff rate. _Fig. 1. A simple example of multistream transmission, where a num_ber of
put ( ) 9 P 9 independent data streams share the total transmit pBwend get transmitted

over r constant channels with unity transmission gain and perturbed with
Gaussian noise of variane€ .

|. INTRODUCTION
ULTIPLE-INPUT multiple-output (MIMO) communi- like channel capacity and cutoff rate. A scheme will be proposed
cation systems recently have drawn considerable attehat makes efficient use of present fading correlations and turns
tion in the area of wireless communications as they promigieeir existence from curse into blessing. We will also consider
huge capacity increase. If the fading between pairs of transnfit effects of linear modulation schemes on system performance
and receive antennas is independently Rayleigh distributed, ibig cutoff-rate analysis.
well known [4], [14], [16], that in the high transmit power re-
gion the average capacity increases linearly with the minimum II. MOTIVATION
number of transmit and receive antennas, even if the transmitte

has no knowledge of the channel. However, in a real world s The fundamental concept underlying MIMO information
9 : ' ."‘tﬁeory is the idea of splitting a data stream into several streams

nario_the f_ades are usually not independent, but will exr"b['rt nsmitted in parallel over individual subchannels. Fig. 1
certain fading correlations. It has been observed [3], [15], th ows a simple example of a communication link comprised

channel capacity degrades significantly in the presence of fadi » independent and equal additive white Gaussian noise
correlations. However, these observations were built on the &\'NGN) subchannels. Because of symmetry, it is optimum to
sumption of having zero transmitter channel knowledge and Eﬂlide the available transmit powd?, equally between the
other source of diversity, like time or frequency, available. Inth?ubchannels The capacifi of this system is simply the sum
paper, we like to point out that, aIIowing the transmntsr to kno‘?{f the individual subchannel capacities and, therefore, reads as
the channebn averagecorrelated fading can be used in advan-

tage and actually may lead to higher channel capacity than un- C,=r-log (1 n 1 ) &) L
correlated fading would permit, the more so, if time or frequency ' 2 r ol

diversity are available to some degree. This is a more gengfglare,2 is the variance of noise each subchannel perturbs the
conjecture than in [10], where optimality of beamforming in thgignal with. The relationship

low signal-to-noise ratio (SNR) region was proved. After intro-

ducing the system model, we will define and discuss the im- log, <1 + &)
pact of fading correlations, channel time-selectivity and trans- on
mitter channel knowledge on information theoretic measures =C1 <0y <0 <Crj1 <+ <Cx
1 Pr
— e W2 o2 @)
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data streams equals the number of transmit and receive anter ‘/P—]
and all subchannels are independent. Such a MIMO chani
is usually referred to as being diagonal. However, in practi(sl é
MIMO channels rarely are diagonal, nor is the number of da
streams equal to the number of transmit or receive antennas —}/P_z

D

the algebraic rank of the MIMO channel dictates the number
of data streams which are supported for simultaneous transn
sion. When we refer taank deficientchannels, we see that re-
lation (2) doesothold in general. Rank deficiency may in fact
lead to larger capacity than permitted by a full rank channel, d
pending on the applied transmit power. However, before goit
into details, let us first define the system model we will be usin
throughout the text.

lll. SYSTEM MODEL | Pr/ 2 n
We will assume a frequency flat and possibly correlate , 72 )\ N
Rayleigh-fading wireless channel, that is accessed Ny 5 @ .
transmit andM receive antennas to transniit independent _|/ Py/2 !
data streams, leading to the system model )
/ g@ 2 )\ ¥
y= HTPY*s+n 3) 52 \») 52

ig. 2. A constanffull rank MIMO channel (top) and its diagonalization

wheres € CL is the L-dimensional data stream vector with zer hottom)

mean and unity covariance matrix, white R:*" is a posi-
tive definite diagonal matrix used to set the transmit power for
each data stream with total transmit power givenhy= tr P

and finally the matrix@™ € V<~ performs the mapping froth From (5) and (4) it is clear, that channel capacity depends
data streams ontly transmit antennas and is composed of unitgn the eigenvalue profile of the Gramian mat’ H. It may
norm column vectors. This mapping can be viewed as beah® enlightning to study the performance of systems with flat
forming. The channel is modeled by the matfixk € CM*~N eigenvalue profile, i.eA; = Ay = --- = A\, = tr A/r, which
with possibly correlated complex zero-mean Gaussian entrigémmands. = Pr/r + r - o2 /tr A and yields capacity
The receive signal vectay € CM is corrupted by additive PotrA

zero-mean white Gaussian noisec C with poweros?2 per Cr=r-log, <1 +—=- —2> .

receive antenna. Tn T

V. RANK DEFICIENT CHANNELS

(6)

Now, let us fix the dimensions of the channel matband vary
V. CONSTANT CHANNELS its rankr. For a fair comparison, we keep the sum of all eigen-
values);, i.e., tr A constant. We therefore merely change the

I th_e li:hannel ?at;')ﬁ IS constant Zt ﬁ” times, we mlay aSthannel rank, while we keep the total channel power constant,
sume it known to both the receiver and the transmitter. In sucha ., _ Zi_j|Hi,j|2- Under these conditions, it is easy to

scenario, it is straightforward to arrive at independent SUbChas!?fow that
nels by using singular value decomposition

Pr
> — <
H=UxZVY HEH =VAVEH (C12G) < <a% - %> @)

Ty _ di AN , 4
A =573 =diag{Xi}i_y; Ai 2 Ait1. @ with equality holding forPr/o2 = +,. The transmit power

SettingT’ = V" and applying the one-to-one transformatios thresholdy, and the capacit¢ ,- at the threshold can be lower

Uy we arrive at independent subchanngls:= /X; - P; - bounded by

s; + n'., wheren'. is zero-mean Gaussian noise with variance r—1 )

aj,%,whfch isindef)endentfor different streams. The stream index WA and Cu,r > logy 1 (8)

ranges ovet < j < r, wherer = rank H < min(M, N), as |f the benefit of a MIMO system is to supply a given channel

A;j = 0for j > r. Using the waterfilling [5] power distribution capacity with lower transmit power than a single-input single-

Pj = max(0, u — 0, /);), the channel capacity reads as [16] output (SISO) system, this result shows, that for desired ca-

. pacities lower tharCyy, ., the rank-one channel will demand
C, = Zlogz max <1»lt' /\_; ) (5) less transmit power than the fuI.I—rank one. Asymptotically, for
o r — o0, the rank-one channel willwaysget the job done with

lower transmit power, while for finite, it will operate favorably

wherey is a positive constant chosen to fulfill the power conat low transmit power up to the threshejd (see also [10]). To

strainttr P = Pr. illustrate this point, Figs. 2 and 3 show two very similar MIMO

=1 n
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TABLE |
DEFINITION OF TYPES OFFADING CORRELATION

receiver side | transmitter side | type of fading

1 uncorrelated uncorrelated uncorrelated

uncorrelated correlated semi-correlated
correlated uncorrelated semi-correlated type 2
correlated correlated fully-correlated

Sy

P

0 5] Q@]
Gt

Ss

D=
>

Alternatively, desired capacities lower thély, » = log, 9 ~
3.17, are supplied demanding less transmit power.
In the sequel, we will deal with stochastic channels, witére
is a zero-mean Gaussian random variable, modeling a Rayleigh
frequency-flat fading wireless MIMO channel. However, we
_ﬁ; 0! will allow correla.tions between entrie_s of the channel matrix to
be present, leading us torrelated fading Such channels may
é@ 2 /L exhibit astochastiadank deficiency, meaning that the correlation
s) matrices have zero, or very small eigenvalues. Similar to the de-
terministic case above, stochastic rank deficiency may lead to
higher channel capacity as uncorrelated fading permits. Let us

_(‘4\>

@

Fig. 3. A constantank deficientMIMO channel (top) and its diagonalization

(bottom). 4 /
now define the correlation model.
7 . : :
—— C1: Rank one channel VI. SPATIAL FADING CORRELATIONS
o —e— C2: Full rank channel 1 In general, we model fading correlations by writing the
@ channel matrix as
£ | H= 1 _ R/’GRY/ 9)
% 4 N Vir Ry R T
§ Cth,2 whereRy = E{HH"} is theM x M receive correlation ma-
BafTTTTTTTmmmmmmmmmmmmmmsess . | trixand Ry = E{H"”H} is the N x N transmit correlation
< ! matrix, whileG € CM*V is a random matrix with indepen-
’é ol : | dent,zero-mean unity varianceomplex entries. In contrast to
e ' [6], where multiplicative normal distributions were used to de-
© i : | scribe key-hole channels, we will stick to the assumption,@hat
: Y is drawn from a complex Gaussian distribution leading to cor-
: | . ' 21 related Rayleigh fading. Note that
—C%S -10 5 10

_SPT/cﬁ in oS ) Mo N )
tr Rr =t Rp =E{|[H||7} = Y > E{|Hn.’} (10)

Fig. 4. Channel capacity of a full rank and a rank deficient 2 MIMO m=1n=1
system with instantaneous channel knowledge at the transmitter. At low . . , I .
transmit power the rank deficient system yields higher capacity due to antefMRICh is the channel’s total power amplification. We can dis-

gain, while the full rank system takes the lead at high transmit power, dtimguish four fundamental cases of fading correlation: uncorre-
to multistream transmission. In this example, the full rank channel behavegaq semicorrelated, semicorrelated type 2, and fully correlated
favorably only if the desired capacity is larger thiag, 9 ~ 3.17 bits per . . . : . . .
channel use. : as defined in Table I. For brevity, we will restrict the discussion

to the first two cases, furthermore, the semicorrelated model is
valid for urban mobile radio channels, as has been shown by are-

systems usingV = 2 transmit andM = 2 receive antennas. : X -
cent measurement campaign taken in downtown Helsinki [12].

The channel matrices are given as

A. Uncorrelated Rayleigh Channel
le[i ﬂ and szﬁ _11} yielg

whereH , has full rankandH; exhibits rank deficiency. Fig. 4
compares the capacities

Such a channel may arise if both transmitter and receiver live
in a rich scattering environment (see Fig. 6). The result will be
independent Rayleigh fading from each transmit to each receive
antenna. We have

Pr Pr

01:10g2<1+4'g> and02:2-10g2<1+0—%> Rr=M- Iy Rr=N Iy (11)
of both systems and shows that the rank deficient channel yiefteducingH = G and trRg = tr R = M - N. Note, thatl,,
higher capacity for low transmit powers upt9= 8/tr A = 2. is then x n identity matrix.
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Usage Time 7 ygse

The capacity of such a channel depends on the ratio between

———I___J__]—- usage timel,. and coherence timg.,,,, defined in Fig. 5.

| — * For Tyse — o0, the appropriate characterizqtion of

Coherence Time Ty, capacity clearly is given by the temporal averaggor

! assuming ergodicity by the expected value, the so called

Fig. 5. Example of the temporal evolution of instantaneous channel capacity ~ €rgodic capacityCe,, = E{C}.

of a block-fading channel with constant transmit power. e For Tyee < Teon, there is nothing to average over. An
appropriate characterization of capacity in this case is
the well knownoutage capacityC,,:(p) describing the
capacity that can be guaranteed with probability equal to
1—p,ie,Prob{C < Cou(p)} =p

* ForTyse = m - Teon, there are exactlyn independent
channel realizations during the usage time. By defining
a new random variable’ = 1/m ;- , C, whereCy,
are the instantaneous capacities corresponding to different
channel realizations, the appropriate characterization of

Fig. 6. Geometrical interpretation of an uncorrelated MIMO channel. Both ~ Capacity is the proposesample-mean outage capacity

receiver and transmitter are located in a rich scattering environment, with no Csoc(p7 m) : PrOb{C' < Csoc(p7 m)} =Dp.

line of sight connection. The sample-mean outage capacity contains both the ergodic

and the outage capacity as special cases, since

B. Semicorrelated Rayleigh Channel

Imagine the transmitter is now removed from its rich Croe(p,1) = Cout AN Croe(p, 00) = Clrg. (13)

scattering environment. From the transmitter's point of view system can approach sample-mean outage capacity in at least
the spatial structure of the channel now is governed by remejg, different ways.

scattering objects and will most likely result in a highly spa-
tially correlated scenario, for usually there will only be a small
numberK of dominant remote scattering objects (see Fig. 8).
Hence, we can write

1) Adaptive codingChange code rate and code according
to the current channel quality, i.e., transmit at higher rate
when the channel is good. This requires the transmitter to
acquire the instantaneous capacity of the channel, which

N may involve establishment of a feedback link from the
H=\—%- ZA" receiver. This method makes possible the achievement of
tr A4 the average capacity over different channel realizations.

WhereA c C]\TXK is an array Steering matrix Containing 2) |nter|eaVing:Spread the COdeWOde Owﬁrfading blOCkS

K array response vectors of the transmitting antenna array ~and use a fixed rate code. This is simpler than adaptive

corresponding toK directions of departure (DoD) and coding and does not require knowledge of instantaneous

Z e NM*K(0,1) has zero-mean independent and identically channel capacity. However, this method makes possible

distributed (i.i.d.) Gaussian random entries. Angle spread is the achievement of the capacity of the average channel
easily modeled by a high enough number of discrete DoDs. ~ ©nly. Itis in general a suboptimum, however, more prac-

Applied to the statistical model defined in (9), we have tical approach than adaptive coding.
e MN AT R N1, (12) VIII. | NSTANTANEOUS CHANNEL CAPACITY
tr A*A" ’ -

Assuming the system model defined in Section Ill and com-
Note, that the total power amplification of this channel is nopletereceiverside channel knowledge, the instantaneous mu-
malized to trRr = tr R = M - N, which is the same as in tual informationZs_.y from transmitted Gaussian signalto

the uncorrelated case. received signay is given as [16]
1
VIl. SAMPLE-MEAN OUTAGE CAPACITY Is_y (H"H, T, P) = log, det <IL + O—QTHHHHTP> .
The channel capacity represents an ultimate information the- " (14)

oretic upper bound on system performance. As the investigated

channels are usually time-varying, they are represented Blye instantaneous channel capacity is the maximum mutual in-
random processes. Maximization of mutual information witformation

an average transmit power constraint was presented for time - .

selective channels in [7]. Here, we will use a different approacl‘(,J (H H) = %15‘;;15—@ (H H.T, P) ,S.LtrP = Pr (15)

by using a constant transmit power constraint, independent of ’

channel state. For simplicity, we look at a block-fading channelhere the maximization is done with respect to the spatial pro-
which properties remain constant during tbeherence time cessing vidl’ and power distribution vid@, with the constraint
T.on, and afterwards change to a new, independent realizatiofihaving a given total transmit powét; .
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Ergodic Capacity ring of local scatteres
25 T r T ! y T
Semi-Correlated 4-Path Channel
20r .
Capacity for
No Tx~Channel knowledge
£ 15} Mutual information with 1
S Eigenbeamforming
2 c ity f Fig. 8. Geometrical interpretation of a semicorrelated MIMO channel. The
> apacity for channel is spatially correlated from the transmitter's point of view, as the
£ 10F  Full Tx-Channel Knowledge 1 receiver can be reached through just two narrow spatial directions, while from
the receiver’s point of view the channel is uncorrelated due to its rich scattering
environment.
51 Uncorrelated Channel o .
Capacity for 16 ‘ ' 1% 9Utag? Cap?‘“W ‘
long-term average .
9 g Semi-Correlated 4-Path Channel
0 . Tx-Channel knowledge 14l |
-20 -15 -10 -5 0 5 10 15 20 Capacity for
PT /o2 indB No Tx~Channel knowledge
n 12F 4
Fig. 7. Comparison of ergodic capacity and mutual information fo | Mutual information with |
semicorrelated and uncorrelated channels with and without average chart Eigenbeamforming
knowledge. Note that in the uncorrelated case, having no channel knowlec
is equivalent to having average channel knowledge. o 8r Capacity for 4
> Full Tx-Channel Knowledg
IX. TRANSMITTER-SIDED CHANNEL KNOWLEDGE S 6f 1

To what extend the maximization of mutual information car 4L
be carried out, now depends on the amount of knowledge t
transmitter has about the channel. We will distinguish thre¢ 2
cases.

Uncorrelated Channel

Capacity for

long-term average

= Tx-Channel knowledge

-20 -15 -10 -5 0 5 10 15 20
P /o’ indB

A. Complete Channel Knowledge

Assuming that the transmitter exactly knows the channel ma-

trix H at each transmit time instant, it is well known [16] thafig. 9. Comparison of outage capacity and mutual information for
by following the procedure: semicorrelated and uncorrelated channels with and without average channel

knowledge.
« EVD: HYH = VAVE;

* setT’ = V and choos@ by waterfilling based or; will maximize Zs_y(E{H” H},T, P), i.e., the mutual infor-
the instantaneous mutual information (14) is maximized.  mation of the average channel. While complete channel knowl-
edge allows for maximizing the average mutual information,
averagechannel knowledge allows for maximizing the mutual
The other extreme is having the transmitter be completéhformation of theaverage bannel As we shall see in the next

B. No Channel Knowledge

ignorant about the channel. We follow this procedure: section, this yields close to optimum performance in MIMO sys-
e setT = Iy andP = (Pp/N) - In; tems in semicorrelated fading environments, where the perfor-
* hope for the best. mance may be even better than in the uncorrelated case. The

In this scenario, each antenna transmits an independent ddggcedure above is calledIMO downlink eigenbeamforming
stream with the power being shared equally among the streail$.

While for uncorrelated channels most of the capacity achievable

with complete knowledge can be retained, it turns out to be dis-X. CAPACITY OF SEMICORRELATED RAYLEIGH CHANNELS

astrous in the case of semi- or fully correlated channels. To evaluate the capacity of semicorrelated channels with and
without average channel knowledge, we simulat¢ &= N = 8
antenna system, where the antennas form an omni-directional
While complete channel knowledge may be too demandinggiform linear array. We use a four-path semicorrelated channel

request in practice, assuming no transmitter channel knowledggy an uncorrelated channel for comparison. The four paths
may well be over conservative. In most cases, the transmitfgfve zero angle spread and random directions of departure. Av-
should be able to acquire knowledge about the chaonelv- eraging over both the Rayleigh fading path coefficients and the
erage Assuming knowledge of the transmit correlation matrixandom directions of departure is made, where the latter are as-
Ry and following the procedure: sume to be uniformly and independentily distributed in the az-

« EVD:E{H"H} = Ry = V'A'V' ¥, imuthal range of-90° ... 90°. The Figs. 7 and 9 show the re-

» SetT = V' and choosé? by Water-filling based o\’ sults. When using long-term transmit channel knowledge, the

C. AverageChannel Knowledge
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mutual information is computed by evaluating (14) with the maFhe instantaneous antenna gain is then simply the FatjaPy,,
tricesT and P chosen by the method outlined in Section IX-Ci.e.,
There are four major points we like to stress. P tr (AP)

1) If there is no transmit channel knowledge, the spatial Ainsy = 5 = NM - WP (TA) (19)
i i i R
correlations reduce capacity compared with the uncorre-
lated case. This is true both with time diversity (ergodit clearly depends both on the eigenvalue profile of the instanta-
capacity) and without time diversity (outage capacityj)eous channel Gramiai™” H and the distribution of transmit
available. power over its eigenmodes. As the eigenvalue profile depends
2) If averageransmit channel knowledge is used, the picturieoth on receive and transmit properties of the MIMO channel,
changes: for low transmit powers up to a cross over poirifiere is no decoupling of antenna gain in a receive and a transmit
the semicorrelated channel indeed offers higher capacitgrt. The maximum antenna gain
than the uncorrelated one. This is true for both ergodic . Ao
and outage capacities. Ainst = max Ainst = NM - TA (20)
3) For the semicorrelated channel, the difference between ) ) ) )
average and complete channel knowledge is marginal dic@chieved, if the strongest eigenmode only is powered up, i.e.,
disappears for high transmit powers. As this is true evdpt = £r = tr P, which leads to single-stream transmission.

for the outage capacity, average channel knowledge ishipte, that waterfilling power distribution has this very effect at
practical terms sufficient even if no additional time ofOW transmit power. To make this more clear, assume that

frequency diversity are available. Pr 1 1
4) Due to full channel rank, the uncorrelated channel, used 02 T A M
at high transmit powers, gets better and better compar\%ere)\1
with the semicorrelated case—or so it would see hannel
However, note, that any real communication system wil|

> X2 > 0 are the two largest eigenvalues of the
GramiatH H. In this case, the capacity achieving
! . . . aterfilling power distribution will just power up the strongest
have to use finite constellation-size modulation schem genmode and the instantanteous channel capacity from (15)

which will limit the achievable capacity. Taking rea”Sticbecomesﬁ —log(1+ (Pr/02))\1). Because of the normaliza-
modulation schemes into account will again change tl?l%n frA = M.N. we cTan \;lvritcla '

picture, as we shall see shortly. PoAMLN .
0210g<1+—§—)\1>:log<1+2mst—§>
XI. MIMO A NTENNA GAIN on WA oy

The capacity advantage of correlated fading MIMO chaffthich shows a simple relationship of maximum instanteous an-
nels at low transmit power can be explained by the notion & gaind;.s; and channel capacity for low transmit powers.

MIMO antenna gainAn attempt to define such an antenna gai
has been done in [1]. However, that definition was made wi
single-stream transmission in mind and does not cover the indn the case, where only long-term average channel informa-
fluence of |Ong_term average transmitter channel know|edge_tiﬁn is available to the transmitter, we define the MIMO antenna
the following, we therefore propose a more general definition 8fin, based oaveragereceive power

MIMO antenna gain, which takes both multistream transmission p- —E{E{|ly|2 | H}} = E{|ly|3} = tr T" RyTP

and different transmitter sided channel knowledge into account. i AP 21)

A. Instantaneous Transmitter Channel Knowledge asRy = V'A'V'H andT = V’. A SISO system operated over

Assuming there is no noise at the receiverrtweivecpower two antennas of the same MIMO channel would produce on the
Py, for a given channeH equals average over different antenna pairs the average receive power

% Long-Term Awage Tansmitter Channel Knowledge

M N
Pr=E{|y|2 |H) =tr T"HYHTP=tr AP (16) & _ Ir oy _ (trP)-(tr AY)
n=E{llyl | H} h = YD E{HP = S (22)

-,

asH"H = VAV andT = V. Ifinstead, just a single pair of =1 f:1 .
receive and transmit antennas was used to form a SISO systémglogously to the instantaneous case, we define the long-term
connecting theith receive with thejth transmit antenna, the average antenna gain

receive power would read as Pn tr (A'P
(PR);; = Pr- \H, ;| (17) Py (tr P) - (tr AY)
. . . . which in contrast to the instantaneous case can be decoupled
Taking the average receive power over all possible pairs of re-

: . : . <=f'asily into a receive and a transmit part
ceive and transmit antennas, we define the receive power of a

. . tr (A'P
reference SISO system as AR = M, and AT¥=N. ( ) / (24)
N (tr P)-(tr A)
P = ]\];_]T\/[ . Z |H; j|2 = M (18) as the eigenvalue profile of the transmit correlation maktix

=1 j=1 NM is solely a function of transmitter-sided stochastic properties of
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the MIMO channel. The largest antenna gain is again achiev %

for single-stream transmission

max ALT
\

- - 5 ,rank{RT} =1

Arr = NM - A (25)
Note thatM < Apr < NM, where the lower bound is takeng
on for the uncorrelated case, whdig is a scaled unity ma- £
trix. The maximum antenna gain ofyr = NM is obtained §
if Ry has a rank of one, which may happen in practice, if thg
mobile station can be reached through just one single-dominaé 108
scattering object, with small enough angle spread. We will loc®
at such a scenario in more detail later. For low transmit powe
the maximum long-term antenna gaifi,r has a simple rela- 5
tionship with the capacity of the average channel, as defined
Section IX-C. For

o

E{A )

151

\ min ALT

uncorrelated

Pr 1 1 2 4 6 8 10 12 14 16
N7 N7 Antenna Number M (=N)

(=]

. ’ ’ . Fig. 10. Comparison of average instantaneous MIMO antenna gain of an
with /\1 > )‘2 > 0 as the two IargeSt e'genvalues of the transmﬁ correlated channel (B, }) and long-term average MIMO antenna gain

correlation matrix, the capacity of the average channel becomes,) for different number of transmit and receive antennas (here equal

¢ = log(l + (PT/U,%,)Xl)- Because of the normalizationnumber of receive and transmit antennas was assumed). Clearly, long-term
’ , average antenna gain in correlated fading can be way larger than the average
tr A’ = M - N, we can write

instantaneous antenna gain in the uncorrelated case. This happens for highly
Pr M-N Pr

. correlated fading, where the transmit correlation matrix has significant
C'=log|l4+—-—— XN =1lo 14+ App-— . (numerical) rank deficiency.
& o2 trAr ! & v o2

_ correlated fading MIMO channels. This effect gets stronger
C. No Transmitter Channel Knowledge with larger antenna number, as is illustrated in Fig. 10. Please
Ifthe transmitter has no channel state information (CSI) avaftote, that for low transmit power, single-stream transmission

able, the uniform power distributioR = (Pr/N)Iy leads to is capacity achieving, which makes antenna gain an important
an antenna gain of issue in the low power region. On the other hand, in the high

transmit power domain, antenna gain is no figure of merrit
Anocst = M (26) anymore, as true multistream transmission is needed to achieve

S . . .. capacity.
which is solely due to the receive antenna gain. Activation ofap 4

transmitter sided antenna gain needs at least long-term infor-

mation about the channel. Xil. CUTOFF RATE

While capacity is a theoretical limit for infinite block length
D. Averagenstantaneous Versus Long-Term fage Antenna codes and zero-error probability, the cutoff rate gives a bound
Gain for finite block length and error probability. Furthermore, it is

As the channeH is a random variable, this is also true focOmputationally less demanding to compute cutoff rates than

the instantaneous antenna gain. It is interesting to comparecggacities for linear digital modulation schemes in MIMO sys-

expected value E4;,.. } to the long-term average antenna gaiteMs- The cutoff rate is useful because of the cutoff-rate theorem

Avr. From a result of [8] the average maximum eigenvalue &3], Which states that there exist, ), block codes, with code

amatrixH"” H can be upper bounded & € ¢ *V is a com- word error probabilityP,, after maximume- likelihood decoding

. - - - H —n- R 7R . .
plex Gaussian matrix with zero-mean i.i.d. components being upper bounded bi,, < 2° (Fo=F), provided the bi-
nary code rat&R;, := k/n - log,q is less than the cutoff rate

A 1 1\’
E{ ma"}<<—+—> . (27) 2
tr A V4 V 1
M VN Ry = —log, / ( > —\/p(yIS)) dy (29)
From this follows: e \sem 4
E{;{imt} < ( /M + /N)2 (28) Where M, with |[M| = g is the set of code symbols (input

alphabet) ang(y|s) is the probability density function of the
that the average maximum instantaneous antenna gain ofraceived signag given the transmitted code symholTo apply
uncorrelated Gaussian channel grows much slower than the to our MIMO system, we consider the data veat@as a
product of the number of receive and transmit antennas. On tirary code symbol, where each compongntwith1 < k < L
other hand, the long-term average antenna gain of a correlatad take ory;, values from a discrete modulation alphaldd,,
fading MIMO channel takes on the vaIJQT = M- N forrank with |[My| = g¢. The input alphabetM = M; x My x
Ry = 1. This explains the possibility of having performance-- x My, is the Cartesian product of the individual alphabet
gain in the low transmit power region, when dealing witlsets, withlM| = ¢ = ¢1 - ¢2 - - - q.. By labeling the elements
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of M = {s1,52,...,5,} the instantaneous cutoff rate can be 1% OUTAGE CUTOFF-RATE
written as [11]

35 Correlated Channel

Ry = logz(q) - 10g2 Tx-Channel unknown
Tx-Channel known on average

9 =1 ¢ 1 ) 3l
. <1 - E Z Z P <_Z L th?) (30) Uncorrelated Channel

p=1lt=p+1 N 2.5+ 1
with b, = (1/0,)HTP'?s,. Ergodic, outage, and § ol ]
sample-mean outage cutoff rates can be computed accordiny;
to the discussion in Section VII. 515 .

XIll. CUTOFFRATE PERFORMANCE 1 i

Some insight in MIMO system performance in correlatet g5l
fading can be gained by evaluating the cutoff rate for realist
modulation schemes and antenna numbers. We simulate ¢
system consisting ofV = 2 transmit antennas, separatec -0 S 0 5 P
half a wavelength apart andif = 2 receive antennas, that
is operated either over an uncorrelated channel, or overFig 11. Outage cutoff rates for the systems in Fig. 13. As outage cutoff rate

one-path semicorrelated channel. The latter could result gflscribes a situation with no time or frequency selectivity, the only source

. . . iversity is space. Hence, the uncorrelated channel behaves superior to
practice from a scenario, where the receiver can be reac|’(\Q=5l']semicorreIalted case. Note however, that in this particular scenario, the

by remote scattering from jusine single tall object—Ilike a correlated channel gets the lead over the uncorrelated one iigheather

church tower or a tall lamp mast—located in adequate distar’fE low transmit power region, though not of much practical concern as the
code rates must be larger than about &9 (> 3.5 bits per use), which rarely

from the transmitter. Note, that the transmit covariance matfigne case for realistic channel coding in wireless communication systems.
will have numerical rank deficiency, if the angle spread is

small compared with the standard beamwidth of the transr ~ 10-SAMPLE-MEAN 1% OUTAGE CUTOFF-RATE

20 25 30

array—in this case 60in the bore-side direction. In the semi- 4 =

correlated case, we will distinguish betweea and average a5l Correlated Channel |
transmitter channel knowledge. The uncoded (raw) bit ra ~| Tx-Channel unknown

shall be fixed tor,., = 4 bits per use in all cases, as tc 5| Tx-Channel known on average |

implement a given service. For the uncorrelated case, we |
4-quadrature amplitude modulation (QAM) and transmit tw, o5
independent data streams—one over each antenna. The s=
holds for the semicorrelated case with channel knowledge, &

as the transmitter is not aware of the channel conditions. If, '3
the other hand, average channel information is available to & 1.5¢
transmitter, the rank deficiency can be turned into antenna ge
Hence, just one single data stream will be transmitted overt [
dominant eigenbeam. To achieve the same raw bit rate, -
modulation scheme is changed to 16QAM. Fig. 13 summariz
the test bed, while Figs. 11, 12, and 14 show the followir : ‘ , : ;
results. %0 15 10 5 0 5 10 15 20 25 30

2.
1) The uncorrelated channel performs best, when no tir... Py/ o, indB

dlverSIty 1S ava"able_’ as (,;an be ,Seen from the OUtag%. 12. Sample mean outage cutoff rates for the systems in Fig. 13, with a
cutoff rate—at least in the interesting range of code ratggmple size of ten. The sample mean outage cutoff rate describes a situation
(R < 0,9)_ with a certain amount of time or frequency selectivity available—in this case

- . PR : : interleaving over ten coherence times of the channel is assumed. The situation
2) The more time diversity !S a_‘vallable I'e',' the mor ow gets more in favor of the semicorrelated channel with long-term average
independent channel realizations are available durifigormation at the transmitter. Here, clearly, it is the low transmit power region

airtime—the more attractive the semicorrelated channhere the fading correlations get beneficial.
becomes.

3) If there is no transmit channel knowledge, however, the 5) Looking at the ten sample-mean outage cutoff rate, we
semicorrelated channel performs worst, no matter how  see, that the amount of ten independent channel real-
much time diversity is available. izations during airtime, suffices for the semicorrelated

4) Arming the transmitter with average channel knowledge,  channel to realize all code rates less than about 0.8 with
the semicorrelated channel turns out to yield the best per-  lower transmit power than required for the uncorrelated
formance—in fact, beating the performance of the uncor-  channel.
related channel—provided there is enough time diversity 6) If the number of independent channel realizations during
available. airtime is further extended, the ergodic cutoff rate shows,

Uncorrelated Channel

e
N
T

0.5r
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A) Uncorrelated Channel
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Encoder

B) 1-Path Semi-Correlated Channel

C) 1-Path Semi-Correlated Channel

Encoder

No Tx-Channel Knowledge

No Tx-Channel Knowledge
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Average Tx-Channel Knowledge
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Fig. 13. Setup for comparing cutoff rates for different fading correlations and transmitter channel knowledge. The raw data rate is fixed ta4eits per

3.5

w
T

o
&

T

T

ERGODIC CUTOFF-RATE

| Correlated Channel

Tx-Channel unknown
Tx-Channel known on average

| Uncorrelated Channel

correlations are helpful or not. The concept of sample-mean
outage was defined, which allows to compute the influence of
time selectivity on information theoretic measures, like capacity
or cutoff rate. Cutoff-rate analysis showed, that, for linear mod-
ulation schemes, semicorrelated fading channels have potential
to offer superior performance in an interesting transmit power
range, provided a modest amount of time or frequency diversity
is available in addition to pure space diversity.

bits / sec / Hz
nN

_L
2]
‘

(1]

1, .|
(2]

0.5 1
= 1 1 L 1 1 [3]

%0 15 10 5 0 5_10 15 20 25 30
P./cZindB 4]

Fig. 14. Ergodic cutoff rates for the systems in Fig. 13. This is equivalent to 5
sample mean outage cutoff rate with an infinite sample size, hence, unlimited[ ]
amounts of time or frequency selectivity, e.g., provided by perfect interleaving ]
are available. Here, the semicorrelated channel with long-term average channéf3
information at the transmitter gives the favorable performance for virtadlly

transmit powers and code rates. [7

that the advantage of the semicorrelated channel is stilll]
improving and extended for virtually all code rates.
[9]
XIV. CONCLUSION o
The capacity of MIMO systems depends on the statistica[l ]
properties of the channel and the amount of knowledge about
those properties. While for no transmitter channel knowledgei1)
correlated fading is a curse—especially if no other form of di-
versity, like frequency or time, is available—having the trans-
mitter acquire the channel properties on average, can actualli2]
lead to capacity improvement over uncorrelated fading chan-
nels. This effect can be understood by the notion of antenna
gain, which can be far larger for correlated fading than in thd13]
uncorrelated case. This leads to performance increase of corng4]
lated MIMO channels for low transmit powers. In the domain of
high transmit powers, fading correlations decrease performancgg;
since capacity gains due to multistream transmission and higher
space diversity get the lead over antenna gain. It depends on tﬂ%]
operating point a MIMO system is set up to work in, if fading
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