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1. Introduction

1.1. Historical overview and classification

The history of the observation of supernovae (SNe, in the following), together with other transient phenomena in the sky (for example novae, comets, eclipses, meteors) is as old as mankind. The developments in such study, especially in ancient times, came together with, and sometimes were pushed by philosophical and scientific evolution of our conception of the Universe.

The naked eye observations of stellae novae were collected along the centuries, especially by Chinese sources: according to Mitton (1978), 75 events - local novae and supernovae, excluding comets - were recorded by Chinese astronomers between 532 B.C. and 1064 A.D. Stephenson & Clark (1976) list seven galactic supernova events, recorded over a 1500-year interval (from 185 to 1604) in Chinese, Japanese, Arabic and European chronicles. In the Middle Age appeared, for example, the remarkable SN 1006, probably the brightest supernova ever observed in the historical age, with an estimated magnitude $-9$, and SN 1054, whose remnant is the well known Crab Nebula in Taurus.

Particularly important are the two galactic supernovae which occurred in the Modern Age: SN 1572, observed by Tycho Brahe and with a recent claim for identification of the companion star (Ruiz-Lapuente et al. 2004), and SN 1604 observed, among others, by Kepler in Prague and by Galileo in Padua. A case apart is represented by Cas A, the youngest known SN remnant in our Milky Way and the strongest extra-solar radio source in the sky (Baade & Minkowski 1954): calculating the expansion of the ejecta, it has been found that the supernova must have blown up around the year 1671 (Thorstensen et al. 2001), but the only observation of a new star in Cassiopeia in those years, made by Flamsteed in 1680, is still debated (Flamsteed himself did not recognized it as a “new star”; see also Stephenson & Green 2002).

Only two SNe have been discovered in other galaxies of the Local Group: SN 1987A\textsuperscript{1}, in the Large Magellanic Cloud, and SN 1885 (originally named S Andromedae, from the usual cataloguing system of variable stars), in the Andromeda Galaxy M31 (Hartwig 1885). This observation was then linked with the first evidence of the huge energy output of SN

\textsuperscript{1} Zwicky et al. (1963) proposed the modern cataloguing system of supernovae, assigning a year corresponding to the time of their maximum light and one (e.g. 1987A, 1991T) or two letters (e.g. 1991bg, 2002bo), reflecting the order of discovery of that year.
explosions: Lundmark (1920) first estimated the distance of M31 to be about $7 \times 10^5$ light years, and it clearly showed that S And was about three orders of magnitude brighter than classical galactic novae. Further discoveries led Baade & Zwicky (1934) to distinguish between classical novae and a new class of objects, called by these authors for the first time supernovae.

Further, extensive searches were carried out by Zwicky in the following years (see e.g. Zwicky 1965), allowing a first understanding of these objects. Especially the spectral analysis, though limited, at that time, to the brightest supernovae (e.g. SN 1937C, Popper 1937), gave evidence of observational differences between various events.

The classification of SNe started with the aim of ordering different observational features; this approach entered the present-day astronomical usage although, as it is shown below, it is not straightforward in reflecting physical differences between different explosion mechanisms.

Minkowski (1940) introduced two main classes of supernovae, I and II, based on the presence of absence of Balmer lines of hydrogen in spectra at maximum light. In Type I another important feature is the absorption at 6150 Å, attributed to SiIII, not present in the spectra of some peculiar objects. Zwicky (1965) later introduced the classes III, IV and V, neglected in the modern classification. Fig. 1.1 shows the current classification, also based mainly on the spectral features at maximum light. The “peculiar” objects in Type I are further divided into the subclasses Ib and Ic, and other subclasses are defined in Type II, based on the light curve shape (IIP, where “P” stands for a plateau in the light curve decline, and IIL, where “L” stands for a linear decrease of the luminosity) or on the overall shape

Figure 1.1.: Classification scheme for supernovae, from Turatto (2003). The objects in the classes Ib/c and IIN with explosion energies $E > 10^{52}$ erg are often called hypernovae.
1.2 Supernova types and physical differentiation

Figure 1.2.: Comparison of early time spectra of supernovae belonging to different types, from Filippenko (1997a). The most prominent features are clearly visible: SiII absorption with P Cygni profile, and no hydrogen, in (a); H lines in (b); no strong silicon absorption in (c) and (d), but the He absorption distinguishing Type Ib from Ic.

of the absorption lines (IIn, where “n” means “narrow”). The class IIb is defined for few supernovae with early time spectra of type II and late time spectra similar to type Ib/c. In fig. 1.2 some spectra of supernovae of different types are compared.

1.2. Supernova types and physical differentiation

The physical interpretation of the observations started with the first hypotheses on the explosion mechanism: Zwicky (1938) suggested, as source for the explosion energy, the gravitational energy liberated by the collapse of an ordinary star that turns into a neutron star. It is remarkable that Zwicky introduced one of the basic ideas of stellar explosions (specifically, of core-collapse supernovae) only on the basis of about a dozen of observed SNe and, if seen from a modern point of view, with a very limited set of well-founded theoretical supports (for example, he wrote before the seminal work of Oppenheimer & Volkoff (1939) on neutron stars).
1.2.1. Core-collapse supernovae

Nowadays there is a general agreement that all the supernova types, with the exception of Type Ia, are the outcome of the evolution of massive ($M \gtrsim 8\,M_\odot$) stars. The differences between type II and type Ib/c can be explained in terms of mass loss of the progenitor: SNe Ib do not show H lines because they have lost their envelope before exploding. The lack of He lines in SNe Ic is debated: it may be related to the deficiency of helium (due to the loss of the He layer) or to an insufficient mixing of radioactivity to excite energetic transitions in helium\(^2\) (Woosley & Eastman 1997).

1.2.2. Type Ia supernovae

On the progenitors of Type Ia supernovae some constraints can be put, in very basic lines, from the following observational hints (Woosley 1990, Hillebrandt & Niemeyer 2000, Livio 2000):

1. the lack of hydrogen and helium lines in spectra;

2. the homogeneity: about 85\% of the observed SNe Ia form an homogeneous class, as far as spectra, light curves and peak absolute magnitudes are concerned (see sect. 1.3.3);

3. different than core-collapse supernovae, SNe Ia may occur also in elliptical galaxies (e.g. Turatto et al. 1994); in spirals, they show some preference of association with young populations in spiral arms (Della Valle & Livio 1994), but also relatively old populations ($\tau \gtrsim 4 \times 10^9$ years) can produce them.

From argument 3, it follows that SNe Ia cannot be produced by progenitors which are more massive than about $8\,M_\odot$, otherwise they would show a clear correlation with spiral arms. An evolved progenitor, which has already lost its envelope, is then preferred also by argument 1, that furthermore implies a small amount of circumstellar material; the lack of radio or X-ray observations of the progenitors rules out neutron stars and black holes, so the strongest candidates are the white dwarfs (WDs). On the other hand, in a WD an explosion cannot be triggered without accreting mass from a companion star, as it will be discussed in sect. 1.4.1.

From this very general analysis, whose details will be presented in the next sections, it turns out that the preferred candidate is a binary system, where at least one of the components is a white dwarf. Not only the progenitor, but also the explosion mechanism is different from core-collapse supernovae: the ignition of degenerate nuclear fuel was first explored by Hoyle & Fowler (1960) and the idea of thermonuclear explosion in WDs is

\(^2\)The tail of the light curve of core-collapse supernovae is powered by the decay of $^{56}$Ni; this energy source is crucial also for SNe Ia (cf. sect. 1.3.3).
now commonly accepted, in particular because it is potentially able to fulfill argument 2 (see sect. 1.4.1). In order to stress the difference of mechanisms, and to give a physically (and not observationally) based classification, SNe Ia are also called thermonuclear supernovae.

1.3. Observational features of thermonuclear supernovae

Before going deeper into the theoretical models of SNe Ia, in this section the most important observational features will be presented; these topics are more extensively reviewed by Filippenko (1997a) and by Leibundgut (2000).

1.3.1. Rates

It is very difficult to have good estimates of supernova rates: the relative rarity of SNe hinders the collection of statistically significant samples of data. Moreover, the correction of biases for different galaxy types, dust extinction and inclination of spirals is crucial for the results (Cappellaro et al. 1999). The unit of measurement for the supernova rate is normally defined as the number of supernovae per century, per B-band unit luminosity (that is, typically, in units of $10^{10} L_B$). Since the derivation of the luminosity of a galaxy depends on its distance, the rate depends in turn on the square of the Hubble constant $H_0$.

The local rate of type Ia supernovae is about 0.2 SN per century, per $10^{10} L_B$, with $H_0 = 75 \text{ km s}^{-1} \text{ Mpc}^{-1}$ (Cappellaro et al. 1999). Other authors (e.g. van den Bergh 1990, Della Valle & Livio 1994) have normalized the results to the near-infrared H and K bands, which are better tracers of the stellar mass. Recent results for the SN rate per unit mass (Mannucci et al. 2005) say that the rate depends on galaxy type: it is higher in late type galaxies (spirals and irregulars) than in elliptical and S0.

1.3.2. Spectra

As already stated, the defining feature of SNe Ia is the deep, P-Cygni Si II line in the spectrum, due to the doublet at $\lambda \lambda 6347$ and 6371 Å, with the blue-shifted absorption centered at about 6150 Å. The optical spectra at maximum light is dominated by lines of intermediate-mass elements (Si, O, Ca, Mg), neutral or singly ionized. The expansion velocities measured from these lines are up to a few times $10^9$ cm s$^{-1}$. These absorptions are consistent with a structure of outer layers mainly composed by intermediate-mass elements (Filippenko 1997b).

About two weeks after the maximum light the spectrum is dominated by Fe II lines, which is indicative of an iron-rich core, where the photosphere begins to penetrate at that epoch. In the later ($\tau > 1$ month) nebular phase, emission lines of Fe and Co are observed.
UV spectra are available only for a few supernovae; in these wavelengths the flux is strongly blocked by a complex structure of overlapping P-Cygni profiles of Fe II and Co II lines (Pauldrach et al. 1996). Near IR spectra are relatively poor of significant details. No detection of $\gamma$-rays from SNe Ia has been achieved.

In contrast with several observations of core-collapse supernovae with polarized ejecta, no detectable polarization has been measured in SNe Ia, with the exceptions of SN 1996X (degree of polarization at about 0.2%, Wang et al. 1997), SN 1999bg (subluminous and somewhat peculiar event, Howell et al. 2001) and SN 2001el (Wang et al. 2003). This last work shows that an early discovery is crucial for these observations, because the polarization in SN 2001el is nearly undetectable a week after optical maximum. The detection of polarization can help to put constraints on the ejecta geometry and hence on progenitors and explosion mechanism (Kasen et al. 2003).

1.3.3. Luminosity and light curves

As far as photometry is concerned, SNe Ia show their most striking feature, the homogeneity, that permits to use them as standard candles for cosmological applications (see sect. 1.6).

The maximum light is reached in about 20 days (Riess et al. 1999); the best values of absolute magnitudes are derived for samples of local SNe Ia, whose distance is determined independently by Cepheids observations. According to Saha et al. (1999), the magnitude reached at maximum is $M_B \approx M_V \approx -19.5 \pm 0.1$. In the I-band, about two weeks after the first maximum, SNe Ia have a secondary peak (Leibundgut 1998). Apart from the exact value of the absolute magnitude, which is subject to some systematic differences in literature, it is noteworthy that the overall scatter is less than 0.5 magnitudes in the B and V-band (Gibson et al. 2000). Such scatter, though relatively small, in principle would hinder the use of SNe Ia as standard candles. Moreover, SNe Ia in early type galaxies are fainter ($\approx 0.2 - 0.3$ magn.) than events in spirals (Branch et al. 1996, and references therein). Despite of it, it is possible to reduce the overall scatter, thus standardizing the maximum luminosity of SNe Ia, by means of the well known empirical “Phillips relation” (Pskovskii 1977, Phillips 1993) between light curve decline and luminosity: less luminous supernovae have a faster declining light curve (see Branch 1998 also for other correlations between observables, which reduce the dispersion at less than 0.2 magn.).

About 85%, according to the definition of Branch et al. 1993, of all observed SNe Ia form a homogeneous (also called “Branch-normal”) class in terms of spectra, light curves and peak luminosities; some objects show peculiarities. The prototype of overluminous events is SN 1991T, while SN 1991bg and SN 1992K are the best studied underluminous examples; see Leibundgut (2000) for their specific features.

Observations in different wavelengths can be used for deriving the bolometric luminosity of SNe Ia: typical values are around $10^{43}$ erg s$^{-1}$, but may vary from $\sim 2 \times 10^{42}$ erg s$^{-1}$ for underluminous events to more than $2 \times 10^{43}$ erg s$^{-1}$ for SN 1991T (Contardo et al. 2000).

Both observational and theoretical hints suggest, as it was first pointed out by Truran et al. (1967) and Colgate & McKee (1969), that Type Ia supernovae are powered by the decay of
radioactive \(^{56}\text{Ni}\), produced by the explosion. \(^{56}\text{Ni}\) decays to \(^{56}\text{Co}\) through electron capture, with a half-life of 6.1 days. On turn, \(^{56}\text{Co}\) is unstable and decays to the stable nucleus \(^{56}\text{Fe}\) by electron capture (81%) or \(\beta^+\) decay (19%), with a half-life of 77 days.

The amount of \(^{56}\text{Ni}\) that is synthesized by the explosion can be derived from the bolometric luminosity applying the “Arnett’s law” (Arnett 1982, Arnett et al. 1985), which states the equality between the energy injected by nuclear decay in the ejecta and the energy released on the surface at maximum light. This relation holds because the SN atmosphere is becoming optically thin at that time, but implies the symmetry of the ejecta, which seems a relatively reasonable hypothesis from polarization observations (see sect. 1.3.2). A typical SN Ia produces 0.6 \(M_\odot\) of \(^{56}\text{Ni}\), with a range from 0.10 \(M_\odot\) for SN 1991bg to 1.14 \(M_\odot\) for SN 1991T (Contardo et al. 2000).

### 1.4. Progenitor models

In sect. 1.2.2, a first general background for the progenitor model has been extracted from the most basic facts; a successful detailed model of SNe Ia should also be able to accomplish finer requirements and constraints, arising from the listed observational features.

From the homogeneity of observed SNe, it turns out that the model has to be robust: its results do not have to depend strongly on the range of variation of the initial setup.

On the other hand, the model should account for the observed variability and the parameter correlations, possibly linking the observed relations with the variation of one or more physical parameters; also the dependence on the progenitor features has to be explored, in order to reproduce some observed trends (for example, the connection between luminosity and galaxy type; cf. sect. 1.3.3).

Another obvious requirement is the agreement with light curves and spectra, that implies constraints on the explosion energy, the amount of \(^{56}\text{Ni}\) produced, the overall nucleosynthesis for the ejecta composition and the velocity of the expelled material.

For the sake of ease, it is possible to outline a scheme of a consistent theoretical model for SNe Ia in four fundamental parts:

- a progenitor model that provides hypothesis on the features and the evolution of the system, which is going to explode as a Type Ia supernova;
- an explosion model that describes the development of the explosion and its products;
- an ignition model that explains how the explosion is initiated and provides the initial conditions for the previous item, establishing the necessary link between progenitor evolution and explosion;
- any other theoretical tool which uses the quantities derived from the explosion model as input for subsequent studies.
The first two items will be addressed in this section (progenitor models) and in the next one (explosion models). The third item is the main topic of this work, and will be analyzed deeply in the next chapters. The fourth item will be briefly reviewed in sect. 1.7. For a broader discussion of the theory of SN Ia explosion see Hillebrandt & Niemeyer (2000). Progenitor models can be mainly grouped in two families: single-degenerate and double-degenerate scenarios.

1.4.1. Single-degenerate scenario

As discussed, in the progenitor binary system at least one of the two objects must be a white dwarf; in the single-degenerate scenario, it is assumed that the white dwarf accretes matter from a companion, which is non-degenerate.

It is known that WDs can be composed of He, of C and O, or of O, Ne and Mg (e.g. Livio 2000). In the first case, Iben & Tutukov (1985) find that the initial WD mass is smaller than \( \sim 0.45 M_\odot \). With this composition, no scenario has been found consistent with the explosion of SN Ia: such system would explode during the accretion, at \( M_{WD} \sim 0.7 M_\odot \) (Nomoto & Sugimoto 1977), leaving ejecta composed only of He and \(^{56}\)Ni, in contrast to the observed spectral signatures of intermediate-mass elements.

As far as O-Ne-Mg WDs are concerned, calculations show that they end more likely in an accretion-induced collapse to a neutron star rather than in a SN Ia explosion (Nomoto & Kondo 1991, Gutierrez et al. 1996). The only viable channel is therefore represented by carbon-oxygen (in the following, CO) WDs. There are two ways for leading to an explosion of CO WDs, discussed in the next two subsections.

Chandrasekhar-mass models

In this model, the WD accretes from the companion star (a Main Sequence star or a giant) until it approaches the Chandrasekhar mass, defined as the limiting mass for the degeneracy pressure to support the WD against gravitational force; \( M_{Ch} \approx 5.8 (Z/A)^2 M_\odot \approx 1.4 M_\odot \) for a CO WD. Carbon ignition occurs at, or very near the center (chapter 3) and the burning front incinerates the WD. Besides the specifics of the explosion models, which will be presented in sect. 1.5, the Chandrasekhar-mass scenario is considered the most promising in meeting the theoretical and observational constraints of, at least, the bulk of SNe Ia. Indeed, in this model, the CO WD explodes when its mass is close to the limiting Chandrasekhar mass, and this could explain the observed homogeneity. The main weakness of this model is to define the parameter space for a WD to accrete to \( M_{Ch} \) and, at the same time, to account for the observed SNe Ia rates.

The problem is discussed by Nomoto & Kondo (1991); fig. 1.3 shows, for different value of initial WD mass and accretion rate \( \dot{M} \), the outcome of the evolution of the binary system. In a complementary approach one can study the parameter space of initial orbital period against secondary mass for different WD masses (Han & Podsiadlowski 2004); the birth rates for SNe Ia which are inferred from this work are lower than the observed ones, but
1.4.1 Single-degenerate scenario

![Parameter study of the evolution of a single-degenerate binary system with an accreting CO WD, depending on the initial WD mass ($M_{C+O}$) and on the accretion rate from the companion ($\dot{M}$). White dwarfs less massive than about $0.7M_\odot$ cannot reach $M_{Ch}$ before the companion star stops providing matter to accrete. From Nomoto & Kondo (1991).]

still comparable. The physical problem with the accretion is to guarantee that the accreted hydrogen and helium burn steadily on the WD surface, without triggering a nova explosion (at $\dot{M} \lesssim 10^{-8} M_\odot \text{yr}^{-1}$) or generating a common envelope (at $\dot{M} \gtrsim 10^{-6} - 10^{-5} M_\odot \text{yr}^{-1}$). Encouraging results by Yoon et al. (2004) show recently that such conditions of helium burning can be more steady than previously supposed. Moreover, super-soft X-ray sources have been identified as accreting WD with steady H and He burning (Kahabka & van den Heuvel 1997, Hachisu & Kato 2003), corroborating the viability of this scenario.

Where not differently stated, the single-degenerate, Chandrasekhar-mass scenario will be assumed as the reference model in this thesis work.

Sub-Chandrasekhar-mass models

In this model the CO WD accretes a helium envelope ($0.1 - 0.3 M_\odot$) on its surface, until a He detonation occurs there; the detonation propagates downwards and triggers the explosive carbon burning in the CO core, before the total WD mass has grown to $M_{Ch}$ (Nomoto 1980, Woosley & Weaver 1994b, Livne & Arnett 1995, Höflich & Khokhlov 1996). Although this scenario has some appeal (statistically, it would better match the observed rates for SNe
Ia; Livio 2000), the spectral signatures of such explosions, especially the composition of high velocity ejecta ($^{60}$Ni and He, without intermediate-mass elements), strongly disfavor the model as explanation for “normal” SNe Ia. It has been claimed (Ruiz-Lapuente et al. 1997) that sub-Chandrasekhar-mass models might better represent the subluminous SNe Ia; the scenario has also been proposed, under certain conditions, as a viable alternative astrophysical site for the p-process nucleosynthesis (Goriely et al. 2002).

1.4.2. Double-degenerate scenario

The merging of two CO WDs is the endpoint of the evolution of a binary system, in which the two degenerate objects are bound to coalescence by emission of gravitational waves. If the sum of the masses is larger than $M_{Ch}$, a possible outcome is the explosion as a SN Ia (Webbink 1984, Iben & Tutukov 1984). The existence of this evolutionary channel has been confirmed by the observations of double WD systems in the ESO SPY survey (Napiwotzki et al. 2004). 3D simulations of WD mergers (Benz et al. 1990, Rasio & Shapiro 1995) show that the less massive object is disrupted and its matter forms an accreting disk around the other WD.

Statistically, this model provides a good rate of events (Livio 2000); its main weakness is that the merger configuration does not trivially lead to a supernova explosion at $M \sim M_{Ch}$, since an accretion-induced collapse is also predicted by Nomoto & Iben (1985) and Bravo & García-Senz (1999).

1.5. Explosion theory and modeling

In a thermonuclear supernova the explosion is triggered by explosive carbon burning. Due to the extreme density of the WD core, of the order of some $10^9$ g cm$^{-3}$ (Woosley 1990), the burning proceeds as a thermal runaway. Postponing the details of the ignition physics to chapter 3, in this section the main features of the explosion will be presented.

Because of the high sensitivity of the $^{12}$C + $^{12}$C reaction rate on temperature ($\propto T^{12}$ at $T \sim 10^{10}$ K, Hansen & Kawaler 1994) at the conditions of explosive C burning the burning length scale is microscopic (Niemeyer et al. 1996). There are two mechanisms for the propagation of these burning fronts (Landau & Lifshitz 1995):

- the front propagates by shock compression, at a sonic or supersonic speed: it is called a detonation.
- the front propagation is mediated by thermal conduction: this is a deflagration.

In principle, both modes are allowed in the supernova, and which mode is realized depends on details of the ignition process. From this point of view, there is no a priori reason for preferring one over the other of these mechanisms in the explosion models; again, the comparison with theoretical and observational constraints will help to make the choice.
1.5.1 Prompt detonation model

This model was proposed by Arnett (1969). Although it predicts the correct energy output for SNe Ia explosions, further analyses (Arnett et al. 1971) show that the nucleosynthesis of such a model is in contradiction with observations, because it would produce only iron-group elements and no intermediate-mass nuclei.

The problem is essentially related to burning timescales and densities. A detonation propagates in the WD at the speed of sound, thence the whole progenitor is burnt in a fraction of second. When the carbon is ignited explosively the burning proceeds to nuclear statistical equilibrium (NSE) and the composition of products depends, among other quantities, on density: above $\sim 10^8$ g cm$^{-3}$ the equilibrium moves towards iron-group elements, whereas at lower densities intermediate-mass elements are produced (see e.g. Nomoto et al. 1984). If the burning front starts propagating as a detonation, most of the nucleosynthesis occurs on a very short timescale, leaving no time for an expansion of the exploding WD. As a consequence, the burning occurs at too high density and the composition of the products is clearly inconsistent. It shows the failure of the prompt detonation model.

1.5.2 Pure deflagration model

A solution to the previous shortcoming is possible if the explosion starts as a subsonic deflagration, which propagates more slowly than a detonation, giving time to the unburnt material to expand to smaller density values.

In a fluid at rest, a deflagration propagates with the laminar velocity $u_l$, determined by the equilibrium of the timescales for nuclear burning $\tau_n \approx e_{\text{int}}/\dot{S}$ and for heat diffusion $\tau_d \approx l_f^2/D_{\text{th}}$ (Landau & Lifshitz 1995):

$$ u_l \approx \frac{l_f}{\tau_n} \approx \left( \frac{D_{\text{th}} \dot{S}}{e_{\text{int}}} \right)^{1/2} $$

where $e_{\text{int}}$ is the specific internal energy, $\dot{S}$ is the energy generation rate, $l_f$ is the flame width and $D_{\text{th}} = \kappa/(\rho C_p)$ is the thermal diffusion coefficient. Typical values for $u_l$ in a WD are $\sim 0.001 c_s$, being $c_s$ the sound speed: for a composition with $X(C) = X(O) = 0.5$, in the density range $10^9...10^7$ g cm$^{-3}$, $u_l \sim 10^3...10^4$ cm s$^{-1}$, with $l_f \sim 10^{-4}...1$ cm (Timmes & Woosley 1992).

Such a flame velocity would be too low for giving, as result, a successful SN explosion: 1D calculations performed by keeping the front velocity as a parameter (Nomoto et al. 1984) show that the flame has to accelerate to velocities up to some relevant fraction of the sound speed in order to match results with observations. These large velocities are indeed reached by means of the flame interaction with turbulent motions in the WD matter: as it will be described in sect. 2.2.1, the velocity fluctuations wrinkle the flame. The flame propagation speed is increased to a value $u_t$, according to the intuitive formula (Damköhler 1939):

$$ u_t \approx u_l \frac{A_t}{A_l} $$
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where $A_t$ and $A_l$ are the turbulent and the laminar flame areas, respectively. A consistent determination of $u_t$ makes use of a sub-grid scale model for turbulence; the details of the implementation are discussed elsewhere (e.g. Niemeyer & Hillebrandt 1995, Reinecke et al. 1999, 2002a).

After the 1D works on SNe Ia (Nomoto et al. 1976, Nomoto et al. 1984, Woosley & Weaver 1986, Woosley 1990), thanks to the increasing computational resources, 2D and 3D simulations have become available. An overview of these works and the related numerical techniques will be given in sect. 1.7; however, it is useful to list here the most valuable results of some of the latest 3D pure-deflagration models (Reinecke et al. 2002b, Gamezo et al. 2003, Röpke & Hillebrandt 2005b):

The outcome is a successful explosion, though the energetic output is rather on the weak side of the range observed for SNe Ia;

the derived maximum velocities of the ejecta are in the range of spectral observations ($1.0 \pm 1.5 \times 10^9$ cm s$^{-1}$);

a possible shortcoming is the presence of unburned C and O at low velocity, albeit it cannot be completely ruled out by observations (Baron et al. 2003); see also sect. 3.5.

Beyond the different numerical implementations in works from different groups, it is particularly positive to have some convergence on the results, and some room for future technical improvements.

### 1.5.3. Delayed detonation model

In order to obtain a better agreement with observations, and in particular to solve the problem related to the last listed issue, it has been proposed (Khokhlov 1991b, Woosley & Weaver 1994a) that the flame, after starting as a deflagration, could have a transition to detonation (deflagration to detonation transition, or DDT). In this way, the preexpansion of the star occurs during the deflagration phase, avoiding the problems of pure detonation models, and the subsequent detonation phase leads to larger explosion energy, larger production of $^{56}$Ni, and burning of the low-velocity unburned material with respect to pure deflagration models (Höflich & Khokhlov 1996, Gamezo et al. 2004). Also comparisons with nucleosynthesis (Iwamoto et al. 1999) and spectra and light curves (Höflich 2004) seem to be better.

Despite these advantages, the physical conditions for the transition to detonation are still unclear (Niemeyer 1999, Bell et al. 2004b) and the transition density for the DDT is accounted as a free tunable parameter in the simulations with a value of about $10^7$ g cm$^{-3}$ (Höflich & Khokhlov 1996). Moreover, the recent improvements in 3D deflagration models indicate, at least as a trend for the future, that a DDT could be an unnecessary ingredient for SN Ia models.
1.5.4. Pulsational delayed detonation and gravitationally confined detonation

These models have in common the failure of the first deflagration phase to unbind the WD and produce an explosion.

In the pulsational delayed detonation model, after a failed deflagration, the WD recollapses, triggering in this way a detonation (Nomoto et al. 1976, Khokhlov 1991a). In a recent version of this mechanism, García-Senz & Bravo (2005) propose the so-called pulsating reverse detonation. In their model an accretion shock is formed over the central region of the WD, mostly unburned, and could give rise to a detonation.

A somewhat similar mechanism is the gravitationally confined detonation, studied in 2D by Plewa et al. (2004). This model is based on the failed SN explosion simulated by Calder et al. (2004); as a follow-up of this calculation, the rise of the large, buoyant bubble to the surface of the WD focuses the material at the opposite side of the star, where the conditions for a subsequent detonation are reached. Further analysis are under study, in order to test the robustness of this model (Kasen & Plewa 2005).

It has to be noted that most of the latest simulations of the deflagration phase in SNe Ia (with the exceptions of Calder et al. 2004 and some models computed by García-Senz & Bravo 2005) end with a successful explosion, leaving no need for these mechanisms.

1.6. Importance of Type Ia Supernovae in other fields of astrophysics

The interest in SNe Ia comes mostly from their noticeable feature of quasi-homogeneity. By means of the Phillips relation or similar empirical corrections one can use SNe Ia as ”standardizable candles” in order to probe cosmological models. This is possible also because SNe Ia are the brightest standard candles available and are visible even at high redshift; an analogous use for SNe IIP (Baron et al. 2004) and gamma-ray bursts (Ghirlanda et al. 2004) is currently under study.

In the last years two groups (the High-\(\bar{z}\) Supernova Search Team, Riess et al. 1998 and the Supernova Cosmology Project, Perlmutter et al. 1999), deriving the density parameters for matter and cosmological constant, \(\Omega_M\) and \(\Omega_\Lambda\), have come to the conclusion that the universe is accelerating its expansion. These results are based on observations of distant SNe Ia (0.1 \(\lesssim z \lesssim 1\)); they are compatible with a flat cosmology with \(\Omega_M \approx 0.28\), \(\Omega_\Lambda \approx 0.72\), as it comes out also from an analysis of the cosmic microwave background data (Garnavich et al. 1998; fig. 1.4). More recently, there are several surveys (in progress or planned) aiming at the discovery of large numbers of low or high-\(\bar{z}\) supernovae in order to use them for precision cosmology: a list of them is provided by Ruiz-Lapuente (2004).

The cosmological use of SNe Ia is based on the hypothesis of homogeneity of the local and distant samples of thermonuclear supernovae, which is none trivial (Leibundgut 2001). The evidence for the accelerating expansion of the universe is given by the fact that distant
SNe Ia appear about $\approx 0.20$ mag. fainter than local SNe; it must be noted that this value is comparable to the scatter in peak luminosities of SNe Ia. Besides considerations on the extinction and the effect of gravitational lensing, especially interesting is the evaluation of possible intrinsic causes for the diversity of local and distant SNe Ia samples. For an effective use of SNe Ia in precision cosmology (for example, in studies about dark matter features) is then mandatory to reduce the systematic uncertainties on the theoretical side, refining the models and improving their predictive power.

Other reasons of interest involve the nucleosynthesis (they are the main source of iron-group elements), the role in galactic metal enrichment, and their contribution to the mass loss in early galactic evolution (see Leibundgut 2000 for an overview).

1.7. State of the art of SN Ia modeling and relevance of the present work

In the last decade, the availability of increasing computational resources has allowed the use of the presented theoretical framework for the development of multi-dimensional sim-
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Simulations of SN Ia explosions. Besides the open controversial issues on the theoretical side, the new tools themselves pose challenging demands to the researchers in order to take into account and implement into simulations the complex physics of the explosion.

One of the pivotal problems is the range of scales in SNe Ia physics: the relevant phenomena involve length scales from $10^{-4}$ cm (flame width) to $10^7$ cm (convective motions in the WD). Following directly all these scales is currently out of reach of the computational resources; one has to find a model for the physics on unresolved length scales, especially for the representation of the propagating flame surface (in large-scale simulations the flame is modeled as a discontinuity, neglecting its internal structure). Different approaches have been studied for it (see, for example, Livne 1993, Niemeyer & Hillebrandt 1995, Niemeyer et al. 1996). Currently, mostly two ways are used:

- The reaction-diffusion flame model, introduced by Khokhlov (1993) and used by Khokhlov (2000), Gamezo et al. (2003, 2004), Calder et al. (2004). In this scheme, the transition region between fuel and ashes is artificially smeared out over a number of cells, allowing the numerical resolution of the flame.

- The level-set method, introduced by Osher & Sethian (1988) and applied to the SN Ia problem by Reinecke et al. (1999), Reinecke et al. (1999) and used for example by Reinecke et al. (2002a,b), Röpke & Hillebrandt (2004, 2005b). In this scheme, a $(n-1)$-dimensional front is represented by the zero level set of a $n$-dimensional scalar function, providing the equations for its time evolution by passive advection (Sussman et al. 1994) and for tracking its normal propagation (Smiljanovski et al. 1997).

In both schemes, the velocity of the front is given by evaluating the turbulent flame speed (cf. sect. 1.5.2 and references therein), with some implementation of a sub-grid scale model.

The necessary pieces of information about microscopic processes which are involved in the large-scale simulations of SN explosion are provided by a number of small-scale investigations. The detailed description of such works is beyond the scope of this thesis; briefly, they are aimed for example to study flame instabilities (Röpke et al. 2004a,b, Bell et al. 2004a,b), turbulence modeling (Schmidt et al. 2004) and nuclear burning (Röpke & Hillebrandt 2005a).

As outlined in sect. 1.4, there is a wide family of theoretical tools, which use the explosion data as a starting point for their investigations. Light curve and spectra modeling is reviewed by Hillebrandt & Niemeyer (2000); one should note that a current effort is to provide multi-dimensional data from the explosion models as input for such calculations (Röpke 2005, Blinnikov & Sorokina 2004). The detailed nucleosynthesis of SNe Ia has been studied via post-processing techniques, taking 1D data as input (mostly from the explosion model of Nomoto et al. 1984), by for example Thielemann et al. (1986) and Iwamoto et al. (1999). Only recently, data from 2D and 3D hydrodynamical simulations have been used by Travaglio et al. (2004) and Kozma et al. (2005).
The main results of the most recent pure deflagration (sect. 1.5.2) and delayed detonation (sect. 1.5.3) SN Ia simulations have been outlined in this chapter. To end up, it is noteworthy to point out the general trend towards parameter-free calculations in which every ingredient has to be based on first physical principles, and not on tunable empirical parameters. For example, the cited well known phenomenological W7 model (Nomoto et al. 1984), though still useful as input for some one-dimensional calculations (as far as spectra, light curves and nucleosynthesis are concerned), has been followed by the already cited multi-dimensional simulations in which the burning speed is modeled on physical basis and not tuned in order to meet observational requirements.

Keeping in mind such trend, this thesis work is meant to inscribe the study of the initial conditions for SNe Ia simulations in the same framework. Sometimes cited as the last free parameter in SNe Ia models, the ignition process links the late stages of the progenitor evolution with the initial setup of explosion simulations. Actually, a large set of initial conditions has been used in simulations, with results ranging from mildly energetic (e.g. Reinecke et al. 2002b) to failed (Calder et al. 2004) explosions. Comparative studies of different initial flame shapes will be shown in sect. 3.5.

As it will be discussed in detail in chapter 3, the ignition process in SNe Ia is still a controversial issue. This work presents a new approach to this problem, based on 2D simulations performed using the FLASH code (Fryxell et al. 2000). The intention is to use these simulations to build an ignition model for SNe Ia (cf. sect. 1.4), a model able to answer the key questions:

- What is the initial flame shape in the WD, and what about the time evolution of the ignition process?
- What is the thermodynamic state of the WD core prior to runaway?
- Is there a range of feasible different ignition conditions and, if so, could it be able to explain (part of) the observed diversity of SNe Ia?
- Such ignition model should also obey to an important requirement, that is to guarantee the robustness of the explosion.

This thesis work is structured as follows: next chapter is devoted to the presentation of some theoretical tools, necessary for the further discussion. Chapter 3 is focused on the theory of SNe Ia ignition; chap. 4 describes the FLASH code, used for the simulations. The setup of the simulations is introduced in chap. 5, together with some preliminary tests. Finally, in chap. 6 the results are presented and discussed. Further numerical and technical issues are examined in appendix A.
2. Theoretical basics

2.1. Hydrodynamics

In order to describe the classical motion of a fluid, the basic equations of hydrodynamics are introduced here. The discussion will start from the simplest assumption, that is an ideal fluid. This leads to the Euler equations. In this section these assumptions will be then relaxed, discussing diffusive processes and source terms.

An underlying hypothesis in the following is the continuity assumption. It states that the fluid can be described as a continuum, considering its properties such as density, pressure, temperature and velocity as smoothly varying from one point to another. The length scales related to the physical problems of this work will be always much larger than the relevant mean free path. So the hypothesis holds.

2.1.1. The Euler equations

Ignoring dissipative effects (such as molecular diffusion, heat conduction or fluid viscosity), the dynamics of the fluid is governed by the Euler equations which express the conservation laws for mass, momentum and energy in the fluid.

Under the previous hypotheses, the conservation law of a generic extensive quantity \( q(x, t) \) over a volume \( V \) states that the rate of change of \( q \) equals its flux over the surface of \( V \) (let the source terms be ignored at this stage):

\[
\int_V \frac{\partial q}{\partial t} dV = -\oint_{\partial V} q u dA \tag{2.1}
\]

where \( u(x, t) \) is the fluid velocity. This is the integral form of the conservation law of \( q \).

Using the divergence theorem, the last statement is equal to

\[
\int_V \left( \frac{\partial q}{\partial t} + \nabla (q u) \right) dV = 0 \tag{2.2}
\]

Since it must hold for every choice of \( V \), it is equivalent to

\[
\frac{\partial q}{\partial t} + \nabla (q u) = 0 \tag{2.3}
\]
Theoretical basics

The last equation is the conservation law of $q$ in differential form. One can write such relations for each conserved quantity of the hydrodynamical system.

In the non-relativistic case, mass and total energy are separately conserved; the conservation of mass, also known as the continuity equation, can be easily found with the same derivation as eq. (2.3):

$$\frac{\partial \rho}{\partial t} + \nabla (\rho \mathbf{u}) = 0 \quad (2.4)$$

where $\rho(x, t)$ is the fluid density. Similarly, the conservation of momentum reads

$$\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla (\rho \mathbf{u} \mathbf{u}) + \nabla p = 0 \quad (2.5)$$

where $p$ is the pressure. The conservation of energy is expressed by

$$\frac{\partial \rho e_{\text{tot}}}{\partial t} + \nabla (\rho e_{\text{tot}} \mathbf{u}) + \nabla (p \mathbf{u}) = 0 \quad (2.6)$$

where $e_{\text{tot}}$ is the specific total energy. The set of the three previous equations is defined as Euler equations. Combining the equations (2.4) and (2.5) one finds the so-called Euler equation (not to be confused with the whole defined set)

$$\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \nabla) \mathbf{u} = -\frac{\nabla p}{\rho} \quad (2.7)$$

Note that these equations involve another quantity, the pressure $p$, which must be specified as a given function of density and specific internal energy $e_{\text{int}} = e_{\text{tot}} - \mathbf{u}^2/2$ and linked to the fluid temperature $T$. The additional relation is then provided by the equation of state (EOS)

$$p = p(\rho, e_{\text{int}}, \mathbf{X}); \quad T = T(\rho, e_{\text{int}}, \mathbf{X}) \quad (2.8)$$

where $\mathbf{X}$ represents the fluid composition.

### 2.1.2. Dissipative effects and the Navier-Stokes equation

In the framework of SN Ia supernova explosions, in principle diffusive phenomena play an important role (for example, the flame propagation is based on heat diffusion). Several diffusive processes can be built into the Euler equations; the generic diffusion of a quantity $X$ takes a form like

$$\frac{\partial X}{\partial t} = \nabla (D \nabla X) \quad (2.9)$$

where $D$ is a diffusion coefficient.
2.1.3 Source terms

If viscosity is taken into account, the momentum is the quantity that is diffused. It may be proved in this case (see e.g. Chorin & Marsden 1979) that the balance of momenta involves the divergence of the tensor $\sigma$, defined by

$$
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \lambda \delta_{ij} (\nabla \mathbf{u}) \tag{2.10}
$$

which can be rewritten grouping the traceless part in one term

$$
\sigma_{ij} = \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} (\nabla \mathbf{u}) \right) + \zeta \delta_{ij} (\nabla \mathbf{u}) \tag{2.11}
$$

where $\mu$ and $\zeta$ are the coefficients of shear and bulk viscosity. With this expression of the tensor $\sigma$ the Euler equation has to be rewritten accordingly, leading to the Navier-Stokes equation

$$
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \nabla) \mathbf{u} \right) = -\nabla p + \mu \nabla^2 \mathbf{u} \tag{2.12}
$$

This name is often used also for indicating the whole set of conservation laws: the eqs. (2.12), (2.4), that is not modified by the inclusion of viscosity, and (2.6), where a term of the form $\partial (u_b \sigma^{ab})/\partial x^a$ must be included to the right-hand side to take into account the energy flux due to internal friction.

Heat conduction is included adding to the right-hand side of the eq. (2.6) the term $\nabla (\kappa \nabla T)$, where $\kappa$ is the thermal conductivity.

2.1.3. Source terms

The previous discussion is valid if no sources or sinks of the conserved quantities are present in the system. In the opposite case, the appropriate source terms must be included. LeVeque (1998) provides some examples of effects which can be described by such terms:

- Geometric source terms, which arise when a multi-dimensional problem is reduced to a lower number of dimensions, for example using cylindrical or spherical symmetry.

- External forces: here the analysis will be limited to gravity. In this case, if the gravitational force is only due to the mass density of the fluid (without external gravity fields), the potential $\phi$ is expressed by the Poisson equation

$$
\nabla^2 \phi = 4\pi G \rho \tag{2.13}
$$

where $G$ is the gravity constant. The gravity force modifies the equations (2.5) and (2.6), introducing respectively the terms $-\nabla \phi$ and $-\rho \mathbf{u} \nabla \phi$ at the right-hand sides.

- Reactive flows, which will be examined in the remaining part of this section.
Besides being described by its thermodynamical quantities a fluid is characterized by the composition (cf. eq. 2.8). The species $i$ in the fluid is featured by the atomic number $Z_i$, the mass number $A_i$ and the number density $n_i$. Its abundance is expressed by the mass fraction $X_i$, defined as

$$X_i = \frac{n_i A_i}{\sum_{i=1}^{N} n_i A_i}$$  \hspace{1cm} (2.14)$$

where $N_A$ is Avogadro’s number and $N$ is the number of species in the fluid. From the last formula arises the normalization condition for the mass fractions:

$$\sum_{i=1}^{N} X_i = 1$$  \hspace{1cm} (2.15)$$

The molar abundance of $i$ is then defined as $Y_i = X_i / A_i$.

Because of nuclear reactions, the fluid composition changes with time. Following Arnett (1996), the rate of change of $Y_i$ is

$$\frac{\partial Y_i}{\partial t} + \mathbf{u}(\nabla Y_i) = \dot{R}_i$$  \hspace{1cm} (2.16)$$

where $\dot{R}_i$ is the total reaction rate of $i$, which takes into account every rate of nuclear reactions that produce or destroy the isotope $i$. The most general form for $\dot{R}_i$ is (Wagoner 1969)

$$\dot{R}_i = - \sum_j \left( \frac{N^N_i N^N_j}{N_i! N_j!} [ij] N_{i,j} \right) + \sum_{l,k} \left( \frac{N^N_i N^N_k}{N_i! N_k!} [lk] N_{i,lk} \right)$$  \hspace{1cm} (2.17)$$

where the first term of the right-hand side accounts for the destruction of $i$, and the second for the production. In this formalism, $[ij]$ is the reaction rate for the generic reaction $i(j, \ldots) \ldots$ that destroys $i$; $[lk]$ is the rate for the generic reaction $l(k, i) \ldots$ that produces $i$; $N_x$, with $x = i, j, k$ or $l$ is the stoichiometric coefficient, which indicates how many times the isotope $x$ is involved in the considered reaction; $N_{i,j}$ and $N_{i,lk}$ are the values of $N_i$ in the terms with sum index, respectively, $j$ and $l, k$. This formalism can usefully describe different classes of reaction, such as $\beta$-decays, reactions with leptons or photons, two and three-body interactions, by using the appropriate form for the reaction rates.

A further term $-D_{sp} \nabla Y_i$ can be added to the right-hand side of eq. (2.16) in order to take into account the microscopic species diffusion (where $D_{sp}$ is the diffusion coefficient). This effect is negligible on macroscopic scales. Hence it will be not examined in the following.

Because of the nuclear reactions, an energy production term $\rho \dot{S}$ must be included at the right-hand side of eq. (2.6); $\dot{S}$ is the energy generation rate, defined by

$$\dot{S} = N_A \sum_{i=1}^{N} \dot{R}_i B_i$$  \hspace{1cm} (2.18)$$
where $B_i$ is the binding energy of the nucleus $i$. The specifics of the implementation will be shown in chapter 4.

## 2.2 Turbulence

Although a formal solution of the hydrodynamical equations for a viscous fluid (sect. 2.1.2) can in principle be found, there are physical situations in which the flow is unstable, i.e. any small perturbation can arbitrarily grow in time. The stability of a steady flow depends on the value of the dimensionless Reynolds number, defined by

\[ Re(l) = \frac{lU(l)}{\nu} \]  

(2.19)

where $l$ is a characteristic length scale of the flow, $U(l)$ the characteristic velocity associated to this length scale, and $\nu = \mu/\rho$ is the kinematic viscosity. Experiments indicate the existence of critical value of $Re$, generally in the range $10^{-100}$: flows with smaller Reynolds number are called laminar, while flows with $Re > Re_{crit}$ show chaotic behaviors and are called turbulent.

The fluid equations introduced in the last section cannot describe quantitatively a turbulent flow; the energy balance of the fluid, together with some assumptions on the flow features, can help to characterize turbulence. The approach to the problem is described in many textbooks (e.g. Padmanabhan 2000).

Let the turbulent fluid velocities be considered homogeneous and isotropic: the flow can be idealized in terms of coexisting eddies of different sizes. The integral length scale $L$ is defined as the length scale at which the turbulence is driven. Energy is injected in the system at this scale and is then transferred to eddies of smaller length scale. The rate $\epsilon$ of turbulent energy transfer for an eddy of length scale $l$, is given by

\[ \epsilon \propto (U^2(l)) \left( \frac{U(l)}{l} \right) \sim \frac{U^3(l)}{l} \]  

(2.20)

which can be understood as being composed of two parts, the first one proportional to the typical kinetic energy per unit mass carried by the eddies of size $l$, the second one playing the role of the inverse of the energy transfer timescale of the eddie. In the previous derivation is has been assumed that viscosity is negligible in dissipating turbulent energy into heat, which is valid at relatively large length scales. The length scale at which $Re \approx 1$ is called Kolmogorov scale $l_K$. At $l \approx l_K$ the flow is essentially laminar. The turbulent energy is hence dissipated by viscosity into heat at the length scales which are barely larger than $l_K$. The scale range between $L$ and $l_K$ is called inertial range. Since the energy cannot be accumulated at any
length scale in the inertial range, \( \epsilon \) must be constant in the range. Thence, the characteristic turbulent velocity \( U(l) \) can be expressed as

\[
U(l) \approx U(L) \left( \frac{l}{L} \right)^{1/3} \quad (2.21)
\]

The energy spectrum \( E(k) \), derived under the above listed hypotheses of homogeneity, isotropy and incompressibility, is called Kolmogorov spectrum. The expression for \( E(k) \) is derived from the correlation function of the velocity \( \mathbf{u}(x) \):

\[
\xi(x) = \langle \mathbf{U}(x + y) \cdot \mathbf{U}(y) \rangle \quad (2.22)
\]

The power spectrum \( S(k) \), with \( k \approx x^{-1} \), is the Fourier transform of \( \xi(x) \), and the power spectrum \( E(k) \) is obtained by \( S(k) \) (\( S(k) \) in the isotropic case) by averaging over all the directions in the \( k \)-space. From a detailed dimensional analysis it results

\[
E(k) = S(k) k^2 \propto \epsilon^{2/3} k^{-5/3} \quad (2.23)
\]

### 2.2.1. The role of turbulence in the physics of SNe Ia

In the WD interior, at the conditions introduced in chapter 3, the estimated Reynolds number is about \( 10^{14} \) (Woosley et al. 2004), thus the fluid flow is turbulent; the related implications will be discussed in sect. 3.4.

Also in the context of the explosion physics (sect. 1.5.2) the importance of turbulence for flame acceleration has been cited; though the flame propagation is not a topic of this thesis work, this section will give a few ideas about the interaction of the flame front with the turbulent motion. In this concern it is helpful to define the Gibson scale \( l_g \), defined as the length scale at which the characteristic turbulent velocity fluctuation is equal to the laminar flame velocity:

\[
U(l_g) = u_l \quad (2.24)
\]

For a deflagration propagating in matter at density \( \rho > \rho_{\text{crit}} \approx 10^7 \text{ g cm}^{-3} \) it can be inferred that the flame width is smaller than the Gibson scale: the relation \( l_f < l_g \) defines the so-called flamelet regime for turbulent burning (Peters 1999). In this regime, the turbulence wrinkles the flame on large scales (hence, the flame accelerates), but velocity fluctuations at scales \( l < l_g \) are smaller than \( u_l \) (cf. 2.21) and thus they are overwhelmed by the flame propagation velocity without disturbing the flame internal structure.

At matter densities \( \rho \lesssim 10^7 \text{ g cm}^{-3} \) it results \( l_f > l_g \). The burning takes place in the distributed reaction regime, whose description goes beyond the scope of this work (see Bell et al. 2004b, Röpke & Hillebrandt 2005a).
2.3. Hydrodynamical instabilities

The previous discussion about turbulence is closely related to the features of fluid instabilities. These phenomena play an important role for the study of SNe Ia; in this section, the overview will be limited to the ideas which are significant in the context of the ignition theory. The study of the instabilities can be performed using a linear stability analysis. Assuming that the perturbations are small, the relevant equations are linearized in terms of the perturbed quantities. Then solutions of the form \( \exp(\omega t + ikx) \) are tried, where \( k \) is the wavenumber and \( \omega \) the growth rate of the perturbation. If in the dispersion relation between \( \omega \) and \( k \) there is a real part for \( \omega \), the perturbation grows exponentially and the flow is unstable.

2.3.1. The Rayleigh-Taylor instability

(...) Imagine a ceiling of a room plastered uniformly with water to a depth of 1 meter. The layer of water will fall. However, it is not through lack of support from the air that the water will fall. The pressure of the atmosphere is equivalent to that of a column of water 10 meters thick, quite sufficient to hold the water against the ceiling. But in one respect the atmosphere fails as a supporting medium. It fails to constrain the air-water interface to flatness. No matter how carefully the water layer was prepared to begin with, it will deviate from planarity by some small amount (...). This example by Sharp (1984), so simple and, at the same time, so hard for the common sense, is particularly enlightening for the description of the Rayleigh-Taylor instability.

For the derivation of the properties of this instability in the simplest case (cf. Chandrasekhar 1961, Smith 2004), consider two inviscid, incompressible fluids in a region with a constant gravitational field \( g \) along the \( z \) axis, pointing downwards. In this case, with \( \nabla \mathbf{u} = 0 \) for an incompressible fluid from eq. (2.4), eqs. (2.4) and (2.5) can be written as

\[
\frac{\partial \rho}{\partial t} + \mathbf{u} \nabla \rho = 0 \quad (2.25)
\]

\[
\rho \frac{\partial \mathbf{u}}{\partial t} = -\nabla p + \rho \mathbf{g} \quad (2.26)
\]

with the gravitational acceleration \( \mathbf{g} = -g \hat{z} \). The fluids are supposed to be stratified, so \( p = p(z) \) and \( \rho = \rho(z) \). Moreover, before being perturbed, the system is assumed to be in static equilibrium, that is \( \mathbf{u} = 0 \). As a further hypothesis, the density is supposed to have the constant value \( \rho_1 \) for \( z < 0 \) and \( \rho_2 \) elsewhere, so that the \( xy \) plane is the equilibrium surface between the fluids with different densities. The calculations will be restricted for sake of ease to the plane \( xz \), \( x \) and \( y \) being perfectly analogous.

A small perturbation is applied to pressure and density, so that

\[
p \to p + \delta p; \quad \rho \to \rho + \delta \rho \quad (2.27)
\]
and $u \neq 0$. This quantities are then substituted in the previous equation, keeping only the first-order perturbation terms and subtracting the equilibrium solutions. Then from eq. (2.25) one obtains

$$\frac{\partial(\delta \rho)}{\partial t} + u \frac{\partial \rho}{\partial z} = 0$$

(2.28)

and, from eq. (2.26),

$$\rho \frac{\partial u_x}{\partial t} = -\frac{\partial(\delta \rho)}{\partial x}$$

(2.29)

$$\rho \frac{\partial u_z}{\partial t} = -\frac{\partial(\delta \rho)}{\partial z} - g\delta \rho$$

(2.30)

for the $x$ and $z$ component respectively. In order to study stability, the explored solutions have the form

$$u = u_0 \exp(ikx + \omega t)$$

(2.31)

$$\delta \rho = \delta \rho_0 \exp(ikx + \omega t)$$

(2.32)

$$\delta p = \delta p_0 \exp(ikx + \omega t)$$

(2.33)

The substitution in equations (2.28)-(2.30), with some handling, leads to the general equation describing the evolution of the fluid after the perturbation and to the jump condition along the interface at $z = 0$:

$$\frac{\partial(\rho \partial u_z/\partial z)}{\partial z} = k^2 u_z \left(\rho - \frac{g}{\omega^2} \frac{\partial \rho}{\partial z}\right)$$

(2.34)

$$\rho_2 \frac{\partial u_{z2}}{\partial z} - \rho_1 \frac{\partial u_{z1}}{\partial z} = \frac{gk^2}{\omega^2} (\rho_2 u_{z2} - \rho_1 u_{z1}) .$$

(2.35)

Recalling that $\rho_1$ and $\rho_2$ are constant and substituting again the $z$ component of eq. (2.31), from eq. (2.34) one has

$$\frac{\partial^2 u_z}{\partial z^2} = k^2 \frac{\partial^2 u_z}{\partial z^2}$$

(2.36)

which accepts as solution

$$u_z = Ae^{kz} + Be^{-kz} .$$

(2.37)

Requiring $u_z = 0$ at infinity and the continuity at $z = 0$, the previous formula reads

$$u_{1z} = Ae^{kz} \quad \text{for} \quad z < 0$$

$$u_{2z} = Ae^{-kz} \quad \text{for} \quad z > 0 .$$

(2.38)
2.3.2 The Kelvin-Helmholtz instability

Putting it in eq. (2.35), one finally finds

$$-k\rho_2 - k\rho_1 = -\frac{gk^2}{\omega^2}(\rho_2 - \rho_1)$$

(2.39)

which, rearranged, leads to

$$\omega^2 = \frac{gk(\rho_2 - \rho_1)}{\rho_2 + \rho_1}.$$  

(2.40)

Recalling eqs. (2.31)-(2.33), the condition for the equilibrium to be stable is $\omega^2 < 0$. It turns out that for $\rho_2 > \rho_1$, like in the example shown at the beginning of this section, the equilibrium is unstable. The heavier fluid cannot reside on top of the lighter one. The Rayleigh-Taylor instability is a buoyancy effect: in general, it arises whenever $\partial\rho/\partial z > 0$ in presence of gravity acting downwards. Concerning the theory of SN Ia explosion, the Rayleigh-Taylor instability plays an important role, acting on the lighter ashes and folding the flame during its propagation (e.g. Reinecke et al. 1999, 2002b, Gamezo et al. 2003, Röpke & Hillebrandt 2005b). In this work the importance of this instability (and of the Kelvin-Helmholtz instability, presented in the next section) in the framework of the ignition theory will be rather emphasized and discussed in more detail in sect. 6.3.3.

2.3.2. The Kelvin-Helmholtz instability

This instability occurs, like the Rayleigh-Taylor instability, because of the presence of fluids of different density. Different than in the previous case, however, it does not need the action of a gravitational field, but it arises whenever there is a velocity gradient in the flow along the direction of separation of the two fluids. Following Padmanabhan (2000), one can apply a derivation similar to the last section, looking for perturbed solutions of the form $\exp(ikx - \omega t)$. In this case, the dispersion relation between $\omega$ and $k$ reads

$$\omega = ku \frac{i\rho_1 \pm \sqrt{\rho_1 \rho_2}}{\rho_1 + \rho_2},$$

(2.41)

where $v$ is the relative velocity of the two fluids: $\omega$ has always a real part, hence the perturbations may grow, in this idealized case, for every value of the wavenumber $k$. This instability shows itself at the sides of structures which are unstable to the Rayleigh-Taylor instability (cf. sect. 6.3.3).

2.4. General issues of convection theory

In this section, some key facts about convection are presented; the topic will be reprised in the context of the physical conditions in the WD core in chapter 3.
2.4.1. Hydrostatic equilibrium

Let the following situation be taken under consideration. A self-gravitating and non-rotating system, spherically symmetric, with values of $\rho$ and $p$ locally depending only on the radial coordinate $r$. The system is defined to be in hydrostatic equilibrium when $u = 0$. In this case, the equation of momentum conservation (2.5) expresses the requirement:

$$\frac{dp(r)}{dr} + g(r)\rho(r) = -\frac{GM(r)}{r^2}\rho(r),$$

where $M(r)$ is the mass enclosed in a sphere of radius $r$.

2.4.2. The Schwarzschild criterion for convection

It has to be noted that in the previous derivation no hypothesis on the thermal equilibrium was given. It is well known from the basics of stellar structure (cf. Kippenhahn & Weigert 1994) that a fluid can be in hydrostatic equilibrium without being in thermal equilibrium. For example, this is the case in those stellar interiors, where the energy is transported by radiation. It may be explored under which conditions this mechanical equilibrium is conserved by means of the following thought experiment (Wilson & Mayle 1988).

Consider a blob of matter in a fluid. The gravitational force is pointing downwards. The blob is then displaced adiabatically from its initial position upwards a distance $\lambda$ in pressure equilibrium with the surrounding fluid. If the blob in its new position is less dense than the surrounding material, it will move further upward by buoyancy. The region is then defined to be convectively unstable.

Define $p$ and $S$ as the pressure and entropy at the initial position of the bubble, and $p'$ and $S'$ in the position where it is displaced. Then the condition for convective instability is expressed by

$$\rho(p', S') - \rho(p', S) \geq 0.$$  \hspace{1cm} (2.43)

Expanding the previous formula in a Taylor series,

$$\rho(p', S') - \rho(p', S) = \left. \frac{\partial \rho}{\partial S} \right|_p \lambda \frac{dS}{dr} \geq 0,$$  \hspace{1cm} (2.44)

in which the derivative can be written, according to Landau & Lifshitz (1995), as

$$\left. \frac{\partial \rho}{\partial S} \right|_p = T \left. \frac{\partial \rho}{\partial T} \right|_p,$$  \hspace{1cm} (2.45)

where $C_p$ is the specific heat at constant pressure. Since for most equations of state one has $\left. \frac{\partial \rho}{\partial T} \right|_p \leq 0$, the Schwarzschild criterion for the presence of convective instability is expressed simply by

$$\frac{dS}{dr} \leq 0.$$  \hspace{1cm} (2.46)
2.4.3. The mixing-length theory

A useful, albeit oversimplified, convection model is the mixing-length theory. The theoretical application limits of this theory in the progenitor evolution will be outlined in sect. 3.3. Nevertheless, even in that framework it is profitably used for some estimates (Woosley et al. 2004).

The mixing-length theory, reviewed in many textbooks, is a one-dimensional approach for convection. It models the convective energy flux assuming that a rising blob in the convective zone travels over a distance $l$ before releasing the heat to the surrounding matter. This “mixing length” is defined as $l = \alpha H_p$, where $\alpha$ is a numerical parameter and $H_p$ is the pressure scale height,

$$H_p = -\left(\frac{\partial \ln p}{\partial r}\right)^{-1}.$$  \hfill (2.47)

The convective heat flux transferred from the blob to the surroundings is (Clayton 1983)

$$F_c = \bar{v}_c \rho C_p l \Delta \nabla T,$$  \hfill (2.48)

where $\bar{v}_c$ is the average blob velocity and $\Delta \nabla T$ is defined by

$$\Delta T = l \Delta \nabla T = \left(\left|\frac{dT}{dr}\right| - \left|\frac{dT}{dr}_{\text{ad}}\right|\right) l.$$  \hfill (2.49)

$\left(\frac{dT}{dr}\right)_{\text{ad}}$ is the thermal gradient of the blob in the adiabatic rise, and $\frac{dT}{dr}$ is the thermal gradient of the surrounding fluid. The velocity $\bar{v}_c$ can be calculated by equating the average kinetic energy of the blob with the work done along the distance $l$ by the buoyancy force acting on the blob. The average buoyant force is

$$\bar{f} = g \Delta \rho$$  \hfill (2.50)

with the meaning of $\Delta$ taken from eq. (2.49). The average sign on $\Delta \rho$ comes from the observation that it varies from $\Delta \rho \approx 0$, when the blob starts its motion, to some maximum value. An approximation to the average work from eq. (2.50) is then

$$l \bar{f} = -\frac{1}{2} l g \Delta \rho.$$  \hfill (2.51)

The kinetic energy of the blob is $\rho \langle v^2 \rangle/2$, where $\langle v^2 \rangle$ is the square of the average convective
velocity. Assuming $\bar{v}_c^2 \approx \langle v^2 \rangle$, an estimate of $\bar{v}_c$ can be obtained by equating the average kinetic energy with eq. (2.51):

$$\bar{v}_c \approx \left( \frac{g}{\rho \Delta \rho} \right)^{1/2} l^{1/2} .$$

(2.52)

It has to be noted that different approximations may lead to slight differences with other values in literature. For example, our value of $\bar{v}_c$ is smaller by a factor $\sqrt{2}$ with respect to eq. (19) in Woosley et al. (2004) which is, however, perfectly acceptable because the authors use the mixing-length theory only for an order-of-magnitude analysis.
3. The current status of the ignition theory

3.1. General features of the progenitor

According to stellar evolution models, CO WDs are the endpoint of the evolution of main sequence stars in the mass range $M \approx 3 - 9M_\odot$ (Umeda et al. 1999). By mass accretion from a companion star the central density of the progenitor reaches values of the order of $10^9$ g cm$^{-3}$. In this conditions electrons in the matter are degenerate. This is a key detail for understanding the explosion mechanism of thermonuclear supernovae, because the degenerate matter does not permit any self-regulation for nuclear burning, as it happens in the hydrostatic evolution of ordinary stars (see e.g. Padmanabhan 2001).

At $\rho \approx 10^8 - 10^9$ g cm$^{-3}$ the degenerate electrons in the WD matter are also relativistic. This may be shown by the comparison between the Fermi momentum and $m_e c$, where $m_e$ is the electron mass. The critical density for which a relativistic treatment has to be taken into account is then

$$\rho_c = \frac{8\pi}{3} m_p \mu_e \left( \frac{m_e c}{h} \right)^3 \approx 10^6 \mu_e \text{g cm}^{-3}, \quad (3.1)$$

where $m_p$ is the proton mass, $h$ is Planck’s constant and $\mu_e = \rho/(n_e m_p)$, with $n_e$ indicating the electron density, is the mass per electron. $\mu_e = 2$ for a pure composition of $^{12}$C and $^{16}$O in which proton and neutron numbers are equal.

As far as the WD’s composition is concerned, $X(^{12}\text{C}) = X(^{16}\text{O}) = 0.5$ is adopted throughout this thesis work, although several one-dimensional simulations (for example Couch & Arnett 1975, Umeda et al. 1999, Höflich & Stein 2002) indicate that in the WD’s interior the ratio $X(\text{C})/X(\text{O})$ is less than 1.

Again differently from normal stars, WDs are supported against gravity by the degenerate pressure, while in non-degenerate objects the pressure gradient in equation (2.42) is provided by the energy released by nuclear burning. It is important to note this, because in the following the nuclear reactions occurring in the WD core will be introduced and discussed. Though they are crucial for the onset of the explosion, they are not necessary for guaranteeing the hydrostatic equilibrium of the WD.
3.2. Physics of the ignition process

A noteworthy result of WD physics, useful for the understanding of the accretion phase, is the derivation of a relation between the WD mass $M$ and the radius $R$ (Chandrasekhar 1957). The relation is fitted by the formulae (Padmanabhan 2001)

\[ R(M) \approx 0.0406 \mu_e^{-1} R_\odot \left( \frac{M \mu_e^2}{M_{\text{Ch}}} \right)^{-1/3}, \tag{3.2} \]

\[ R(M) \approx 0.022 \mu_e^{-1} R_\odot \left( \frac{M}{M_{\text{Ch}}} \right)^{-1/3} \left[ 1 - \left( \frac{M}{M_{\text{Ch}}} \right)^{4/3} \right]^{1/2}, \tag{3.3} \]

in the non-relativistic and relativistic regimes, respectively. A related finding, anticipated elsewhere in this work for sake of clarity, is the existence of an upper limit for the WD mass, the Chandrasekhar mass $M_{\text{Ch}} = 5.84/\mu_e^2 M_\odot$.

These formulae show that the WD radius scales as $R \propto M^{-1/3}$ in the non-relativistic regime, and the decrease of $R$ with increasing $M$ is even faster in the relativistic one. It may be understood in simple terms, treating the WD matter as a polytrope with the EOS given by $p = K \rho^\gamma$ (Chandrasekhar 1957), with the polytrope index ranging from $\gamma = 5/3$ for non-relativistic degenerate matter to $\gamma = 4/3$ in the relativistic case. The degenerate electron pressure must support the WD structure against gravity, hence the WD density must increase steeply with increasing mass for the needed pressure to be achieved. In the context of SN Ia progenitors it indicates that during the accretion phase in the binary system the WD density increases.

The energetics of the WD’s interior during the accretion phase is determined by the following acting processes:

**Compressional heating caused by accretion.** Because of accretion onto the WD, as described by Iben (1982), there is a gravitational energy release with a local rate $\epsilon_g$. This rate may be expressed as the sum of two contributions, a compression term $\epsilon_{\text{work}}$ and an internal energy term $\epsilon_{\text{int}}$:

\[ \epsilon_g = \epsilon_{\text{work}} - \epsilon_{\text{int}} = -p \frac{d(1/\rho)}{dt} + \frac{d \epsilon_{\text{int}}}{dt}, \tag{3.4} \]

where $\epsilon_{\text{int}}$ is the specific internal energy. Numerically, both terms at the right-hand side are up to three orders of magnitude larger than $\epsilon_g$. According to eq. (3.4), the compressional energy release goes mostly into the internal energy term, which in turn is the sum of two parts. The dominating one is the kinetic energy of degenerate electrons, which increases with the increasing WD density, and only a small part contributes to the thermal energy of non-degenerate nucleons.

**Nuclear burning.** The compression and the heating cause the onset of hydrostatic carbon burning in the WD core; according to Nomoto (1982), the burning starts in the pycnonuclear regime and turns to the thermonuclear regime for $T > 5 \times 10^7$ K. The value
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of the reaction rate at $T < 10^8$ K and the treatment of electron screening in this conditions (Ogata et al. 1991, Cussons et al. 2002, Itoh et al. 2003) are sources of relevant uncertainties at the beginning of the C-burning.

Some works (for example, Nomoto et al. 1984 and Nomoto & Iben 1985) take into account also the surface burning of the accreted matter, evaluating the timescale for the heat to flow inwards by conduction; this additional element is not included in more recent studies (Bravo et al. 1996, Yoon & Langer 2003) and, though interesting, is not necessary for the ignition of hydrostatic carbon burning.

**Neutrino emission.** The energy loss by neutrino emission is active at densities lower than about $2 \times 10^9$ g cm$^{-3}$ (Arnett 1971, Nomoto et al. 1984, Woosley & Weaver 1986); in this condition, the dominating contribution to neutrino losses comes from the production of plasmon neutrinos, a mechanism described here following Clayton (1983) and Winget et al. (2004).

It is well known that a free photon, even with an energy $\hbar \omega > 2m_e c$, cannot produce an electron-positron pair: if the photon could spontaneously convert to $e^- e^+$, a Lorentz frame could be found in which the electron and positron would have equal and opposite momenta, and the photon would be at rest, contradicting the invariance of its propagation velocity in all frames. Therefore the pair production requires the presence of a “spectator” particle which ensures energy and momentum conservation. Analogously, a free photon cannot produce a pair of neutrino and anti-neutrino unless it is coupled to the plasma. Such a coupled photon is called a plasmon. Considering the stellar plasma as a dielectric for photon propagation, the dispersion relation between the photon angular frequency $\omega$ and the wavenumber $k$ can be written as

$$\omega^2 = k^2c^2 + \omega_0^2,$$

(3.5)

where $\omega_0$ defines the plasma frequency. The previous formula can be rewritten substituting for the photon the energy $E = \hbar \omega$ and the momentum $p = \hbar k$:

$$E^2 = p^2c^2 + m_{pl}c^4$$

(3.6)

with $m_{pl} = \hbar \omega_0/c^2$. The formula can be interpreted as an energy-momentum relation for a particle with non-zero rest mass $m_{pl}$, called plasmon. The plasmons are hence defined as collective excitations of the electron plasma coupled with photons. This discussion implies that in an environment in thermal equilibrium the plasmons can be significantly excited only if the typical thermal energy $k_b T$ is larger than $\hbar \omega_0$. The energy produced by the plasmon decay $\gamma \rightarrow \nu + \bar{\nu}$ is related to the plasmon mass. The plasma frequency $\omega_0$ is expressed by the two formulae

$$\omega_0^2 = \frac{4\pi n_e e^2}{m_e},$$

(3.7)
The current status of the ignition theory

Figure 3.1.: Evolution of the central density and temperature in a WD model during binary evolution, from Yoon & Langer (2003). The numbers at the filled circles indicate the WD mass (in $M_\odot$), and the dashed line denote the locus where the energy generation rate of the carbon burning equals the neutrino losses.

where $n_e = \rho / (\mu_e m_p)$ is the electron density and $e$ is the electron charge, and

$$\omega_0^2 = \frac{4\pi n_e e^2}{m_e} \left[ 1 + \left( \frac{\hbar}{m_e c} \right)^2 \left( \frac{3\pi^2 n_e}{2} \right)^{3/2} \right]^{-1}$$

in non-degenerate and degenerate limit, respectively. In the non-degenerate case we have $k_B T \gg \hbar \omega_0$, hence in principle the plasmons are excited, but their energy contribution in most astrophysical sites is negligible with respect to the energy of thermal photons. In the degenerate case the plasmon energy is relatively large ($\hbar \omega_0 \sim 0.7$ MeV at $\rho = 2 \times 10^9$ g cm$^{-3}$) and the energy losses are significant but, as density increases because of accretion, $\omega_0$ increases too. The thermal photons have not enough energy for the plasmon excitation and the neutrino production is strongly suppressed.

The locus in the $(\rho_c; T_c)$ plane where the energy release due to carbon burning is equal to the energy loss by neutrino emission is referred, in all the studies on the ignition cited in this section, as the “ignition line” for the SN Ia explosion (fig. 3.1). Actually it is a questionable approximation because it only marks the start of the last phase of the progenitor evolution. In order to get rid of the energy output of the C-burning, the WD develops a convective core whose evolution is crucial for the knowledge of the ignition properties. The duration
of the convective phase is of the order of $10^3$ years (Hillebrandt & Niemeyer 2000, Yoon & Langer 2003) which is however very short compared to the overall length of the accretion phase ($10^5 - 10^6$ years, cf. Han & Podsiadlowski 2004).

### 3.3. Final stage of the progenitor evolution

When the core temperature reaches $6 - 7 \times 10^8$ K, the convective zone encompasses most of the WD mass. Convection enters a reactive regime: it may be seen from the comparison between the convective turnover timescale $\tau_c$ and the nuclear timescale $\tau_n$, defined as the time required to significantly reduce the carbon abundance in an isolated region of the fluid. It can be written as

$$\tau_c \approx \frac{L}{\bar{v}_c},$$

where $L$ is the size of the convective zone and $\bar{v}_c$ is defined by eq. (2.52), and (cf. Woosley et al. 2004 for the case in analysis)

$$\tau_n = \left(\frac{1}{S} \frac{dS}{dt}\right)^{-1} \approx \left(\frac{1}{S} \frac{\partial S}{\partial T} \frac{\partial T}{\partial t}\right)^{-1} = \frac{C_p T}{23 S} \approx 15 \left(\frac{7 T_8}{\rho_9}\right)^{2/3} s,$$

where $T_8 = T/(10^8 \text{K})$ and $\rho_9 = \rho/(10^9 \text{g cm}^{-3})$. For $T_8 = 7, \rho_9 = 2$ (with $L \approx 10^8$ cm, estimated from the WD model and $\bar{v}_c \approx 4 \times 10^6$ cm s$^{-1}$, derived from the mixing-length theory) it turns out that $\tau_c \approx \tau_n$. In these conditions it makes clearly no sense to talk about blobs in convective cycles. The mixing-length theory cannot be applied successfully for modeling the last phases of the WD evolution. Nevertheless, some order-of-magnitude estimates may be derived using this theory.

At $T \approx 10^9$ K the critical temperature (Timmes & Woosley 1992) for carbon burning is reached, i.e. the temperature where the energy generation rate equates the heat conduction rate:

$$\nabla(\kappa \nabla T) = \rho S.$$

This point defines the start of the SN Ia explosion, the ignition of the thermonuclear runaway. The burning then proceeds as a subsonic flame, with a speed determined by the equilibrium between nuclear burning and heat conduction (see sect. 1.5.2).

It is clear that eq. (3.11) represents only a theoretical definition. As already described in sect. 1.7, a consistent ignition model is required to answer more detailed questions. In order to accomplish this aim, the analysis of the progenitor evolution must focus on the spatial and temporal development of the ignition process, tightly linked with the features of the last convective stage.

A suitable approach able to catch the multi-dimensional features of the reactive convection could be given by a direct simulation of this phase, but unfortunately it is hampered by the particular physical conditions of the WD. Convection develops on relatively long
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Figure 3.2.: Temperature at the runaway in a WD simulation in 2D, from Höflich & Stein (2002). On the axes, the length scales are expressed in centimeters. The vectors represent the convective velocities, typically in the range $30 - 60\,\text{km s}^{-1}$. The runaway occurs in the red cells, at a central distance of 27 km, that is virtually at the WD center.

...timescales, and simulations performed by explicit hydrocodes would be computationally too expensive, because of the constraint on the timestep (cf. sec. 4.2). The highly subsonic regime of the convective motions is also matter of concern (see appendix A). A 2D simulation, performed with an implicit code and limited to the last few hours before the runaway has been performed by Höflich & Stein (2002). To date, this is the only multi-dimensional simulation of the final evolution of a Chandrasekhar-mass CO WD to the thermonuclear runaway. According to the results of this work, the ignition occurs at the center of the WD, and it is induced by the compressional heating caused by the convective flow (fig. 3.2).

These conclusions can be challenged by the same arguments as in Woosley et al. (2004). The central ignition could be an artifact caused by the forced symmetry of the 2D simulation or by an insufficient spatial resolution. In the same work, the authors review some experiments on Rayleigh-Bénard convection cells, introducing the Rayleigh number as

$$Ra = \frac{gL^3 \rho^2 C_p \delta_p \Delta T}{T \eta \kappa}$$

(3.12)

where $\delta_p = -(\partial \ln \rho / \partial \ln T)_p$, $\Delta T$ is defined by eq. (2.49), $\eta$ is the viscosity and $\kappa$ is the thermal conductivity. In the WD core, $Ra \sim 10^{25}$.

Following the suggestions by Kadanoff (2001) about the flow features at very large Rayleigh numbers and the analogy with terrestrial experiments, Woosley et al. (2004) suppose that the flow pattern in WD convection can be different from the “canonical” (and one-dimensional) view of a centrally symmetric model with the convective velocity vanishing...
3.3.1 Thermal profile of the progenitor and convective URCA process

A dipolar model for convection is thus proposed in which matter flows from one side to another of the WD passing through the center. The dipole flow introduces a privileged direction in the WD, breaking the central symmetry. The implications of this model for the SN ignition will be discussed, among other possibilities, in the sections 3.4.2 and 3.5.

3.3.1. Thermal profile of the progenitor and convective URCA process

Up to this point, the discussion has been focused on the maximum temperature reached inside the WD, without investigating the general thermal state of the progenitor before the runaway or, going back to a one-dimensional idea, its thermal profile as a function of the central distance.

It may be seen that this issue has no importance when the SN Ia explosion is simulated. Actually all the multi-dimensional studies implement the initial conditions of a “cold” WD, with a locally constant value of $10^5 - 10^6$ K. Though these values are far from being realistic, the buoyancy of a burned fluid element does not depend significantly on the background state because the ashes are however much hotter and lighter than the surrounding material. A numerical experiment performed using the FLASH code (Fryxell et al. 2000, cf. cap. 4), with the setup described in chapter 5, shows indeed that the value of the density contrast $\Delta \rho / \rho$, proportional to the buoyant velocity (eq. 3.21), decreases only of about 5% when the WD temperature is increased from $10^6$ to $7 \times 10^8$ K.

The situation is different when one has to determine the ignition conditions. In that case, as it will be shown in sect. 6.5.1, the knowledge of the temperature profile before the runaway seems crucial for a detailed analysis because it strongly influence the buoyancy. As a working hypothesis, several progenitor models implement an adiabatic profile (e.g. Woosley et al. 2004, Wunsch & Woosley 2004) as a consequence of the convection. The fluctuations (“bubbles”) occurring over this profile are the main subject of this thesis work and will be presented in detail in the next section of this chapter. The rest of this section will be devoted to review the convective URCA process whose effect on the convection and the temperature profile is potentially important and still debated.

The URCA process (Gamow & Schoenberg 1941) is the cycle of electron captures and beta decays involving the nuclei $(Z + 1, A)$ and $(Z, A)$:

$$e^- + (Z + 1, A) \longrightarrow (Z, A) + \nu_e; \quad (Z, A) \longrightarrow (Z + 1, A) + e^- + \bar{\nu}_e.$$  

The net effect of this cycle is a production of neutrinos and hence an energy loss. In degenerate matter electron captures dominate when the Fermi energy is larger than their threshold energy, while beta decays are more effective in the opposite case. Recalling that the Fermi energy depends on the matter density, if the density profile in the WD is considered it turns out that in a shell with $\rho \approx \rho_{\text{threshold}}$ both reactions are significant. This defines an Urca shell for the pair of nuclei under consideration. An important URCA pair in CO WDs is $^{23}\text{Na} /$
23Ne (Bruenn 1973), with an electron capture threshold on 23Na of 4.38 MeV, corresponding to a density of $1.7 \times 10^9$ g cm$^{-3}$, slightly lower than the estimated density at ignition. During the last phase of the progenitor evolution the URCA shell is encompassed in the convective zone. The effect of this convective URCA process on the energy balance is unclear, though it has been addressed in several works (e.g. Paczyński 1972, Mochkovitch 1996, Stein et al. 1999) taking into account step by step more pieces of physics. A formalism for the description of the convection as a two-stream flow has been derived by Lesaffre et al. (2005). The application to the convective URCA process is under way, and early results show that even a small abundance\(^1\) ($X \approx 10^{-8}$) of URCA pair nuclei can have a significant impact on the convective velocities, because the electron captures can alter the electron abundance, linked to the mass density and thus to the buoyancy effects. The knowledge of the electron abundance $Y_e$ and its dependence on the convective URCA process are also very important for SN Ia nucleosynthesis (Travaglio et al. 2004), for $Y_e$ determines which isotopes are mostly produced in the NSE burning regime.

### 3.3.2. Rotating WDs and ignition

Another issue in the ignition theory is rotation; to date, it has not been included in multi-D simulations of SN Ia explosions, and its role is unexplored. On the other hand, the effects of rotation on the accretion phase of the binary system have been studied in 1D (e.g. Piersanti et al. 2003, Yoon & Langer 2004) and recently in 2D (Yoon & Langer 2005). The details of these rotating models are beyond the scope of this work. However, it would be interesting to investigate if rotation could introduce some anisotropy on the ignition process and the further impact on the explosion features. Also the possibility of super-Chandrasekhar WDs supported by rotation is worth being studied further.

### 3.4. Temperature fluctuations in the WD core

The formation of temperature fluctuations (often called simply “bubbles” in the following) in the WD’s convective core is deeply connected with the turbulent behavior of the matter in this astrophysical site. The formation of such bubbles can be explained in terms of velocity fluctuations. Considering the high sensitivity of the C-burning rate on temperature ($\dot{S} \propto T^{23}$ at $T \sim 7 \times 10^8$ K), it may be proved (Woosley et al. 2004) that one half of the energy is produced in a small (estimated mass of 0.01 $M_\odot$, corresponding to about 130 km for the WD model examined by those authors) central part of the convective core. Deriving their heuristic convection model, Wunsch & Woosley (2004) estimate the temperature gain $\delta T$

\(^1\) It is obvious that the hypothesis on the WD composition, $X(^{12}\text{C}) = X(^{16}\text{O}) = 0.5$, must be slightly relaxed in this framework.
3.4.1 Features of the bubbles

Three-dimensional numerical simulations of the core collapse of a massive star have been carried out by several authors, and the obtained results can be used for the development of the ignition theory. The bubbles can be considered as the “seeds” for the subsequent flame propagation in the explosion. The study of the bubble features is therefore a powerful tool for investigating the ignition process. Some physical properties of these objects are introduced below.

### Temperature and density

Considering a bubble as an isobaric perturbation, its thermal excess with respect to the background temperature is accompanied by a density deficiency. At constant pressure, Woosley et al. (2004) estimate the logarithmic derivative of density with respect to temperature:

$$\delta \rho = - \frac{\partial \ln \rho}{\partial \ln T} = \frac{T}{\rho} \frac{\Delta \rho}{\Delta T} \approx 1.9 \times 10^{-2} \frac{T}{\rho}$$

for a range near $T_8 = 7$ and $\rho_9 = 2$. This numerical result refers to the EOS implemented in the code used by those authors, but its meaning has general validity for the degenerate matter: the density dependence on temperature is very small. Woosley (2001) provides some significant calculations about it: the convective velocity estimated from the mixing-length theory, when $T_8 = 7$, is 40 km s$^{-1}$. From eq. (2.52), one can see that this velocity corresponds to a density contrast $\Delta \rho/\rho \approx 2 \times 10^{-5}$ and, by eq. (3.14), to a $\Delta T/T \approx 3 \times 10^{-3}$. At $T_8 = 8$, a similar calculation leads to $\Delta T/T = 3\%$.

### Maximum diameter

The maximum diameter of the bubbles can be roughly evaluated (Woosley et al. 2004) considering that a turbulent flow is characterized by eddies of different sizes, which can generate or disrupt the temperature fluctuations. A length scale for the fluctuations can be defined by $\lambda_{\text{turb}}$, the distance over which the adiabatic $T$ profile in the WD varies of a temperature excess $\Delta T$ (cf. 2.49):

$$\lambda_{\text{turb}} = \frac{\Delta T}{\nabla T_{\text{ad}}} \sim 1 \text{ km} ,$$

where $T_0$ is the adiabatic background temperature and $\tau_n$ is the nuclear timescale, defined by eq. (3.10). When a fluid element, during the convective motion, approaches the energy generation core with a velocity smaller than the average convective velocity, it resides there for a slightly longer time than the average, and thus it becomes hotter than the surrounding material.

As this section will show, the bubbles have a key role in the ignition theory because they are considered the “seeds” for the subsequent flame propagation in the explosion; the study of the bubble features is therefore a powerful tool for investigating the ignition process.
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where $\nabla T_{\text{ad}}$ is the adiabatic temperature gradient. In principle, from this estimate one can infer that the number of bubbles hosted in WD interior can be very large. In a sphere of 100 km of diameter there can be of the order of $10^6$.

Energy balance and minimum diameter

In order to estimate the minimum diameter, one has to take into account the relevant terms for the energy balance of a reactive bubble:

- Nuclear reactions. The C-burning in the bubble leads to a temperature increase, which causes the thermonuclear runaway when $T \approx 10^9$ K. The timescale for a bubble to reach the runaway is calculated from eq. 3.10. Actually this equation provides the nuclear timescale $\tau_n$, i.e. the timescale for fuel consumption, but it is equal to the required timescale for the temperature increase, observing that at $T = 10^9$ K the C-burning is almost instantaneous.

- Heat diffusion. This term leads to a temperature decrease, on a timescale (Landau & Lifshitz 1995)

$$\tau_{\text{cond}} = \frac{\rho C_P l^2}{k}, \quad (3.16)$$

where $l$ is the characteristic size of the bubble.

- The bubble is less dense than the surrounding material, so it is subject to buoyancy. The specifics of the bubble motion will be introduced below. In this framework one should however note that a moving bubble experiences an adiabatic expansion during its rise in the WD. According to Woosley et al. (2004) the adiabatic temperature gradient in the central region of the WD is expressed by

$$\left( \frac{dT}{dr} \right)_{\text{exp}} \approx -0.037 T_c \left( \frac{\rho \dot{S}}{2} \right)^{2/3} r_7^2, \quad (3.17)$$

where $r_7 = r/(10^7 \text{ cm})$, being $r$ the distance from the WD center.

Let a bubble be at rest. Then the last contribution can be neglected. The heat diffusion term is proportional to the bubble area. One can define the minimum size for the bubble, as the diameter of the bubble in which the heat generated by nuclear burning is balanced by heat diffusion. By equating the timescales of the two processes (eqs. 3.10 and 3.16) one finds in the WD conditions

$$\lambda_{\text{min}} = \left( \frac{T_k}{23 \rho \dot{S}} \right)^{1/2} \quad (3.18)$$
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For a numerical estimate of $\lambda_{\text{min}}$ the numerical values of $\kappa \approx 3 \times 10^{18} \text{erg cm}^{-1} \text{K}^{-1} \text{s}^{-1}$ and

$$\dot{\lambda} \approx 2.8 \times 10^{13} \left(\frac{T_8}{7}\right)^{23} \left(\frac{\rho_9}{2}\right)^{3.3} \text{erg g}^{-1} \text{s}^{-1}$$

are used (Woosley et al. 2004). Taking $T_8 = 7$ and $\rho_9 = 2$, this derivation leads to $\lambda_{\text{min}} \approx 40 \text{cm}$; with $T_8 = 8$ and $\rho_9 = 2$, $\lambda_{\text{min}} \approx 10 \text{cm}$. This original derivation gives results that are similar to other scale analyses performed by Woosley et al. (2004) and García-Senz & Bravo (2005).

**Bubble dynamics**

The acceleration $g_{\text{eff}}$ exerted by the buoyancy force on a rising bubble is proportional to its density contrast:

$$g_{\text{eff}}(r) = g(r) \frac{\Delta \rho}{\rho} = \frac{GM(r)}{r^2} \frac{\Delta \rho}{\rho} \frac{\Delta T}{T}.$$  \hspace{1cm} (3.20)

The bubble is subject to the Rayleigh-Taylor instability and rises. Its velocity tends to a value $v_b$, determined by the equilibrium between buoyancy and drag forces. The problem has been studied theoretically (Davies & Taylor 1950, Taylor 1950, Layzer 1955), numerically (Glimm & Li 1988, Li 1996) and experimentally (Read 1984). A general expression for $v_b$ is

$$v_b = c_1 \sqrt{\frac{g_{\text{eff}} D}{4}},$$ \hspace{1cm} (3.21)

where $D$ is the bubble diameter and $c_1$ is a dimensionless constant whose value is about 0.5. The interpretation of the previous formula and its validity range will be discussed in sect. 6.3.3.

It is very instructive to compare eq. (3.21) with the average convective velocity $\bar{v}_c$ (eq. 2.52):

$$\frac{v_b}{\bar{v}_c} \sim \left(\frac{D}{l}\right)^{1/2}. \hspace{1cm} (3.22)$$

Since the mixing length $l$ can be considered to be a length scale for the extent of the convective zone, it is clearly $l \gg D$; it shows that in the WD core the large-scale convective velocities are much larger than the buoyant bubble velocities (cf. Wunsch & Woosley 2004).

Other features of the bubble motion related to the fluid instabilities (for example, the dispersion) will be presented directly in the discussion of the performed simulations (chap. 6).

3.4.2. Analytic models of floating bubbles in WDs

The idea of the ignition of SN Ia explosion driven by floating bubbles has been proposed first by García-Senz & Woosley (1995). In this work, the authors develop an analytic model for
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Figure 3.3.: Distribution function of bubble radii \( R_b \) for different values of \( R_0 \). Solid line: \( R_0 = 10^4 \) cm; dotted line: \( R_0 = 10^6 \) cm; dashed line: \( R_0 = 10^7 \) cm. From García-Senz & Bravo (2005).

The topic has been resumed by Woosley et al. (2004), coupled with results from the mixing-length theory and suggestions from Rayleigh-Bénard convection. Some ideas of this treatment were already inserted in this chapter. About the ignition these authors conclude that it is initiated by the bubbles at a central distance up to about 150 – 200 km, when the central WD temperature is about \( 7.7 - 7.9 \times 10^8 \) K. Another claim is that a multi-point ignition is, in principle, possible. This results is obtained by evaluating that the e-folding timescale for the bubble number is comparable with the time for the expansion in the SN Ia explosion to shut off the ignition (0.1 s).

The ignition process has been addressed in a more general, heuristic model of turbulent convection also by Wunsch & Woosley (2004). Two convective flow patterns are considered, an isotropic turbulent flow and a dipolar jet flow (cf. sect. 3.3). The conclusions for
the SN ignition are similar to the previous work as far as the central WD temperature is concerned. On the location of the hottest points in the WDs the authors consider the competition between nuclear heating and adiabatic cooling, estimating that the ignition points should be concentrated at about 100 km from the WD center. For an isotropic flow it means that the ignition points should occur likely in a shell of 100 km of diameter, while for a dipole flow these points would be clustered rather along the flow axes.

Recently García-Senz & Bravo (2005) have studied the distribution function of bubble sizes for different values of the characteristic length scale of the bubble thermal profile $R_0$ (fig. 3.3). The actual value of this parameter has not been evaluated by those authors but, considering the turbulent state of the WD core, it is claimed to tend towards the lower end of the explored range.

### 3.5 Initial conditions of SN Ia simulations

The initial flame displacement in multi-dimensional simulations of SN Ia explosions is considered basically a free parameter, though constrained by the cited works on the ignition. Because of this, most simulation schemes are tested against different sets of initial flame shapes, allowing a comparison of the results for various setups.

Several possible initial conditions have been implemented in the recent supernova literature. The most obvious one, also for its use in 1D simulations, is the centrally ignited flame (fig. 3.4).

In some works a sinusoidal perturbation is superimposed to the flame front in order to provide structures for the growth of the Rayleigh-Taylor instability (e.g. Niemeyer & Hillebrandt 1995, Reinecke et al. 1999, 2002a) and to avoid the slower growth of the instability from numerical noise. In this context the initial setup of Calder et al. (2004), which follows a different choice, is particularly interesting. It consists of a spherical flame seed without perturbations, enclosing the WD center but with the seed center not overlapping with the WD center (12 km off-center). In their 3D simulation the flame rises by buoyancy to the WD surface without triggering a successful explosion. This outcome, presented by the authors as a proof against the centrally ignited scenarios, deserves further tests.

A different ignition condition is provided by a number of spherical flame kernels displaced in the innermost part of the WD and detached from the center. It should be noted that these flame seeds are not the “same” bubbles presented in the previous sections. The bubbles belong to an earlier, pre-explosive stage before a flame forms, while the latter (in order to stress the difference) will not be called bubbles in this thesis work but with other names, like for example flame seeds, blobs or flame kernels, and consist of burned ashes surrounded by the propagating flame.

Early works in 2D (Niemeyer et al. 1996, Reinecke et al. 1999) implemented only a few blobs per octant (as shown for example, in 3D, in fig. 3.5, left), while newer simulations have a finer spatial resolution and allow the displacement of more seeds (fig. 3.5, right). Nevertheless, the maximum number of blobs which can be set is bound to their size, and in
Figure 3.4.: Initial flame shape and flame evolution in a 3D simulation of one WD octant (from Reinecke et al. 2002a). One ring on the axes corresponds to 100 km. In the initial setup, the volume enclosed by the flame is filled with burned ashes.

Figure 3.5.: Multi-spot ignition setups. Left (from Reinecke et al. 2002b): the initial conditions for a 3D simulation of one WD octant. Five blobs with 20 km of radius, displaced within 160 km from the WD center. Right (from Travaglio et al. 2004): 30 bubbles per octant, radius of 10 km. In both figures, a ring on the axes corresponds to 100 km.
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Figure 3.6: Initial flame displacement from Röpke & Hillebrandt (2005b). In the projections, the solid lines denote the WD center, while the dashed lines denote the center of the flame configuration.

An hybrid approach between centrally ignited flame and multi-spot scenario is presented by Röpke & Hillebrandt (2005b). Their initial flame configuration is realized by placing flame kernels with radius of 3.5 km in a Gaussian distribution, centrally centered, and with a dispersion of 100 km. The setup allows blob overlapping. The result is shown in fig. 3.6. A few blobs are detached, up to a central distance of about 200 km, but most of them are gathered together around the WD center. Because of the random process of blob displacement the resulting configuration is 13.4 km off-center. This setup leads to a successful explosion though, in principle, the slightly off-center ignition scenario is somewhat analogous to that of Calder et al. (2004). Clearly, the initial presence of a highly perturbed flame shape plays an important role for the subsequent propagation.

The availability of full-star explosion simulations can address another interesting class of
The current status of the ignition theory

Figure 3.7.: Comparison of the evolution of explosion energy in different 3D simulations. Left: Results of 3D simulations of one WD octant, from Reinecke et al. (2002b). Solid line: the central ignition scenario presented in fig. 3.4, in a simulation carried out on a grid with 256$^3$ cells. Dashed line: the same initial conditions as fig. 3.5, left, grid with 256$^3$ cells. Dashed-dotted line: a setup with nine ignition points and resolution of 512$^3$ cells. Right: Results of 3D full-star simulations, from Röpke & Hillebrandt (2005b). Solid line: the initial flame configuration of fig. 3.6. Dashed line: central ignition analogous to fig. 3.4, but performed in the whole solid angle.

initial conditions, the strongly asymmetric ones, which could arise from dipole convection as supposed by Woosley et al. (2004). No clear indication of the outcome from such conditions can be found in literature. This is also true for the “shell-like” ignition conditions speculated by Wunsch & Woosley (2004). Woosley et al. (2004) notice also that, analogously to the work of Kuhlen et al. (2003), rotation could break the dipolar flow and bring back the convective pattern to isotropy. Once more, it is evident the importance of studying in detail the progenitor evolution.

The influence of different initial conditions on the outcome of the explosion have been remarked in several works. A first change in differently ignited models is in the total energy. Reinecke et al. (2002b) have compared three 3D simulations of one WD octant: a centrally ignited explosion and two multi-point ignited, with 5 and 9 blobs respectively. The differences in total energy are relatively small (fig. 3.7, left), and it leads the authors to conclude that it could be difficult to explain the observed energy range of “normal” SNe Ia only on the basis of different ignition conditions. However, an initially larger number of blobs produces more vigorous explosions, because the initial flame surface is relatively larger and it can provide more flame acceleration. Also the comparison of different initial conditions in Röpke & Hillebrandt (2005b) (fig. 3.7, right) shows that the “foamy” initialization provides more seeds for the development of instabilities and gives a larger total energy.

A common problem in pure deflagration SN Ia simulations is the presence of a substantial amount of unburned CO material. The synthetic nebular spectra based on these explosion models (see Kozma et al. 2005 for a recent work on this subject) present strong O I lines, due to the low-velocity unburned material left in the central region. They are in clear dis-
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agreement with the observations of nebular spectra of SNe Ia. This shortcoming could be partly cured by a larger amount of flame seeds in the initial conditions (see for example Travaglio et al. 2004, which implement the initial setup of fig. 3.5, right).

Is there any meaningful limit to be put on the number of blobs? García-Senz & Bravo (2005) show that, in their SPH 3D simulation, an increase of the number of ignition points over 30 (keeping the initial amount of burned mass constant) does not influence the explosion observables in a significant way. One should point out, however, that it has not been proven whether this effect is physical or linked to the spatial resolution of their simulation.

It is also obvious that starting a SNIa simulation from an excessively large number of big blobs is just a naive trick. Such an initial setup could ignite almost instantaneously most of the WD core and probably solve the energy and composition problem, but it would leave the questions on the ignition process unanswered. A truly “first principle calculation” has rather to start with the smallest initial fraction of burned material (within the limits imposed by the spatial resolution) in order to study consistently the evolution of the explosion and its features.
4. Numerical tools

4.1. The FLASH code

The simulations which will be shown in the next chapters have been produced using the FLASH code (Fryxell et al. 2000), version 2.3, released in May 2003. This hydrodynamical code was developed with a modular structure in order to study a broad range of astrophysical problems, mainly concerning astrophysical flashes but also covering other fields, like for example cosmology and fluid instabilities. The ASC / Alliance Center for Astrophysical Thermonuclear Flashes at the University of Chicago develops, updates and tests the code, taking care of regular verification and validation on a suite of test problems (Calder et al. 2002).

The FLASH code has been used, among other topics, for the study of SN Ia explosions (Calder et al. 2004, Plewa et al. 2004) and, incidentally, also in a work on the morphology of rising bubbles (Robinson et al. 2004), though in a context which is completely different from this thesis work, namely cooling flows in galaxy clusters.

In the next sections the main features of the code will be reviewed together with the modules which have been selected for the study of the SN Ia ignition problem.

4.2. Handling of the hydrodynamical equations

The approach of the FLASH code for the solution of the Euler equations is based on the finite volume method (LeVeque 1998). The computational domain is divided into grid cells such that, considering a generic variable \( q(x, t) \), its value in the cell \( i \) is given by some average of \( q \) over the cell. This approach permits the use of the integral form of the Euler equations (cf. eq. 2.1) and, since they express conservation laws, an advantage of the finite volume method is that it ensures conservation in managing the fluxes of the variables over the grid cells.

The problem of defining the flux of a variable \( q \) between neighboring cells can be solved as a Riemann shock tube problem at the cell boundaries. This method has been introduced first by Godunov (1959). The version implemented in FLASH is a higher order algorithm of the Godunov scheme, called PPM (piecewise-parabolic method, Colella & Woodward 1984, Woodward & Colella 1984), in which the state variables inside a cell are not piecewise-
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constant but are represented as parabolae. The solver in FLASH descends from the PPM implementation of the PROMETHEUS code (Fryxell et al. 1989).

In order to guarantee that sound waves emitted at the cell interfaces do not travel over a path larger than the cell length, a constraint is set on the timestep. It is analogous to the CFL condition for the convergence of an explicit numerical method. The condition for the hydrodynamical timestep \( \Delta t \) reads in the FLASH code:

\[
\Delta t < \min \left\{ \frac{dx_i}{|u_i| + c_s} \right\} = C \min \left\{ \frac{dx_i}{|u_i| + c_s} \right\},
\]

where \( dx_i \) is the cell size along the dimension \( i \), \( u_i \) is the related velocity component and \( c_s \) is the sound speed in the considered medium. \( C (< 1) \) is the Courant number. The actual \( \Delta t \) is the minimum of this quantity, calculated over all grid cells.

Multi-dimensionality is handled by directional splitting, instead of solving a multi-dimensional Riemann problem. It means that at every time update the one-dimensional Riemann solver (and also every other selected physics module) is called twice in every direction. In 2D, for example, the sequence is \( x - y \) and, the second time, \( y - x \) for ensuring symmetry in the directional splitting.

4.3. Adaptive mesh refinement

In grid-based calculations situations may occur, in which a high spatial resolution is not needed everywhere in the computational domain. In these cases, the computational resources can be optimized by setting a fine grid only in the most relevant part of the domain. The grid mesh should also have the capability of evolving in time together with the problem under examination. The adaptive mesh refinement (AMR) is a suitable approach to this demand. It finds applications in several astrophysical codes (see Norman 2004 for a recent review).

The PARAMESH package (MacNeice et al. 1999) manages in FLASH all the issues related to refinement criteria, flux conservation and distribution of work to processors. A concrete example of the use of AMR will be provided in sect. 5.2. The computational advantage, with respect to an uniform grid, is evident, but one should keep in mind that the gain in resolution is also accompanied by a decrease of the timesteps, according to eq. (4.1).

4.4. Equation of state

Among the equations of state provided with FLASH, the most appropriate for the thermodynamical state of the WD is the Helmholtz EOS, described by Timmes & Swesty (2000).
It includes many contributions from the relevant physics. The total pressure and internal energy can be written as

\[ p_{\text{tot}} = p_{\text{rad}} + p_{\text{ion}} + p_{\text{ele}} + p_{\text{pos}} + p_{\text{coul}} \]  

(4.2)

and

\[ e_{\text{int,tot}} = e_{\text{rad}} + e_{\text{ion}} + e_{\text{ele}} + e_{\text{pos}} + e_{\text{coul}} \]  

(4.3)

where the subscripts at the right-hand side indicate the contributions from radiation, ions, electrons, positrons and Coulomb corrections, respectively. The radiation part is treated as a blackbody in local thermodynamical equilibrium, the ion part as an ideal gas, electrons and positrons in the non-interacting Fermi gas formalism. Moreover, the Coulomb interaction of the ionized nuclei with the electron gas is taken into account. The detailed formulae for each term can be found in Fryxell et al. (2000).

For an understanding of the implementation of the Helmholtz EOS, the expression for the first law of the thermodynamics is recalled:

\[ de_{\text{int}} = TdS + \frac{p}{\rho^2}d\rho . \]  

(4.4)

It is an exact differential. Following the argument of Timmes & Swesty (2000), an EOS is thermodynamically consistent if, from the eq. (4.4), the three thermodynamic identities

\[ p = \rho^2 \frac{\partial e_{\text{int}}}{\partial \rho} \bigg|_T + T \frac{\partial p}{\partial T} \bigg|_\rho \]  

(4.5)

\[ \frac{\partial e_{\text{int}}}{\partial T} \bigg|_\rho = T \frac{\partial S}{\partial T} \bigg|_\rho \]  

(4.6)

\[ -\frac{\partial S}{\partial \rho} \bigg|_T = \frac{1}{\rho^2} \frac{\partial p}{\partial T} \bigg|_\rho \]  

(4.7)

are satisfied. This is easily accomplished by using the Helmholtz free energy \( F \), the most suitable thermodynamic potential when the natural variables for the problem are temperature and density:

\[ F = e_{\text{int}} - TS; \quad dF = -SdT + \frac{p}{\rho^2}d\rho . \]  

(4.8)

From the previous formula, one can derive the pressure as

\[ p = \rho^2 \frac{\partial F}{\partial \rho} \bigg|_T \]  

(4.9)

and the entropy as

\[ S = -\frac{\partial F}{\partial T} \bigg|_\rho . \]  

(4.10)
Together with the requirement on the double derivatives,
\[
\frac{\partial^2 F}{\partial T \partial \rho} = \frac{\partial^2 F}{\partial \rho \partial T}
\] (4.11)
the last three expressions, substituted in the eqs. (4.5)-(4.7), satisfy the requirement of thermodynamical consistency. In the practical implementation, the Helmholtz free energy for electrons and positrons is stored in tabular form, while the other contributions are calculated from analytical functions. The physical limits of this EOS are \(10^{-6} < \rho < 10^{11} \text{ g cm}^{-3}\) and \(10^4 < T < 10^{11} \text{ K}\), well embracing the range of thermodynamical conditions which are explored in this work.

4.5. Nuclear reaction network

The choice of the nuclear reaction network is particularly critical for a hydrocode (see for example Timmes (1999) for a discussion of this problem). It has been estimated that when the number of isotopes goes over \(\sim 30\) the computational cost of evolving their abundances dominate the calculation. For the study of bubble physics in CO WDs, however, a simple reaction network can be a fair approximation since the interest is focused on the nuclear energy generation rather than on the detailed nucleosynthesis. Motivated by the comparative study of Timmes et al. (2000) in this physical framework, the \(\alpha\)-chain network iso7 has been chosen. It consists of a chain of reactions \((\alpha, \gamma)\) and \((\gamma, \alpha)\) linking the \(\alpha\)-nuclei between \(^4\text{He}\) and \(^{28}\text{Si}\). From this nucleus the flow towards higher mass numbers is followed with a simplified approach. The reaction network skips directly to \(^{56}\text{Ni}\) through an analytic expression. For comparison, a complete \(\alpha\)-network requires 13 nuclei from \(^4\text{He}\) to \(^{56}\text{Ni}\), but the described implementation includes only 7 isotopes.

One can verify that this network is adequate for the hydrostatic C-burning in the WD interior. Indeed, looking at the simulation data which will be presented, it turns out that the maximum abundances of intermediate mass nuclei are always very low compared with the values for \(^{12}\text{C}\) and \(^{16}\text{O}\). We find approximately \(X(^{20}\text{Ne}) \approx 0.003, X(^{24}\text{Mg}) \approx 10^{-6}, X(^{28}\text{Si}) \approx 10^{-8}\). Thus the flow towards \(^{32}\text{S}\) and beyond can safely be neglected. Concerning this issue Timmes et al. (2000) compare the iso7 with other larger networks and put a condition for the activation of the channel between \(^{28}\text{Si}\) and \(^{56}\text{Ni}\). It is open in the network only if \(T > 2.5 \times 10^9 \text{ K}\) and \(X(^{12}\text{C}) + X(^{16}\text{O}) > 0.1\). Both conditions are far form being fulfilled in the bubble simulations presented here.

The nuclear burning in FLASH works with a temperature-limited timestep in order to avoid that in some cells the energy generation is comparable with the internal energy. Practically, it expresses the requirement that the timestep has to be smaller than the local nuclear timescale (eq. 3.10). The timestep limiter \(\Delta t_{\text{burn}}\) is defined by
\[
\Delta t_{\text{burn}} = F \frac{T}{\Delta T} \Delta t_{\text{burn,old}}
\] (4.12)
where $F$ is a numerical parameter, set to 0.01 for optimal performance, $\Delta T$ is the temperature difference from one timestep to the next, and $\Delta t_{burn,old}$ is the previous timestep. In the conditions of hydrostatic C-burning this limiter is always much larger than the hydrodynamical timestep (eq. 4.1), which actually controls the time advancement.

The burning module in FLASH includes also screening effects according to the formulation of Wallace et al. (1982) and neutrino losses (Itoh et al. 1996).

In the current version of FLASH there is no module for the treatment of the flame propagation. The simulations are followed until $T \approx 10^9$ K and are stopped if they reach such temperature, which corresponds to the flame ignition. Since this work is devoted to the study of the progenitor’s evolution before the runaway is initiated this limitation does not harm the results.
5. Setup of the simulations and preliminary tests

5.1. Goals and method

In general, every numerical simulation is based on a large number of assumptions. This chapter is devoted to the description of the simulation setup and reviews the adopted parameters, choices and approximations. As motivated in chapter 3, in order to study the ignition of SNe Ia the physics of the bubbles will be examined by means of 2D simulations. Instead of studying directly the last phase of convection by a simulation of the whole WD (as will be discussed in appendix A), the work will be focused on a series of simulations of a single bubble whose morphological and thermal evolution will be analyzed later (sect. 6.3).

A broad range of physical conditions for the bubble generation and evolution will be explored by means of a parameter study. It will be performed by varying three relevant quantities over intervals which will be specified:

- The initial bubble temperature. Since too little is known about the temperature profile inside the bubbles (cf. García-Senz & Bravo 2005), the temperature perturbation is initially set to be isothermal in the simulations. This choice, in comparison with a Gaussian bubble profile, helps also in containing spurious numerical dispersions of the bubbles, which will be discussed deeply in sect. 6.3.4.

- The initial bubble diameter.

- The initial distance of the bubble from the WD center. As shown already in sect. 3.4, bubbles are generated in the energy-producing core of the WD. Since their velocity is much smaller than the typical convective velocity (cf. sect. 3.4.1) a likely view is that the bubbles are embedded in the convective motions and carried by them at different distances from the center.

The parameter study has to ask some basic questions on the bubble features. Its aim is to understand if any (physically meaningful) favored combination of the listed parameters exists which leads to the thermonuclear runaway, and what are the related timescales and the relevant physics involved. This analysis, together with the discussion about the implications for the ignition process of SNe Ia, will be carried out in chap. 6.
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Figure 5.1: Temperature plot, representing the initial setup of a bubble simulation. The temperature scale is color coded. The grid mesh is superimposed to the plot; each square is defined as a “block” of the AMR structure and contains $8 \times 8$ computational cells. The plot refers to a calculation with initial bubble temperature equal to $7.7 \times 10^8$ K, bubble diameter 1 km, initial distance from the center 100 km.

5.2. Computational domain and related issues

In the general strategy followed in the simulations, the computational domain encloses only a small part of the WD. In this domain the bubble is set. Since most of the calculations are performed with bubbles of 1 km of diameter, the following description will refer to this case (for different bubble diameters one just has to scale the lengths accordingly).

Figure 5.1 is an example of the appearance of the computational domain at the beginning of a 2D bubble simulation. It will help to visualize the features listed in this section.

First one can notice that the geometry of the simulation shown in fig. 5.1 is Cartesian. Section 5.7 justifies why this choice is adopted in the performed simulations.

The extent of the computational domain is $5 \times 20$ km. The bubble is initialized there as an isothermal perturbation in pressure equilibrium with the surrounding matter. The values of the thermodynamical variables in the domain are obtained from a one-dimensional WD
model provided by S. Woosley, with $M_{\text{WD}} \approx 1.38M_\odot$, $R_{\text{WD}} \approx 1600 \text{ km}$, $T_c = 7 \times 10^8 \text{ K}$, $\rho_c = 2.55 \times 10^9 \text{ g cm}^{-3}$. The extent of the convective zone in the model is about 1000 km.

The computational domain encloses a relatively small part of the WD. Hence a reasonable approach is to neglect the curvature effect and to map the data from the WD model in the plane-parallel approximation in such a way that the values of the physical quantities in the domain at the coordinate $y$ are taken from the quantities in the WD model at the radius $R - y_b + y$, where $R$ is the central bubble distance and $y_b = 2.5 \text{ km}$ is the $y$ coordinate of the bubble center in the computational domain. Before being mapped in 2D, the data are slightly modified to ensure the hydrostatic equilibrium, as will be described in sect. 5.3. A detailed geometrical analysis shows that at the distances from the WD center that are chosen in the simulations the curvature effects have the same order of magnitude as the adopted grid resolution, justifying the adopted approximation.

In sect. 5.6 we present tests for the evaluation of the optimal resolution. It is however worth anticipating some considerations, based on fig. 5.1. In this figure, five levels of grid refinement are used. Each square in the grid is a “block”, the unit for the handling of AMR in FLASH; each block contains $8 \times 8$ grid zones. In the AMR structure, the finest level of refinement corresponds to an effective grid size, along the direction $i$, given by the formula

$$N_i^{\text{zones}} = 2^{l-1} N_{\text{blocks},i} N_{\text{zones}/\text{block}},$$  \hspace{1cm} (5.1)

where $l$ is the level of refinement, $N_{\text{blocks},i}$ is the number of blocks of level 1 set on the direction $i$ and $N_{\text{zones}/\text{block}}$ is the number of zones per block, which has been set to 8 in our setup, as reported above. In the setup of the simulations performed $N_{\text{blocks},x} = 2$ and $N_{\text{blocks},y} = 8$ were used, such that the effective grid size at the fifth level of refinement is $[256 \times 1024]$, corresponding to a spatial resolution of $2 \times 10^3 \text{ cm}$. It is interesting to notice that a uniform grid of this resolution would have 262,144 zones while this AMR grid has initially only 264 blocks $\times (8 \times 8) = 16,896$ zones, most of them located near the bubble.

The boundary conditions adopted in the domain are reflecting in $y$, while in $x$ they are periodic in Cartesian geometry and reflecting in cylindrical geometry. Test simulations have shown that the size of the computational domain is adequate for following the bubble evolution over the required timescales (a few seconds).

### 5.3 Hydrostatic equilibrium and mapping of the initial model

In the previous section we have explained how the computational domain is filled with data from a 1D model of a WD. This problem is not trivial. When a 1D model, initially in hydrostatic equilibrium (in the following, HSE), is mapped onto a new grid, interpolations and roundoff errors are introduced in the initial state, pushing the model out of HSE. A common source of error is, for example, the use of two different EOS, when creating and remapping the model. A further ambiguity concerns the convectively unstable models where
a convective velocity field is necessary for the energy transport but is usually neglected in the mapping procedure. These difficulties often result in the development of spurious velocities during the simulations. It has been verified in test simulations that without slight modifications of the WD data, these velocities are of the same order of magnitude as the bubble velocity and thus mask the relevant physical processes.

This drawback can be avoided using a mapping procedure which forces the model into HSE. It is implemented in FLASH and described by Zingale et al. (2002). The procedure works by iterating between the HSE equation (eq. 2.42), which in 1D can be simply written as

$$\frac{d p}{d y} = g \rho$$  \hspace{1cm} (5.2)

and the EOS. A technical difficulty is that the finite-volume methods deal with cell-averaged quantities. In solving eq. (5.2) one cannot use for the generic variable \(f\) a function \(f(z)\) such that \(f(z_i) = f_i\). But it is more appropriate to construct a function \(f\) which satisfies the condition

$$\frac{1}{\delta z} \int_{z_i}^{z_i + \delta z} f(z')dz' = \langle f \rangle_i,$$  \hspace{1cm} (5.3)

where \(\delta z\) is the zone size, the integration is performed over the zone length and \(\langle f \rangle_i\) is the value of \(f\) in the zone \(i\). Zingale et al. (2002) provide a list of polynomial reconstruction functions for \(f\) with different orders of approximation. In this work, a quadratic fit for the density was used and a cubic fit for the pressure, thus rewriting eq. (5.2) as

$$\langle p \rangle_i + 1 - \langle p \rangle_0 = g (\delta y) \left(5\langle \rho \rangle_i + 8\rho_0 - \langle \rho \rangle_{i-1}\right)$$  \hspace{1cm} (5.4)

which has to be solved for \(\langle p \rangle_i\) and \(\langle \rho \rangle_i\). The other subscripts refer to neighboring cells.

In practice, the initial model of the WD is read from the code. The temperature profile is passed without changes, while density and pressure are slightly tweaked by iterative calls of the EOS and the previous equation until a required tolerance is reached. The value of the gravitational acceleration \(g\) is provided by the gravity module (sect. 5.4).

If eq. (5.2) is not exactly satisfied, as explained above, spurious velocities arise in the model. A further technical difficulty is that density and pressure are calculated by the hydrodynamic solver and gravity comes from a separate source term module or is “static”, i.e. computed only once from the initial model (a satisfactory approximation in situations where the equilibrium does not evolve noticeably with time, as in the WD problem). The identity in eq. (5.2) has to be maintained by the cancellation of two terms, calculated in two different parts of the code with errors that can be significant. FLASH implements an option which modifies the left and right interface states which are used for the solution of the Riemann problem (cf. sec. 4.2). The pressure that is locally supporting the matter against gravity is subtracted from the pressure field because it is not available for generating waves. This runtime option has been profitably used in the bubble simulations. Together
with the described mapping procedure, it produces background velocities that are negligible if compared with the buoyant velocity.

5.4. Treatment of the gravitational force

The FLASH code can include several gravity modules self-consistently computed from the Poisson equation (eq. 2.13) or externally applied. Since the bubble simulations are performed in a finite part of the WD, the selected gravity module in this setup must belong to the second group, and specifically a spatially constant gravitational force is applied to the computational domain. This choice could seem inconsistent with the density profile of the WD model (from which a gravity profile $g(y)$ can be calculated by eq. 2.42; cf. fig. 6.1). Actually, the computational domain is rather small along the $y$ axis (and the extent of the bubble motion, as it will be shown, is even smaller), so a value for $g$ which is locally constant on the domain differs from $g(y)$ only by a few percent and provides better results for the stability of the flow on the computational domain. The constant values of $g$ are taken from $g(y)$ for $y = R$, where $R$ is the initial bubble distance from the WD center.

5.5. Computational issues

On the point of view of the computational resources the 2D simulations which will be presented in this thesis have been particularly demanding. As it results from eq. (4.1), inserting the values $dx = 2 \times 10^3$ cm, $c_s \approx 10^9$ cm s$^{-1}$ and $C = 0.8$ for Cartesian calculations (for stability reasons $C = 0.4$ is used in cylindrical coordinates), the timestep is about $1.6 \times 10^{-6}$ s. The typical timescale in the simulations is about 2 s, hence the number of required timesteps is very large. The constraint on the timestep is a characteristic limitation on the use of explicit hydrocodes.

The calculations were performed on the IBM pSeries “Regatta” Supercomputer at the Garching Rechenzentrum of the Max-Planck-Gesellschaft. Most of the simulations have been computed running 64 1.3 GHz Power 4 processors in parallel (technical details at http://www.rzg.mpg.de/computing/IBM_P/hardware.html) with five levels of refinement. Each simulation required on average 1500 computational hours. From these numbers it is clear that a 3D study of the bubble problem would not have been affordable with the numerical tools which have been used.

5.6. Resolution test

After the considerations concerning the computational costs of the simulations, it is very important to find an acceptable compromise between a good spatial resolution and the feasibility of a whole parameter study, of many calculations. The effect of changing resolution can be easily quantified. When the spatial resolution is doubled, because of AMR the grid is
Setup of the simulations and preliminary tests

Figure 5.2.: Comparison of three temperature plots of buoyant bubbles, after 0.5 s of simulation, with increasing spatial resolution, shown by the grid mesh. The plots enclose only a small part of the computational domain, centered on the bubble. The choice of the initial parameters is identical in the three cases: temperature $7.7 \times 10^8$ K, diameter 1 km, distance from the center 100 km.

refined only on the bubble location. The computational time increases of a factor of almost 4, a factor of 2 for the timestep decrease (eq. 4.1) and about a factor of 2 for the increased number of grid zones. Typical numbers can be found by comparing the number of blocks of the plots with different AMR levels in fig. 5.2. It should be noted that with an equally spaced grid (no AMR), the doubling of the resolution would lead to a factor of 8 increase in the computational time, namely a factor of 4 for the zone number and a factor of 2 for the timestep decrease.

Figure 5.2 shows a comparison of the morphology between different resolutions. A detailed discussion of the features of buoyant bubbles is however postponed to sect. 6.3. The simulation with six levels of refinement looks very well resolved. The bubble shows several structures due to Rayleigh-Taylor and Kelvin-Helmholtz instabilities. The scope of this work is not to follow in such detail the bubble morphology, also because a non-moving
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**Figure 5.3.** Comparison of the maximum bubble temperature as a function of time in simulations with three different levels of refinement (cf. fig. 5.2). The temperature evolution is very similar in the two highly resolved calculations.

The background is only an approximation (see sect. 6.3.5). For this aim, the simulation with six AMR levels is over-resolved, and the ideal resolution has to be chosen among 4 and 5 refinement levels.

The analysis of fig. 5.3 further helps to single out the best compromise. The figure shows the maximum bubble temperature as a function of time for three different resolutions. In the three cases, the temperature increases with the same slope because the burning depends on temperature and not on resolution. Then it reaches a peak and starts declining. This unexpected feature is a spurious effect (cf. sect. 6.3.4). From the discussion of this numerical issue it appears clearly that the earlier temperature decrease of the calculation with four levels of refinement is due to the lack of spatial resolution. Thus, five AMR levels is the refinement adopted in this work, unless differently specified. The discussion in sect. 5.2 refers to this case, and to the spatial resolution associated to it \((2 \times 10^3 \text{ cm})\).

### 5.7. Tests of the geometry

In fig. 5.1, the initial setup of a Cartesian simulation is shown. In principle, this is not the most natural choice of geometry since a bubble is a spherical object and it would be better represented in 2D in cylindrical coordinates, exploiting the axial symmetry. The 3D underlying shape of the object in fig. 5.1 is actually an infinite cylinder pointing in the direction of view. As will be shown below, its morphological evolution is different from
Figure 5.4.: Comparison between the bubble morphology in two cylindrical simulations, with 5 (left) and 6 (right) levels of refinement. In the former, the bubble shape along the symmetry axis is distorted. The effect is minimized by a finer resolution and a smaller Courant number.

the bubble in the cylindrical case. Nevertheless, the choice of the Cartesian geometry is acceptable and even useful, as it will be discussed in this section.

2D simulations in cylindrical geometry present special difficulties with respect to Cartesian coordinates. Figure 5.4 shows that the bubble morphology on the symmetry axis is strongly distorted (“axis jet”), when five levels of refinement are used. The problem is partly fixed by adding a further level of refinement and using a Courant number of 0.4, i.e. paying in terms of computational performance. For consistency, the comparison will be made between two simulations with six levels of refinement, in Cartesian and cylindrical geometry.

Morphological differences are pronounced in the two cases (fig. 5.5 and 5.6). In the cylindrical calculation, the bubble evolves with a thinner shape and develops a torus, well visible at 0.5 s at \( y = 4 \times 10^5 \) cm. This structure is similarly observed in Robinson et al. (2004). On the other hand, the Cartesian calculation shows evidently hydrodynamical instabilities and, at least in this early phase of the bubble evolution (here it is plotted only to 0.5 s), the overall shape is more compact and less dispersed than in the cylindrical case.

In order to understand the plots in fig. 5.7 one has to make use of the bubble diagnostics that will be introduced in sect. 6.2. The temperature evolution in the two geometries is rather similar (fig. 5.7a) at least in the increasing phase (when the numerical dispersion is not acting), because the nuclear burning depends only on temperature and not on geometry. The bubble velocities (fig. 5.7b) are different, probably because the two rising objects, in principle, have not the same 3D shape and this leads to different drag forces. In fig. 5.7c, the
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**Figure 5.5.** Series of temperature plots showing the evolution of a bubble in a simulation with cylindrical geometry. Initial parameters: temperature $7.7 \times 10^8$ K, diameter 1 km, central distance 100 km. Six levels of refinement are used (spatial resolution: $10^3$ cm).
Figure 5.6.: The same of fig. 5.5, but for a simulation with Cartesian geometry.
Figure 5.7.: Comparisons of bubble properties as a function of time in simulations with different geometries. (a): maximum bubble temperature. (b): bubble velocity. (c): normalized bubble area.

normalized bubble area (see the definition in sect. 6.2) quantifies the effect of the numerical bubble dispersion. The decrease of the area (or of the volume in the cylindrical case) will be discussed elsewhere in detail (sect. 6.3.4). Here the interest is only focused on the comparison between the two geometries that shows that the numerical dispersion affects more the cylindrical calculation.

All the previous arguments lead to choose Cartesian geometry in the bubble simulations:

- The morphological evolutions are different, but in this work the interest is more concentrated in the thermal evolution, which is similar.

- The bubble dispersion is less pronounced in Cartesian geometry. Since this numerical effect should be kept as small as possible (though it does not prevent the discussion of the bubble features, as it will be shown in chap. 6), this is a deciding criterion for the use of this geometry.

- Moreover, Cartesian calculations can be carried out profitably with less spatial reso-
lution and with a larger Courant number than cylindrical ones without suffering any axis effects.

Therefore, this work is based on Cartesian simulations. Additional tests showed that the trends, which will be pointed out for the “Cartesian bubbles”, could be retrieved also in the cylindrical case.
6. Results and discussion

6.1. A list of the performed calculations

The thirteen calculations performed for our parameter study of the bubble physics are listed in table 6.1. They have been carried out within the general setup described in chap. 4 and 5, varying the initial parameters in the following way:

\( T \) (bubble temperature): \( 7.3 - 7.9 \times 10^8 \) K.
\( R \) (distance from the WD’s center): the three values 50, 100, 150 km have been explored.
\( D \) (bubble diameter): for the calculation with \( T = 7.7 \times 10^8 \) K, \( R = 100 \) km, the three values 0.2, 1, 5 km have been tested.

6.2. Diagnostic quantities

The analysis of the bubble simulations requires to define some quantities which are particularly useful for the interpretation of the results. Some of them have already been used in the discussion of the preliminary tests (chap. 5).

A first difficulty in defining these quantities is the lack of a good criterion about where the bubble is located. This is of course a problem of the Eulerian system of coordinates. Different from the flame propagation problem, here there is no separation, without any ambiguity of definition, between burned and unburned material. In principle, hot material (the bubble is set to be rather hotter than the background) could keep track of the bubble evolution. Unfortunately, the numerical diffusion makes this argument weaker, as it will be shown below. For this reason one cannot make a safe use of “bubble averaged quantities”. The description of the thermal evolution of the bubble will be hence done by means of the maximum temperature \( T \).

The bubble’s motion is determined mostly by the effective gravitational acceleration (eq. 3.20) which depends on the density profile in the WD and on the temperature contrast between the bubble and its surrounding. For sake of clarity, the calculated profile of the function \( g(R) \) is reported in fig. 6.1. It is important to notice that in the zone of the WD where ignition is supposed to take place (\( R \) up to 150–200 km) the absolute value of \( g \) is increasing with \( R \). For equal values of \( \Delta T/T \) bubbles located at an increasing \( R \) experience a growing gravitational acceleration.
Table 6.1.: Scheme of the simulations which have been performed for the parameter study.

The table reads as follows. In the first column the central distances of the bubbles are given, together with the background temperature of the WD at that distance from the center, in units of $10^8$ K. In the other four columns, the simulations are identified by the initial temperature, again in units of $10^8$ K. The bubble diameter $D$ is fixed at 1 km unless explicitly specified. Simulations that reach the thermal runaway are in boldface.

<table>
<thead>
<tr>
<th>$R = 50,\text{km}$</th>
<th>7.3</th>
<th>7.5</th>
<th>7.6</th>
<th>$7.7, D = 5,\text{km}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background = 6.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R = 100,\text{km}$</th>
<th>7.3</th>
<th>7.5</th>
<th>7.7</th>
<th>7.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background = 6.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$R = 150,\text{km}$</th>
<th>7.3</th>
<th>7.5</th>
<th>7.7</th>
<th>7.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background = 6.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A necessary tool for a quantitative evaluation of the numerical diffusion of the bubble is its area. As written above, it is difficult to provide an unambiguous definition of this variable. Test simulations have established that a good criterion is given by the following expression:

$$A_{\text{bubble}} = \sum_{\text{bubble}} A_{\text{zone}}$$  \hspace{1cm} (6.1)

where the is sum calculated over the zones where $T_{\text{zone}} > T_{\text{threshold}}$ and the threshold temperature is defined by

$$T_{\text{threshold}} = \begin{cases} 
0.95 \cdot T_{\text{bubble,ini}} & \text{for } T_{\text{bubble,ini}} > 7.5 \times 10^8 \,\text{K} \\
0.96 \cdot T_{\text{bubble,ini}} & \text{for } T_{\text{bubble,ini}} \leq 7.5 \times 10^8 \,\text{K}
\end{cases}$$  \hspace{1cm} (6.2)

where $T_{\text{bubble,ini}}$ is the initial bubble temperature. In Cartesian geometry it can be simply identified with the zone area $A_{\text{zone}} = dx \cdot dy$, where $dx$ and $dy$ are the zone sizes in the two directions. In cylindrical geometry, taking into account the underlying axial symmetry,

$$A_{\text{zone}} = \pi \left( x_r^2 - x_l^2 \right) dy$$  \hspace{1cm} (6.3)

where $x_r$ and $x_l$ are the $x$ coordinates of the right and left zone edge, respectively. $A_{\text{zone}}$ in this case is actually a volume.

As far as the bubble velocity $v_b$ is concerned, again it is not clear how to define the motion of an object whose shape changes noticeably during the simulation. A satisfying approach is to define $v_b$ as the $y$-component of the velocity averaged over the zones making part of the bubble “area” according to the previous criterion.
6.3 The physics of the bubble

There is an extended literature on the fluid mechanics of bubbles, both for the used methods and the range of physical parameters in the studied situations. Despite of it, we are not aware of any publication in fluid mechanics, which addresses the peculiarities of the presented setup (degenerate matter, very small density contrasts and nuclear burning), in order to compare the results.

The analysis of the bubble features will hence be focused on astrophysics rather than on fluid mechanics, i.e. on the possible consequences for the ignition process more than on providing a thorough view of the (yet) interesting problem of the bubble evolution. The physical issues which have been theoretically introduced in sect. 3.4.1 will be retrieved in the following parts if needed, adding further details related to the simulations. Most of the discussion will be based on a “reference choice” of the parameters, that is on a simulation with initial temperature \( T = 7.7 \times 10^8 \) K, initial diameter \( D = 1 \) km, initial central distance \( R = 100 \) km. After its detailed evaluation it will be easier to point out the trends which occur by changing the values of the parameters.

6.3.1. Nuclear heating

Hydrostatic carbon burning sets the timescale for the bubble to reach the thermonuclear runaway, the nuclear timescale \( \tau_n \) (eq. 3.10). It must be stressed that it is the time required
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\[ \tau_n \approx 10 \left( \frac{7}{T_s} \right)^{22} \left( \frac{2.5}{\rho_0} \right)^4 \text{s} \] (6.4)

shown in fig. 6.2. The inferred values of \( \tau_n \) are in agreement with the derived ones by Woosley et al. (2004).

### 6.3.2. Adiabatic cooling

According to Woosley et al. (2004), ignition occurs when the integral

\[ \int \left[ \left( \frac{dT}{dr} \right)_{ad} + \frac{\dot{S}}{C_p b} \right] dr \] (6.5)

calculated along the bubble path, diverges. The integral is composed of two terms: the second is linked to the nuclear heating, while the first expresses the adiabatic cooling experienced by the bubble during its rise. An estimate to this term is given by eq. (3.17).
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Figure 6.3.: Comparison of the temperature evolution in two simulations. The solid line refers to a calculation whose initial parameters are: $T = 7.5 \times 10^8$ K, $D = 1$ km, $R = 50$ km. This calculation goes to thermonuclear runaway at $t = 2.18$ s. Dotted line: Calculation with the same parameters, but with the nuclear burning switched off.

In principle, this effect can be important. Considering the bubble as being embedded in the convective motion, it may travel over a long path comparable with the estimated central distance at ignition, undergoing some cooling. The bubble simulations cannot directly address this physical process. In the described setup the bubble is set at rest and no convective velocities are imprinted in the background. Assuming that in this scheme the bubble travels over a path comparable with its diameter (cf. sect. 6.3.5), multiplying both sides of eq. (3.17) by $r_7 \approx 0.01$ one can realize that adiabatic cooling is negligible in the performed setup. This finding is confirmed by a test simulation (fig. 6.3), similar to the usual setup but with the nuclear burning switched off. The temperature evolution shows that neither heating takes place nor any significant cooling.

6.3.3. Hydrodynamical instabilities

The bubble motion is a special case of the Rayleigh-Taylor instability (in the following, RTI). In a gravitational field with the vector $\mathbf{g}$ pointing downwards along the $y$-axis, the hotter and lighter fluid accelerates upwards. For the adopted “reference choice” of the parameters, the morphological evolution of the bubble is presented in fig. 6.4 by a sequence of temperature plots.

In sect. 3.4.1 an analytical expression for the bubble velocity was given, referring to
Layzer (1955). Actually, the problem under investigation in this thesis work is not fully analogous, neither to this reference nor to the other ones cited below in this concern, because the RTI theory has been mainly developed to account for bubbles as growing deformations of planar interfaces between two fluids, and not as finite objects (see, for example, the figures in Glimm & Li 1988 and Li 1996). Nevertheless, especially in the non-linear phase of the RTI, at least the scalings predicted by the theory are confirmed by the results of the simulations, as will be shown in sect. 6.4.

A significant parameter of the problem is the Atwood number $A_t$, 

$$A_t = \frac{\rho_2 - \rho_1}{\rho_2 + \rho_1} \quad (6.6)$$

where $\rho_1$ and $\rho_2$ are the bubble and background densities, respectively. The original work of Layzer (1955) is based on the case $A_t = 1$ (bubble density negligible with respect to the background). The original form of eq. (3.21) obtained in this case is $v_b = c_1 \sqrt{gD/2}$. This result has been generalized by Taylor (1950) for non-zero density of the lighter fluid (i.e. $A_t \neq 1$) with the scaling $g \rightarrow A_t g$:

$$v_b = c_1 \sqrt{A_t g D/2}. \quad (6.7)$$

In our bubble problem, the density contrast is very small because of the degeneracy of the WD matter (see fig. 6.5, left). For $\rho_1 \approx \rho_2$, eq. (3.20) leads to $g_{\text{eff}} \approx 2 A_t g$ which by substitution brings back eq. (6.7) to the form of eq. (3.21), chosen for a direct comparison with eq. (2.52) in sect. 3.4.1.

With a different approach to the limit $1 A_t \rightarrow 0$, the expression $v_b \approx c_1 \sqrt{2 A_t g D/2}$ is consistent with the alternative formula for the terminal velocity of a nonlinear, single-mode RTI, proposed by Goncharov (2002) and being valid for an arbitrary density contrast:

$$v_b = \sqrt{\frac{2A_t g}{1 + A_t Ck}}, \quad (6.8)$$

where $k \sim 2\pi/(D/2)$ is the wavenumber of a perturbation of size of order of the bubble radius $D/2$, and $C$ is a numerical constant whose value is 3 in 2D and 1 in 3D. The velocity provided by this last expression is about 1.5 times smaller than the result of eq. (3.21). As pointed out by Abarzhi et al. (2003), eq. (6.8) implies a gravity scaling different from eq. (6.7):

$$g \rightarrow g \frac{2A_t}{1 + A_t} = g \frac{\rho_2 - \rho_1}{\rho_2} = g_{\text{eff}} \quad (6.9)$$

$^1$At $\approx 4.3 \times 10^{-4}$ with the reference set of initial parameters. It is not clear how to perform an effective estimate of $\rho_1$ and $\rho_2$, even at $t = 0$. The densities are not locally constant, both inside and around the bubble. Therefore $A_t$ is evaluated by taking the density values close to the $y$-coordinate of the bubble center.
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Figure 6.4.: Series of temperature plots, showing the evolution of a bubble in a simulation with the initial parameters $T = 7.7 \times 10^8$ K, $D = 1$ km, $R = 100$ km. Different from fig. 5.6, the presented simulation has five levels of refinement and the bubble evolution is shown till the late, dispersed phase.
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Figure 6.5: Left: density plot at $t = 0$ s, centered on the bubble. The figure refers to the simulation described in fig. 6.4. Right: The velocity field is superimposed to the temperature plot at $t = 0.3$ s.

in agreement with eq. (3.20).

From eq. (6.8) one gets, for the reference choice of parameters, $v_b \approx 1.3 \times 10^5$ cm s$^{-1}$. The comparison with the velocity plot of fig. 5.7 (b) shows a trend of $v_b(t)$ towards this value even if the morphology evolution of the bubble prevents a more quantitative analysis.

The RTI causes the disruption of the bubble, as clearly depicted in fig. 6.4. An approximate estimate for the timescale of this process can be given by

$$\tau_{\text{RTI}} = \frac{D}{v_b} \tag{6.10}$$

which, with the reference values of the parameters and the use of eq. (6.8), gives a timescale of about 0.8 s, a sort of “bubble lifetime”, to be compared with the morphological behavior shown in fig. 6.4. Besides the RTI one can see the arise of the Kelvin-Helmholtz instability, caused by the shear flow at the sides of the bubble. This is particularly evident at high resolution (cf. fig. 5.2).

Following the same approach as Robinson et al. (2004), one could consider another effect linked to the RTI, namely the role of the vortical motions, induced by buoyancy (fig. 6.5, right), in tearing apart the bubble. The timescale associated to this “rise dispersion” is the
6.3.4 Numerical dispersion

Because of the instabilities, the bubble undergoes a physical dispersion, described in the last section. The typical length scale of the bubble pieces decreases in time, and it is not trivial to characterize the details of this process, hindered by the spatial resolution of the simulations.

From a physical point of view, one can expect that the dispersion goes on until the typical length scale of a bubble part is comparable with the minimum size $\lambda_{\text{min}}$, introduced in sect. 3.4.1. For pieces whose size is larger than $\lambda_{\text{min}}$, the nuclear heating is larger than the heat loss by conduction. These pieces increase their temperature (in this phase, in principle, they can still reach $10^9$ K and trigger the thermonuclear runaway), until their typical size, by dispersion, decreases to $\lambda_{\text{min}}$. Then they begin cooling down. Considering this effect in

Figure 6.6.: Evolution of diagnostic quantities, in the simulation performed with the reference choice of parameters. (a): maximum bubble temperature. (b): normalized bubble area, with a comparison among simulations with different levels of refinement.

...
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Figure 6.7.: Series of temperature plots referring to the same simulation as fig. 6.4, showing the evolution of a bubble detail. The grid mesh (recalling that a square corresponds to $8 \times 8$ computational zones) is shown and the contours in the plots mark the bubble area, according to the definition of sect. 6.2.
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Figure 6.8.: The same simulation as fig. 6.4, but with the contours in the plots indicating the bubble area.
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Figure 6.9: Comparison of the morphology of the bubble area at $t = 1.2$ s. The two contour plots refer to simulations with the reference choice of the initial parameters, but with different levels of refinement.

the bubble globally, the trend of the maximum temperature shown in fig. 6.6, left, can be easily interpreted: the bubble is heated until either the runaway occurs (cf. fig. 6.3) or the dispersion prevails. The decrease of the bubble area (fig. 6.6, right) is logically consequent. One must notice however that the length scale for the dispersion driven by heat conduction, as estimated from eq. (3.18), is somewhat smaller than $10^2$ cm, i.e. much smaller than the spatial resolution of the simulations ($2 \times 10^3$ cm). $\lambda_{\text{min}}$ is actually so small that a direct simulation to that scale, even with AMR, is not feasible at all computationally. What is actually observed in the bubble simulations is not a physical, but a numerical dispersion. Figure 6.7 further helps to clarify this important point. The plots are focused on a small detail, a sort of “bridge” linking the top of the bubble with a lower vortical structure. This detail becomes thinner and, as its width is approximately 2-3 times the spatial resolution, it cools off unphysically. It is thus lost from the bubble area according to the definition in sect. 6.2.

Because of the explicit dependence of the spatial resolution on the length scale, one could suppose that this numerical dispersion is dependent in resolution. Surprisingly, the area evolution shown in fig. 6.6, right, does not show any significant dependence of the bubble area decrease on the level of refinement of the simulation. Probably, this happens because the hydrodynamical instabilities in the more resolved calculation produce structures that are globally more numerous and smaller in size (fig. 6.9). The connection between the numerical dispersion and the temperature decrease explains also the choice of simulating isothermal bubbles. Every other temperature profile would have accelerated the disruption of the coldest bubble parts (and made it more difficult to define the bubble area).
6.3.5. Motion and evolution of the bubble

As shown in the reference calculation (fig. 6.4), and confirmed in all the calculations of this parameter study, the bubbles that have been simulated travel over a path of a few kilometers, comparable with their size. The velocities are of the order of some km s$^{-1}$. Apparently, from these data it would seem that the bubble evolution occurs mostly in place. Actually this is not true because the bubbles are carried inside the WD by the convective motions, whose velocity is much larger than the buoyant bubble velocity.

In order to sum up the most significant informations which have been introduced in the last section, the following overview points out the main items and the related timescales about the bubble evolution:

- The initial bubble temperature determines the nuclear timescale (eq. 6.4). Physically, this is the upper limit for the duration of the bubble evolution. It is lengthened eventually because of the cooling by adiabatic expansion, but it is not possible to quantify this last contribution from the presented simulations that neglect it.

- The bubble is disrupted during its motion by the RTI approximately on timescales given by eq. (6.10). The dispersion proceeds down to the length scales where the heat conduction is effective in dissipating the energy generated by nuclear burning.

- The discussion of the bubble physics is not complete without an evaluation of the role of the numerical dispersion. It is not possible to quantify exactly the whole duration of the physical dispersion phase described previously because this process can be followed in the simulations only partially until the typical length scale of the bubble substructures are comparable to 2-3 times the spatial resolution.

The competition between nuclear heating and dispersion is the key to understand the outcome of the bubble evolution and, consequently, also to the ignition process of SNe Ia. The analytical studies on the ignition driven by floating bubbles (García-Senz & Woosley 1995, Woosley 2001, Woosley et al. 2004, Wunsch & Woosley 2004) have not explored the bubble dispersion by the RTI. About this subject, an interesting question is to understand when the burning or the dispersion prevails, depending on the initial bubble parameters.

A further definition is useful for clarification. Let $\lambda(t)$ be the typical length scale of the bubble fragments at time $t$ in the simulation. The dispersion process is followed correctly in the simulations until a time $t_1$, with $\lambda(t_1) = (2 - 3)dx$, where $dx$ is the spatial resolution of the simulation. Physically, the dispersion continues until $t_2$, with $\lambda(t_2) = \lambda_{\text{min}}$ (eq. 3.18). What is the interval $t_2 - t_1$? What happens to the bubble during this interval?

About the second question it has been stressed that the performed simulations, affected by numerical dispersion, overestimate the cooling linked to the bubble disruption. From a physical point of view one thus expects that the bubble temperature could increase for a longer time than it is shown, for example, in fig. 6.6 (a). The point is then, whether or not $t_2 - t_1$ is sufficient for the bubble to go to runaway.
A theoretical expression for the dispersion evolution $\lambda = \lambda(t)$ cannot have been retrieved from literature. From a qualitative analysis of the bubble morphology in the simulations, a rough estimate says that $t_2 - t_1$ should not be larger than $\tau_{RTI}$.

For a more detailed evaluation of the timescales two further contributions have to be introduced. The first is the turbulence in the background, presented in the following of this section. The second one is the effect of the bubble rise driven by fast convective motions. This will be discussed after the parameter studies of the next section when the problem of the bubble evolution is reprise on the basis of the observed trends.

**Background turbulence**

In all performed bubble simulations the background state of the WD was assumed to be “quiet”, in accordance with the definition of hydrostatic equilibrium. As discussed in sec. 2.2, the convective flow in the WD prior to runaway is turbulent. The integral scale $L$ at which the energy is injected is comparable with the pressure scale height (eq. 2.47), about 450 km (Woosley 2001). The typical velocity at that scale is the convective velocity, estimated to be about $50 - 100\,\text{km}\,\text{s}^{-1}$. Assuming a value of $70\,\text{km}\,\text{s}^{-1}$, the theory of turbulence predicts through eq. (2.21) that the typical velocity at the length scale of the spatial resolution of the simulations is about $v_{\text{turb}} = 2.5\,\text{km}\,\text{s}^{-1}$. The FLASH code implements a stirring module, based on the prescription of Eswaran & Pope (1988), described in the FLASH manual (available at http://flash.uchicago.edu/website/codesupport/-users_guide/docs/FLASH2.3/flash2.3_ug.pdf).

The purpose of the following test is not meant to be a quantitative analysis of turbulence, but rather it introduces a divergence-free velocity field in the simulations to study qualitatively the effect of such stirring on the evolution of the bubble. Stirring is very “expensive” on a computational point of view (it increases the computation time by more than 200%). Thus it was not used extensively in our parameter study.

In the test, the parameters of stirring module of the FLASH code were arranged appropriately in order to get typical velocities in the WD background of the same order of magnitude as $v_{\text{turb}}$ derived above. Figure 6.10 shows that the stirred background accentuates the bubble dispersion. This is also confirmed by the analysis of the timescales of temperature evolution (fig. 6.11 (a)) and area decrease (fig. 6.11 (b)). The amount of the decrease of the dispersion timescale is not so important since this test only aimed of showing that a more realistic background has some effect on the bubble evolution. In our example, the timescale of dispersion of the bubble was shortened to a few times $10^{-1}\,\text{s}$.

**6.4. The parameter study**

After having discussed the features of the bubble evolution for a standard calculation, the impact of each parameter on the bubble physics will be evaluated by comparing different simulations performed with varying values of the quantity under consideration.
Figure 6.10.: Series of temperature plots, showing the evolution of a bubble in a simulation with stirring. The reference choice of initial parameters is adopted.

Figure 6.11.: Evolution of maximum bubble temperature (a) and normalized bubble area (b) in the simulation with stirring. The quantities are plotted in comparison with the analogous time evolution in the case without stirring.
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6.4.1. The effect of the bubble diameter $D$

As outlined in table 6.1, the role of different bubble diameters was studied on the base of three calculations, with initial parameters $T = 7.7 \times 10^8$ K and $R = 100$ km. The initial diameter $D$ was varied by a factor of five above and below the reference value, i.e. $D = 0.2$, 1 and 5 km. The extent of the computational domain and the spatial resolution were scaled accordingly in order to resolve the bubble initially by an identical number of zones. Figures 6.12 and 6.13 show the evolution of the calculations with $D = 0.2$ and 5 km respectively, while fig. 6.14 presents a comparison of maximum temperature and normalized bubble area.

According to the discussed bubble physics, the bubble diameter affects the dispersion timescales. Indeed, the RTI timescale (eq. 6.10) scales as $D^{1/2}$ since, from eq. (6.8), $v_b \propto D^{1/2}$ as well. This scaling is nicely confirmed by the comparison of the area evolution in fig. 6.14 (b). Assuming that for the simulation with $D = 1$ km the area-decrease starts approximately at $t = 0.8$ s, one can see that for the bubble with $D = 0.2$ km the analogous decrease starts approximately at $t = 0.8 \cdot (0.2/1)^{1/2} \approx 0.35$ s.

For the same reason, the bubble with $D = 5$ km has a larger $\tau_{RTI}$. Since the nuclear
6.4.1 The effect of the bubble diameter $D$

Figure 6.13: The same as fig. 6.12, but with $D = 5$ km. The last plot refers to $t = 1.2$ s. Note the difference of timescales with respect to fig. 6.12.

Figure 6.14: Comparison of the evolution of maximum temperature $(a)$ and normalized bubble area $(b)$ in simulations with $R = 100$ km, $T = 7.7 \times 10^8$ K and $D$ indicated in the legends.
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Figure 6.15: A series of temperature plots showing the morphological evolution of the bubble in the simulation with $T = 7.3 \times 10^8$ K, $R = 100$ km and $D = 1$ km.

timescale does not depend on the bubble diameter, in this case it results $\tau_{\text{RTI}} > \tau_{\text{runaway}}$, and the bubbles goes to runaway.

From this study, one can conclude that the evolution of bubbles with larger diameter is favored. However, this statement has to be completed with the finding of Woosley et al. (2004), who put an upper limit ($D \lesssim 1$ km) on the bubble diameter because of turbulent dispersion (cf. sect. 3.4.1). This issue will be discussed in sect. 6.5.1.

6.4.2. The effect of the bubble temperature $T$

Probably the initial temperature $T$ is the most interesting parameter because its role in the bubble physics is manifold. As shown in table 6.1, several values have been tested. For sake of simplicity, a discussion will only be presented for the simulations with $R = 100$ km, $D = 1$ km and $T$ ranging from $7.3$ to $7.9 \times 10^8$ K, keeping in mind that the inferred trends are valid also for calculations with other central distances. The morphological evolution of the
6.4.2 The effect of the bubble temperature $T$

Figure 6.16: (a): Comparison of temperature evolution in simulations with $R = 100$ km, $D = 1$ km and $T$ which can be read on the $y$ axis at $t = 0$. (b): Comparison of the normalized bubble area. The initial bubble temperatures are indicated in the legend, in units of $10^8$ K.

bubble in simulations with the extreme values of $T$ is shown in fig. 6.15 and 6.17. Fig. 6.16 presents a comparative analysis of temperature and area.

The nuclear timescale depends on the bubble temperature in a rather steep way (eq. 6.4). Also the dispersion timescale $\tau_{RTI}$ depends implicitly on $T$, approximately via the square root of Atwood number $A_t$ (cf. eq. 6.8). $A_t$ varies in the explored temperature range from $2.2 \times 10^{-4}$ ($T = 7.3 \times 10^8$ K) to $5.3 \times 10^{-4}$ ($T = 7.9 \times 10^8$ K). In simpler terms, the temperature contrast between the bubble and the surrounding material is linked to the density contrast and hence to the effective gravitational acceleration. With equal background temperature (i.e. equal central distance $R$) hotter bubbles experience larger acceleration and thus faster dispersion. On the other hand, the nuclear timescale decreases even faster with temperature. This indicates the existence of a threshold temperature above which a bubble goes into runaway. At $R = 100$ km the threshold is found to be approximately $T = 7.9 \times 10^8$ K.

The comparison between fig. 6.15 and 6.17 shows clearly the different evolutionary timescales of the bubbles. In the case with $T = 7.3 \times 10^8$ K they are so long, that the simulation was stopped before reaching full dispersion. Moreover, it seems unlikely that such a bubble can ignite after $t \approx 4$ s (cf. fig. 6.2) without being dispersed in the meanwhile, by the RTI or other effects (see sect. 6.5.1).

A confirmation of the expected dependence of the dispersion timescale on $A_t^{1/2}$ can be retrieved from the comparison of the temperature evolution of the calculations with $T = 7.7$ and $7.5 \times 10^8$ K. The time of maximum temperature $\tau_{\text{max}}$ indeed depends on the dispersion timescale. Starting from $\tau_{\text{max}}(7.7) \approx 1.2$ s,

$$\tau_{\text{max}}(7.5) \approx \tau_{\text{max}}(7.7) \left( \frac{A_t(7.7)}{A_t(7.5)} \right)^{1/2} \approx 1.2 \cdot \left( \frac{4.3 \times 10^{-4}}{3.3 \times 10^{-4}} \right)^{1/2} \approx 1.4 \text{ s ,}$$

(6.12)
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Figure 6.17: The same as fig. 6.15, but with $T = 7.9 \times 10^8$ K. The hot spot at $t = 0.789$ s indicates that the thermonuclear runaway was reached in the simulation.

as one can read from fig. 6.16 (a), consistent with the large temperature peak of the calculation with $T = 7.5 \times 10^8$ K.

We preferred to perform this estimate on the evolution of temperature, rather than on the area. The latter is more difficult to be interpreted because of the tendency to a moderate expansion of the coldest bubbles. In the WD the pressure is decreasing outwards, so a rising bubble has to adjust its internal pressure by expansion. This effect is evident only in the simulations with the lowest temperatures, where the bubbles disperse slowly. In the hottest bubbles the expansion is probably masked by the faster disruption and is not visible.

6.4.3. The effect of the central distance $R$

While the parameter $T$ was shown to be the most interesting one for the bubble physics, the central distance $R$ is probably most relevant for the ignition theory of SNe Ia.

As already explained in sect. 3.4, placing a bubble at some distance $R$ from the WD’s center and letting it rise, is a useful approximation only, because the convective velocity is
6.4.3 The effect of the central distance $R$

always much larger than the simulated buoyant velocity. Nevertheless, a study of bubbles at different $R$ can provide interesting hints on the evolution of these objects during their rise, while they are embedded in the convective motions and can reach central distances which are in the explored range. The analysis was performed by comparing three simulations with the initial parameters $T = 7.5 \times 10^8$ K, $D = 1$ km and $R$ equal to 50, 100 and 150 km.

The increase of $R$ in the calculations affects the effective gravitational acceleration for two reasons. First, the modulus of the acceleration $g(R)$ increases with $R$ in the considered range of distances as shown in fig. 6.1. Second, the temperature profile of the WD is decreasing (the background temperatures at various $R$ are given in table 6.1). So at equal bubble temperature, the temperature (and density) contrast is increasing with $R$. This implies that the effective gravitational acceleration increases outwards, too.

This effect is evident dramatically in the comparison between the timescales of the two extreme cases, $R = 50$ (fig. 6.18) and 150 km (fig. 6.19), and from the analysis of fig. 6.20. The simulation with $R = 50$ km goes to thermonuclear runaway. Its area evolution shows an
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Figure 6.19: The same as fig. 6.18, but with $R = 150$ km. Note the different timescales of the two simulations.

Figure 6.20: Comparison of the evolution of maximum temperature (a) and normalized bubble area (b) in simulations with $T = 7.5 \times 10^8$ K, $D = 1$ km and $R$ indicated in the legends.
expansion (partly due to a problem of the definition of “bubble area” when the temperature contrast between the bubble and the background is relatively small). On the other hand, as predicted the dispersion timescales of the other simulations are noticeably shorter as R increases.

The role of the increasing $g_{\text{eff}}$ is relevant also for the value of threshold temperature at which the bubbles at different $R$ go into runaway. As shown in table 6.1, the bubble at $T = 7.5 \times 10^8$ K reaches the ignition temperature during the simulation with $R = 50$ km, but with $R = 150$ km even the bubble at $T = 7.9 \times 10^8$ K is dispersed before reaching the runaway.

6.5. Discussion

6.5.1. Summary and closing remarks on the physics of rising burning bubbles

One of the most striking differences between the performed simulations here and the first analytic study on bubble evolution by García-Senz & Woosley (1995) is that the latter does not take into account the dispersion of the bubbles. Consequently, in their work the bubble velocity and the path covered during its rise are very large (cf. sect. 3.4.2). Neglecting the bubble dispersion, this can be explained easily from the physics of buoyancy. The more the bubble moves outwards, the larger is the temperature contrast and thus the effective gravitational acceleration. Moreover, the rise times are rather long, up to about 25 seconds. Also in the present study the bubbles are supposed to move outwards with velocities up to $100$ km s$^{-1}$, important for the definition of the extent of the burning zone, but these velocities can only be obtained through motions driven by convection, not as a rise due to buoyancy. The extent of the ignition zone will be discussed in the next section.

The discussion about the bubble motion at sect. 6.3.5 can be extended here with the results from the parameter study. The most important findings are:

- From considerations about dispersion, large values of the bubble diameter $D$ are favored for the runaway. Combining this result with the upper limit on $D$ derived by Woosley et al. (2004), the conclusion is that the favored values of $D$ are of the order of 1 km. This can be compared with the size distribution shown in fig. 3.3 (García-Senz & Bravo 2005). The distribution which arises from the present discussion would not appear flat, but rather peaked around the bubble radius $R_b = 5 \times 10^4$ cm;

- Again because of the dispersion, the runaway is most likely reached at smaller values of $R$. It is not possible to deduce a precise constraint, but from the simulations it seems that the runaway is very difficult to occur at $R \geq 150$ km for reasonable initial values of $T$.

To sum up the effects of the various parameters, it turns out that the dispersion timescale is shorter with increasing $R$ and with decreasing $D$. The role of temperature is more subtle,
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because an increasing $T$ shortens both $\tau_{RTI}$ and, even more, $\tau_n$. The interplay among these two phenomena sets a threshold initial temperature for the runaway increasing with $R$ (given equal values of $D$).

The value of this threshold is connected to another question, left open in sect. 6.3.5. Is the numerical dispersion timescale, estimated by the simulations, comparable with the physical (not directly measurable) one? It is important to clarify this point in order to understand whether and how numerical shortcomings affect the physical description of the problem. The possible role of the turbulent background in this context has been already discussed. Other hints on this issue come from the following observations:

1. While the bubble is rising, carried by the convective flow, it experiences growing acceleration and increasingly faster dispersion, as it was shown for a sequence of simulations with increasing $R$. The physical dispersion timescale is thus smaller than it is inferred at fixed $R$.

2. During this fast motion adiabatic cooling can lengthen the nuclear timescale, making the runaway more difficult to reach.

Although the numerical dispersion prevents to fully follow the physical dispersion timescale, the above-mentioned factors can shorten the latter. Because of them, the physical timescale goes down and it could be equal to, or even slightly shorter than the numerical one, but it cannot be explored quantitatively with our computational scheme. The nuclear timescale for bubbles experiencing successful runaway is at most about 2 s. In principle, a low bubble temperature could provide a longer timescale but it is not clear if such a bubble could evolve long enough to reach the runaway without being dispersed by turbulent motions (see for example the test with $T = 7.3 \times 10^8$ K, sect. 6.4.2).

In this final discussion of the bubble physics, the importance of the background temperature must be emphasized. Together with the bubble temperature it determines the temperature contrast, thus affecting the effective gravitational acceleration. In an interesting test a simulation was done with the reference set of parameters, but with an increased background temperature ($7.2 \times 10^8$ K, instead of $\sim 6.8 \times 10^8$ K). This background state, obtained by just changing the adiabatic temperature profile with a constant value of $T$, is not completely consistent but, because of the degeneracy of the matter, the WD structure does not depend strongly on its thermal features.

The bubble evolution in this test (fig. 6.21) had a different outcome from the standard simulation (cf. fig. 6.4). As predicted, the hotter background slows down the dispersion, and the simulation reaches the thermonuclear runaway after 1.405 s. Since a moderate increase of the background temperature has such an influence on the bubble features, this test indicates firmly how crucial the accurate WD modeling is for the ignition theory.
6.5.2 Implications for the theory of ignition of SNe Ia

Figure 6.21.: Sequence of temperature plots, showing the evolution of a simulation with the reference set of initial parameters, but with the background temperature of $7.2 \times 10^8$ K. The gray scale is the same as in fig. 6.4 to ease the comparison. The simulation goes to thermonuclear runaway at $t = 1.405$ s.

6.5.2. Implications for the theory of ignition of SNe Ia

In the following sections, the study of the bubble physics will be profitably used as an indirect approach to the main task of this work, the problem of progenitor modeling and initial conditions in SNe Ia explosions.

Local features of the ignition process

The parameter study of the effect of the central distance of the bubble suggests that the ignition is favored at small values of $R$. The runaway at $R \geq 150$ km seems unlikely. This result refers to simulations, performed by using a WD model with a central temperature of $7 \times 10^8$ K. Analytical studies on ignition (Woosley et al. 2004, Wunsch & Woosley 2004) show that the central temperature at ignition is possibly larger, in the range $7.6 - 7.9 \times 10^8$ K. There are several hints, also in the present work, indicating that ignition is unlikely.
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in the considered model, and easier for a higher background temperature. The test shown in fig. 6.21 is an example. For equal bubble temperature a smaller temperature contrast to the background makes the dispersion slower.

A consequence is that the bubble ignition zone, explored by means of the parameter $R$, can be larger than the estimate from our parameter study ($\sim 100$ km). A rough evaluation of the extent of this zone can be based on bubble lifetimes and convective velocities. Taking the (rather extreme) values of 2 s and 100 km s$^{-1}$, respectively, one finds 200 km, to be added to the extent of the energy-producing core (of the order of 100 km). This gives $R \approx 300$ km. This central distance for ignition is very large, if compared with literature. A safer estimate of $R$ comes from bubble lifetimes of about 1 s, according to next section, thus probably $R \approx 200$ km, consistent with García-Senz & Woosley (1995), Woosley et al. (2004) and Wunsch & Woosley (2004).

It is clear that the adopted approach for the study of the ignition does not allow any conjecture about the departures from central symmetry of the ignition conditions. This issue has to be studied with other numerical tools. A promising way seems to be the use of 3D anelastic simulations, adopted by Kuhlen et al. (2003) in the study of convective flows in massive stars. Preliminary results of this technique, applied to SN Ia progenitors, have been presented by Woosley (2004). In any case the present work contributes to acknowledge the importance of the progenitor evolution for the initial conditions of the SN Ia explosion. The convective pattern plays a crucial role in the ignition process. The initial flame location depends mostly on the displacement of the bubbles, which are carried inside the WD by the convective motions.

The number of ignition points and the duration of the ignition process

In the presented parameter study, several values of the initial temperature have been tested without making assumptions concerning the probability distribution function (PDF) of the temperature fluctuations. Woosley et al. (2004) investigate this problem and indicate two possible PDFs, depending on details on the convective mixing in the WD core. The PDF is supposed to be either exponential or Gaussian. Without trying a choice among these two models, this section aims of inserting the results of the single-bubble evolution in a more complex background, going beyond the mere location of the ignition process, by the knowledge of the duration of the ignition phase.

This question is directly connected with the estimate of the initial number of igniting points, as is shown in Woosley et al. (2004). In their work, the e-folding time of the ignition points is found to be comparable with the time it takes during the explosion to quench the ignition by expansion (about 0.1 s). An analysis of this scenario is not directly achievable from the performed parameter study, but nonetheless some useful hints can be obtained.

Here a thought experiment of two different ignition scenarios is useful. In the first case, let a hot bubble ($T \geq 7.5 \times 10^8$ K) be in the core of a WD with central temperature $T_c \approx 7.0 \times 10^8$ K. The estimated nuclear timescale is about 2 s. If this bubble is on the “hot tail” of the temperature PDF, one can assume that the probability of generating other bubbles
with this $T$ (or hotter) within $\tau_n$ is not large, while colder bubbles would not have time to reach the runaway temperature. In this scenario, the ignition would occur in one (or a few) igniting points. However, considering that the dispersion in more effective for bubbles of a large temperature contrast with the background, such kind of ignition scenario is likely to fail. If the explosion is not initiated, the WD goes on increasing its central temperature.

The other scenario is directly connected with the previous idea. In this second idealized setup, the WD has a larger central temperature, $T_c \gtrsim 7.5 \times 10^8$ K, and the temperature fluctuations are relatively mild with respect to the background. Under these hypotheses, the estimated $\tau_n$ of the bubbles is about 1 s, a value compatible with multi-spot ignition, as it was discussed above. Moreover, these perturbations are not supposed to be very hot with respect to the background. The probability for such bubbles to be generated, according to whatever PDF, should be large, allowing the presence of very many of them in the WD core.

Based on the presented simulations of the single bubble evolution and on the cited analytical studies on the progenitor features, from these arguments the multi-point scenario seems favored as an ignition model for the SN Ia explosion.

**Self-regulation of the ignition process and diversity**

As already pointed out at the end of sect. 1.7, a successful model for SNe Ia should explain both the homogeneity of the class and, hopefully as a function of one or few parameters, the range of observed diversity of the observational features (sect. 1.3). The present study demonstrates that the role of the ignition process, as sketched in the last section, goes more in the former direction.

The explanation again comes from the exam of the second scenario described above. According to the PDFs (no matter which one), there is some probability for the occurrence of one (or a few) relatively hot bubble among the the mild temperature fluctuations. In principle, it could go into runaway before the colder ones, resulting in an ignition in one or very few points. But the dispersion contributes to some self-regulation of this effect, disrupting and cooling down effectively the hottest bubbles. On this grounds, one can state that a large range of possible ignition conditions is not impossible but rather unlikely, because it is not favored by the bubble physics. Of course, this is valid on equal convective pattern. The diversities in the convective flow are potentially able to affect noticeably the ignition conditions, and their role in producing the observed range of diversity in SNe Ia has not yet been explored.

**Comparison with existing ignition models**

As far as WD central temperature, bubble temperature and radius of the ignition zone are concerned, the results inferred on the ignition process essentially are in agreement with the findings of Woosley et al. (2004) and Wunsch & Woosley (2004). The present study and the cited works have in common part of the theoretical background, but the results are based on different analyses (in our case, the physics of rising bubbles).
The interesting ignition scenario proposed by Wunsch & Woosley (2004) in the case of isotropic convective flows (ignition points in a shell around $R \approx 100$ km) could not be investigated by means of the performed parameter study. One should however notice that, because of the enhanced probability for the bubbles to go to runaway at smaller $R$, this initial setup may be not too different from a (somewhat partially) filled sphere.

### 6.6. SN Ia simulations: some outlooks and proposals

Our study supports the multi-spot ignition model. The flame seeds come from buoyant bubbles with an initial diameter of about 1 km. The proposed bubble distribution is consistent with the initial states assumed in most 3D simulation of SNe Ia explosions, the “multi-spot scenario”.

On the basis of this work, the singly-ignited initial model proposed by Calder et al. (2004) and further analyzed by Plewa et al. (2004) could be interpreted as an ignition model coming from a single-bubble runaway. As discussed in sect. 6.5.2, this kind of ignition is not favored by probability arguments. Though it is not supposed to be typical, it would be interesting to further explore the outcome of such a model in order to understand whether it can still be regarded as leading to a SN Ia explosion.

In the works studying multi-point ignition, the diameter of the flame seeds (and consequently their number) is set by the spatial resolution of the simulation. In Röpke & Hillebrandt (2005b) this diameter is 7.0 km, and future 3D simulations, performed with enhanced computational resources, will allow to position smaller and smaller flame structures in the initial stage of the explosion. However, a gap has to be be filled in the ignition theory, covering the phase between the bubble evolution to the runaway and the early flame propagation. In other words, in the interval from the initiation of the runaway in a bubble, until the flame front has reached a size that the large scale simulations of explosion can catch, a small scale study is currently lacking. A similar question has been partly addressed by García-Senz & Bravo (2005).

Such a proposed test will probably open to a new problem. Will the displacement of increasingly smaller (and more numerous) spherical flame seeds in the initial conditions be a valid strategy for the future simulations? At some stage the spatial resolution will not help to improve the results anymore if it is not coupled with robust ideas of the link between the progenitor evolution and the early explosion phase. Future SN simulations should also take into account the short ($\sim 0.1$ s) temporal evolution of the ignition process, and its interplay with the ongoing explosion.
A. An alternative approach to the ignition problem and related issues

The study of an astrophysical problem by means of a multi-dimensional hydrodynamical simulation is an interesting and complex subject. Particularly challenging is the choice of a numerical tool, suited for modeling the problem under investigation. This choice involves several issues, for example the evaluation of the time to be dedicated to a project, the exploitation of local expertise and resources, the feasibility of developing software for the task. For this Ph.D. project, the best compromise between all these issues was to use FLASH, a well tested and modular code, in order to take advantage of the AMR and the implemented burning routine. Of course, the first question in these cases is whether a modular code, suited by definition to deal with a large range of astrophysical problems, is also appropriate for being used in a new context.

This is a typical verification problem, according to the definition of Calder et al. (2002). Even a reliable hydrocode has to be carefully tested when it is used for unexplored physical conditions to understand if it can accurately represent the physics of a model. This verification was also necessary in the study of an approach to SN Ia ignition, different from the one described in the rest of this thesis work, as it will be explained in the following.

A.1. Description and setup

Instead of studying the ignition physics by means of small-scale bubble simulations, as it was done in this thesis work, a more direct and intuitive approach is to perform a simulation of the whole WD. Actually, this has been the first approach tried in this Ph.D. project. Here it will be analyzed more from a numerical, than from a physical point of view. Indeed, the subsequent studies done for the bubble evolution have shown that this first attempt (even without the numerical problems described below) would not have been able to catch the whole complexity of the ignition process and the length scales required.

In order to follow the last convective phase of a WD, the 1D model is mapped on a 2D grid (fig. A.1). The main concern in such a mapping procedure (Zingale et al. 2002) is to guarantee the HSE of the model on times which are comparable with the convective turnover timescale (~ 15 s). This stability analysis is crucial in the pre-explosive evolution.
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Figure A.1: Temperature plot of the initial state of the calculations described in sect. A.1.

It would not be so important for example, in 2D and 3D simulations of SNe Ia because in that framework the WD is disrupted on much shorter timescales.

The WD model used in this test was provided by S. Woosley. It is similar to the convective 1D model described in sect. 5.2, but with a central temperature of $T_c = 6 \times 10^8$ K and central density $\rho_c = 2.67 \times 10^9$ g cm$^{-3}$. For simplifying the numerics, nuclear burning and AMR were not used. The WD was mapped on a grid with $512^2$ zones with a spatial resolution $dx = 3.9 \times 10^5$ cm. The simulation was performed in cylindrical geometry. Only a quadrant in 2D is represented, exploiting the rotational symmetry around the $y$-axis and the equatorial symmetry along $x$. Both static gravity (read from a pre-computed function $g(R)$) and Poisson self-gravity were tested.

The WD model was processed to ensure HSE as discussed in sect. 5.3, both slightly modifying the 1D model and modifying the states of the Riemann problem. Despite of this, first 1D simulations showed the need of further reducing the spurious velocities. For this reason, before starting the real simulation for about 50 physical seconds a damping procedure was applied in order to reduce the internal velocities effectively. This procedure involved two
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Figure A.2.: Detail of a velocity plot, showing a small part of the WD, under the conditions described in sect. A.2.

steps. The first one, described in Arnett (1994), is actually a smoothing more than a damping. It removes kinetic energy according to the 1D formula (several generalizations in 2D have been tested):

\[ u_i^\text{corrected} = u_i - C \left( 2u_i - u_{i-1} - u_{i+1} \right), \]  

(A.1)

where the corrected velocity is calculated at the cell \( i \) and the formula involves also the uncorrected velocity values in the neighboring cells. \( C \) is a numerical parameter. In a second step the velocities are damped by a factor 0.01 and the kinetic energy is consequently modified.

A.2. The numerical problem

At the end of the damping phase, the typical velocity inside the WD is about 10^3 cm s^{-1}, thus virtually the WD is stable. As soon as the damping is switched off, the velocity in the computational domain starts to increase again. When the velocity reaches about 10^7 cm s^{-1} the simulation becomes unstable, the temperature in the WD increases unphysically (note that no burning routine was implemented) and the calculation fails. This happens after about 10 physical seconds of the simulation without damping, corresponding to about 25 000 timesteps.

Several tests have shown that:

- This problem does not depend on the geometry of the simulation. A Cartesian 2D calculation (even though it is not consistent with the 3D geometry of a sphere) failed, too.
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- It does not depend on resolution.
- It does not depend on the WD model. A test was performed with a fully radiative model far from thermonuclear runaway, but with the same outcome.
- It does not depend on the choice of the boundaries of the computational domain, also because the calculation does not fail in that part of the domain.
- It does not depend on the procedures for putting the model in HSE.

The properties of the velocity field inside the WD are particularly interesting (fig. A.2). The velocities have a strange, stripe-shaped pattern.

A.3. Interpretation of the problem

This test has shown that the FLASH code is not able to deal with the problem under consideration. It is not possible to keep the WD in HSE for the required timescale. There may be several reasons for this failure. The simplest one would be a bug in some part of the code which shows up only in the extreme degenerate conditions of the WD modeling. In particular, the interaction of the EOS with the rest of the code should be carefully scrutinized.

In fig. A.2 the pattern of the velocity field is parallel to the coordinate axes. It suggests that some problem in the low Mach number flows could come from the directional splitting (sec. 4.2).

A more malicious issue could be related to the Godunov scheme itself. Guillard & Murrone (2004) discuss the difficulty of this scheme in handling the low Mach number flows (such as this failed test). The problem is related to the behavior of the solutions of the Euler equations (eqs. 2.4-2.6). In general, the limit of the compressible Euler equations to low Mach numbers is not equal to the solution of the incompressible Euler equations. Given \( q(x, t) \) the solutions of the compressible model, it is

\[
q(x, t) \to q_{\text{slow}}(x, t) + q_{\text{osc}}(x, t/M) + \text{HOT} \quad (A.2)
\]

where \( M \) is the Mach number, \( q_{\text{slow}}(x, t) \) is the solution of the incompressible Euler equations, \( q_{\text{osc}}(x, t/M) \) is an acoustic term which depends on the fast time variable \( t/M \), and \( \text{HOT} \) are higher order terms. For special classes of initial conditions, the acoustic term is not present at leading order, and the limit to low Mach numbers holds. Unfortunately, the initial state of the Riemann state is a discontinuity and is not included in this family of “well-prepared” initial conditions. The interface pressure computed by the Riemann solver contains fluctuations of order 1 in the Mach number, even if the initial state contains fluctuations which scale as \( M^2 \).

A remedy to this drawback can come from the use of some preconditioning of the initial states, modifying the numerical fluxes in order to improve the accuracy at low \( M \). This
technique was applied successfully to the Roe schemes (Guillard & Viozat 1999). Guillard & Murrone (2004) show that the preconditioning cures the problem also for Godunov schemes, but in this case a formal theoretical justification is currently lacking.

It remains to be understood why this numerical problem does not affect the 2D simulations of the bubble evolution, shown in the rest of this thesis. Probably, the reason has to do with the fact that in that case the HSE is not as crucial as in the failed full-star model. Moreover, in the bubble simulations gravity is acting only along the $y$-axis and not in the radial direction. This makes it easier for maintaining HSE.
B. Nomenclature

A list of the most often used symbols and abbreviations is given below. The standard nomenclature and units have been used in a consistent way throughout the different chapters as much as possible.

Common abbreviations and indices

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>⊙</td>
<td>solar</td>
</tr>
<tr>
<td>ad</td>
<td>adiabatic</td>
</tr>
<tr>
<td>AMR</td>
<td>Adaptive Mesh Refinement</td>
</tr>
<tr>
<td>c</td>
<td>central</td>
</tr>
<tr>
<td>eff</td>
<td>effective</td>
</tr>
<tr>
<td>HSE</td>
<td>Hydrostatic Equilibrium</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Distribution Function</td>
</tr>
<tr>
<td>RTI</td>
<td>Rayleigh-Taylor Instability</td>
</tr>
<tr>
<td>SN</td>
<td>Supernova</td>
</tr>
<tr>
<td>(CO) WD</td>
<td>(Carbon-Oxygen) White Dwarf</td>
</tr>
</tbody>
</table>

Greek

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ_p</td>
<td>logarithmic derivative of density with respect to temperature at constant pressure</td>
</tr>
<tr>
<td>κ</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>λ</td>
<td>length scale of a bubble piece</td>
</tr>
<tr>
<td>λ_{min}</td>
<td>minimum bubble size</td>
</tr>
<tr>
<td>λ_{turb}</td>
<td>maximum bubble size</td>
</tr>
<tr>
<td>μ</td>
<td>coefficient of the shear viscosity</td>
</tr>
<tr>
<td>ρ</td>
<td>density</td>
</tr>
<tr>
<td>τ</td>
<td>timescale</td>
</tr>
<tr>
<td>τ_n</td>
<td>nuclear timescale</td>
</tr>
<tr>
<td>τ_{RTI}</td>
<td>growth timescale of the Rayleigh-Taylor instability</td>
</tr>
<tr>
<td>ω</td>
<td>growth rate of a perturbation</td>
</tr>
</tbody>
</table>
### Uppercase Latin

**Simulation parameters:**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>bubble diameter</td>
</tr>
<tr>
<td>$R$</td>
<td>distance from the WD center</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_t$</td>
<td>Atwood number</td>
</tr>
<tr>
<td>$A_{\text{bubble}}$</td>
<td>bubble area</td>
</tr>
<tr>
<td>$C_p$</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>$G$</td>
<td>gravitational constant</td>
</tr>
<tr>
<td>$H_p$</td>
<td>pressure scale height</td>
</tr>
<tr>
<td>$L$</td>
<td>integral length scale</td>
</tr>
<tr>
<td>$M$</td>
<td>mass</td>
</tr>
<tr>
<td>$M_{\text{Ch}}$</td>
<td>Chandrasekhar mass</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$\dot{S}$</td>
<td>energy generation rate</td>
</tr>
<tr>
<td>$X$</td>
<td>composition</td>
</tr>
<tr>
<td>$X_i$</td>
<td>mass fraction of a species $i$</td>
</tr>
</tbody>
</table>

### Lowercase Latin

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_s$</td>
<td>sound speed</td>
</tr>
<tr>
<td>$dx_i$</td>
<td>cell size along the direction $i$</td>
</tr>
<tr>
<td>$e_{\text{int}}$</td>
<td>specific internal energy</td>
</tr>
<tr>
<td>$e_{\text{tot}}$</td>
<td>specific total energy</td>
</tr>
<tr>
<td>$g, g$</td>
<td>gravitational acceleration</td>
</tr>
<tr>
<td>$k, k$</td>
<td>wavenumber</td>
</tr>
<tr>
<td>$l$</td>
<td>characteristic length scale</td>
</tr>
<tr>
<td>$l_f$</td>
<td>flame width</td>
</tr>
<tr>
<td>$l_g$</td>
<td>Gibson length scale</td>
</tr>
<tr>
<td>$m_e$</td>
<td>electron mass</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$u$</td>
<td>fluid velocity</td>
</tr>
<tr>
<td>$v_b$</td>
<td>bubble velocity</td>
</tr>
<tr>
<td>$\bar{v}_c$</td>
<td>average convective velocity</td>
</tr>
</tbody>
</table>
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